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Abstract
Lipid bilayers are important biological structures. The changes in bilayer properties are induced
by the composition of the bilayer as well as the solvent. In this work, we study the eﬀects of diﬀerent
molecular makeups of lipids and ionic solvents with molecular dynamics simulations to determine
their eﬀect on the bilayer interface. In particular, we look at how diﬀerent carbon chain bindings
aﬀect water viscosity at the interface and allow for a less permeable bilayer. Additionally, we
examine the changes to the bilayer due to the presence of the most biologically relevant salt ions.
Lastly, we show how the pharmacological ion lithium may replace magnesium due to overlapping
solvation shells.
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Chapter 1
Introduction
The cell is the fundamental building block, and the smallest unit of life, bound by a membrane.
The membrane has two primary functions. First, to act as the boundary for the cell, providing
individuality and integrity, while also creating a barrier to diﬀusion. Second, the membrane creates
a structure for proteins and other signaling pathways to which to adhere to.

1.1

Lipid Membrane
Membranes are diverse in both composition and function, and therefore it is convenient to

define a general model for cell membranes. The foremost model of the membrane is the fluid
mosaic model [1]. In this model, the cell membrane is a two-dimensional, liquid bilayer of lipids in
which globular protein molecules are suspended. The hydrophilic regions of the protein protrude
from the membrane surface while hydrophobic regions are embedded in the membrane [1]. Proteins
can even extend from one membrane surface to another. Another important aspect to the model
is that since the membrane is a liquid, proteins can diﬀuse across the surface of the bilayer.
The composition of cell membranes varies significantly with the type or function of the cell,
but the supporting structural matrix is almost always a lipid bilayer. Lipid bilayers are composed
of amphiphilic lipids, meaning they have both water-soluble hydrophilic and water-insoluble hydrophobic regions. By hydrophilic regions, we mean regions with thermodynamic properties which
cause free energy to decrease as polar solvents, such as water, surround the regions. Moreover, by
hydrophobic, we mean regions with thermodynamic properties such that free energy increases as
polar solvents neighbor them. In order to minimize the solvation free energy of the system, lipids
self-organize in the presence of a polar solution [2].
In bulk, this self organization takes diﬀerent forms. The actual form taken by the lipids depends
considerably on the molecular geometry of bulk lipids [3]. This geometry is defined primarily
by the areas of the hydrophobic and hydrophilic regions of the lipids. By area, we mean the
1

equilibrium distances between hydrated lipids. When lipids are conical in shape, that is to say,
that the hydrophobic portion is smaller in area than the hydrophilic, they organize such that the
hydrophobic portions, which can be packed closer, all face the center of a spherical blob. This lipid
sphere is referred to as a micelle.
When lipids are cylindrical in shape, or even reverse conical, that is to say, the area of their
hydrophobic section is the same size or larger than that of the hydrophilic section, the lipids will
organize into a bilayer [3]. A bilayer is composed of two opposite facing planes, or leaflets, of lipids
where the hydrophilic portions face outward, away from the center, while the hydrophobic portions
face each other towards the center of the plane. A cross section of a portion of a lipid bilayer can
be seen in figure 1.1.

Figure 1.1: Rendering of a portion of a DPPC lipid bilayer simulation using Qutemol software
package. In this figure, oxygen atoms are colored red, nitrogen blue, phosphate yellow, hydrogen
white, and carbon as gray. Note that the hydrophobic carbon chains are all organized towards the
center of the bilayer.

A significant amount of the remaining energy of a bilayer sheet are the hydrophobic edges
exposed to the polar solvent. In order to reduce its energy further, a bilayer will spontaneously
curve until it is spherical in shape, this is called a liposome. This sphere is not a micelle, but rather
a vesicle where the two leaflets have together created a sphere with a portion of the solvent on the
inside and a (generally larger) portion of the solvent on the outside. This reduction in the exposed
2

hydrophobic portions dramatically outweighs the energy cost of the curvature [2]. This energy cost
can be reduced when the bilayer consists of molecules of two diﬀerent lipids. When two diﬀerent
lipids are combined, the more conical shaped lipid will favor the outer leaf of the vesicle while less
conical shaped lipid will prefer the interior. This organization is less entropically favorable but is
also balanced with a favorable decrease in energy from more eﬃcient packing [3].

1.1.1

Lipid Molecules

Lipid membranes are composed of many species of lipids. Though not all lipids are present
in lipid bilayers, they are defined broadly as molecules which dissolve in organic solvents but are
insoluble in water [4]. Lipids can be purely hydrophobic, i.e., non-polar, or amphiphilic, having
both a polar and non-polar region. Amphiphilic lipids are crucial in the formation of lipid bilayers.
The most simple form of lipids are fatty acids. Fatty acids are aliphatic chains attached to a
carboxylic acid. Fatty acids can be categorized as saturated, meaning no carbon atoms in the chain
are double bonded, or unsaturated, meaning at least one pair of carbon atoms are double bonded.
Unsaturated fatty acids can be further categorized as mono-unsaturated, denoting that only one
of the pairs of covalently bonded carbons in the chain are double bonded, or poly-unsaturated,
denoting more than one double bond is located on the chain. Fatty acids can also be classified by
length. Two prevalent fatty acids are palmitic acid (palm oil), a 16 carbon saturated fatty acid,
and oleic acid (olive oil), an 18 carbon mono-unsaturated fatty acid.
In addition to being lipids themselves, fatty acids may bond to larger complexes to make up
more complex lipids. The group which the fatty acids bind to is referred to as the backbone of the
lipid. The most common backbones are glycerol and sphingoid. Lipids with a glycerol base are
referred to as glycerolipids while lipids with sphingoid backbones are referred to as sphingolipids.
Glycerol has three available binding sites. Because of glycerol’s chirality, these sites can be
distinguished and are labeled as Sn1, Sn2, and Sn3. These sites can be occupied by an ester
bonded fatty acids, an ether bonded carbon chains, or some form of hydrophilic group. When a
hydrophilic group occupies a site, that group is typically referred to as the head group of the lipid.
The most common example of a glycerolipid with a head group is a phospholipid. A phospholipid
is a lipid with a head group whose base is a phosphate group, attached to the Sn3 position of the
glycerol.
3

1.1.2

Glycerophospholipids Classification

A glycerolipid with a phosphate-based head group (phospholipid) is more specifically called
a glycerophospholipid. Additional chemical groups, attached to the phosphate base of the head
group, can be used to classify the glycerophospholipid further. The more common additions to the
phosphate group are choline, inositol, ethanolamine, serine, glycerol, among others. When a single
instance of the group is present, the lipid is referred to as phosphatidylcholine, phosphatidylinositol,
phosphatidylethanolamine, phosphatidylserine, and phosphatidylglycerol respectively.
Since a phosphoglyceride has two carbon chains, often referred to as its tails, they can be further
categorized by the type of chain and the method at which it is bounded to the lipid. For example,
phosphatidylcholine with palmitic acid in the Sn1 position and oleic acid in the Sn2 position has
the chemical name 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine and is commonly referred to as
palmitoyloleoylphosphatidylcholine or POPC (see figure 1.2b), whereas the lipid in figure 1.2a with
both the Sn1 and Sn2 sites occupied by a palmitic acid has the chemical name 1,2-dipalmitoyl-racglycero-3-phosphocholine, more commonly referred to as dipalmitoylphosphatidylcholine or DPPC.

Figure 1.2: Line drawings of (a) a DPPC lipid and (b) a POPC lipid.
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1.1.3

Ether Lipids

Another important class of phospholipids is ether lipids. These lipids replace at least one ester
bound fatty acid with an ether bound alkyl or acetyl group. Much like fatty acids, alkyl and acetyl
groups can be classified by their length, and whether they are saturated or unsaturated. However,
unlike their ester bounded counterparts, ether bounded lipids lack the double bounded carbonyl.
Examples of ether lipids in nature include plasmanyl- and plasmenyl-phospholipids, lipids with a
single ether bond, appear in specialized animal tissue such as heart and brain [5]. Additionally,
ether lipids are most common in archaea [6].
Archaea are a distinct domain of life from bacteria or eukaryota. A critical contrast between
Archaea and other domains are the lipid composition of their bilayers [6]. While eukaryotic and
bacteria bilayers are composed primarily of ester bonded fatty acids, archaea are composed of ether
bonded isoprenoids. Additionally, ether bonded isoprenoids are attached to the Sn2 and Sn3 binding
site of glycerol rather then the Sn1 and Sn2 to which ester bonded fatty acids are attached [7].
The distinction in the lipid makeup of the bilayers is interesting for two reasons. First, because the
diﬀerences in bilayer makeup between archaea and bacteria may inform us what the membrane of
the last universal common ancestor (LUCA) might look like and what caused the first split into the
two now established domains [7]. Second, species of archaea are frequently found to survive and
even thrive in extreme environments such as high salt concentration. These environments require
specialization such as membranes that can withstand additional stress. In this work we will address
ways ether lipids in archaeal bilayers could be an evolved mechanism to deal with these extreme
environments.

1.1.4

Sterol Lipids

A class of lipids which are distinct from glycerophospholipids, sphingolipids, and other simple
fatty acid chains are sterol lipids. The base of sterol lipids are a chain of four, nearly planar, carbon
rings as can be seen in figure 1.3. Unlike many eukaryotic cells, prokaryotic membranes lack sterols.
The primary sterol lipid found in animals is cholesterol. Cholesterol and other sterols adjust the
dynamics [8] of lipid bilayers in order to keep portions of the membrane in a liquid-ordered state [9].
By liquid ordered, we mean a state where the lipids still diﬀuse and rotate in the bilayer similar to
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a liquid, but are as highly ordered as they would be in low-temperature solid states.

Figure 1.3: Line drawing of a sterol molecule.

1.1.5

Physiological Solvents

Most often in nature, lipids are suspended in water with many minerals, the most important of
which are alkali metal salts. Ions, such as Na+ , K+ , Ca2+ , Mg2+ , and Cl− play an essential role in
cell functions. Many of these functions rely on the barrier formed by the lipid bilayer to regulate
ion concentration.
In addition to acting as a barrier to ions, lipids can also act as a capacitor of sorts, storing
concentrations of positive cations along their surface. Since cations can better bind to the negatively
charged oxygen atoms along the hydrophilic region of the lipid, they will often take the place of
polar molecules such as water. Depending on the concentration, these substitutions alter the
physical properties of the bilayer. Bilayers may have evolved to be suited for particular solvent
environments. Archaea, for example, are often classified as extremophiles, thriving in environments
with high temperatures, high salt content, or high methane concentration. Since archaea evolved
in these environments, it is theorized their ether-based lipid composition provided advantages in
these chronic energy stress environments [10].

1.1.6

Lipid-Solvent Interface

Lipid bilayers define a barrier, and therefore, a surface with solvent surrounding it. The chemical
composition of the lipids which make up the bilayer and the particles that make up the solvent
both aﬀect the behavior and stability of the interface.
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1.2

Structure and Characterization of Lipid Bilayers

1.2.1

Diﬀerential Scanning Calorimetry

The phases and phase transitions of the lipid membrane are a significant aspect of their function. Phases of the membrane have diﬀerent stability, permeability, and compressibility among
other structural properties. A Diﬀerential Scanning Calorimeter (DSC) is used to determine phase
transition temperatures and enthalpies. Both transition temperature and transition enthalpy can
be derived from measurements as well as the change in the heat capacity along the transition [11].
DSCs achieve this by measuring the temperature diﬀerence between the two vessels. The first vessel
contains the lipid of interest while the second is a reference solution. The temperature diﬀerence is
measured between these vessels as a function of a set heating rate [12]. Phase transitions resulting
from thermal energy will result in a temperature lag which is used to determine the thermodynamic
properties of the transition [12].

1.2.2

Form Factors

The atomic structure of lipid membranes cannot be determined directly. Instead, experiments
are done using small-angle scattering from sources such as X-ray (SAXS) or neutrons (SANS) to
produce the reciprocal space representation known as form factors. The combination of these form
factors is useful in more accurately describing the system since they scatter more eﬀectively in
diﬀerent environments. SAXS, with its small wavelength, is most eﬀective in electron-dense regions
such as the phosphate groups while SANS is ideal in hydrogen deficient areas such as glycerol or
carbonyl.
These form factors are not fully reversible due to the inherent disorder of liquid phase lipids [13]
and the unavailability of the full spectrum of scattering [14]. To derive the physical structure of
the lipid assembly from the measured form factors, a model must be imposed on the system.
The scattering density profile (SDP) model uses volume probability distributions and their spatial
conservation as restrictions to the inverse solution [13], while the atomically detailed model (ADP)
optimizes a large number of atomistic parameters with restrictions and averages under-determined
values using a weight factor.
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The volume of the lipid molecule Vl is used to derive other structural properties such as area
and thickness. These volumes are determined from techniques such as neutral flotation, where the
density of water is changed by altering concentrations of H2 O and D2 O until the lipid neither floats
nor sinks [15]. Volumes of the lipid chains (Vc ) and head groups (Vhg ) are both determined in
the gel phase DPPC. It is assumed that Vhg does not change in the liquid phase since it is fully
hydrated in both phases [15]. The scattering density profile determines the area per lipid (A) from
the equation

AF (0) = 2(nL ρW VL ),

(1.1)

where F (0) is the zero-ith order form factor, ρW is the electron density of water, and nL is the
number of electrons per lipid [15]. With volume and area known, one can derive the thickness of
the components from them. The thickness of the hydrocarbon chains (2Dc ) is then 2Dc = Vc /A,
and the thickness of the entire bilayer (2Db ) is 2Db = Vc /A [15].
1.2.3

Nuclear Magnetic Resonance Spectroscopy

Nuclear magnetic resonance (NMR) is a technique used to probe molecular positioning, molecular order, and molecular dynamics. Atomic nuclei have spin-1/2 or spin-1. When a magnetic field
is applied to a spin 1/2 nucleus, the energy of the spin splits between a higher or lower state, depending on the direction of the spin. Atoms with a spin-1, have a quadrupole splitting of energies.
The output of NMR experiments is resonance spectra whose peaks can be used to identify groups.
H-nuclear magnetic resonance sometimes referred to as proton nuclear magnetic resonance since
when H binds to other elements, it does not have suﬃcient electro-negativity to keep the electron
and is therefore essentially a proton.
The resonance spectra from 1 H − N M R is a strong signal that can be easily matched to a
chemical structure. Deuterium nuclear magnetic resonance (2 H − N M R) is similar to 1 H − N M R
except the hydrogen being tested are deuterium, and therefore they have an extra neutron. This
extra neutron gives the nucleus spin 1. Also, unlike 1 H − N M R, deuterium hydrogen is seldom
naturally present in lipids and can therefore be added for targeting purposes. Deuterium hydrogen
NMR experiments can be used to determine the C-C bond order parameter. This order relates
8

to the alignment of the chains and is highest when they are straight. Therefore bilayer thickness
can be estimated using the carbon order parameters. Phosphorus-31 nuclear magnetic resonance
(P-NMR) works on the magnetic resonance spectra of phosphorus. These shifts from neighboring
protons can be used to determine head group orientation.

13 C

Carbon NMR with Magic-angle

spinning (MAS) is used to determine the carbon ordering parameter [16], which is an essential
measurement to understand when bilayers are approaching phase transitions. 2 H-NMR deuterium
water allows experiments to record quadrupole splitting of the water oriented by the charges in the
lipid head group.

1.2.4

Membrane Electrostatics and Electrophoretic Mobility

Dipole potential measurements are made by [17] step wise changes in applied voltage and their
resultant step in current using the voltage-clamp technique. Neher and Sakmann developed the
electrophysiological patch clamp technique. The current across the membrane associated with the
opening and closing of individual ion channels in the cell membrane can be measured by applying
a defined voltage across the membrane via electrodes in the solution phases on each side of the
membrane. The eﬀect of the change of dipole potential on the opening and closing rates of ion
channels can be investigated in detail.
The vibrating plate method involves bringing a condenser electrode near the surface of the
bilayer. The electrode position is then shifted. The other electrode is placed under the bilayer.
The vibration of the plate results in a measurable capacity variance C(t). The dipole potential is
defined by the amount of voltage needed to counter the eﬀect and minimize the signal [18].
When liposomes are exposed to an electric field (E), whether due to the charge of the lipid or
charge of ions bound to its surface, they will move with some electrophoretic velocity (νep ) equal
to

νep = µep E,

(1.2)

where µep is the electrophoretic mobility of the liposome. For a liposome with a suﬃcient radius
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compared to the Debye-Huckel parameters, the electrophoretic mobility is defined as

νep =

ζϵϵ0
,
η

(1.3)

where ϵ and ϵ0 are the dielectric constant of the medium and permittivity of free space respectively,
η is the dynamic viscosity of the medium, and ζ is the electrostatic potential at the surface of the
liposome. The potential is of interest as it relates to the total charge inside the “slip surface,” inside
of which particles move with the liposome.

1.3

Simulations and Models of Lipid Bilayers
Although experiments give a substantial insights into the properties of bilayers, simulations of

model solutions are ideal for understanding the microscopic models which are the underpinnings of
the bulk properties of lipid membranes. Importantly, for microscopic measurements to be reliable
explanations for macroscopic properties, the models must reproduce the macroscopic properties
within an appropriate approximation.
The most accurate simulations are ab initio, quantum calculations in which electronic structure
along with nuclear coordinates evolves in time. These simulations are the most exact, but this
complexity restricts the size and time scales of the simulations. To simulate on length and time
scales needed to measure bulk properties of a bilayer, classical approximations are needed.
To simulate on length and time scales needed for lipid bilayers, atomic simulations are used,
where atoms are considered restricted to a point, and the complicated quantum interactions are
simplified to a set of classical potentials. The potentials used to evolve the system are LennardJones (6-12), electrostatic, and inter-molecular forces, which are approximated as simple springs,
for 2 (bonded), 3 (angle), and 4 (dihedrals) body interactions. Additional approximations are made
by removing hydrogen from the lipids which decreases the number of atoms needed to be updated.
This has added benefit since hydrogen atoms have a much smaller mass and therefore can have
much larger step sizes than other atoms. This model of simulation is referred to as United Atom
(UA).
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1.3.1

Molecular Dynamics Simulations

The most common form of simulation are Molecular Dynamics (MD) simulations, where given
an initial set of positions for all atoms in the system, the system is evolved according to Newtons
equations of motion using the potential functions described in the previous section. All atoms are
treated as point particles for purposes of computing position or momentum [19]. Without additional
restrictions, MD simulations give rise to NVE ensembles. That is to say, an ensemble of frames
which will be constant with respect to the number of particles, the volume, and the total energy of
the system. This is often not the most faithful to biological conditions, where energy flows freely
between it and the environment and the system can grow as needed. A more appropriate ensemble
for lipids is typically NPT. In this ensemble, the number of particles, pressure, and temperature
are held constant.
Temperature, in the context of a molecular dynamics simulation, is calculated from the momentum of the particles in the simulation. Temperature coupling is the process of fixing the temperature
of the simulation by controlling these momenta. There are many methods of temperature coupling,
but the Nosé-Hoover coupling scheme [20] is the only one used throughout this paper. In this
coupling scheme, a frictional parameter (ξ) is added with a reservoir. The force of friction added
to the particle is proportional to ξ and the velocity of the particles. The frictional parameter itself
has a momentum pξ whose derivative is equal to the diﬀerence between the current temperature
and the desired temperature. The new equation of motion for particle i is now described by the
equation
pξ dri
Fi
d2 ri
=
−
,
2
dt
mi
Q dt

(1.4)

where Fi is the net force acting on the i–th particle, ri is its position, and Q is the mass parameter
of the reservoir.
Pressure must also be held constant as well to achieve an NPT ensemble. Pressure couples are
used to keep the pressure constant. The most common, or at least the one used exclusively in this
work, is the Parrinello-Rahman pressure coupling [21]. In this coupling, changes are made to the
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box dimensions described by the matrix b, according to the equations
d2 b
= V W−1 b′−1 (P − Pref ),
dt2

(1.5)

where V is the volume of the box, W is the matrix which determines the strength, and P and Pref
are the current and target pressure matrix respectively. Similar to Nosé-Hoover modifications to
coupling, Parrinello-Rahman makes the following changes to the equations of motion
[

]

Fi
db′ db ′ ′ −1 dri
d2 ri
−1
=
−
b
b
+
b b
.
dt2
mi
dt
dt
dt

(1.6)

The pressure coupling can also be either isotropic, where the three dimensions of the simulation
remain equal, semi-isotropic, in which only two box dimensions have this restriction, and anisotropic
where all three box dimensions are free to adjust independently to maintain the target pressure.
For lipid bilayers, semi-isotropic, where the direction normal to the bilayer is independently held
at constant pressure, is necessary since it allows the depth of the simulation to change in order to
accommodate changes in area per lipid for the bilayer to reach an equilibrium.
Additional ensembles sometimes used to simulate bilayers are NVT or NAPT. NVT, in particular, semi-isotropic NVT, is often used to fix the area of the box as well as the depth in order
to create a diﬀerence in pressure between the lateral box pressure and the normal pressure, perpendicular to the bilayer, to achieve an imposed surface tension. NAPT is also used to enforce a
surface tension by fixing the area parallel to the bilayer and allowing the depth to adjust to obtain
the set pressure.

1.3.2

Force Field Parameters

As stated in section 1.3, three sets of potentials are used to evolve the system. Each of these
sets of potentials requires parameters specific to the atom and molecule. The collection of these
parameters is often referred to as the force field as they define the forces between the atoms in the
simulation. In some cases, these forces are approximated from the actual force in physics due to
limitation discussed below.
Coulomb potentials are the most classic form of potentials used, and for all non-bonded pairs
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of atoms, follow the equation

Vc (rij ) =

1 qi qj
4πϵ0 ϵr

(1.7)

where the constant ϵ0 is the permittivity of free space, ϵr is the dielectric constant of the medium,
rij is the distance between the two particles i and j, and qi and qj are the charges of the i–th and
j–th particles. Therefore, the parameters needed are the charges on the atoms, which as stated
earlier are assumed to be fixed with time. The net charge on an atom is the result of the diﬀerence
between the number of protons the atom has minus the net number of electrons. For atoms where
this number is constant, such as ions, this charge is well known. For atoms which are part of a
larger covalently bonded molecule, the number of electrons associated with that atom orbiting the
atom needs to be determined through quantum calculations.
Coulomb potentials are also long-range potentials, requiring the resulting force between any
two charged atoms in the simulated box be calculated, and in most simulations, periodic boundary
conditions (PBC) are implored, assuming each simulated box in neighbored by an identical box on
each side, thereby making the simulation infinite. These PBC with long-range coulomb potentials
result in a significant number of interactions that required calculation. To reduce the time needed
to compute this potential, the particle-mesh Ewald [22] method is used, whereby the total potential
on a particle is split into a short-range summation, which converges quickly in real space, and a
long-range summation, which converges quickly in reciprocal space. Additionally, by placing the
long range charges on a lattice and using Fast Fourier Transform (FFT), we can reduce the time
needed to compute the reciprocal potential [22].
Along with coulomb potentials, non-bonded atoms each have an additional short-range repulsive
term, which is a result of Pauli repulsion, and an additional attractive dispersion term. These terms
are combined to a single equation. Although an attractive portion is known to have a functional
form ∝ r−6 , the repulsive term is a quantum repulsion, and its functional form is not defined.
Therefore it is often assumed to be an exponential, in which this combined function is referred to
as the Buckingham potential, or, more commonly, of the form ∝ r−12 , where the function is referred
to as the Lennard-Jones potential. In the following work, we will limit ourselves the Lennard-Jones
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function
(12)

VLJ (rij ) =

(12)

Where Cij

(6)

Cij
Cij
− 6
12
rij
rij

(1.8)

(6)

and Cij are adjustable parameters for atom types i and j. This function two additional

forms to make interpretation more straight forward. These forms are
(

σij
VLJ (rij ) = 4ϵij 
rij
(

Rij
VLJ (rij ) = ϵij 
rij

)12

)12

(

−

σij
rij

(

)6 

Rij
−2
rij



(1.9)

)6 
,

(12)

where ϵij , σij , and Rij are also adjustable parameters related to Cij

(1.10)

(6)

and Cij through the equa-

tions
Rij = 2−1/6 σij
(12)

(1.11)

12
= 4ϵij σij

(1.12)

6
Cij = 4ϵij σij
.

(1.13)

Cij

(6)

In these new functional forms, the parameters have units of distance, in the case of σij and Rij ,
and energy, in the case of ϵij . These parameters can be located on a general plot of the potential
seen in figure 1.4. We note in the figure, σij is the distance where the Lennard-Jones potential is
zero, Rij is the location of the minimum energy of the potential, and therefore the relaxed distance
between two particles, and ϵij is the depth of the energy well, and therefore the energy required to
separate atoms in the minimum energy.
These Lennard-Jones potentials are much shorter than coulomb potentials, going to zero as r−6
rather then r−2 . This shorter distance means that we can ignore interaction from atoms beyond a
suﬃcient cutoﬀ distance.
The last set of potentials which require a definition of parameters are bonded potential. These
are potentials for neighboring atoms in a molecule. Although bonded interactions, in reality, are
quite complicated quantum interactions, which could even break when given enough energy, we
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Figure 1.4: Lennard-Jones potential plot denoting location of parameters.

assume for molecular dynamic simulations that all bonds are permanent and can be modeled as
simple harmonic potentials. These potentials require two parameters, a spatial parameter b and
an energy parameter k. These potentials can be grouped into two-body (bond length), threebody (angle), and four-body (dihedrals) interactions. Examples of MD equations for two-body,
three-body, and four-body bonded potentials respectively are
1
Vb (rij ) = kij (rij − bij )2 ,
2
)2
1 θ (
Vθ (θijk ) = kijk θijk − bθijk ,
2
)2
1 ξ (
Vi d (ξijkl ) = kijkl ξijkl − bξijkl ,
2

(1.14)
(1.15)
(1.16)

ξ
ξ
where bij , bθijk , and bξijkl are the spatial terms and kij , kijkl
, and kijkl
are the energy terms for

atoms of type i, j, k, and l respectively. Other expressions of these interactions exist, and in some
cases require additional terms, but in all cases, the correct parameters need to be chosen to achieve
accurate simulations.
It is necessary, if not suﬃcient that the choice of force field parameters must adequately repro-
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duce experimental values, in order for a simulation using those force fields to be considered accurate.
Therefore the choice and improvement of force field parameters ultimately center around reproducing experiential data. This is not an easy task, as the parameters, depending on the simulation,
can number in hundreds of, often interdependent, parameters. Although some systems of general
optimizations techniques have been proposed and utilized [23], typically, the improvement to these
parameters has centered around tuning sets of parameters while comparing simulated results with
experimental values which are aﬀected most by those parameters and by computing the parameters
in ab initio, or quantum calculations. Lennard-Jones parameters are optimized until simulations
match experimental densities and heats of vaporizations [24]. Additionally, these parameters can
be computed for a target molecular group, such as n-alkane chains, and are suﬃciently accurate
for use in the carbons in the lipid chain. Parameters for dihedral torsion and partial charges on
covalently bonded atoms are derived from quantum calculations [24].

1.4

Analysis of Molecular Dynamic Simulations
MD Simulations provide two primary types of analysis. First, macroscopic parameters, similar

to those measured in experiments, can be deduced, assuming that the model tying the experiment
to particle behavior is correct. This analysis is essential to validate the simulation, and all related
parameters such as force fields, are a correct model of the real system. The second type of analysis is
one that does not compare a simulated result to an experiment but instead measures a microscopic
parameter to determine the mechanisms which are the drivers of experimental behavior. This analysis allows scientists to explain the cause of the phenomenon and predict yet unobserved behaviors.
This is the basis for theoretical work which leads to drug discovery or other breakthroughs.
Analysis of lipid membranes can be further classified into three important areas of investigation:
lipid structure, bound water behavior, and interface characteristics. Each of these regions aﬀects
the bulk properties of the bilayer.
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1.4.1

Lipid Properties

Simulation Dimensions
While running NPT, MD simulations of lipid bilayers, dimensions of the simulated box fluctuate
while maintaining constant pressure and temperature. When initial values of atomic positions and
velocities, and simulated box size, are chosen for a simulation, they are far from the equilibrium
state. A simulated lipid bilayer is considered in equilibrium once the structural and thermodynamic
properties become independent within fluctuations of the time. Box area (A) is therefore monitored
as the simulation runs, to ensure simulations are not stopped until a suﬃcient portion of the
simulation is available in which fluctuations of A are independent of time.
In addition to being a simple measurement to extract and use to determine equilibrium, the A
2 ) proportional to its compressalso fluctuates around an equilibrium position with a deviation (σA

ibility. To compute the compressibility modulus of a simulated bilayer, we use the equation

KA =

Akb T
2 ,
σA

(1.17)

Where kb is Boltzmann’s constant and T is the temperature of the bilayer [25].
Calculation From Number Densities
Given the exact position of each atom that an MD simulation provides, the number density
for each type of particle can be calculated. By number density, we mean the average number of
particles of a particular type, which are in a unit volume. Since simulated systems of lipid bilayers
are generally uniform, particularly at scale, the number densities of groups of particles are computed
for each “slice” of the simulation. By the slice, we mean the even partitioning of the simulated box
along the z dimension into even portions with the same cross-sectional area. Number density plots
such as the example in figure 1.5, give the researcher insight into the localization of a particle. For
example, we see in figure 1.5 the number density of water oxygen atoms (OW ) denoted with the
green ×’s that go to zero as they approach the center of the bilayer. This is expected since the
center of the bilayer is hydrophobic. The integration of the number density between two z slices,
times the x–y cross-sectional area, results in the number of atoms in the region integrated over.
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Figure 1.5: Number density of the (blue ·) hydrocarbon chains, (purple +) head group and glycerol
atoms, and (green ×) water oxygen as a function of distance from the center of the bilayer z.

Number densities also provide a means of determining the size of bulk regions of the simulations
which should approximate the size of the regions experiment. The partial molecular volumes of each
type of particle is an important property used to derive other proportions. By partial molecular
volume, we mean the volume taken up by the presence of a particle of a particular type.
One method to define the partial volume of a simulated particle could be to use the hard shell
volume of the particles from the force field parameters. The problem of this definition is that the
lowest energy state between two particles is rarely the sum of the hard shell positions. Therefore,
the sum of this volume would not equal the sum of the simulated box. In order for a method
of defining the volume to resemble that which is calculated from the experiment, the sum of the
partial volumes times the number of each particle should equal the total volume. An even more
helpful restriction might be, the sum of the partial volumes times the number of particles in a slice
should be the volume of that slice. We now have a definition of partial volume for our simulations,
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which defines them as the set of variables vi which minimizes the equation

F (vi ) =

Ns
∑


1 −

zj

Np
∑

2

ni (zj )vi  ,

(1.18)

i=1

where ni (zj ) is the number density of the i–th particle type, Ns is the number of slices the simulation
is divided between and Np is the number of particle types that the simulation’s particles are divided
between. This method assumes that the particles in each group have the same partial volumes. This
assumption is not necessarily true, even for atoms of the same type, e.g., oriented water may take up
more space than disordered water. Any error arising from this assumption is minimal. Therefore,
we divide the lipid bilayer simulation into three groups: water, lipid head group, lipid hydrocarbon
tails, for which we calculate the partial volumes of and multiply by the number of particles in each
group to find the partial volume of the lipid head group (Vhg ) and the lipid hydrocarbon chains
(Vc ) per lipid molecule.
With the partial volumes of the particles known, the thickness of the bilayer is the second
structural property that can be calculated. By thickness, we mean the distance between opposite
surfaces of the bilayer. This would be an easy calculation if it were not for the unclear meaning of
surface. A bilayer is composed of a porous hydrophilic head group which adsorbs water. What we
need is the distance between the Gibbs surfaces on each side of the bilayer. The simplest way to
find this is first to compute the entire volume of bulk, then divide the volume by the cross-sectional
area of the simulation, leaving the distance between the planes which would completely contain the
volume. The total volume of the bulk is the integral of the number density times the partial volume
as explained in the previous section. We, therefore, can calculate the thickness of the hydrocarbon
chains (2Dc ) as

2Dc =

Ns
1 ∑
nc (zj )vc ,
A zj

(1.19)

where A is the area of the box, and vc is the partial volume of the hydrocarbon chains. Likewise,
the thickness of the lipid bilayer (Db ), can be found by subtracting the volume of water from the
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total volume to find the volume of the bilayer as such




Ns
∑
1 
1−
nw (zj )vw  ,
Db =
2A
zj

(1.20)

where vw is the partial volume of water.
The area per lipid can now be determined by dividing 2Dc into Vc . This area per lipid is distinct
from the box area because the lipid undulates, and therefore the area per lipid times the number
of lipids is greater than the box area. The diﬀerence between these values is proportional to the
amount of undulation in the bilayer.

Calculations from Electron Densities
In x-ray scattering experiments, the reciprocal space is directly recorded and is transformed back
to the real space density via transform. Since the bilayer is symmetric, only the cosine portion of
the transform is relevant. The transform of x-ray scattering gives the relative electron density
(ρ(z)) since electrons best scatter x-rays. In the case of MD simulations, the real space locations of
electron density can be calculated directly, since atoms are considered classical particles. Figure 1.6
is an example of an electron density from a DPPC simulation. We note that peak electron densities
are around the phosphate region of the head group. The z dimension distance between these
peaks is known as dhh and is measured experimentally from the transformed density. Validation
of simulations can be more accurately verified by computing the form factors (Fm (q)) from the
simulated bilayer by taking the cosine transform of ρ(z) using the equation
∫ ∞

Fm (q) =

−∞

ρ(z) cos(qz)dz.

(1.21)

We may then compare the transformed simulation data to the raw experimental raw data for better
validation of the model.

Hydrocarbon Chain Order Parameters
As described in section 1.2.3, NMR experiments can measure the carbon chain order. Since
simulations have access to the positions of the carbon atoms, the order of the chains can be com-

20

DPPC

Electron Density (Å−3)

400

350

300

250

−30

−20

−10

0

10

20

30

Figure 1.6: Electron density of a simulated DPPC lipid bilayer as a function of the distance from
the center of the bilayer z.

puted directly. The order parameter for each pair of carbon atoms on the hydrocarbon chain Cn−1
and Cn+1 is a tensor Sαβ , where α and β are the chosen coordinates and, θα and θβ are the angles between the vector connecting Cn−1 with Cn+1 and the unit vector in the α or β direction
respectively. Sαβ is computed using the equation
1
Sαβ = ⟨3 cos (θα ) cos (θβ ) − δαβ ⟩.
2

(1.22)

To compare to NMR experiments, the Szz components of the tensor are computed using the equation
3
1
Szz = ⟨cos2 (θz )⟩ − .
2
2

(1.23)

The highest order possible is one and is attained when the vector between Cn−1 and Cn+1 is in the
same direction as the vector normal to the bilayer. An order of zero means that the orientation is
isotropic.
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P-N Angle
The head group of a lipid is not straight but is a flexible region of the lipid. In the presence of
polar or charged particles, the angle of the head group has been shown to change. It is believed
that this might be used by the cell as charge sensors. To measure the angle of the lipid head group,
we compute the angle between the vector pointing from the phosphate atom to the nitrogen atom
and the normal vector ẑ of the bilayer. These measurements can be compared to Phosphate-31
NMR experiments which are used to measure the angle of the head group experimentally.

1.4.2

Water Properties

Lipids bilayers, in vivo, are a material adsorbed by water. Due to the combination of hydrophobic and hydrophilic interactions, water aids in the stability of the structure of a lipid bilayer. The
absorption of water in the head group region also denatures typical bulk water behavior. Therefore,
a critical focus of understanding lipid function is understanding water behavior.

Perturbation of Water
NMR experiments of bulk water show it has no net orientation, i.e., bulk water is isotropic.
As water approaches either an anionic or zwitterionic lipid, the polar water starts to become
perturbed. This perturbation can be thought of as a net orientation of water. The orientation
can be broken into ranks which correspond to the equivalent rank of spherical harmonics. In
MD simulations, this ordering can be measured by first choosing a principal frame of the water
molecule. Typically the principal frame is chosen to be the dipole moment or the vector from one
of the hydrogen atoms to the oxygen atom (O → H) of the water molecule. We then find the angle
(βBp ) between the principal frame and the director frame, the vector normal to the surface of the
bilayer. Each rank can then be calculated as the expectation value of the Legendre polynomial of
the cosine of the angle βBp . Therefore the first rank order parameter is ⟨cos(βBp )⟩, and the second
rank is ⟨ 12 (3 cos2 (βBp ) − 1)⟩. The first rank order parameter for water, being the first spherical
harmonic, corresponds to whether the principal frame is pointing more inward, towards the bilayer,
for positive values, or outward, away from the bilayer, when values are negative. The second rank
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order parameter, being the second spherical harmonic, corresponds to how much the principal frame
is oriented parallel vs. perpendicular to the bilayer.
Åman et al. [26] demonstrated the quadrupole splitting (∆ν) of a simulated system can be
inferred from the second rank order parameter of the simulation so that the perturbation of water
can be compared to results from NMR experiment. To derive ∆ν, Åman et al. used the second rank
order and split the order into positive (B+ ) and negative (B− ) regions [26]. The average second
rank order parameter in each region was multiplied by the fraction of the total simulated water
that was in each region. ∆ν is then the absolute value of this sum times 3/4-th the quadrupolar
coupling constant of water (χ =220 kHz). Using a simulated DPPC lipid bilayer, this process gave
a ∆ν which matched well with experiment [17].
In our work, we have improved on this system for calculating ∆ν. Rather than averaging the
order parameter for each entire region and finding the water density in that region, we instead
multiply the second rank order parameter by the water density to achieve the total weighted order
parameter. We then sum each slice of the weighted order parameter. The absolute value of which,
multiplied by 3/4-th the quadrupolar coupling constant of water, results in the estimated ∆ν. This
technique is an improvement for several reasons. First, density is not uniform across the bilayer;
therefore, assuming the average order parameter of the region skews the actual average. Second, the
error in the boundary between these regions results in considerable diﬀerences in the final result.

Lateral Diﬀusion
The Diﬀusion coeﬃcient quantifies the translational mobility of water. Lipid bilayers act as a
barrier to this diﬀusion in the direction normal to its plane. The diﬀusion through a lipid bilayer
is dependent on the permeability of the bilayer which is low enough that it is unlikely to occur in
an MD simulation on reasonable time scales. Diﬀusion in the remaining two dimensions is known
as lateral diﬀusion. Lateral diﬀusion is much easier to measure in simulated time scales and gives
insight to the increased viscosity of water.
To compute the lateral diﬀusion of targeted water in a simulation, the oxygen atom of the
targeted water is tracked for some time δt. The lateral mean square displacement (C) is then
⟨

⟩

calculated as a function of time C(t) = |ρ(t) − ρ(t0 )|2 , where ρ(t) is the lateral displacement of
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the atom, averaged over all target waters. The lateral diﬀusion, defined by the equation
⟨

D

lateral

⟩

1 |ρ(t0 + δt) − ρ(t0 )|2
=
.
4
δt

(1.24)

where Dlateral is therefore the slope of measured C(t).

Orientational Motion
Autocorrelation of the O-H vector (⃗vOH ) of a water molecule is useful to classify its orientational
motion. Longer autocorrelation times denote water is more frozen. The characterizing function to
autocorrelation is
C1O−H = ⟨P1 (⃗vOH (t0 ) · ⃗vOH (t))⟩ ,

(1.25)

where P1 is the first Legendre Polynomial. The expectation value is the average of all water oxygen
tracked for some given time. This function can also be derived for the set of water in a particular
region, of example the head group region of the bilayer.
The simulation can also be broken into slices. Since water molecules are likely to enter or leave
slices during the time they are tracked, the resulting function P1 (⃗vOH (t0 ) · ⃗vOH (t)) is computed
and added to the average of each slice, weighted by the fraction of the time it has spent in that
slice. Therefore, slices where water spends 100% of the tracking time in a slice, receive 100% of the
function while slices in which water spends no time in receive 0%.
An example of the resulting characterizing function is shown in figure 1.7. This function is a
multi-exponential decay with a term for each mode of orientational motion. It has been found that
a three-term exponential function such as
A1 e−t/τ1 + A2 e−t/τ2 + A3 e−t/τ3 ,

(1.26)

where τ1 , τ2 , and τ3 are the correlation times and A1 , A2 , and A3 are weights to the particular
mode of rotation. The weight parameters have the additional restrictions that they are all positive
and must add up to one. We must also note that if any of the correlation times are near the
time step of the simulation, the value will have a large uncertainty. Although these values cannot
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Figure 1.7: An example of the autocorrelation function taken from water molecules 24-26 Å from
the center of a DPPC bilayer.

be matched directly to experimental values, these values are directly connected to NMR-water
relaxation experiments.

1.4.3

Interface Properties

Electrostatic Properties
In MD simulations, we are not able to measure electrostatic potentials directly and therefore
must deduce them from charge densities available, since both positions and charges are known for
all atoms. We can again simplify the system as a one-dimensional problem by assuming that the
charge of the system is reasonably homogeneous in slices parallel to the bilayer. The electrostatic
potential is, therefore, the solution to the Poisson equation, with appropriate boundary conditions
in one dimension as such
∂ 2 ϕ(z)
ρ(z)
,
=−
2
∂z
ϵ0
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(1.27)

where ϕ(z) is the potential and ρ(z) is the charge density. The general solution to this equation is
obtained by integrating the equation twice. The resulting function is
1
ϕ(z) = −
ϵ0

∫ z ∫ z′
0

ρ(z ′′ )dz ′′ dz ′ + C1 z + C2 .

(1.28)

0

To determine the exact solution, two boundary conditions must be applied. The first condition
is that the potential of bulk water is zero. This is done, when a system has the bilayer near the
center of the simulation, by setting the boundary of the solution to zero. The second boundary
condition typically applied is the assertion that the electric field is zero in bulk water. We have
found in previous work that this assumption is inaccurate, especially for large systems or systems
with ions in bulk water. This is because there are small diﬀerences in charge density between slices
which result in small electric fields. To ignore these small fields is to incorrectly choose C1 which,
since multiplied by z, becomes significant in large simulations. We, therefore, choose C1 to zero
the average electric field in bulk water by computing it from the first integral of the charge density.
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Figure 1.8: Electrostatic potential compared to the center of bulk water as a function of distance
from the bilayer z.

Figure 1.8 plots the result of the solution to the Poisson equation, ϕ vs. the distance from
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the center of a simulated DPPC bilayer. The height of the potential at the center of the bilayer
represents the dipole potential and is likely closest to the potential measured experimentally. The
electrostatic potential of the peak is the largest potential needed to be overcome by a charged
particle to penetrate the bilayer.

Pressure Profile
To understand the mechanical stresses that a bilayer experiences, the pressure profile or local
pressure tensor is calculated. Pressure profiles of MD simulations are complicated and require
choices which can sometimes arrive at diﬀerent results. Pressure profiles P αβ can be broken up
αβ
into configurational PCαβ and kinetic contributions PK
, as seen in the equation

αβ
P αβ = PK
+ PCαβ .

(1.29)

The kinetic contribution from the i–th particle is equal to the outer product of the velocity with
itself times the mass of the particle and the delta function around the position of the particle (ri )
PK (r)αβ =

∑

mi viα viβ δ(r − ri )

(1.30)

i

The configurational component to the local pressure tensor can be expressed as
PCαβ (⃗r)

=

∑
i

∫

fiα

C0i

where fiα is the forces are acting on the i–th particle,

⃗ β,
δ(⃗r − ⃗l ) ds
∫
C0i

(1.31)

δ(⃗r − ⃗l ) dsβ is the line integral of a delta

function along an arbitrary path C0i , from a common reference point r0 , to the particle i, at ri ; ⃗l is
the position vector of the line element, and ⃗s is the line segment of the contour. The expression can
be simplified with two assertions. First, we assume forces that are acting on the i–th particle are
pairwise interactions f⃗ij . Second, since the choice of the contour is arbitrary, we force the contour
to pass through the j–th particle of the pairwise force. Since the configurational energy must be
invariant under translation, the portion of the line integral from the arbitrary start point to the
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j–th particle, must be zero [27, 28]. We are therefore left with the equation
PCαβ (⃗r) = −

1∑ α
f
2 i̸=j ij

∫
Cij

δ(⃗r − ⃗l ) dsβ ,

(1.32)

where Cij is the contour between the i–th and j–th particle for the pairwise interaction fijα . This
contour is not uniquely defined. The most common contour used is the Irving-Kirkwood (IK) which
is taken as the shortest path between the two particles ⃗rij .
If we again assume the system is homogeneous, we can compute the local pressure tensor for
each slice z parallel to the bilayer with volume V using the equation

P αβ (z) =

∑
i∈z

mi viα viβ −

1 ∑ α β
f r w(⃗ri , ⃗rj , z, dz),
V i<j ij ij

(1.33)

where w(ri , rj , z, dz) is a function that computes the fraction of rij that lies in slice z.
Additionally, we have stated that all forces considered are pairwise. MD simulations allow for
angles and dihedral forces which are three and four body interactions respectively. The solution to
this restriction is to use a form of force decomposition. Decomposition is the method to extract
a set of pairwise forces which can be used to replace the multi-body interaction. The method of
decomposition is not unique, but should at least fit restrictions that the decomposed force on i
from j should be equal in magnitude as the force on j from i. Also, the direction of the force
on i from j should be in the same direction as the displacement between them. Recent work by
Vanegas et al. [29], showed the Goetz and Lipowsky force decomposition [27] results in the most
accurate results.
Another issue arises from long-range electrostatic forces which for performance, are computed
via Ewald summation. This summation computes the resulting force from all long-range interaction
simultaneously and has no single source for the contour to come from. One partial solution to this
issue is to choose Harasima contour, whose path is divided into a path parallel to the chosen
slices, and an entirely perpendicular path. Choosing this path allows one to compute the lateral
contribution to the pressure profile since despite not having a source for the force, we can say the
perpendicular portion of the contour will remain entirely in the slices of the i–th particle. However,
since the parallel portion must traverse through an unknowable number of slices, the z component
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of the pressure profile is unobtainable. The total z component of the pressure profile, for NVT or
NAPT ensembles, should be the normal pressure. Throwing away this component loses confirmation
of this fact, as well as details about other contributions to the profile. This component is vital to
calculations such as surface tension and therefore the Harasima contour is not ideal when accurate
surface tension calculations are needed. Another, more computationally expensive, way around the
issue of long-range electrostatic forces, is to extend the cutoﬀ for computing the electrostatic forces
explicitly in the pressure profile calculations. In the following work, we will use more considerable
cutoﬀ distances for our electrostatic forces.

Surface Tension
Surface tension can be computed from a pressure tensor by finding the diﬀerence in the pressure
normal to the surface (Pn (z) = P zz (z)) and the pressure lateral to the surface (Pl (z) = (P xx (z) +
P yy (z))/2) [30]. This can be done for the local stress tensor of each slice computed above to
determine the partial surface tension contribution from each region of the system. The total
surface tension of the system is then calculated as the integral (or sum in the discrete case) of the
diﬀerence between the normal pressure and lateral pressure. Positive surface tension indicates the
system desires to decrease the surface in order to reduce the energy of that system.

1.4.4

Averaging of Binned Values With Varying Bin Widths

In constant pressure simulations, or at a minimum, simulations whose normal pressure is sustained by adjusting the normal dimension. When analyzing the trajectories of these simulations,
measurements are sampled for a fixed number of bins. The result of these facts is that the dimensions of the boxes along the normal z-direction, which contain the measured values, are not the
same. Further, the beginning and ending positions of the N-th bins from two-time frames of the
same simulation, will not match, and especially for the large simulations we have produced within
this work, will match better with other bins in other positions. For example, the N-th bin in the
first time frame might be between 30 and 31 Å while the N-th bin from the second time frame is
between 24 and 24.8 Å.
Therefore, before we can average the sampled values across diﬀerent time frames, we must first
normalize the samples across a uniform set of bins, all with the same positions along the normal
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(zj ) with a shared bin width (zj+1 − zj is constant for any j). To convert a set of the original
values (Vi ) from a time frame with bins zi , to a set of values (Vj ) in the new set of bins zj , we just,
for each new bin, add all the all the original values, Vi , times a weight, Wi , which is proportional
to the fraction of the new bin (zj to zj+1 ) overlaps with the bin whose value we are adding (zi to
zi+1 ), see figure 1.9. We note that when the new bin fits entirely inside an old bin, its value is the
value of the bin which is fits inside. When a new bin is split, in a way that half of it lies in two
original bins, the new bin with have the average value between those bins.

Figure 1.9: A drawing depicting the method of normalizing the bin widths of simulation sampling.

In figure 1.9 we see the more general approach, whereby the sampled value of the new bin Vj is
computed as the weighted average of the values in the overlapping bins, according to the equation
(

Vj = Vi

zi+1 − zj
zj+1 − zj

)

(

+ Vi+1

zi+2 − zi+1
zj+1 − zj

)

(

+ Vi+2

zj+1 − zi+2
zj+1 − zj

)

.

(1.34)

Once all measurements have been converted to the same bin widths, we are then able to confidently compute averages and standard deviations of the samples, knowing that summing the values
in the N-th bin represents the same position in the simulation. This technique was used for all
intrinsic samples which were dependent on the distance from the center of the bilayer z, before
averaging and plotting, unless otherwise noted.
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1.5

Conclusions
Lipid membranes are important biological structures whose properties depend on which lipids

are present as well as the composition of the surrounding solvent. Experimental techniques measure
macroscopic properties of the bilayer while computational techniques give insight into the microscopic mechanisms that give rise to the bulk properties. This work examines the results of MD
simulations of lipid bilayers to better understand how lipid molecular structure and solvent salt
concentrations aﬀect the membrane properties.
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Chapter 2
Ether-Lipid Bilayers
2.1

Introduction
The wide variety of lipids used by diﬀerent organisms implies that lipid makeup is a specializa-

tion which provides advantages. One of the earliest examples of this specialization can be found in
the diﬀerence in the domains of eukaryotic and prokaryotic from that of archaea. While eukaryotic
and prokaryotic cells are formed from mostly ester linked lipids, archaea have ether-linked lipids [6].
This divergence is believed to have occurred around the time of the last universal common ancestor
(LUCA) [6]. Although the exact reason for this split in lipid types is not known, there are a few
possible advantages that could have been the basis of the evolution. For one, ether lipids tend to
be less permeable and therefore may have given an advantage in environments of chronic energy
stress [10]. Although not true for all, many extremophiles are members of the archaean domain.
Lipid composition might be a result of the extreme environments in which these archaea evolved.
Another specialization advantage may be from ester lipids with increased lateral diﬀusion which
gave eukaryotes advantages in photosynthesis, respiration and signal transduction [10]
Although ether lipids are rare in eukaryotic and prokaryotic cells, they are not absent. For one,
these lipids exist in human cells in the form of plasmanyl and plasmalogen [5] lipids. These lipids
contain a single ester, and a single ether or vinyl, bonded chain. These lipids are most prevalent
in specialized human tissue such as brain and heart [5]. and they are believed to aﬀect lipid raft
formation [31] and oxidative damage [32], but their entire function is not fully understood [33].
To better understand how changing a particular moiety of a lipid aﬀects the macro properties
of a bilayer, it is ideal, to work with lipids which are identical in every way except for the diﬀerence
in the area of interest. Although not always possible, this control allows a researcher to isolate
the result of the diﬀerence in chemical structure. Ideal candidates for exploring the changes in
bilayers when constructed with ether vs. ester bonded lipids are dipalmitoylphosphatidylcholine
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(DPPC) and dihexadecylphosphatidylcholine (DHPC). These lipids both are fully saturated with
phosphatidylcholine head groups, as well as a glycerol backbone. Both hydrocarbon chains of both
lipids have the same chain length of 16 carbons. The only diﬀerence is between them is that DPPC
has fatty acid chains that are connected with ester bonds, while DHPC has two hydrocarbon chains
connected with ether bonds.
These lipids were studied experimentally by Gawrisch et al. [17], Guler et al. [34], Balleza et
al. [35], and Pan et al. [36]. Gawrisch et al. [17] measured a diﬀerence in dipole potential and
determined DPPC was 118 mV higher than DHPC. NMR readings from small amounts of deuterated water at the surface of the bilayer produced larger quadrupole splitting, and therefore more
ordered water, in DHPC than DPPC. X-ray scattering was used by Guler et al. [34] which gave a
basis for the structural parameters of DPPC. DHPC was found to be a thicker bilayer in its fluid
phase. The permeability of DPPC was much higher than that of DHPC. Balleza et al. [35] further
tested permeability with experiments of both polar and nonelectrolytic ions, again confirming the
decreased permeability of DHPC over its ester bonded equivalent. Work by Pan et al. [36]
It was shown that, since the diﬀerence in thickness between the two bilayers was much smaller
than the diﬀerence in permeability, the three slab theory [37] was more accurate at predicting the
permeability of these bilayers. However, Guler et al. [34] were not able to determine if the smaller
permeability of DHPC was from a larger minimum area per lipid A0 or a smaller diﬀusion coeﬃcient
of water in the unobstructed portion of the head group region (Dhead ).
Henceforth, we will refer to the broad class of lipids with both chains attached via ether bonds,
such as DHPC, as an “ether lipid,” while referring to the class of lipids with two ester bonded
hydrocarbon chains as “ester lipids.”
Several Molecular Dynamics (MD) studies have been performed on various ether lipids. Shinoda et al. [38] used Molecular Dynamics (MD) to simulate branched ether and ester lipids, and
calculate the dipole potential and free energy barrier for a water molecule. Additionally, the previously mentioned work by Pan et al. [36] included MD simulations of un-branched ether and ester
lipids with and without cholesterol. These simulations showed the OH group of cholesterol in ether
lipid membranes associate with phosphate oxygen, while in ester lipids they associate with the
carbonyl oxygen.
In this study, we examine the structure of simulated ester and ether lipid bilayers via Molecular
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Dynamics (MD). Electrostatic potential calculated for the two bilayers aﬃrms the higher dipole
potential of DPPC bilayers. However, it also indicates that DHPC has a higher potential barrier.
The more substantial potential barrier of DHPC bilayers may contribute to its lower permeability.
We observe that water in DHPC is more ordered and has slower translational and rotational motion.
These results point to a less free water layer within the head group region which is perhaps the
main contributor to the reduced permeability of the DHPC bilayer.

2.2

Simulations
Two homogeneous, hydrated lipid bilayers were simulated using Molecular Dynamics (MD).

One bilayer was composed of 200 DHPC lipids, and the other was composed of 200 DPPC lipids.
Figure 2.1 is a model representation of the lipids used for these bilayers. These lipids diﬀer only
in that DPPC has the oxygen carbonyls as part of the ester bond, while DHPC has only the ether
bond. They both share the same phosphatidylcholine head group and glycerol backbone and have
fully saturated 16 carbon chains. These systems were simulated with a large hydration layer of
150:1 SPC/E water to lipid ratio. Systems were constructed by creating a bilayer leaflet, placing
100 lipids on a 10 by 10 grid, then making a second mirror image of original leaflets tails, and
finally filling the space above the leaflet with SPC/E water.
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Figure 2.1: Line drawings of DPPC (left) and DHPC (right) lipids. The numbers next to atoms
show the partial charges used for the corresponding atom in the simulation.
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Simulations were performed using the GROMACS package, version 5.0 [39]. Systems were
energy-minimized to remove bad contacts from stretched bonds and overlapping hard sphere surfaces. The systems were then equilibrated by performing four 50 ps runs. First, the systems were
simulated with NVT ensembles of small 1 fs steps to ensure that the bilayer did not blow up in
subsequent runs. Next, two NAPT ensemble runs ensured that the bilayers would not break apart
before settling. These runs were performed by decreasing the compressibility in the z-dimension
from 4 × 10−5 to 4 × 10−10 , followed by an increase to 4 × 10−8 . Finally, an NPT ensemble was
simulated using a 2 fs time step to ensure complete equilibration. The systems were annealed by
performing 250 ps runs at 400 K, and reducing the temperature to 330 K with steps of 10 K. Each
temperature step was simulated for 250 ps.
Once the systems were adequately annealed, 200 ns of continuous MD simulations were performed. The pressure was held at 1 atm using Parrinello-Rahman semi-isotropic pressure coupling [21], while the temperature was held at 323 K for both systems, using the Nosé-Hoover
temperature coupling scheme [20]. All bonds in the system were constrained using the LINCS
algorithm [40] which allowed for an integration time step of 4 fs. Boundary conditions in all
three dimensions were periodic. The long-range electrostatics were computed using SPME algorithm [41]. Cutoﬀs of the real space electrostatic and Van der Waals interactions were set to 10.0
and 16.0 Å respectively.
We used 42A1-S3 lipid force field developed by our group [24] for both DPPC and DHPC lipids.
The DHPC lipids needed re-computation of partial charges. The partial charges were computed
using GAUSSIAN 03 [42] on 15 randomly generated DHPC head group and methyl-terminated
backbone structures. All the structures were first geometry optimized at B3LYP level with 6-31G
(d,p) basis set. The partial charges obtained using Mulliken population analysis were averaged and
rounded to produce neutral charge groups. The final partial charges used in the simulations are
presented in figures 2.1 and 2.2.
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Figure 2.2: Line drawing of the Phosphocholine Head Group shared by both DPPC and DHPC.
The numbers next to atoms on the line drawing show the partial charges used for the corresponding
atom in the simulation.

2.3

Analysis

2.3.1

Lipid Properties

The geometric area (A) of the simulated bilayers were measured for the entire simulation to
ensure the lipid reached thermal equilibrium. The area of each simulation at each step is shown
in figure 2.3. The compressibility of each bilayer can be inferred from fluctuation in the box area.
DPPC has a visibly more large deviation of A, and therefore we expect it is more flexible than
DHPC. The compressibility modulus of DPPC was computed to be 359 dyn/cm while DHPC was
computed to be 418 dyn/cm using the method described in section 1.4.1. Since DHPC has a higher
compressibility modulus, it requires more energy to change its area. These moduli are similar to
those computed from experiments by Rawicz et al. [43].
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Figure 2.3: The simulated box area, in Å, of the lipid bilayer simulations for DPPC (purple) and
DHPC (green) as a function of time. The higher variance in the box area of DPPC corresponds
with a higher compressibility.

Density, Volumes & Form Factors
Number densities for hydrocarbon chains, head groups, and water oxygens were calculated for
each 5 ns run. The results of these calculations were averaged according to section 1.4.4, and are
plotted in figure 2.4 for DPPC and DHPC. We note that water in the head group region of DHPC
does not have a typical hyperbolic curve, but instead has an additional peak density around 18 Å.
This feature is a signal that water behaves diﬀerently in DHPC and perhaps ether lipids in general.
These number density data are then used to compute the partial volume of each group of atoms
as described in section 1.4.1. VL and Vc are thus computed, and the resulting values are shown
in table 2.1, rows VL and Vc respectively. As expected, the similar chains of DPPC and DHPC
both have the same Vc , while DHPC, with its missing carbonyl, has a slightly smaller VL . Partial
volumes of water vw and hydrocarbon chains vc were then used to compute the thickness of the
bilayer as explained in section 1.4.1. These thicknesses are in table 2.1 rows 2Dc and Db respectively.
Hydrocarbon thickness 2Dc matches well with experimental data, in particular, DPPC. DHPC is
slightly thicker than results published from Guler et al. [34]. Given Vc and 2Dc , the area per lipid,
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Figure 2.4: Atomic number densities of the head group and glycerol (purple —), hydrocarbon
chains (blue ·), and water oxygens (green ×) as a function of the distance from the center of the
bilayer (z) for (a) the DPPC simulation and (b) DHPC simulation.

Al , calculated and is listed in table 2.1 row Al . Al is highly depended on 2Dc ; therefore, DHPC
has a higher Al due to the lower 2Dc .
Electron densities were computed as described in section 1.4.1. The density per slice is displayed
in figure 2.5. Electron densities, transformed from experimental form factors by Guler et al. [34],
display a similar diﬀerence in electron density shapes. In particular, the inward bowing of the
electron density of DPPC around 12 to 18 Å region.
From electron densities, Dhh was computed as the peak to peak distance in the figure and
the results placed in table 2.1, row Dhh . This measure of thickness was smaller than equivalent
experimental measurements for DPPC, though it is closer to experimental measurements expressed
using the newer atomically detailed model (ADP) model defined by Fogarty et al. [14]. DHPC
was slightly thicker than experimental results, though ADP model values are not available for
DHPC. Electron densities were then transformed back to experimental form factors as described in
section 1.4.1. Scaled form factors for DPPC (see figure 2.6a) match within error bars to both small
and wide angle x-ray scattering data taken from work by Fogarty et al. [44]. DHPC form factors
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Figure 2.5: The electron density, from a region of the simulation, as a function of the distance from
the center of the bilayer (z) for DPPC (purple) and DHPC (green). A region between -35 to 35
Å was chosen to focus on the lipid-water interface.

(see figure 2.6b), scaled to best fit with experimental data, were compared to experimental data by
Pan et al. [36]. These data show a slightly smaller leading edge of the first peak which does not
match the error bars. This feature corresponds to the higher 2Dc measure than the experiment.
P-N Angle
The angle of the lipid head group is of great interest since it contributes to the dipole potential,
which is, a barrier to charged and zwitterionic particles. As the dipole of the head group moves from
a parallel to perpendicular orientation, the dipole creates an additional obstruction to particles [45].
Additionally, the angle of the head group is believed to be a signaling mechanism for ion concentration for the cell. The angle of each head group was computed, as explained in section 1.4.1, and
histograms of the P-N angles were constructed and shown in figure 2.7. The distribution of angles
for both lipids appears to be Gaussian, with a peak (the mode) near 15 degrees from the plane of
the bilayer. The most apparent diﬀerence between the distribution of angles of the lipids is that
DPPC has a much broader distribution, signifying a more flexible orientation than DHPC, which
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Figure 2.6: Form factor plots. (a) Form factor data for DPPC derived from the cosine transform
of electron densities (purple) compared to scaled form factors of experimental measurements using
unilamellar (ULV) (green) and oriented (ORI) (blue) x-ray diﬀraction. (b) Form factor data for
DHPC derived from the cosine transform of electron densities (purple) compared to scaled form
factors of experimental measurements using ULV (green) x-ray diﬀraction.
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Figure 2.7: Histogram of the dipole angle, i.e., the angle between the vector connecting the phosphate and nitrogen atoms, and the vector normal to the bilayer plane form (a) DPPC and (b)
DHPC. The dashed line denotes the average (mean) dipole angle.

has a much sharper peak. Another notable feature of the DPPC distributions is the mean angle
(denoted with a vertical dashed line) which is larger than the mode, or most frequent angle. This
diﬀerence denotes a slight preference of straightening over compressing, of DPPC over DHPC.

2.3.2

Water Properties

Its charges perturb water surrounding the lipid head group while lipid area reduces from the
matrix formed by the water. The balance of these actions gives insight into the structure and
stability of the bilayer. First and second rank order parameters for water as a function of distance
from the center of each bilayer were calculated as described in section 1.4.2. The results of these
calculations are displayed in figure 2.8. The first rank order parameter figure 2.8 a, show both
lipids orient the principal frame of the water molecule (O → H) opposite the bilayer normal which
is most notable for DHPC. The second rank order parameter, shown in figure 2.8 b, describes how
perpendicular or parallel the principal frame is. These data show both bilayers orient water at the
surface, outside of 20 Å from the center, as parallel to the bilayer. However, as they enter the Db
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DPPC

DHPC

Guler et. al.

Fogharty et. al.

KA , in dyn/cm

–

–

Vc , in

Å3

897

866

869 ± 5

897

870 ± 5

Vl , in

Å3

1229

1298.6

1229 ± 5

1223

1209 ± 5

2Dc , in Å

27.9

27.2

27 ± 1.0

27.6

29 ± 1

Db , in Å

–

38.2

38.0 ± 0.5

–

40.3 ± 0.5

Å2

64.3

63.8

64.7 ± 1.0

65.1

60.0 ± 1.0

Dhh , in Å

37.8

37.0

36.0 ± 0.7

38.2

39.9 ± 1.0

P-N angle (deg)

–

–

12.3 ± 0.5

–

9.8 ± 0.6

Al , in

Our Simulation
359

Guler et. al.

Our Simulation

–

418

Table 2.1: Table of physical properties measured from the simulated bilayer compared to properties
derived from experimental data.Major columns separate results for DPPC and DHPC while minor
columns separate experimental work from Fogarty et al. [44] and Guler et al. [34], and results from
simulations described in this chapter. Rows include compressibility modulus (KA ) of the bilayer
calculated from fluctuations in the geometric area, volumes of the hydrocarbon chains (Vc ) and the
entire lipid (Vl ), thicknesses of the hydrocarbon chains (2Dc ) and of the entire bilayer (Db ), area
per lipid (Al ), peak to peak electron density separation (Dhh ), and dipole angle measured as the
angle between the P-N vector and the vector normal to the bilayer.
surface, they begin to favor a perpendicular orientation. DHPC, in particular, has a vast region of
water positioned in this manner.
The second rank order parameter can also be used to estimate the quadrupole splitting (∆ν)
that would be measured from water NMR experiments. These calculations were made for ∼23
water molecules per lipid as described in section 1.4.2. The quadrupole splittings for the lipid
simulations are listed in table 2.2. DHPC demonstrates significantly more quadrupole splitting
than DPPC. This data is in agreement with experimental values by Gawrisch et al. [17]

Lateral Diﬀusion
The lateral diﬀusion of water should decrease in the head group region of the bilayer as the
head group denatures liquid water, making it more viscous. We can find the relative viscosity of
this perturbed water by measuring and comparing the lateral diﬀusion coeﬃcients of water both
lateral ) and outside in the bulk water region (D lateral ) of the simulation
inside the head group (Dhead
bulk

using the process described in section 1.4.2. The location where the second rank water order went
to zero, as calculated above, was used to delineate the regions. Target water molecules were tracked
for 200 ps. Any water which moved out of the region during the 200 ps were rejected. Coeﬃcients
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Figure 2.8: (a) First rank and (b) second rank order parameters as a function of distance from the
center of the bilayer (z). (c) The product of the second rank order parameter and the density of
water oxygen used for the estimation of ∆ν. Each figure includes plots for DPPC (purple) and
DHPC (green).
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were calculated from the middle 80% of the mean square displacement. Table 2.2 rows 2 and 3 list
the lateral diﬀusion of water computed in the two regions of the two simulations. We note that the
lateral , is the same for both simulations, but diﬀusion
lateral diﬀusion of water in the bulk region , Dbulk

in the DHPC head group is smaller, meaning that the water in its head group is more viscous than
that of DPPC.

Orientational Motion
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Figure 2.9: (a) long (τ1 ), (b) medium length (τ2 ), and (c) short (τ3 ) time scale exponential fits the
autocorrelation function as a function of the distance to the center of the bilayer z for an 80 Å region
of the simulation about the center of the bilayer.

The principal O-H vector of water was used to characterize the orientational motion of water
as described in section 1.4.2. This calculation was repeated for water in each 2 Å slice, from the
center of the bilayer to the bulk water region, for each bilayer simulated. From this calculation,
three correlation times τ1 , τ2 , and τ3 were produced for each slice of each bilayer and plotted in
figures 2.9. Figure 2.9 a is the longest correlation time while figure 2.9 c is the shortest. The
shorter correlation time τ3 is near the simulation step size and therefore should be considered
the least reliable. Both lipids have a remarkable increase in the larger correlation times as water
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transitions from bulk to the lipid head group. This increase seems to reach a maximum value by
17 Å from the center of the bilayer.
These max correlation times are reported in table 2.2. The max correlation times for DHPC
are nearly double than that of DPPC. These longer correlation times again represent more viscous
behavior of water in the DHPC head group, and in particular, shows that water in its head group
is less likely to change its orientation.

Water
Water

lateral
Dhead
lateral
Dbulk

DPPC

DHPC

∆ν(Hz)

210 ± 20

1280 ± 40

(×10−9 m2 /s)

0.94 ± 0.09

0.37 ± 0.03

(×10−9 m2 /s)

6.2 ± 0.1

6.1 ± 0.1

max τ1 (ps)

408 ± 5

831 ± 7

max τ2 (ps)

35.6 ± 0.6

58 ± 1

Table 2.2: Table of water properties measured from simulations. Columns for each simulation
and a row for estimated water-NMR quadrupole splitting at 21 waters per lipid, lateral diﬀusion
lateral ) as well as water inside the head group region (D lateral ), and
coeﬃcients for bulk water (Dbulk
head
maximum values of the longest (τ1 ) and second longest (τ2 ) correlation times.

2.3.3

Interface Properties

Electrostatic Potential
The electrostatic potential as a function of the distance from the center of the bilayer was calculated by twice integrating the charge density as described in section 1.4.3. The results of the
integrations are plotted in figure 2.10. We note in this figure that the “dipole potential,” i.e., the
diﬀerence in potential between bulk water and the center of the bilayer, is 56 ± 5 mV more substantial for DPPC than DHPC. This larger dipole potential of DPPC is consistent with experiments
by Klaus et al. [17] which showed an increased dipole potential with of DPPC. Figure 2.10 also
demonstrates a peak potential increase in the head group region of the bilayer. This peak would
create a more considerable potential barrier to diﬀusion of charged and zwitterionic particles, which
explains in part, why DHPC has a lower permeability. Cordomi et al. [45] computed potential contributions from diﬀerent components from simulations and showed that the positive contributions
mostly come from water’s dipole orientation in the head group region, and that lipid dipole reduced

46

the potential.
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Figure 2.10: Electrostatic potential of DPPC (purple) and DHPC (green) as a function of the
distance to the center of the bilayer (z).

2.4

Conclusions
“Ether lipids,” lipids with ether bonded hydrocarbon chains, are an important feature in the

“lipid divide,” the specialization of lipid composition by archaea during earliest known evolution [7].
Ether lipids are important, since lipids with a single hydrocarbon chain bounded by an ether linkage
are found in specialized tissue such as heart and brain cells. The existence of this linkage in human
tissue, despite its small proportions, signifies a particular use for the bond.
The use of ether lipids may stem from their decrease in permeability. The mechanism driving
the decreased permeability was not understood, since dipole potentials of ester bonded DPPC
appeared to be higher than that of ether bonded DHPC lipids in experiments by Klaus et al. [17].
These experiments did show an increase in the quadrupole splitting of water in the head group of
DHPC as opposed to DPPC [17].
In this chapter, we simulated the same lipids, DPPC and DHPC, as Klaus et al. [17], using force
fields for DHPC derived from DPPC, tuned for glycero-phospholipids, with additional parameters
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determined from Ab Initio Calculations. Results from DPPC match near perfect with experimental
structural parameters, while results for DHPC are not as accurate and suggest further tuning of
the ether force field is needed. Quadrupole splitting, calculated from DHPC and DPPC, fit both
rather well, suggesting that water behavior is accurate for the simulations.
DHPC bilayers were shown to be more rigid in simulation compared to the equivalent DPPC
bilayer. DHPC has a larger compressibility modulus and a smaller deviation of P-N angles. This
rigidity of the ether bilayers could have some disadvantage compared to the ester lipids of bacteria
and eukarya, where flexibility might have allowed for lipid dipoles to be used as charge sensors [46,
47].
Examination of the potential of the two bilayers, despite a smaller dipole potential, shows that
DHPC has a higher peak potential which could be at least one contribution to the decreased permeability since this peak would be an additional barrier against charged and zwitterionic particles.
The most significant diﬀerence between the ether and ester bilayers is the behavior of the water
in the head group region. Water in the head group of DHPC was more viscous and frozen than
water in the head group region of DPPC. The viscosity was determined by an increase in the
first and second rank ordering of water, a decrease in the lateral diﬀusion, and an increase of the
lengthening of the orientation autocorrelation times of water as they approach the center of the
bilayer. This immobilization of water may create a frozen layer of water at the surface of the ether
bilayer, which would also contribute to the decreased permeability of ether lipids.
Work by Guler et al. [34] used a three slab theory [37] to explain the diﬀerence in permeability
between DHPC and DPPC. In this theory, the higher permeability of DPPC would come from a
smaller area per lipid A0 or a larger diﬀusion rate in the head group (Dhead ). Work from this
chapter suggests the mobility of water is greater in ester lipids and therefore Dhead , would account
for the diﬀerence in permeability.
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Chapter 3
Lipid Bilayers in the Presence of Monovalent Ions
3.1

Introduction
Physiologically, lipid bilayers are not solvated in pure water. Typically, this water contains

other minerals, most importantly salt ions. Biological materials for many physiological processes
use salt ions. Lipid bilayers, as the primary barrier to diﬀusion, can regulate these functions by
impeding the movement of ions. Also, due to the large charge densities of ions, lipid bilayers attract
ions to their surface. This attraction creates a surface charge density on the surface of the bilayer.
More importantly, the presence of ions in the head group region and surface of the bilayer aﬀects
the properties of the bilayer. The changes to the bilayer are dependent on the ion present. Salts
are classified first into positively charged cations and negatively charged anions. In nature, Cl− is
the most common anion, while Na+ , K+ , Ca2+ , Mg2+ are the most common cations.
Li+ is not a physiologically common ion, but it does have many significant aﬀects on human
physiology [48]. The most well known is that Li+ has been used in the treatment of bipolar
disorders since the 1950s [49]. Another important eﬀect is Li+ is toxic at far lower levels than other
physiological salts [48]. The mechanisms of both of these eﬀects are not yet known and therefore
study of the binding properties of Li+ compared to other salts is useful in understanding how to
use Li+ safely as a medicine.
Li+ , Na+ , K+ , and Rb+ are all monovalent, alkali metal cations. That is to say, each of these
ions is formed from an element in the first column of the periodic table losing a single electron,
and therefore have a net charge of one proton (+e). The set Li+ , Na+ , K+ , and Rb+ are listed
in increasing atomic number, and consequently, increasing in atomic radius. In this chapter, we
use these cations as variables in four identical simulations, in addition to a simulation without the
presence of any salt in order to understand the eﬀect of monovalent cation size, to the mechanical
and electrostatic properties of the bilayer, as well as the binding locations of these ions. Finally, we
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looked for diﬀerences in Li+ which may explain many physiologically eﬀects Li+ has on humans.
The following experimental work has been done on zwitterionic lipid bilayers in the presence
of monovalent ions. X-ray diﬀraction, EPR spectroscopy, diﬀerential scanning calorimetry, and
dilatometry and velocimetry where performed on Palmitoyl-Oleoyl-Phosphatidylcholine (POPC)
bilayers by Pabst et al. [50]. In this work, high concentrations of NaCl (about 500 mM) caused
bilayers to thicken, and their areas contract. Fluorescence correlation spectroscopy and calorimetry
on POPC bilayers, by Böckmann et al., showed that with increasing ion concentration the lateral
lipid decreases [51]. Infrared spectroscopic experiments by Binder et al.showed deep penetration of
cations into the polar region of POPC bilayers, and that Li+ better dehydrates the phosphate and
carbonyl groups than Na+ or K+ [52]. ζ potentials of phosphatidylserine vesicles were measured,
by Eisenberg et al., in solutions containing monovalent cations [53]. Hydration repulsive pressure
between phosphatidylcholine bilayers was measured by Simon et al. [54]. Their work determined
that hydration pressure correlated with the dipole potential of the bilayer [54]. Despite all of this
work, much more experimental data is needed to build a comprehensive explanation of the influence
of monovalent ions on bilayers.
MD simulations provide a simple method to look thoroughly at lipid–ion interactions. Significant work with MD simulations includes that of Pandit et al. [55], Cordomi et al. [45, 56], and
Gurtovenko et al. [57]. All simulations from these works show that cations bind in the head group
region while the anion Cl− loosely binds at just outside the head group. Pandit et al.found small
decreases in the area per lipid, and increases in the carbon chain order parameter of Dipalmitoylphosphatidylcholine (DPPC), in the presence of NaCl [55]. Cordomi et al.and Gurtovenko et
al.found that ions with smaller radii bind in higher numbers, and that the dipole formed by the
locations of positive and negative ions was almost entirely counteracted by an increase to the dipole
of the bilayer, such that the increase to the dipole potential of the lipid, due to the dipole from the
ions, was minimal [45, 56, 57].
Force fields available for common lipids are well established and have shown repetitively to yield
physically accurate results. In contrast, many simulations with ions result in issues, such as salt
crystals forming below their solubility limit [58]. A comprehensive analysis by Cordomi et al. [56]
simulated bilayers in ionic solutions, each with diﬀerent force fields for the simulated ions. The
result was significant diﬀerences in the structure of the bilayer such as area per lipid. New work by
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Joung et al. [58] was released shortly after that of Cordomi et al.and was consequently unavailable.
In this work of Joung et al., new Lennard-Jones parameters where determined for monovalent ions,
combined with common water models, by careful re-optimization against hydration free energy,
lattice energy, and lattice constants [58]. These improvements to critical parameters for simulations
where chosen for our simulations.
A thorough analysis of lipid bilayers in ionic solvents need long simulation times to reach
equilibration [59]. This long run time is needed because equilibration of ionic binding is limited by
the diﬀusion of ions in bulk water and the thermodynamic balance of association and dissociation
process at the bilayer surface. For small ions, such as Li+ , these factors are especially burdensome
since the lipid head group can accommodate a large number of ions, and their binding preferences
tend to be deep in the bilayer. To ensure all runs reached an equilibrium state with the new force
fields described above, each of our simulations were run for 0.5 µs.

3.2

Simulations

System Name

Composition

POPC (No Salt)
POPC-LiCl
POPC-NaCl
POPC-KCl
POPC-RbCl

200 POPC, 10,000 SPC/E
200 POPC, 29,784 SPC/E, 108 Li+ , 108 Cl+
200 POPC, 29,784 SPC/E, 108 Na+ , 108 Cl+
200 POPC, 29,784 SPC/E, 108 K+ , 108 Cl+
200 POPC, 29,784 SPC/E, 108 Rb+ , 108 Cl+

Run Length
0.5
0.5
0.5
0.5
0.5

µs
µs
µs
µs
µs

Eﬀective Bulk
Concentration
–
70 mM
70 mM
90 mM
120 mM

Table 3.1: Table of monovalent simulation details. Columns include the name of the system simulated and utilized throughout this chapter, the composition of molecules in the simulation, the
simulated duration, and the eﬀective bulk concentration, as determined by measuring the equilibrium ion concentration in the bulk water away from the bilayer.
Molecular Dynamics (MD) simulations of hydrated palmitoyl-oleoyl-phosphatidylcholine (POPC)
bilayers were conducted. Five systems were simulated and their details listed in table 3.1. The first
system was simulated without salt ions, referred to as POPC (No Salt). This system is used as
a control to compare the other ionic simulations. It is comprised of two, 100 POPC lipid leaflets,
arranged as a bilayer, and 50 molecules of waters per lipid. The remaining four simulations used
the same initial lipid bilayer with a 150:1 water to lipid ratio. The increase in the ratio was necessary since the lipid bilayer adsorbs so many of the ions. Concentrations of ions, in simulations
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with a 50:1 ratio, were fully absorbed by the bilayer; consequently, the bulk water region was left
with a net negative anion density. Once the water molecules were established, 108 of them were
replaced with Chloride (Cl− ), and 108 were replaced with the respective cation Lithium (Li+ ),
Sodium (Na+ ), Potassium (K+ ), and Rubidium (Rb+ ), to achieve an initial ion concentration of
200 mM. Once in equilibrium, the eﬀective bulk concentration was computed from the number of
remaining ions in bulk water (table 3.1 column 4).
MD simulations were performed using version 4.5 of the GROMACS package [60–63]. Force
fields published by Chiu et al. [24] were used for lipid molecules, while ions force fields were taken
from Joung et al. [58]. Lipid and ionic cross term parameters were set explicitly from calculations
using Lorentz-Berthelot rules [58]. Nosé-Hoover temperature coupling scheme was used to fix
the simulated temperature at 300 K. Parrinello-Rahman semi-isotropic pressure coupling [21] was
utilized to maintain a constant pressure of 1 atm. All bonds were constrained with the LINCS
algorithm [40]. This restriction allowed for integration time steps of 4 fs. All dimensions of the
simulation were set to periodic boundary conditions. Long range, above 10.0 Å, electrostatics were
computed using SPME algorithm [41], and Van der Waals forces above 16 Å were cutoﬀ.
All simulations were constructed by first generating two outwardly facing lipid leaflets, each
with 100 lipids placed on a ten by ten grid. Then, the amount of SPC/E waters described in
table 3.1 was added atop the bilayer. In the case of the ionic simulations, 108 water molecules were
replaced by Cl− anions and 108 water molecules were replaced by the appropriate cations. The
systems were then energy-minimized to relax over stretched bonds and overlapping hard sphere
surfaces. Proper thermalization of hydrocarbon chains was then achieved by annealing the system.
Annealing steps included a 290 K run for 200 ps to allow the bilayer to relax. This was followed by
a series of NVT simulations, which allowed for the system to further relax without exploding the
box. These NVT ensembles were 50 ps at 500 to 420 K in 20 K steps, and 400 to 300 K in 10 K
steps. This was followed with 50 ps NPT simulations from 400 to 300 K in 10 K steps. 500 ns
of continuous MD simulations were carried out on each of the systems described in table 3.1 once
fully annealed.

52

3.3

Analysis

3.3.1

Lipid Properties

Number Density
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Figure 3.1: The number density of Phosphorus, P (purple), Nitrogen, N (green), Sn–2 side carbonyl
oxygen, O16 (blue), and Sn–1 side carbonyl oxygen, O37 (orange), as a function of the distance to
the center of the bilayer (z).

Ions, attracted to its partial charges, concentrate in the head group region of the bilayer.
Figure 3.1 plots the number densities of pivotal head group atoms from the POPC (No Salt)
simulation. We note in this figure, positively charged carbon atoms around the nitrogen (N) are in
the outer most region of the head group, followed by the negatively charged regions surrounding
the Phosphate (P) and carbonyl oxygen (O16 and O37). These densities are plotted for the four
salt simulations in figure 3.2, with the addition of the cation and anion number densities. From
this figure we see, as expected, the positive cations penetrate deep into the head group, between
negatively charged phosphate and carbonyl groups, while the negative anions concentrate on the
outer side of the positive nitrate region. We note that in particular, Li+ has a left side protrusion,
signifying a notable concentration of Li+ in the carbonyl region. The number of cations in the head
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Figure 3.2: Number density plots for the four salt simulations, (a) POPC-LiCL, (b) POPC-NaCl,
(b) POPC-KCl, and (c) POPC-RbCl. The six lines plot the densities of six important atoms in the
simulation: Phosphorus, P (purple), Nitrogen, N (green), Sn–2 side carbonyl oxygen, O16 (blue),
the cation used in the salt simulation (red), and the anion of Cl− used in the salt simulation (black).
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group region of the bilayer can be determined by integrating the number density times the area of
the box. The number of cations, thus computed, are listed in the table 3.2 in the row labeled “No.
of ions.”
Volumes of the POPC bilayers in the five simulations were calculated from number densities
according to section 1.4.1. Vc , VHG , and Vl values, thus computed, are listed in table 3.2. These
values for volume change very little with the introduction of ions which is expected since the
addition of ions would not significantly aﬀect the molecular volume of a lipid. The thickness of the
bilayer, both 2Dc and Db , were computed as described in section 1.4.1, and are listed in table 3.2.
These values demonstrate thickening of the bilayer with the introduction of ions. Area per lipid
(Al ) was then calculated from Vc and 2Dc , and is printed in table 3.2. We note, the area per lipid
decreases roughly as the concentration of ions in the head group region increases. The decreased
Al has been established with other simulations [45, 51, 55, 64]. In those simulations, force fields
for K+ would not allow it to disassociate with Cl− in any significant amount, and so it would not
enter the bilayer and thereby have little eﬀect on the bilayer properties.

Properties
No. of ions
Vc (Å3 )
VHG (Å3 )
Vl (Å3 )
2Dc (Å)
Db (Å)
Al (Å2 )
DHH (Å)
P-N angle (◦ )

POPC (No Salt)
–
902.9
313.5
1216.4
27.4
35.80
65.9
37.01
14.45

POPC-LiCl
78.63
895.0
312.0
1202.0
29.9
39.75
59.9
38.07
36.33

POPC-NaCl
78.25
895.1
310.7
1200.1
30.1
40.96
57.7
40.32
31.36

POPC-KCl
68.53
895.1
316.4
1207.2
30.3
40.16
59.0
40.19
29.46

POPC-RbCl
58.21
897.0
315.3
1211.1
29.9
39.07
60.0
38.94
29.63

Table 3.2: Table of bilayer properties for the POPC (No Salt) and four monovalent simulations.Row
“No. of ions” is the number of cations in the head group region as determined from integrating
the number density. Vc , VHG , and Vl are the volumes of the carbon chains, head group region, and
total lipid respectively. 2Dc and Db are the thicknesses of the both leaflets of carbon chains and of
the total bilayer. Al is the area per lipid. DHH is the peak to peak diﬀerence in electron density.
“P-N angle” is the average angle of the P-N vector with respect to the bilayer normal.

Chain Order Parameters
As ions enter the head group, the area per lipid decreases. This decrease in the area requires
hydrocarbon chains to order, thus thickening the bilayer as measured above. If the bilayer is
55

thickening, the order parameter of the carbon chains must also increase [55]. Carbon chain order
parameters were calculated as explained in section 1.4.1 and plotted in figure 3.3 1 for Sn–1 side
carbons and figure 3.3 2 for Sn–2 side carbons.
POPC (No Salt)
POPC−LiCl
POPC−NaCl

POPC−KCl
POPC−RbCl

(a) Sn−1

CD

0.2

0.1

(b) Sn−2

CD

0.2

0.1

C number

Figure 3.3: Carbon chain order parameters. (a) Sn–1 side order parameters. (b) Sn–2 side order
parameter. Order parameters of each simulation are presented in a diﬀerent color, POPC (No Salt)
in red, POPC-LiCl in purple, POPC-NaCl in green, POPC-KCl in blue, POPC-RbCl in orange.

We can see in figure 3.3 carbon chain order increases for all carbons, other than the first carbon,
of the Sn–1 side, of the POPC-LiCl simulation. Further, this increase appears proportional to the
decrease in thickness.

P-N Angle
Head group orientation is believed to act as a charge sensor for the bilayer surface [46, 47]
ergo, the angle of the head group dipole is particularly interesting in ionic simulations. The angle
of the head group, as measured by the angle between the vector connecting the P and N atoms
and the vector normal to the bilayer was calculated according to section 1.4.1. The average P-N
angle, calculated thusly, is listed in table 3.2. We note, indeed the P-N able does increase with the
presence of ions. However, it also appears that the species of ions might aﬀect the angle more than
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the concentration since lower concentrations of Rb+ and K+ produce angles within two degrees of
Na+ while Li+ is more than five degrees strait than Na+ .

3.3.2

Solvent Properties

Cations, being positively charged, associate with negatively charged atoms, which in these
simulations are oxygen. These oxygen atoms are available in water oxygen and lipid oxygen such
as phosphate and carbonyl. The association of these atoms can best be seen in radial distribution
function (RDF), the pairwise correlation function, between cations and each oxygen atom. The
first peak in the RDF represents the increased probability at finding oxygen inside some shell about
the ion. This high probability density zone and the oxygen atoms inside of it are referred to the
solvation shell. For the following measurements, we take the location of the first trough after the
first peak in the RDF as the solvation shell cutoﬀ. Any oxygen atoms inside this cutoﬀ will be
considered “bound” to the cation.

Reaction Rate
In our simulations, ions did not start with an excess concentration in the head group but are
randomly distributed throughout the solvent. Ions, diﬀuse through the solvent and can bind to the
bilayer. For cations, we consider them bound to the bilayer when it haves at lease one lipid oxygen
in the solvation shell. Once the system has reached equilibrium, the reaction must be steady state,
that is the rate at which the ions bind to the bilayer must be the same as the rate at which they
unbind. To ensure a steady state was reached, the number of cations bound to the bilayer (n) is
plotted vs. time t in figure 3.4. Assuming the reaction is first order, the on-rate (Kon ) and oﬀ-rate
(Kof f ) constants are determined by fitting the equation

n(t) =

)
N Kon (
1 − e−(Kon +Kof f )t + n0 e−(Kon +Kof f )t ,
Kon + Kof f

(3.1)

where N is the 108 total cations and n0 is the initial number of cations at the epoch point where
t = 0. The values determined by a Gnuplot fit, for each salt simulation, are printed, along with the
equation, on figure 3.4. We note, in the figures, the apparent leveling oﬀ of the data denotes the
simulations have reached suﬃcient steady state.
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Figure 3.4: Plots of the number of cations bound to the lipid as a function of time for (a) POPCLiCl, (b) POPC-NaCl, (c) POPC-KCl, and (d) POPC-RbCl simulations. An exponential function
is fit to each plot to extrapolate the printed reaction parameters.

Coordination Number
Since we can track the number of ions of each type, surrounding each cation, it is of interest to
determine the coordination number. The coordination is the number of oxygen atoms inside the
solvation shell, and the population of each species of oxygen inside the solvation shell. Coordination
is used to understand how the ions fill their shell diﬀerently inside the lipid head group as opposed
to in bulk water. Figure 3.5 plots, for each cation, the average number of each oxygen species in
the solvation shell, and the total number of oxygen atoms, of the cation simulated as a function of
its distance from the center of the bilayer. Cations in bulk water fill their shell with water oxygen.
The coordination numbers of Li+ , Na+ , K+ , and Rb+ in bulk water are ∼ 4, ∼ 6, ∼ 7, and ∼ 8
respectively. These values are consistent with other simulations and experiments [45, 65]. We note
that the total coordination drops as cations approach the center of the bilayer and that Na+ and
Rb+ , in particular, lose almost an entire bond oxygen. This loss is possibly due to cations not able
to find energetically favorable configurations within the rigged lipids.
In addition to a small drop in total coordination number as cations approach the center of the
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Figure 3.5: The number of each type of oxygen atom, and the total number of oxygen atoms,
in the solvation shell of the simulated cation in each of the salt simulations: (a) POPC-LiCl,
(b) POPC-NaCl, (c) POPC-KCl, (d) POPC-RbCl. Oxygen types include water oxygen, OW
(purple), phosphate oxygen (green), Sn–2 side carbonyl, CO-Sn2 (blue), Sn–1 side carbonyl, CO–
Sn1 (orange), and the total number of oxygen (black).
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bilayer, there is a loss in the number of water oxygen completing the solvation shell. In particular,
Li+ looses almost all water, having less than one water oxygen in the shell on average. We note, for
all cations, except Li+ , coordination numbers of carbonyl oxygen increase consistently for both the
Sn–2 side (depicted in blue), and the Sn–1 side (depicted in orange). In the case of Li+ , it heavily
favors the Sn–2 side carbonyl as a binding site.

Water Order
The perturbation of water is an essential measurement in connection to the stability and structure of the bilayer. In 2 H-NMR water experiments, the quadrupole splitting of water is measured
to infer perturbation of water at that bilayer surface. These experiments are not available for
ionic solvents due to diﬃculty controlling the ion concentration with such small amounts of water.
However, with simulations, we are able to directly measure the perturbation of water in each slice
of the bilayer and understand changes to the ordering of water in the presence of each cation.
The average first and second rank water orders were calculated as explained in section 1.4.2. The
results of these calculations are plotted in figure 3.6 a for rank 1, and figure 3.6 b for rank 2, as a
function of distance from the center of the bilayer. We note that water concentration decreases as a
hyperbolic function as we approach the center of the bilayer and consequently, the total water order
is less in that region. We note the critical diﬀerence in the first rank order of salt simulations, seen
in figure 3.6 a, is that in addition to the negative order, there is a positive first rank order region,
extending past the negative one, corresponding to the O → H pointing away from the bilayer.
In figure 3.6 b, we note that salt simulations have an additional negative region outside the inner
negative and positive regions corresponding to the O → H becoming more parallel.
Inside the head group, cations are chaotropic agents. In figure 3.6 cations lower the average the
order of water, in both ranks. Li+ appears to be the most chaotropic, lowering the order in each
rank, in the ∼15Å range by more than the error bars of the next chaotropic cation. The ability of
Li+ to destabilize water is possibly related to the toxicity since the reduction of water order will
weaken the bilayer.
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Figure 3.6: (a) First rank and (b) second rank order parameters for the five simulations as a function
of distance from the center of the bilayer (z). Plots are colored by simulation, POPC (No Salt) in
red, POPC-LiCl in purple, POPC-NaCl in green, POPC-KCl in blue, POPC-RbCl in orange.

3.3.3

Interface Properties

Electric Potential
Large concentrations of ions settling on two separate surfaces, cations between phosphate and
carbonyl groups and anions around the nitrate groups, creates a large dipole, which one would
expect to increase the dipole potential of the bilayer significantly. Figure 3.7 is a plot of the electric
potential computed, as described in section 1.4.3, as a function of the distance from the center of
the bilayer. The electric potential of bulk water was taken to be zero. We see in these figures that
the dipole potential of bilayers simulated with ions has increased, but not to the extent expected
from the large charges concentrated in the head group. The reason for this is explained in work by
Cordomi et al. [45], which showed that the changes to the dipole potential, due to the straightening
of the head group and its dipole, reduces the increase in potential due to the presence of salt [45].
This increase is therefore consistent with dipoles in other simulations [45].
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Figure 3.7: Electrostatic potential as a function of distance from the center of the bilayer. The
potential of bulk water was taken to be zero. Each simulation is plotted in a diﬀerent color, POPC
(No Salt) in red, POPC-LiCl in purple, POPC-NaCl in green, POPC-KCl in blue, POPC-RbCl in
orange.
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Pressure Profile
Lipid bilayers, absent of osmotic pressure, free to contract and undulate, have no surface tension [66]. NPT simulations with semi-isotropic pressure coupling adjust their dimensions until they
have no net surface tension. However, the surface tension on a particular slice of the simulation
can be non-zero, and give insights into the mechanical stresses acting on diﬀerent regions of the
bilayer [27, 29, 30, 67]. In order to explore the changes to the stress of a bilayer in the presence of
diﬀerent cations, we computed the pressure profiles as described in section 1.4.3. Simulation boxes
were divided into 150 slices. Local pressure tensors in each slice were computed every 0.5 ps and
averaged over 250 ps runs. The set of tensors for each interaction was then summed to find the
total pressure tensor of the run. This process was repeated for 40, 250 ps runs, each 5 ns apart for
the last 200 ns of each of the 5 simulations.
Figure 3.8 is a plot of the normal pressure component minus the average of the lateral components of the pressure profile. These diﬀerences are the surface tension contributions, the integration
of which are the surface tensions of the simulated systems. Since the pressure components normal
to the slices, in a semi-isotropic NPT simulation, should all equal to the set pressure in the normal
dimension, changes in the surface tension contributions can be said to come from opposite changes
in lateral pressure. In general, all the plots of surface tension contribution in figure 3.8 start with
an initial excess lateral pressure in the hydrocarbon chain region (0 to 12 Å). This positive lateral
pressure is slightly relieved around the region of the double bonded carbon (∼ 8 Å) in the oleoyl
chain. In the head group region of the bilayer, for all simulations, there is a negative lateral pressure,
and a positive region, with a peak of ∼ 600 bars. By ∼ 20 Å from the center of the bilayer, around
the region of the positive rank two water order described in section 3.3.2, the lateral pressure again
becomes negative.
At ∼ 27 Å from away from the center of the bilayer, there is a significant diﬀerence in the form
of the lateral pressure of POPC (No Salt) and the other Salt simulations. In this region, the lateral
pressure of POPC (No Salt) decays exponentially until it reaches the normal pressure (indicated by
PN − PL going to zero). The lateral pressure of the salt simulations reverses, giving an additional
negative lateral pressure. This negative lateral pressure is in the same region, and is a similar
shape, as the outer negative second rank water order. This final region decays exponentially from
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the opposite sign as POPC (No Salt).
We note that in the first region of positive lateral pressure, the portion between the double
bonded carbon and the negative peak (∼ 8 to 12 Å) increases in lateral pressure in simulations
with salt. In particular, the lateral pressure in POPC-LiCl is ∼ 50 bars greater than the next
closest simulation, that of POPC-NaCl. Cantor et al. [67] has been shown that changes in lateral
pressure can be a mechanism for regulating protein functions [67] and therefore, the mechanism of
the pharmacological eﬀects of Li+ .
We note that the lateral pressure in bulk water is equal to the normal pressure, since water,
away from the influence of the bilayer, is isotropic. We, therefore, define a new barrier between
the bulk solvent and non-bulk solvent, where the solvent is under stress from the bilayer. We
refer to this boundary as the “hydrostatic boundary” and define it using PN − PL with the following
procedure. First, we truncate the portion of the final curve which demonstrates monotonic decay to
zero. Next, we use the Marquardt-Levenberg algorithm to fit the data to the exponential function,
f (x) = −ae−b(x−c) ,

(3.2)

where a, b, and c are fitting parameters, whose initial values are a = 400, b = 0.2, and c = 25 for
POPC (No Salt), and a = −200, b = 0.2, and c = 25 for the four salt simulations. Once the fitting
parameters are determined, the length scale of the exponent,

1
b

+ c, is taken to be the “hydrostatic

boundary.” The values, thus computed, are printed in red in figure 3.8 next to each plot.

Surface Charge
ζ-potential is a critical measurement in electrophoretic mobility experiments [68, 69] and is
related to the surface charge densities (σ(z)) as mentioned in section 1.2.4. σ(z) can be calculated
from the equation
∫ z

σ(z) =

ρ(z ′ )dz ′ ,

(3.3)

0

where z ′ is the distance from the center of the bilayer which is integrated over, ρ(z ′ ) is the charge
density at z ′ , and z is the distance of the “slip surface” from the center of the bilayer. We assert the
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Figure 3.8: Plots of the diﬀerence between the normal component and average of the lateral components as a function of the distance from the center bilayer (purple). The integration of this function
is the total surface tension of the simulation. An exponent is fit to the final decay (blue) of the
plot, and the pivot of the exponent is denoted in red.
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previously mentioned “hydrostatic boundary” is equivalent to the “slip surface” in Electrophoretic
Mobility experiments. For all POPC simulations, σ(z) integrated to this boundary was zero. This
suggests that the presence of ions does not significantly alter the surface potential of the zwitterionic
lipid. This result is consistent with electrophoretic mobility experiments by McLaughlin et al. [70].

3.4

Conclusions
Five POPC lipid bilayers were simulated, one control bilayer without the addition of salt ions,

four each with a monovalent cation (Li+ , Na+ , K+ , or Rb+ ) and the anion Cl− . Two crucial techniques were established when simulating bilayers with ions. First, a suﬃciently large solvation layer
is needed such that cations absorbed by the lipid bilayer do not leave the bulk region unbalanced
by anions. Second, suﬃcient time must be allowed for ions to reach a steady state with the surface
of the bilayer.
Force fields by Joung et al. [58] are shown to yield better results than previous ionic simulations.
In particular, larger ions, such as K+ , were now able to penetrate the bilayer, believed to be a defect
of previous ion force fields [56].
Cations appear to have unique binding aﬃnities inside the bilayer. Li+ , in particular, has a
strong aﬃnity to the Sn–2 side carbonyl, possibly due to the small ionic radius.
The Structure of the bilayer is altered by the binding of ions in the head group. Roughly
proportional to the number of ions bond to the bilayer, the order of the hydrocarbon chain increased,
the area per lipid Al decreased, and the thickness 2Dc and Db increased. Another physical change
is the straightening of the head group as seen in the increase of the P → N angle with respect to
the bilayer plane.
Ions have a chaotropic eﬀect on the water order in the head group region, lowering the overall
order of water. Li+ , in particular, has the greatest chaotropic eﬀect in the deepest region of the
head group. Plots of water order outside the head group of the lipid, have an additional ordered
region far outside of POPC (No Salt).
The dipole potential increases with the presence of all ions. This increase is small compared
to the amount of additional charge inside the bilayer. The reduction is believed to be due to an
increase in the oppositely directed P → N dipole.
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Pressure profiles for the five simulations show similar shapes for lateral pressure across the
membrane. Some diﬀerences include an increase in lateral pressure in the hydrocarbon tail region
above the double bonded carbon. This increase in lateral pressure could be a mechanism for
regulating protein functions around ions. Another change in the pressure profile has an additional
negative lateral pressure region outside the bilayer in the same region as the additional rank two
positive water order seen in ionic simulations. The length scale of the exponent is taken as the
“hydrostatic boundary” used to compute the surface charge of the simulations, which is eﬀectively
zero.
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Chapter 4
Lipid Bilayers in the Presence of Divalent Ions
4.1

Introduction
In addition to monovalent ions, divalent ions also play essential roles in human biology. Mg2+

and Ca2+ are both critical elements in bone and muscle development [71]. In recent works, it is
theorized that the pharmaceutical eﬀects of Li+ may arise from its ability to replace Mg2+ in critical
physiological processes [72]. In particular, Li+ is thought to be an inhibitor for Mg2+ in Glycogen
Synthase Kinase 3-beta (GSK-3β) [73]. Of the two binding locations of Mg2+ on GSK-3β, Li+
has been shown to replace Mg2+ at one of these sights. Recent work by Srinivasan et al. [74] has
shown strong competition between Li+ and Mg2+ in the interior membrane of red blood cells. This
competition is unexpected since the solvation shell, a significant contributor to ion competition, of
Li+ is measured several atoms small in coordination number then Mg2+ .
In chapter 3, we used the new force fields optimized against hydration free energy, lattice energy,
and lattice constants by Joung et al. [58] to simulate bilayers with ions using these new parameters.
Improved force field parameters for divalent ions are more diﬃcult as less experimental data exists
to compare to; however, we found two recent papers published improved parameters for divalent
ion parameters using similar optimizations to Joung et al. [58]. The first such paper is by Li et
al. [75], where experimental hydration free energies and ion-oxygen distances were used to tune
parameters for Mg2+ and Ca2+ . Additional Mg2+ force fields were published by Aqvist et al. [76]
using the exchange rate of the first shell water molecules [76]. Despite the force fields from these
two works being similar, work by Bergonzo et al. [77] showed diﬀerent inner shell water molecule
loss to form chelated interaction with the RNA [77]. Hence, in this chapter, we used two simulate
both Mg2+ force fields and where appropriate, compare results from the two sources.
If Li+ is a suitable replacement for Mg2+ , we expect the solvation shell of Li+ is in some way
similar to that of Mg2+ . Solvation shells are the nearest neighbors attracted to the ions arranged
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in a lower energy arrangement. To compare the solvation shells of cations, we introduce a novel
method of classifying solvation arrangements, by mapping them to a completely connected graph
whose edges are weighted by the length between the atoms that make up the vertices. With this
mapping, comparisons can be made by looking at the percent of sub-graph isomorphism between
the species.

4.2

Simulations
Three 500 ns MD simulations were performed on three new systems. Each of the three systems

were simulated with POPC lipid bilayers, just as in chapter 3. In addition to the lipids, the
simulation had 150:1 SPC/E waters per lipid. In two of the simulations, 108 random water molecules
were replaced by Mg2+ while in the last simulation they were replaced with Ca2+ . In all three
simulations, 216 water molecules were replaced with Cl− . The systems were constructed in the
same faction as chapter 3, were two leaflets of lipids are constructed with 100 lipids each and
a water layer is built on top, and then finally the number of water molecules mentioned above
were replaced with the appropriate number of cations and anions to achieve the 200 mM initial
concentration.
Version 4.5 of the GROMACS software package [60] was used to evolve the system. One atm
pressure was maintained using the Parrinello-Rahman semi-isotropic pressure coupling [21], and the
temperature was held at 300 K using the Nosé-Hoover temperature coupling scheme [20]. Pairwise
bonds were constrained using the LINCS algorithm [40]. With this constraint, an integration time
step of 4 fs is possible and was used for all of the simulations unless otherwise noted. Longrange electrostatics with beyond the real-space cutoﬀ of 10.0 Å were calculated using the SPME
algorithm [41], and Lennard-Jones potentials were truncated after 16 Å.
Force fields parameters for lipids were taken from Chiu et al. [24], while force fields from divalent
ions were taken from Li et al. [75] or Allner et al. [76]. In the case of simulations where force fields
of Li et al.are used, a superscript with the Roman numeral I will be added to the name, and for
simulations where force fields of Allner et al.are used, a superscript of the roman numeral II will
be added. The cross terms between the new force fields and the lipid force fields were calculated
using Lorentz-Berthelot [58].
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4.3

Analysis

4.3.1

Lipid Properties

Number Density
Number densities of the three simulations were calculated and are presented in figure 4.1. We
note in these results that concentrations of divalent cations are much smaller than ion concentration
in figure 3.2. The number of cations in the first peak in density seen in figure 4.1 is calculated
by integrating the cation number density from the center of the bilayer to the minimum following
the first peak. The number of cations, thus computed are listed in the row “No. of ions” of the
table 4.1. Since divalent cations have a net charge of +2, a better metric, when comparing the
eﬀects of lipid properties due to ion concentration, is the charge concentration in the head group
from cations; therefore, the number of ions is multiplied by 2 and listed in table 4.1 as the row
Charge. These values for Mg2+ are smaller than the charge present in the monovalent simulations,
but the additional charge from Ca2+ is in the range of Na+ and Li+ from the last chapter.
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Figure 4.1: Number density plots for the three divalent salt simulations (a) MgClI2 (b) MgClII
2 , and
(c) CaCl2 . The six lines plot the densities of six important atoms in the simulation: Phosphorus,
P (purple), Nitrogen, N (green), Sn–2 side carbonyl oxygen, O16 (blue), the cation used in the salt
simulation (red), and the anion of Cl− used in the salt simulation (black).

70

Volumes of the three simulations were computed according to section 1.4.1. Vc , VHG , and
Vl values, thus computed, are listed in table 4.1. Again, these values change very little in the
divalent ion simulations since molecular volume does not change significantly based on simulation
parameters. Bilayer thickness, 2Dc and Db , was computed from number density according to the
process described in section 1.4.1. The values, thus computed, are listed in table 4.1. The thickness
of the hydrocarbon chains (2Dc ) and volume of the chains (Vc ) are used to compute the area per
lipid Al = 2Vc /2Dc . Changes to Al due to the presence of ions, as reported in tables 4.1 and 3.2,
appear to decrease in Al from that of POPC (No Salt) proportional to the charge from the cation,
in the head group of the bilayer. To confirm this hypothesis, we plot the Al vs. the additional
charge in the head group region from the addition of cations in figure 4.2. We also fit a linear
function to the points in the figure. The slope of this line is -19.55 Å per e, meaning we expect in
the range of concentrations we are studying, the area per lipid of the bilayer decreases 19.55 Å for
every additional elementary charge per lipid, in the head group of the bilayer.

Electron Density
Electron density for the three simulations was calculated and plotted in figure 4.3. The peak to
peak electron density distance, DHH , was calculated for these plots and placed in table 4.1. Form
factors were derived from these electron densities by taking the cosine transform as described in
section 1.4.1. These transforms are plotted in figure 4.4. We have not at this time, identified x-ray
scattering experimental data for divalent ions to compare these form factors too, but the data is
available for this comparison.

P-N Angle
The orientation of the head group region of the lipid head group was computed as described
in section 1.4.1 using the angle between the vector connecting the phosphorus and nitrogen atoms,
and the vector normal to the bilayer. The average angle was taken as the mean angle for the last
100 ns of the simulations. The resulting angles are listed in table 4.1. We note that the increase
in P-N angle for Ca2+ is consistent with the other monovalent ions, but the decrease in angle for
MgClI2 and MgClII
2 is unique. This decrease in angle suggests that the charge signaling the head
group is responsible for [46, 47] might be dependent on the species of cation present.
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Figure 4.2: A plot of the Al vs. additional charge in the lipid head group from the presence of
cations. Data points are taken from the Mg2+ and Ca2+ simulations in this chapter, and the five
other POPC simulations from the previous chapter. A linear function is fit to the data points with
I
a slope of -19.55 Å per e. MgClII
2 is omitted since is it not significantly diﬀerent from MgCl2 .
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Figure 4.3: The electron density of divalent ion simulations as a function of the distance from the
center of the bilayer (z). (a) POPC-MgClI2 , (b) POPC-MgClII
2 , (c) POPC-CaCl2 .
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Figure 4.4: Form factor plots of divalent simulations. (a) POPC-MgClI2 , (b) POPC-MgClII
2 , (c)
POPC-CaCl2 .
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Properties
No. of ions
Charge
Vc (Å3 )
VHG (Å3 )
Vl (Å3 )
2Dc (Å)
Db (Å)
Al (Å2 )
DHH (Å)
P-N angle (◦ )

POPC (No Salt)
–
–
902.9
313.5
1216.4
27.4
35.80
65.9
37.01
14.45

POPC-MgClI2
15.6
31.2
899.6
314
1214.5
28.7
37.8
62.6
38.2
9.60

POPC-CaCl2
35.0
70.0
891.8
312
1204.0
31.1
41.6
57.4
39.0
21.93

POPC-MgClII
2
16.6
33.2
899.5
313.4
1212.9
29.5
37.6
62.9
38.1
12.1

Table 4.1: Table of bilayer properties for the POPC (No Salt) and three divalent simulations.Row
“No. of ions” is the number of cations in the head group region as determined from integrating
the number density. Charge is the number of cations in the head group region times the charge
of those ions. Vc , VHG , and Vl are the volumes of the carbon chains, head group region, and total
lipid respectively. 2Dc and Db are the thicknesses of both leaflets of carbon chains and of the total
bilayer. Al is the area per lipid. DHH is the peak to peak diﬀerence in electron density. “P-N
angle” is the average angle of the P-N vector with respect to the bilayer normal.

Chain Order Parameters
Changes to the order of the hydrocarbon chains were calculated according to section 1.4.1 and
were plotted in figure 4.5. We note, as seen with monovalent ions that the addition of ions causes
a decrease in area per lipid, which increases the thickness of the bilayer, which corresponds to an
increase in hydrocarbon chain order. This set of properties has been stated previously [45, 51, 55,
64], and our work with newer force fields is consistent with this.

4.3.2

Interface Properties

Electrostatic Properties
The electrostatic potential of each of the three divalent salt simulations was calculated following
our procedure outlined in section 1.4.3. These potentials, thus computed, are plotted with the
electrostatic potential of POPC (No Salt), appear in figure 4.6. Changes to the dipole potential
due to divalent ions are consistent with monovalent ions, to the extent that the amount of charge
inside the head group is proportional to the shift in potential.
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Figure 4.5: Carbon chain order parameters. (a) Sn–1 side order parameters. (b) Sn–2 side order
parameter. Order parameters of each simulation are presented in a diﬀerent color, MgClI2 in purple,
MgClII
2 in blue, CaCl2 in green, and POPC (No Salt), taken from chapter 3 in orange.
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Figure 4.6: Electrostatic potential of the simulation as a function of the distance from the center
of the bilayer. Potentials of each simulation are presented in a diﬀerent color: MgClI2 in purple,
MgClII
2 in blue, CaCl2 in green, and POPC (No Salt), taken from chapter 3 in orange.
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4.3.3

Solvent Properties

Water Order
Structure and stability of the bilayer are tied to the structure of water surrounding it. Water
inside the head group is studied with NMR experiments which measure the order of the water
molecules by measuring changes to the quadrupole splitting of the bilayer. In simulations, we have
full access to the orientation of water throughout the bilayer. With this in mind, we measured
the rank one and rank two according to the procedure described in section 1.4.2, and plotted the
results in figure 4.7a for rank one order, and in figure 4.7b for second rank order. We can see in
these figures that Ca2+ has a stronger chaotropic property towards the center of the bilayer but
has much higher order in the regions just outside the head group. Both Mg2+ and Ca2+ have the
additional positive rank one and negative rank two regions outside the head group region as seen
in monovalent solvent simulations from the last chapter.
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Figure 4.7: (a) First rank and (b) second rank order parameters as a function of distance from
the center of the bilayer (z). (c) The product of the second rank order parameter and the density
of water oxygen used for the estimation of ∆ν. Each figure includes plots for POPC (No Salt) in
orange, POPC-MgClI2 in purple, POPC-CaCl2 in green, and POPC-MgClII
2 in blue.

It has been shown that experimental values of ∆ν from Nuclear Magnetic Resonance (NMR)
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Spectroscopy can be reproduced using the product of the second rank water order (S(Bz )) and
water density (Pz ) [26, 78], the result of which can be seen in figure 4.7c. This plot is proportional
to the quadrupole splitting which arises from the water ordering in each slice. To compute the
expected ∆ν from this plot, we used the equation
z0
3 1 ∑
Pz S(Bz ),
∆ν = χ
4 Pt z=0

(4.1)

where z = 0 is the center of the bilayer, z0 is the slice considered the end of the simulation, and Pt is
the total number of water molecules in the considered slices

z0
∑

Pz . This simulated ∆ν is expected

z=0

to match experimental values computed for the same number of waters per lipid as is simulated.
Since ion simulations need upwards of 150 waters per lipid to achieve necessary bulk properties [78],
their water to lipid ratio is too high to match with experimental values. Therefore, we assume that
we may stop the integration early (z0 less than the simulated box length) to compute the ∆ν for
the number of waters per lipid in the region between ±z0 . This approximation has been shown to
reproduce experimental values [78] but is considered inaccurate for small numbers of water, where
the ordering location and behavior may be altered by the absence of neighboring waters. For ion
simulations this error is more significant since ions create additional regions for water to order,
which regions water will fill first is unknown from current simulations, Another issue with these
approximations is that computing ion concentration in experiments with only a few dozen waters
per lipid is extremely diﬃcult.
With these limitations in mind, we have computed the expected ∆ν for various limits z0 , and
therefore, diﬀerent waters per lipid for POPC (No Salt), POPC-MgClI2 , POPC-CaCl2 , POPC-LiCl,
and POPC-NaCl and plotted them in figure 4.8. MgClII
2 was omitted since it was not significantly
diﬀerent from MgClI2 . POPC-LiCl and POPC-NaCl data were gathered from simulations in chapter 3. In figure 4.8 we see, in the absence of ions, that POPC (No Salt) has the strongest ∆ν
with the fewest number of water molecules which are settled in the first region. The quadrupole
splitting then reduces, first from water in the oppositely oriented second region, then ultimately by
the dilution of oriented waters for bulk. This shape has been shown in experiments with the similar
dipalmitoylphosphatidylcholine (DPPC) lipid in work by Gawrisch et al. [17]. Ion simulation, such
as POPC-CaCl2 , POPC-LiCl, and POPC-NaCl have less water in the first region, and a more
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ordered second region; therefore, most of its quadrupole splitting is dominated by the water in the
positive second region. In the ionic simulations, water from the third region reduces the quadrupole
splitting until it surpasses the second region and becomes the dominant source. MgClII
2 has a more
significant amount of water in the first region than any other ion creating an additional initial
competition and thus ∆ν drops faster than any other ion.
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POPC−NaCl
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Figure 4.8: A plot of estimated values of ∆ν calculated from second rank water order as a function
of the number of water molecules per lipid considered. These plots have been calculated for POPC
(No Salt) in orange, POPC-MgClI2 in purple, POPC-CaCl2 in green, POPC-LiCl in blue, and
POPC-NaCl in dark blue.

Coordination Number
Solvation shells of ions are an important distinguishing feature. Coordination numbers are
thought to be used as selection criteria for ions in bilayers [79] and proteins. In section 3.3.2
we examined the coordination number, of various solvation oxygens, of monovalent cations as a
function of distance from the center of the bilayer. We repeat this process for the divalent cations
simulated in this chapter and plot them in figure 4.9. We note in this figure, Mg2+ in POPC-MgClI2
and POPC-MgClII
2 simulations retained a solvation shell nearly filled by water oxygen. This is in
contrast to Ca2+ and all previous monovalent cations in figure 3.5, in which other lipid oxygen
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atoms replace most water oxygens as they entered the head group of the bilayer. The reason for
Mg2+ retaining its water comes from the higher potential diﬀerences calculated from the force field
parameters. We also note that Mg2+ has a coordination number of ∼ 6, similar to Na+ , and Ca2+
has a coordination number of ∼ 8 in bulk water but loses ∼ 1 oxygen as it enters the head group
region.
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Figure 4.9: The number of each type of oxygen atom, and the total number of oxygen atoms, in
the solvation shell of the simulated cation in each of the salt simulations: (a) MgClI2 , (b) MgClII
2 ,
(c) CaCl2 . Oxygen types include water oxygen, OW (purple), phosphate oxygen (green), Sn–2 side
carbonyl, CO-Sn2 (blue), Sn–1 side carbonyl, CO–Sn1 (orange), and the total number of oxygen
(black).

Categorizing Solvation Shell
Since we know Mg2+ and Li+ competition is an important mechanism of Li+ action [72], we are
interested in what are the shapes of biological binding points accepted by each ion. We, therefore,
propose the following method to classify solvation shells. The software was developed which maps
a cluster of atoms to a completely connected, colored, weighted graph. The software then hashes
each graph to a unique bin for each isomorphism of the graph. This software was used on clusters
of oxygen atoms in the solvation shell of cations and the cations themselves.
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An example of this process, in two dimensions, is outlined in detail in figure 4.10. The detailed
steps of the algorithm are as follows. In each step of the simulation, for each cation, all neighboring
oxygen in the cutoﬀ distance (R) is included in the cluster (see figure 4.10a). The cutoﬀ distance
is determined in advance from the location of the trough after the first peak in the cation–oxygen
RDF as described in section 3.3.2. Each atom in the cluster is indexed according to the distance
from the cation, starting with the cation itself as index 0. The closest oxygen is then indexed as
1, etc. Figure 4.10b shows how this indexing may look. Each index atom is then made vertices in
the graph. The edges of this graph are therefore Eij , for each pair of atoms with index i and j
where i < j (see figure 4.10c). Since every pair of vertices makes an edge, the graph is completely
connected. The first N edges, N being the number of oxygens atoms in the graph, are therefore
all the edges which include the target cation. These edges are denoted as dark blue in figure 4.10c
while all other edges are light blue. The edges are then weighted (or colored) using the function,
⌊

Wij =

⌋

Rij
,
WB

(4.2)

where Rij is the distance between the real position of the atoms which map to the vertices and
WB is a tunable weight parameter. The ⌊⌋ symbol denotes the floor function which takes a real
number and returns the largest integer lower than the inputted real number. Examples of weights,
thus computed, are shown in figure 4.10d for a two-dimensional example. The graph can then be
represented as the list of weights (Wij ) in order of the vertices which compose them. This list for
the example in figure 4.10d would be {4, 4, 4, 5, 4, 6, 5, 6, 5}. Graphs are then inserted into a hash
table which tracks the population of each class of graph.
After all clusters have been processed and inserted into the graph, the software prints a list of
the registered graphs and the total occurrences of that graph (Ni ). Choice of WB is not arbitrary.
Large values of WB result in the reduction of the diversity of weights and therefore the diversity of
graphs. In the case of WB > 2R, since no distance is greater than the twice the cutoﬀ all weights
would be 0, and all graphs with the same number of vertices would be equal. When a small value
for WB is chosen, the diversity of edges is increased, and consequently, the increase in the diversity
of graphs. In the limit of WB going to zero, each graph is unique, and therefore not a useful way of
classifying. We have found that WB = 0.3Å is a good weight which allows for a balance of variety
80

Figure 4.10: Drawing of a two-dimensional example of the process of mapping of three-dimensional
clusters of atoms to complete, weighted, graph in order to categorize hydration shell configuration.
The four figures demonstrate four steps of the process: (a) For each target, noted with a red dot, all
hydration shell atoms in the cutoﬀ distance identified. (b) All atoms in the cluster are mapped to
nodes in the cluster, the number of the node is the atoms distance from the target, with the target
being the 0-th node. (c) An edge is defined for each none identical pair of nodes, i.e.a complete
graph. (d) The weight, or color, of the edge, is determined by the distance between the atoms
which make up the vertices of the edge.

and density.

Overlap of Solvation Shells
The result of the process described above is a set of graphs for each cation (SLi , SN a , SM g ,
SCa ) and a count of occurrences for each member in the set (NLi,i , NN a,i , NM g,i , NCa,i ). We would
like to use these sets to determine similarities in the solvation shells, in particular, we would like

81

to determine the most probable fraction of the weighted edges which match the weights of another
set. To compute this value, we developed the following procedure. First, we select a source (Ss )
and target (St ) set such that we would like to determine the average fraction of each source graph
(Ss,i ) with all target graphs (St,i ). To accomplish this for each Ss,i , for each St,i , we first determine
the greatest sub-graph isomorphism, i.e., the mapping between graphs which the highest number
of edges match. The number of edges that match in the greatest sub-graph isomorphism, divided
by the number of edges in the smaller graph (the most number of edges that could match) is taken
as the greatest percent overlap of Ss,i with St,i . The most probable overlap for Ss,i with the set
St , is then taken to be the weighted sum of all of these greatest percent overlap, weighted by the
population of the target graph Nt,i .
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Figure 4.11: Distribution of the most probable solvation shell overlap. Plotted for (a) Li+ into
Mg2+ and (b) Na+ into Mg2+ . This figure demonstrates the significantly greater overlap of Li+
into Mg2+ than Na+ .

The result of this process is the set of most probable overlaps of Ss,i with the set St and a number
of the occurrence of Ss,i , Ns,i . To best visualize the most probable overlaps of a set, we then bin
the most probable overlaps, counting the occurrence of the graphs which obtain the overlap and
then divide by the total count to determine the percent of each source graph, i.e.the configuration,
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which has a probable solvation shell overlap in the said range of the bin. Figure 4.11 is a plot of
the percent of shell configurations which have a probable shell overlap in each ten percent range
for Li+ into Mg2+ and Na+ into Mg2+ . In this figure, the peak in probable shell overlap between
Li+ and Mg2+ is ∼ 65%. This is significantly more than the overlap between Na+ and Mg2+ which
peaks at ∼ 15%. This more significant overlap between Li+ –Mg2+ over Na+ –Mg2+ is surprising
since Na+ and Mg2+ both since similar coordination numbers, and both have solvation shells which
are of the general form an octahedron. An overlap of 65% with Mg2+ is significant as the percent
overlap of Mg2+ with itself yielded peaks at ∼ 75%.
We conclude from these figures, that any biological molecule(s) which binds with Mg2+ by taking
up to four of its coordination shell can be replaced by Li+ given the replacement is energetically
favorable. This conclusion is dependent on the reasonable assumption that the geometry of the
coordination shells is not dependent on the types of oxygen in its shell.

Solvation Shell Configuration Energy
Since competition between cation for binding sites is not solely based on solvation shell shape,
but also the energetic preference of the configuration, we must determine the energy of the solvation
shells. The potential energy of each solvation shells was computed by recalculating Lennard Jones
and electrostatic potential between the cation and each oxygen atom in the cutoﬀ distance R, as
well as the Lennard Jones and electrostatic potential between each of the oxygen atoms. The
potential energy of each solvation shells, for each cation simulated in this chapter and chapter 3,
both inside the lipid head group region and outside in bulk water region, was computed and is
shown in figure 4.12. These energies can be either positive or negative since they focus solely on
the cations and oxygens in the solvation shell, and the negative ion–oxygen interaction can be
overcome by the positive oxygen–oxygen repulsion. What is of more interest is the diﬀerence in
energy between ions and states. The diﬀerence in energy for either Mg2+ between the bilayer and
bulk water is minimal, possibly because Mg2+ does not dehydrate in the lipid (see figure 4.9).
K+ and Rb+ show an energetic preference for bulk water, which is in agreement with their fewer
number of ions binding to the lipid compared to other ions. Ions such as Ca2+ , Li+ , and Na+
all show an energetic preference for the bilayer, and also have more ions in the head group or the
bilayer than K+ and Rb+ . Li+ , in particular, has a significant preference for the head group region
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of the bilayer. These configuration energy calculations are sensitive to force fields, but diﬀerences
+
between MgClI2 and MgClII
2 are minimal. This large energetic preference Li has for solvation

shells in the bilayer compared to that of Mg2+ , and a significant percent of solvation shell overlap
between Li+ and Mg2+ , explain how Li+ competes with Mg2+ for lipid binding.
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Figure 4.12: Average configuration energy of the solvation shell used to generated overlapping
graphs of each ion. The energy of the configurations in bulk water in purple. The energy of
configurations inside the head group region of the bilayer is in green.

4.4

Conclusions
POPC lipids were simulated with Mg2+ and Ca2+ ions using new force fields from Li et al. [75]

and Allner et al. [76]. A single simulation was run with Ca2+ from Li et al.while two simulations
were run with an Mg2+ from each group to ensure comparable results. Results calculated from the
two simulations with Mg2+ force fields yielded very similar results, signifying choice between the
two force fields is unimportant in lipid simulations.
Area per lipid of the bilayer Al was shown to shrink consistently as the amount of charge added
from cations located in the head group region of the bilayer. Changes in Al corresponded with
thickening of the bilayer and increase in the order of hydrocarbon chains.
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Mg2+ was shown to be more chaotropic in the head group region of the bilayer than Ca2+ .
Plots of coordination of ions determined that Mg2+ cations retained full coordination with waters
even inside the bilayer. This result was consistent with both Mg2+ simulations.
New methods to categorize solvation shells were implemented. This method mapped the shells
to a completely connected, weighted graph which was then hashed to count the population of each
solvation shell configuration. These graphs were used to compare probable overlap between solvation shells of cations by looking at the sub-graph isomorphisms between graphs. It was determined
that large portions of the solvation shell of Li+ frequently fit the solvation shells of Mg2+ . Therefore, Mg2+ may lose its binding to a biological molecule(s) if there is at most a four-fold binding
site, for the four oxygen in the solvation shell of Li+ .
Average configuration energies of the solvation shells were determined for shells inside and
outside the lipid head group for each cation. Li+ showed to have a strong, energetic preference
for solvation shells inside the bilayer while Mg2+ showed no preference either way. This energetic
advantage for Li+ along with the overlap in probable solvation shell explains the competition
between Li+ and Mg2+ in red blood cell lipid membranes [74].
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Chapter 5
Conclusions
Ten simulations were run to further the understanding of lipid bilayer interfaces. Two of these
simulations, DPPC and DHPC bilayers, diﬀer only in that the carbon tails of DPPC lipids are ester
bonded and therefore contain an additional carbonyl, while DHPC lipids are ether bonded. Eight
simulations involved POPC bilayers with diﬀerent salt ions. Four of these simulations involved
monovalent ions, Li+ , Na+ , K+ , and Rb+ , while three of them involved divalent ions of Mg2+ and
Ca2+ . Two of these simulations tested two diﬀerent force fields for Mg2+ with little diﬀerence in
results.
Simulations with ions revealed several important requirements for lipid/ionic simulations not
yet discussed. First, simulations involving ions require more water to reach a bulk solvent region
than purely lipid-water simulations. This is due to a bilayers ability to absorb cations more than
anions, that will leave the bulk water region acidic if there are not suﬃcient cations to remain
in the bulk region. A ratio of 150:1 water to lipid was used for our simulations of 200 Mm salt
concentration. Second, ion simulations take a long amount of time, 200 to 300 ns for ion binding
to reach equilibrium. Finally, new force fields for ions improved results including, fixing issues with
K+ ions not hydrating in simulations.
Comparisons between DPPC and DHPC lipids are an excellent choice for a general comparison
between ether and ester lipids since the lipids diﬀer only in how the chains are bonded to the
backbone. Ether lipids are shown to better perturb water in the interface of the bilayer which
makes the water more viscous. This was demonstrated with measurements of water molecules which
showed higher water ordering, lower lateral diﬀusion rates, and longer rotational autocorrelation
times.
Despite the lower dipole potential, DHPC is shown to have a higher peak potential, due to the
more ordered water in the head group region of the bilayer. This increased peak potential, along
with the more frozen region of water, possibly explains the decreased permeability seen in ether
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lipids.
Archaea and other microorganisms, which became eukaryotic and prokaryotic life, is one of
the earliest known speciation. One of the primary specializations archaea adapted was of its
lipid bilayer. This specialization was possible because ether lipids have significant diﬀerent bulk
properties due to the loss of ester carbonyls. Some human tissue, have some portion of lipids with
one chain ether bonded. The result of this bond equates to a less permeable surface.
Some changes to lipid bilayers due to the presence of ions are the same regardless of the ion.
Ions decrease the area per lipid while increasing thickness, proportional to the number of ions in
the head group region times their charge. The total ordering of the carbon chains increases with
the addition of ions, proportional to an increase in area. Electrostatic potential increases evenly,
proportional to the number of ions times their charge in the head group region. The angle of the
head group of the bilayer measured as the P–N angle, straightened as the number and charge of ions
that entered the head group region, reduced the increasing dipole potential caused by the cation
and anion concentrations in the head group and surface of the bilayer. Water order decreased,
proportional to the size of the ion. Pressure profiles of lipid bilayer simulations with ions saw a
decrease in the lateral pressure near the surface (Db ) of the bilayer, and an increase in the lateral
pressure just outside the bilayer where anions are positioned.
In some ways, ions act distinctly from each other. Li+ had a very significant preference to
include the Sn–2 side carbonyl in its solvation shell when inside the head group region of the
bilayer. The energy needed to remove water oxygens from Mg2+ is so high that Mg2+ would rarely
dehydrate. Instead, it would enter the head group region without filling any of its solvation shells
with oxygen from the lipid.
Solvation shells of various simulated ions are discretized to graphs and compared by determining
the percent of sub-isomorphisms. Li+ solvation shells have a significant overlap with the solvation
shell of Mg2+ . Solvation shell energies for ions within or outside the bilayer were compared. Li+
was found to have a significant diﬀerence in energy favoring the solvation shells inside the bilayer.
The substantial overlap of solvation Li+ and Mg2+ shells and the greater energetically favorable
shells inside the of Li+ inside the bilayer explains why Li+ replaces Mg2+ in bilayers.
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Appendix A
Previous Work on Collagen Fibers
A.1

Introduction

Cross-linked polymeric materials are critical in biomimetic applications due to their complex and
versatile mechanical properties. Collagen fibers, with proteoglycan cross-links, create a variety of
tissue [80]. This diversity in the physical properties of tissue, such as collagen, cannot be solely due
to structural diﬀerences in constituent polymer chains, but rather these properties are connected
to variations in cross-linking structures [80–82]. A significant illustration is the result of disrupted
cross-links on collagen fibrillogenesis [83]. Microtubule bundling and actin networks have been used
to show the eﬀects on the physical properties of tissue due to the cross-linkers. Their cross-links
determine polarity patterns of these microtubule bundles.
Polarity patterns of these microtubule bundles are determined by their cross-links[84]. Slight
changes to the cross-link concentration of actin networks alter the mechanical stiﬀness of the bundles
by a significant factor.
Many compelling models for cross-link polymer materials have been proposed. These models
include the study of well-aligned, stiﬀ fibrils work by Jager et al. [85], work on the elasticity of crosslinked random networks [86–89], and models by Heussinger et al. [90] studied the bulk properties
of cross-linked worm-like chains. Still more work by Broedersz et al. [91] modeled the long-time
dynamics of transient cross-linked networks, and more recently, models by Qin et al. [92] examined
the failure of intermediate filament networks caused by the strength of cross-links. We propose in
this work a simple model in order to isolate how changes to density and strength of cross-links alter
the thermodynamic and mechanical properties of the bulk material. This model matches well with
the rod-like, well-aligned, cross-linked collagen fibers found in a tendon.
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A.2

Model

Our model is that of a simple three-dimensional lattice of rod-like fibers, with fix density of
potential cross-link sites along the rods of the lattice (see figure A.1 a). By simple three-dimensional
lattice, we mean a collection of “binding sites” at regular intervals in three dimensions, x, y, and z
from some origin position at (x = 0,y = 0,z = 0) to some opposite corner at (x = Nx ,y = Ny ,z =
Nz ).
By rod-like fibers, we mean to say that the sites along the z dimension, are considered to be
on the same fiber, and therefore, shifts in sites can only occur in the ± z-direction and that all
sites within the same fiber (having the same x and y) must shift by the same amount. These fibers
can be thought of as lying on a two-dimensional lattice, x and y. These fibers are modeled as stiﬀ
chains, unable to bend. We also apply two restrictions on the fibers. Fibers themselves do not
interact directly but interact only through “cross-linking” as described below, and only the four
“neighboring” fibers can have cross-links. Two fibers must be one lattice space away (± 1 x or
± 1 y) to be considered “neighbors”. The definition of fiber in the context of this model means the
number of “binding sites” on a fiber N is therefore fixed N = Nz .
When we say the model has, fix density of potential cross-link sites along the rods, we imply that
some fraction of the sites in the lattice, ρ, can “cross-link” to another similar site on a neighboring
fiber. These sites which can be “cross-linked”, we will refer to as “active binding sites” (ABS).
Whenever two ABS, of two neighboring fibers, share the same z position, we consider the sites to
be “cross-linked”. The number of ABS on each fiber n is constrained by the equation ρ = n/N (see
figure A.1 b). These ABS are fixed to their site on the fiber, and therefore when the fiber shifts,
all ABS shift the same amount along the ±z. Unless otherwise noted, we restrict the placement of
ABS to random locations along the fiber.
In our model, we also add periodic conditions to the lattice in the dimension perpendicular to
the fibers. This addition allows fibers on the edges of the two-dimensional lattice of fibers, which
would thereby be missing a neighbor, to consider the fiber on the opposite side of the lattice to
be its neighbor. Therefore all fibers have four neighbors, and the model approximates an infinitely
thick bundle of fibers.
These restriction allows the model to approximate collagen fibrils in the tendon, where well96

(a)

(b)

Figure A.1: (a) An illustration of the lattice with some portion of fibers shifted and (b) isolation
of four fibers from within the lattice. A grid is projected on the four fibers denoting “binding sites
with “Active binding sites” (ABS) colored in blue. Whenever two blue ABS align, a cross-link is
formed.
aligned fibrils have d-band locations at a fixed periodic interval which can contain the cross-linking
molecule proteoglycan [93]. Therefore d-band sites map to binding sites on the lattice while d-band
sites which contain a proteoglycan map to an ABS which can form a cross-link.
For cross-links to be stable, they must be energetically stable and therefore have a reduction
of energy in the system when a cross-link is formed. We, therefore, define the Hamiltonian of the
system as
1 ∑
Si · Sj
H=− J
2 ⟨i,j⟩

(A.1)

Where i and j are indices of neighboring fibers, and the summation is over all neighboring pairs of
fibers, J is the cross link energy, Si is a vector representing a fiber, Si = {si0 , si1 , ..., sik , ..., si,N −1 },
where sik is some positive value when k is the location of an ABS and zero otherwise, and Si · Sj is,
therefore, the dot product of the two vectors. The controlled parameters of the model, therefore,
characterize systems These parameters are the average cross-link energy in units of thermal energy
(J = χkB T ), The density of ABS (ρ), the cross-sectional (x × y) size of the lattice (M 2 ), and the
shared length of the fibers (N ).
Ideally, the value of sik for ABS would be one, to model a system where the creation of a crosslink reduces the energy by a fixed amount. Unfortunately, this restriction gave rise to a system
with highly degenerate ground states, leading to slow convergence. We, therefore, set the value of
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“individual binding strength”, sik to a random value chosen from a Gaussian distribution around
1.0 and a standard deviation of 0.2. Although this deviation from a simple model is not ideal, as
it adds more parameters to the model, it is not inconsistent with examples of cross-linked systems
which can have a range of interaction strengths [94].

A.3

Methods

Metropolis Monte Carlo [95] (MC) is used to generate an ensemble of probable states. For our
model, the algorithm follows the steps:
1. A random fiber Si is chosen.
2. A random direction, ± 1 z, is chosen for the proposed MC move of the previously chosen fiber,
the move would, therefore, shift the values of the vector describing the fiber (sik → si,k±1 ).
3. The change in energy, ∆E, between the new state and the old is calculated using equation A.1.
4. The new state is always accepted if the energy is lower (∆E ≤ 0) in the new state and is
accepted with the probability equal to the Boltzmann weight (e−∆E/kB T ).
We define an MC step as a set of M (number of fibers) proposed MC moves.
A randomly generated system will have significantly fewer cross-links then that of an equilibrated one. Therefore thermalization of the system is required and is accomplished with the
following steps. First, the system is made periodic in the direction parallel to the fibers, z, so that
the lengths of the fibers, which is intended to be an idealization of real fibers, would no limit the
ability of fibers to “align” themselves, optimizing the number of cross-links between them. This
periodicity is removed after thermalization so that displacement can be measured. The system is
run for a minimum of 100 million MC steps, and the energy of the system at each accepted step t
is then fitted to the exponential
E(t) = (E0 − E∞ )e−t/τ + E∞ ,

(A.2)

where E∞ is the average energy after thermalization, E0 is the initial energy of the system, and
τ is the step scale of the exponential. Figure A.2 is a plot of the Energy of a system undergoing
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thermalization with an exponential fit to it using equation A.2. The system is then considered
thermalized if one of the following conditions are met:
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Figure A.2: Exponential fit to the Energy vs. Number of Accepted moves data in the thermalization
phase of a simulated lattice
After 100 million MC steps, a system is considered thermalized if it meets one of the following
criteria:
1. |E∞ − E0 | ≤ kB T —i.e., the energy of the system is not changing significantly.
2. The uncertainty in τ from the fit of the exponential is on the order of 1%, and the number
of accepted steps is greater than 5τ .
3. For any uncertainty in τ , in the case of noisy but consistent data, the number of accepted
steps is greater than 20τ
As stated previously, the system retains periodicity parallel to fibers only during thermalization
phase, and therefore chain displacements are calculated from the starting positions of the fibers at
the end of thermalization. Ensembles are then generated, and thermodynamic properties of those
ensembles are calculated, using the MC algorithm on multiple systems for each ρ, T , M , and N .
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A.4
A.4.1

Results
Order Parameter

The order parameter of a phase change characterizes the phase properties of the system. The
order parameter is dependent on reduced temperature and will be near zero in high temperatures.
An order parameter will often be a measure of some symmetry breaking order in the system. Since
our system lacks an obvious symmetry, the identity of an order parameter is nontrivial. Since the
principal movement of the system is by fibers, we start by defining the displacement of the i–th
fiber from its initial position to be di . The average displacement of all fibers in the system is
therefore d¯ and the number of fibers whose displacement is less than one lattice spacing from the
¯ < 1 as nf . We expect when the system has a low temperature, the probability
average |di − d|
of moving away from low energy is small, and, therefore, the fibers are mostly frozen, and will
therefore have a large number of “frozen” fibers. In simulations when the temperature is high,
almost any step is taken, and therefore many fibers have shifted away from the initial “surface” of
the lattice. Therefore we define the order parameter f as the “frozen fraction,” i.e., the fraction of
fibers which are within one lattice spacing of the mean f = nf /M 2 .
Figure A.3 plots f vs. T for systems with varying ABS densities (ρ). Each of these plots has a
fitted sigmoid function of the form
f (T ) = 1 −

1
,
1 + e−α(T −TC )

(A.3)

where α is the exponential constant which describes the sharpness of the transition and TC describe
crossover temperature above which the order parameter is near zero.
We note that the chosen order parameter has the stipulated behavior which we described above.
It is near zero above TC and is much higher than zero below TC . Additionally below TC , we see a
high degree of translational symmetry, as few fibers have displaced more than one space away from
the average.
Additionally, we note that both the crossover temperature TC and exponential constant α
are dependent on ρ. Small values for ρ produced systems with lower TC and larger exponential
constants α. These larger α are indicative of a sharper “transition” from the ordered state, to
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Figure A.3: Order parameter, f vs. temperature, T . Sigmoid functions, 1 − 1 + e−α(T −TC )
where then fit determining the crossover temperature, TC , and exponential constant, α, which
described the sharpness of the sigmoid.
the less ordered state. Large values for α represent a sudden, step function like, “transition” from
ordered to disordered with little increase in temperature while small values signify a smooth and
continuous “transition” between states.
Unfortunately, the order parameter we have chosen, f , is one that may only be accessible
computationally and therefore we must introduce the inverse root-mean-squared displacements
1/⟨ d¯ ⟩ as a experimentally available analog to f . The root-mean-squared displacements ⟨ d¯ ⟩ in our
MC simulation, is defined by the average of
v
u
2 −1
u 1 M∑
t
¯ 2.
⟨ d¯ ⟩ =
(di − d)
M2

(A.4)

i=0

In studies of surface roughening during surface growth, root-mean-squared displacements has been
found to be an analogous measurement [96]. Though these measurements are interfacial properties
rather than describing material properties as we wish to describe.

101

Plots of this analog parameter 1/⟨ d¯ ⟩ vs. temperature are presented in figure A.4. We note
a similar sigmoidal shape where our new parameter goes to near zero above some temperature
and that the temperature of that “transition” increases with ρ. The transition temperatures taken
from sigmoids fitted to figure A.3 are denoted in the figure with a dotted line and the value of the
location of the line above the graph. These transition temperatures match well the plots of 1/⟨ d¯ ⟩
vs. temperature.
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Figure A.4: 1/⟨ d¯ ⟩ vs. T . These plots have a similar sigmoidal shape as f vs. T plots from
figure A.3. Transition temperatures predicted from sigmoids fitted to figure A.3 are denoted with
dotted lines and values above the graph.
Therefore, f and 1/⟨ d¯ ⟩ demonstrate a “transition” from a high ordered frozen system to a
disordered fluid one about a transition temperature TC . Small amounts of noise coming from a few
displaced chains which are more destructive to 1/⟨ d¯ ⟩ calculations where outliers have a greater
eﬀect on the resulting Gaussian fit to the normalized distribution.
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A.4.2

Fractional Dimension

The sigmoidal shape of the order parameter f vs. the temperature T signify an order-disorder
transition which breaks the symmetry of the surface. However, whether that symmetry is broken
by many small fibers or a few large groups of fibers shifting from the mean displacement, needs to
be determined. Therefore, in addition to defining displacement, di , we wish to define a height of
the surface of a fiber hi for which we can compute the “fractional dimension” (Df ) and characterize
the smoothness of surfaces [97]. We, therefore, sample 100 configurations evenly spaced between
the runs and compute d¯ and the standard deviation of the displacement σd . We then discard any
fiber for whom the magnitude of displacement is greater then both σd and the shared length of the
fibers N . These fibers are no longer part of the bulk and are therefore free fibers. The average
¯ is then used to determine the height of the remaining fibers
displacement of the remaining fibers d′
at step i using
¯
hi = di − d′.

(A.5)
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Figure A.5: log(N (s)) vs log(s) for a system with ρ = 0.30 at three temperatures. A linear fit is
plotted with the points the slope of which is the opposite the fractional dimension.
We then compute the fractional dimension, 2 ≤ Df ≤ 3 of the surface, where values near 2
represent a smooth surface while values near 3 are rough and space filling [98]. We determine Df
using the box-counting method to find the minimum number of square boxes Nboxes of linear size
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s which are needed to cover the surface. The area of the boxes of lengths s are chosen as a factor
of M . For example if the lattice is 50 × 50 fibers, the box sizes used are the factors of 50–i.e.,
1, 2, 5, 10, 25, and 50. Since the number of boxes needed Nboxes is related to the size of the boxes
according to the equation Nboxes (s) ∝ s−Df , the opposite of the slope of the linear fit of log(s) vs.
log(Nboxes ) will determine Df . Figure A.5 is such a plot of log(s) vs. log(Nboxes ) for simulations
for ρ = 0.3 at three temperatures. We note the agreeable linear fit to the points whose slope is the
opposite of Df .
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Figure A.6: Fractional dimension Df vs. T . Smooth surfaces are apparent for low temperatures.
A transition to a completely rough surface is apparent. The saturation value of 2.5 represents a
surface for which the heights are completely uncorrelated. Error bars represent the uncertainty of
the slope of the best-fit lines.
The fractional dimension of the lattice at each density ρ, for each temperature T , was computed and is plotted in figure A.6. The plots of Df display smoother surfaces for systems at lower
temperatures and rougher surfaces for higher temperatures. These transitions are somewhat reminiscent of the plots of f and 1/⟨ d¯ ⟩ in figures A.3 and A.4 respectively, in that they have diﬀerent
transition temperatures and diﬀerent rates of transition, which depend on the density of the ABS
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ρ. The maximum value of Di is about 2.5 which is due to Brownian (“1/f 2 ”) noise [98]. The model,
therefore, predicts that under higher temperatures the fibers all move independently and do not
form clusters of fibers.

A.4.3

Heat Capacity

In addition to the order parameters and fractional dimension size, the heat capacity, CV , of the
system was calculated for various ρ and T values. Heat capacity is determined from variance in
⟨

⟩

energy δE from the equation CV = (δE)2 /(kB T 2 ) by the fluctuation-dissipation theorem. We
computed the Heat capacity per ABS, CV /lef t(M 2 × N right). For each ρ and T (see figure A.7).
We note several important features of the plots. First, high and low-temperature simulations had
a minimal heat capacity while the heat capacity around some peak temperature Tp was very high.
Second, peaks at lower ρ where sharper than peaks at higher ρ. Third, the Location of Tp shifts up
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to higher temperatures as ρ increased but Tp appears to approach a maximum value below 3 J/kb .
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Figure A.7: The heat capacity per ABS, CV /n, vs. Temperature T . The number of ABS is equal
to n = M × N . The plots show a peak in heat capacity whose temperature and sharpness depends
on the ABS density ρ.
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A.4.4

Frustration

We have shown the model predicts “transitions” at ρ-dependent temperatures. These “transitions” are not always sharp, but rather large values of ρ had gradual changes in order parameters
with T . Larger values of ρ increase the number of ways the ABS can be arranged on the fiber. This
increase in non-degenerate arrangements means more fibers are unable to match perfectly with
neighboring fibers. This inability to satisfy all ABS with cross links, no matter what the binding
energy and temperature of the system creates a “frustration” in the system. This frustration is
lower for lower values of ρ, which also have a sharper transition. The “frustration” in the system can
also be removed by making all fibers in the lattice identical. This is the only case where a ground
state is well defined. To prove systems without frustration will result in sharp phase transitions, we
simulated three systems with identical ρ = 0.30 values. The first system was generated as stated
in section A.3, with random ABS locations A.8 b. The other two systems were given identical, but
not random, ABS distributions. The first consisted of all ABS clustered together A.8 a, while the
last system had ABS at regular intervals along the length of the fibers A.8 c. The heat capacity per
ABS, as described in section A.4.3 was computed for these three systems at various temperatures,
and is shown in figure A.8.
Figure A.8(d) plots the heat capacity vs. temperature of the three systems. We note that the
transition for the randomly distributed system is between 1 and 4 units of temperature, while the
systems with identical fibers have much sharper transitions.
The critical temperature for a clustered system A.8 a (Tcrit ≈ 1.1 J/kB ) is less than the
peak temperature of the random system A.8 b, as shown above (Tp ≈ 2.1 J/kB ). The critical
temperature for the separated system A.8 c is exceptionally much higher than the other systems
(Tcrit ≈ 17.7 J/kB ). This figure suggests that the ρ = 0.30 random system is more like a clustered
system than an evenly distributed system.
The large value of TC for the evenly distributed system is a result of the extreme stability of
the ground state. To move a single fiber away from the ground state costs about 4ρN J energy
(4 because of the 4 neighboring fibers.) For the clustered system to move a single fiber from the
ground state costs only 4J. For a random system, the number of unsatisfied cross-links loss by
moving from the minimum energy state is 8nb , where nb is the number of “boundaries” between
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Figure A.8: The heat capacity of three systems with identical ABS density (ρ) but diﬀerent distributions. The distributions include: (a) A system with identical fibers with clustered ABS locations,
(b) A system with non-identical, random distributions of ABS, (c) A system with identical fibers
with evenly distributed ABS locations. (d) Heat capacity vs. temperature plots for the three
previously mentioned systems.
ABS clusters and clusters of empty binding sites.
The number of these boundaries (nb ) decreases with clustering of ABS. Since lower densities
are randomly distributed along a much larger space of available sites, the distributions allow for
fewer nb . However, since there is less possible variance in nb , we expect a more uniform fiber to
yield a sharper transition, which we see in figures A.3 A.3 and A.7. Increase in ρ not only allows
for an increase in nb , leading to a transition at higher temperatures to overcome energy diﬀerences,
but also larger variances in nb , and therefore wider transition ranges.
To demonstrate the relation between increasing ρ and the variation of domain boundaries, nb ,
we plot the standard deviation of the possible number of domain boundaries σn vs. ρ for N = 100
in figure A.9. We note σn increases monotonically up to ρ = 0.50. Thus systems with high ρ exhibit
a greater degree of frustration and therefore have wider transition temperatures.
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Figure A.9: The standard deviation of the number of domain boundaries per chain vs. ABS density
The number of domains in low ρ systems is expected to be similar to the number of ABSs, with little
variance. These systems are similar to the separated systems. The number of domains increases
with ρ; however, the probability of ABS clustering also increases, therefore the variance in the
number of domains increases.

A.5

Discussion

The density of Available Binding Sites (ABS), as well as the interaction strength, are important factors in the physical properties in randomly distributed available site cross-linked system.
The smoothness of the surface and diﬀusion rate of the fibers depended on the temperature vs.
cross-link interaction strength and also was aﬀected by the density of ABS. Systems with low temperature vs. interaction strength remain mostly frozen while systems with high temperature vs.
interaction strength were more diﬀuse and did not retain a solid surface. Lower ABS densities
resulted in transition between these states to be more sudden and happen at lower temperature vs.
interaction strength ratios. Higher ABS densities resulted in a more gradual transition at higher
temperature vs. interaction strength ratios. The gradual transition was found to be the result of
greater frustration (or an inability to satisfy all ABS with cross links). Systems with less random
distributions of ABS had sharper transitions.
Cross-link materials are shown even in this simple model, to have great flexibility in physi-
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cal properties. Transition temperature can be controlled with interaction energy or ABS density
or through the control of the number of ABS domains. The sharpness of the transition can be
controlled by ABS density or the variation of distribution between fibers of ABS domains. One
example of the leveraging of these traits in nature is Echinoderms, which are known to stiﬀen their
exterior dermis when threatened [99]. This response is obtained chemically by a Ca2+ -mediated
increase in cross-link interaction strength of proteoglycan cross-links.
We have proposed a three-dimensional lattice model that exhibits a variety of behaviors from a
small set of tunable parameters. This rich phase behavior is possibly the reason cross-linked matrix
are abundant in nature. Also, it is a signal to the usefulness in industry.
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