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Abstract
The rank of a graph is defined to be the rank of its adjacency matrix. Royle [G.F. Royle, The rank of
a cograph, Electron. J. Combin. 10 (2003) #N11] proved a somewhat surprising result that the rank of a
cograph is equal to the number of distinct non-zero rows of its adjacency matrix. In this paper we answer a
question posed by Royle (2003) by giving an elementary short proof for a more general setting of this rank
property of cographs.
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1. Introduction
All graphs G = (V (G),E(G)) considered in this paper are undirected, without loops and
multiple edges, where V (G) is the vertex set and E(G) is the edge set. Graph theory (algebraic
graph theory) notation and terminology not given here can be found in Bondy and Murty [1]
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(Godsil and Royle [3]). The rank of a graph G is defined to be the rank of its adjacency matrix
A(G), and is denoted by rank(G). Let dnzr(M) denote the number of distinct non-zero rows of a
matrix M . Let dnzr(G) denote the number of distinct non-zero rows of the adjacency matrix of a
graph G. It is clear that the rank of a graph G is bounded above by the number dnzr(G). One might
expect that in general we have rank(G) < dnzr(G), since the distinct non-zero rows ofA(G)might
be linearly dependent. According to numerical evidence, Sillke [5] conjectured that the equality
rank(G) = dnzr(G) holds for all cographs G. In 2003, Royle [4] provided an inductive proof for
this conjecture. The foundation of Royle’s proof is the following characterization of cographs.
Lemma 1. The class of cographs can be defined recursively as follows:
1. A single vertex is a cograph.
2. If G1 and G2 are two disjoint cographs, then so is their union G1 ∪ G2.
3. If G1 and G2 are two disjoint cographs, then so is their join G1∇G2.
Royle’s proof is based on the well-known fact that the rank of a graph G is the number of
non-zero values occurring in the collection (multiset) of eigenvalues of A(G). His proof begins
by examining the spectra of cographs by investigating the characteristic polynomial’s behavior
under the operations of union and join. Royle’s paper [4] ends with an interesting question: is it
possible to prove this rank property directly using one of the many alternative characterizations
of cographs? The aim of this paper is to answer this question by giving an elementary short proof
for a more general setting of the rank property of cographs.
A graph is called complement reducible (a cograph for short) if for any induced subgraph
H of G with at least two vertices, either H or the complement to H is disconnected. Cographs
have a characterization in terms of forbidden induced subgraphs: they are graphs containing no
chordless path on four vertices P4 as an induced subgraph [2]. There are many other alternative
characterizations of cographs. We will use the following well-known and important feature of
cographs as a foundation for the inductive proof of our main result, Theorem 4, in Section 2.
The neighborhood N(x) of a vertex x is the set of all vertices adjacent to x, and the closed
neighborhood N [x] = {x} ∪ N(x). Two vertices x and y of a graph G are called false twins if
N(x) = N(y), and true twins if N [x] = N [y]. We remark that true twins are adjacent while false
twins are not.
Lemma 2. If G is a cograph then every non-trivial induced subgraph H of G has two vertices
which are false twins or true twins of H.
2. Rank of a vertex-weighted cograph
For technical reasons, here we introduce the rank of a vertex-weighted graph. A vertex-weighted
graph (G,w) is a simple graph G equipped with a weight function w : V (G) → [0, 1). Moreover,
if G is a cograph then (G,w) is called a vertex-weighted cograph. The adjacency matrix A(G,w)
of (G,w) is defined to be the square matrix in which the off-diagonal elements of the matrix are the
same as in the adjacency matrix of G, and the diagonal entries of A(G,w) are the vertex weights
of the corresponding vertices of G. The rank of a vertex-weighted graph (G,w) is defined to be
the rank of its adjacency matrix, and is denoted by rank(G,w). Let (G, 0) be the vertex-weighted
graph in which all vertex weights are set to be 0. It is clear that A(G) = A(G, 0).
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Suppose G has n vertices. To simply our notation, for a vertex x of G let (x1, x2, . . . , xn) denote
the corresponding row vector of A(G,w), and let Rx denote the row vector (x1, x2, . . . , xn−2).
We write A ∼ B if matrix B can be obtained from matrix A by a sequence of elementary row
and column operations. For two vertices x and y of a vertex-weighted graph (G,w), let Gx (resp.
Gx,y) denote the graph obtained from G by deleting vertex x (resp. vertices x and y), and let wx
(resp. wx,y) denote a vertex-weight function of Gx (resp. Gx,y) obtained by restricting w to the
vertex set of Gx (resp. Gx,y). In the sequel, let 0 denote an appropriate zero vector, and we should
assume that
A(G,w) =
⎛⎝ B Rty RtxRy yn−1 yn
Rx xn−1 xn
⎞⎠ and A(Gx,wx) = ( B Rty
Ry yn−1
)
,
where B denotes the matrix A(Gx,y, wx,y). Note that in the above matrices we have yn−1 = w(y)
and xn = w(x). We will simplify the notation in the proof of Theorem 4 by letting M denote the
following matrix:(
B Rty R
t
x
Ry yn−1 yn
)
.
Before proving our main result, we need the following simple technical lemma.
Lemma 3. Suppose that 0  a, b < 1. Then 0 < (ab − 1)/(a + b − 2) < 1; also, 0  ab/(a +
b) < 1 provided a + b /= 0.
Proof. The first result follows from the fact that (ab − 1) − (a + b − 2) = (a − 1)(b − 1) > 0
and a + b − 2 < 0. The second result follows from ab − (a + b) = (a − 1)(b − 1) − 1  0 and
a + b > 0. 
Theorem 4. If (G,w) is a vertex-weighted cograph, then we have rank(G,w) = dnzr(G,w). In
particular, we have rank(G) = dnzr(G) for any cograph G.
Proof. We proceed by induction on the number of vertices. Obviously, the case of |V (G)| = 1 is
trivial. Next, for the inductive step, assume that the assertion of the theorem is true for all vertex-
weighted cographs with less than n vertices. Now, given a vertex-weighted cograph (G,w) with
n vertices, we want to show that rank(G,w) = dnzr(G,w). By Lemma 2 there are two vertices
x and y which are twins of G. The rest of the proof is divided into two cases, according to what
kind of twins x and y are.
Suppose x and y are false twins of G. In this case we have Rx = Ry and xn−1 = yn = 0. Using
elementary row and column operations it is easy to see that
A(G,w) ∼
⎛⎝B Rty 0Ry w(y) −w(y)
0 −w(y) w(x) + w(y)
⎞⎠ .
Ifw(x) = w(y) = 0, then we clearly have rank(G,w) = rank(Gx,wx). Moreover, in this case we
see that dnzr(G,w) = dnzr(Gx,wx), since (Ry, yn−1, yn) = (Rx, xn−1, xn) and (Ry, yn−1)t =
(Rx, yn)
t in matrix A(G,w). Therefore, by the induction hypothesis, rank(G,w) = dnzr(G,w)
holds.
If w(x) and w(y) are not both zero, then by symmetry of the twins x and y, we only need to
consider the case of w(x) /= 0. In this case, it is easy to check that
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A(G,w)∼
⎛⎜⎝ B R
t
y 0
Ry w(y) −w(y)
0 −w(y)
w(x)+w(y) 1
⎞⎟⎠∼
⎛⎜⎝ B R
t
y 0
Ry
w(x)w(y)
w(x)+w(y) 0
0 −w(y)
w(x)+w(y) 1
⎞⎟⎠∼
⎛⎜⎝ B R
t
y 0
Ry
w(x)w(y)
w(x)+w(y) 0
0 0 1
⎞⎟⎠ .
Hence rank(G,w) = rank(Gx,wx) + 1, where wx is a vertex-weight function of Gx which is
identical to another vertex-weight function wx , except that wx(y) = w(x)w(y)/(w(x) + w(y)).
Next, we consider the number of distinct non-zero rows of A(G,w). Since 0 < w(x) < 1 and
(Rx, yn)
t is a (0, 1)-column vector in A(G,w), the last row of A(G,w) contributes 1 to the
number of distinct non-zero rows of A(G,w), thus dnzr(G,w) = dnzr(M) + 1. As Rtx = Rty and
w(y) < 1, here we have dnzr(M) = dnzr(Gx,wx). Furthermore, we claim that dnzr(Gx,wx) =
dnzr(Gx,wx). Indeed, if w(y) = 0 then the claim is true, since A(Gx,wx) = A(Gx,wx). If
w(y) = 0 then, by Lemma 3, the two values wx(y) = w(y) and wx(y) = w(x)w(y)/(w(x) +
w(y)) all lie in the open interval (0, 1), and hence the last row of A(Gx,wx) (resp. A(Gx,wx))
contributes 1 to the number of distinct non-zero rows of A(Gx,wx) (resp. A(Gx,wx)). It follows
that dnzr(Gx,wx) = dnzr(Gx,wx), since the two matricesA(Gx,wx) andA(Gx,wx) only differ
in the last row. Therefore, by the induction hypothesis together with the observations above,
we conclude that rank(G,w) = rank(Gx,wx) + 1 = dnzr(Gx,wx) + 1 = dnzr(Gx,wx) + 1 =
dnzr(M) + 1 = dnzr(G,w), since (Gx,wx) is a vertex-weighted cograph with less than n
vertices.
Finally, suppose x and y are true twins of G. In this case we have Rx = Ry and xn−1 = yn = 1.
By applying a sequence of elementary row and column operations to matrix A(G,w), we obtain
that
A(G,w) ∼
⎛⎝ B Rty 0Ry w(y) 1 − w(y)
0 1 − w(y) w(x) + w(y) − 2
⎞⎠ ∼
⎛⎜⎝ B R
t
y 0
Ry
w(x)w(y)−1
w(x)+w(y)−2 0
0 0 1
⎞⎟⎠ .
The relation between the last two matrices above follows from the fact that w(x) + w(y) − 2 /= 0.
Let ŵx be a vertex-weight function of Gx which is the same as the function wx , except that
ŵx(y) = (w(x)w(y) − 1)/(w(x) + w(y) − 2). The above observations together with the induc-
tion hypothesis now yield rank(G,w) = rank(Gx, ŵx) + 1 = dnzr(Gx, ŵx) + 1, since (Gx, ŵx)
is a vertex-weighted cograph with less than n vertices. Next, let matrix C denote the following
matrix:(
B Rty R
t
x
Ry
w(x)w(y)−1
w(x)+w(y)−2 yn
)
.
Since Ry = Rx , yn = 1 and the facts that (w(x)w(y) − 1)/(w(x) + w(y) − 2) ∈ (0, 1), w(y) <
1, we have dnzr(G, ŵx) = dnzr(C) = dnzr(M). Next we claim that dnzr(M) + 1 = dnzr(G,w).
To see this we note that the last row of A(G,w) has xn−1 = 1 and xn = w(x) < 1. Therefore the
last row of A(G,w) contributes 1 to the number of distinct non-zero rows of A(G,w), since Ry =
Rx and yn−1 = w(y) < 1. Here, we arrive at the desired conclusion rank(G,w) = dnzr(G,w),
and the proof is complete. 
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