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1. INTRODUCTION 
Recently Leianski [S] has established an interesting theorem on the 
existence of strongly unique minima for a class of real-valued functionals 
defined on a real Banach space. Roughly speaking this class consists of 
locally Lipschitzian functionals satisfying an inequality which is a stronger 
version of the inequality defining the class of convex functionals. Sub- 
sequently, Prus [15] has applied the theorem to prove an existence 
theorem for quasilinear partial differential equations with homogeneous 
boundary conditions. 
In this paper we study the problem of existence of strongly unique 
minima of real-valued functionals defined on a convex closed subset of a 
real Banach space. More precisely, in Section 2 we present two theorems 
on the subject. The first theorem on the existence of strongly unique 
minima for a class of functionals generalizes the main theorem from [S] 
and the second theorem states that minima of some functionals not belong- 
ing to the class can be approximated by strongly unique minima of some 
appropriately defined functionals. In Section 3 we apply the results from 
the previous section to show the existence of strongly unique 
approximations [ 161 in Hilbert and L, spaces. In particular, this solves the 
following problem posed by Dunham [3, Problem 413: What is the coun- 
terpart of strong uniqueness for L, approximation? The notion of strongly 
unique approximations used in this section is a generalization of the 
corresponding notion introduced by Newman and Shapiro [13] in the 
space of continuous real-valued functions on a compact Hausdorff space 
with the supremum norm and explored by several authors (cf. NGrnberger 
[ 143). Finally, in Section 4 we present an existence theorem for strongly 
unique (asymptotic) centers in a Banach space and apply it to prove a 
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fixed point theorem for uniformly Lipschitzian mappings. Moreover, we 
apply these theorems to show the existence of strongly unique centers and 
fixed points in Hilbert and L, spaces. 
2. MINIMIZATION OF FUNCTIONALS IN BANACH SPACES 
Given a continuous strictly increasing function y: R + -+ R + , 
R + = [0, co), such that 
Y(O) = 0 and lim y(s) = co, S’oo 
we define the function q by the formula 
cp(U I= jou Y(J) 4 u > 0. 
Further, we denote by cp* 
Young, 
the conjugate function of cp in the sense of 
cp*(4=J1:y-‘W, 2.4 2 0, 
where y - ’ is the inverse function to y. Clearly, q and cp* are strictly 
increasing convex functions such that 
q(O) = q*(o) = 0 and lim q(u) = lim q*(u)= co. 
u-cc u-m 
Moreover, it is well known that 
cp*(u)=suP cuu- cp(u)l, u 2 0, (2.1) 
U>O 
where the supremum is achieved only for u = y ~ ‘(u). Now, let @ be a real- 
valued lower semi-continuous functional defined on a nonempty closed 
convex subset X of a real Banach space Y. The lower right derivative of @ 
at the point x E X in the direction h - x, h E X, is defined by 
Ll+qx, h-x)=lmIInf f [@(x+ @z-x))-@(x)]. 
Throughout this section we assume that @ is bounded from below, i.e., 
there exists a constant C > - 00 such that 
@i(x) 2 c for all x in X. (2.2) 
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THEOREM 2.1. Let the inequality 
D+@(x, h-x)@(h)-@P(x)-cp(Jlh-XII) (2.3) 
holds for every x, h in X. Then there exists a unique element z in X such that 
(i) D(z) = d := inf,., @J(X) and 
(ii) (Ix- zll 6 cp-‘(G(x) - Q(z)) 
for all x in X. Additionally, if for an element x in X there exists a non- 
negative constant M= M(x) such that 
D+@(x, h-x)> -Mllh-xl/ (2.4) 
for all h in X, then 
(iii) Q(x) - g(z) <q*(M), 
(iv) lb - 4 6 c~-‘(cp*(W). 
ProoJ Let h, , h, be arbitrary fixed elements of X. The lower semi-con- 
tinuous function f(t) = O(hL + t(h2 - h,)), t E [0, 11, attains its minimum at 
a point to E [0, 11. Denote x,, = h, + to(h, - hl)E X. Then we have 
for all t E (0, 11. Hence, in view of (2.3), we obtain 
Since cp is a strictly increasing nonnegative function, it follows that 
llhl-xoll ~cP~‘(~(h,)-~(x,))~cp~‘(~(h,)-d). (2.5) 
Analogously, by the fact that 
04fCfl(l-t)r,+t)-f(r,)l 
= f [@(x,, + t(h2 - 4) - @Cdl, tE (0, 11, 
we derive 
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Consequently, we have 
llh - -4 6 cp - lw~*) - @P(x,)) G cp 
This and (2.5) imply that 
‘MW - 4. 
h,, h,EX. (2.6) 
- 
Now, let x, be a sequence of elements in X such that @(x,) + d and 
@(x,) B d for all n. By the inequality (2.6), /lx, - x,// -+ 0 (n, m + co), and 
the sequence x, is a Cauchy sequence. Therefore, there exists an element z 
in X such that 11x,, - zIJ --t 0 and d = lim @(x,) = lim inf @(x,) 2 Q(z) 2 d. 
Suppose then that z and z’ are two minima of @. Then, by the inequality 
(2.6), we have llz-~‘(1 <2~-‘(O)=O, i.e., z =z’. Next, by inserting hr =x 
and h, = z into (2.6), we obtain the inequality (ii). When the inequality 
(2.4) is valid, then by (2.1) and (2.3) we get 
~(z)-~(x)~D+~(x,z-x)+~(Ilz-x~l) 
2 - CMllz - XII - cp(llz - XII )I 2 -cp*tw 
for each x in X. This completes the proof of (iii). Finally, the inequality (iv) 
follows immediately from (ii)-(iii). This completes the proof. fl 
The inequality (ii) can be rewritten in the form 
Q’(z) 6 @(xl - 44lz -XII )> x E x. 
Therefore, a minimum z of a functional @ on X having the property (ii) will 
be called a strongly unique minimum. 
Remark 2.1. Theorem 2.1 has been proved by Leianski [ 8, 
Theorem 1.2.51 for a functional @ satisfying the following two conditions: 
(a) There exists a nondecreasing continuous function d: R, + R + 
such that IlxJ < r (xi~ X, i= 1, 2) implies that 
I@(x,) - @(xJl G d(r) I/x1 - x,lI, 
(b) ForanytE(O,l)andx,hEXwehave 
@(x + r(h - xl) - O(x) < tC@(h) - @(x)1 - IC/(t, Ilh - XII ), 
where 
\I/(t,S)=t(P((l-t)s)+(l-t)cp(ts). 
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Since I+$(& s)/t + q(s) as I + O+, it follows that the condition (b) implies 
the condition (2.3). Additionally, we can easily prove that lower semi-con- 
tinuity and boundedness from below of @ on X follow from the con- 
ditions (a), (b) (cf. [8, Theorem 1.2.31). Hence Theorem 2.1 generalizes 
Theorem 1.2.5 from [8]. Clearly, it is much troublesome to verify the con- 
dition (b) than the condition (2.3) for a given functional @ (cf. Lemmas 3.2 
and 3.1 in Sect. 3). 
Remark 2.2. By the proof of Theorem 2.1 it is evident that there exists 
a strongly unique minimum of a functional @ satisfying the condition (2.3) 
with a strictly increasing continuous function cp: R! + -+ R + such that 
q(0) = 0. 
Remark 2.3. If we assume that there exists a minimum z of @ on X, 
then we have D+@(z, x-z) > 0 for all x in X. Hence the condition (2.3) 
directly implies that the element z is a strongly unique minimum of @ on X. 
Now we consider the problem of minimization of a functional satisfying 
the condition (2.3) only for the function cp - 0. Obviously, in this case 
Theorem 2.1 cannot be applied. However, an analog of this theorem can be 
established which enables us to approximate a minimum of the functional 
by a sequence of strongly unique minima of some appropriately defined 
functionals. To attain this, we introduce some additional notation. More 
precisely, let Y be a real-valued lower semicontinuous functional defined 
on the closed convex subset X of the real Banach space Y such that 
and 
Y(x)>C, > -co (2.7) 
D+Y(x,h-x)< Y(h)- Y(x) (2.8) 
for all x, h in X. Let us note that any convex functional satisfies the con- 
dition (2.8). Following Prus [ 151, we define functionals Yr for r > 0 as 
follows 
Yr(x) =; Y(x) + G(x), XEX, (2.9) 
where it is assumed that the functional @ is lower semicontinuous on X and 
satisfies the conditions (2.2), (2.3). Clearly, these assumptions imply that 
each functional ul, is lower semicontinuous and bounded from below on X 
and has the property (2.3). Hence by Theorem 2.1 there exists a strongly 
unique minimum z, E X of the functional Y, for each r > 0, i.e., 
Y,(z,) = d, := fif, ul,(x) (2.10) 
409/115il-11 
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and 
/Ix--z,ll Gcp-‘(yr(x)-4)? x E x, (2.11) 
for each r > 0. 
THEOREM 2.2. The generalized sequence z,, r > 0, converges as r -+ co to 
the unique minimum z E X of the functional 0, and 
lim @(z,) = Q(z) = d := it: Q(x). 
r-m 
Additionally, if there exists a nonnegative constant M such that 
D+@(x, h-x)2 -M Ilh-xl1 (2.12) 
for all h, x in X, then z, converges as r --) 0 + to an element z0 in X such that 
lim 
r-O+ 
!P(z,) = Y(z,) = do := inf, Y(x). 
Proof: By Theorem 2.1 it follows that there exists the unique minimum 
z E X of the functional Qi. Further, in view of (2.7) and (2.9)-( 2.11), we have 
and 
d+C,/r<d,<d+ !P(z)/r 
Ilz--r/I 6qp’ ; W;)+d-d,). 
Hence we conclude that d, + d and (Iz - z,I( -+ cp- ‘(0) = 0 as r --+ CO. Since 
CD is lower semicontinuous on X. it follows that 
d = Q(z) < lim inf @(z,) < lim sup @(z,) 
r-m r-00 
= lim sup (d, - Y(zr)/r) < lim (d, - CJr) = d. 
r-03 ,‘CC 
This completes the proof of the first part of the theorem. Now we suppose 
that condition (2.12) is satisfied. By (2.9), (2.10) we obtain 
Yz,) + W.2,) 6 Y(zs) + r@(z,) 
and 
Y(z,) + s@(z,) G Y(z,) + s@P(z,) 
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for all r, s > 0. Hence 
sC@(z,) - @@,)I G W,) - W,) G rC@(z,) - @(z,)l, 
Consequently, we have 
r, s > 0. (2.13) 
0 G W,) - W,) G rC@(z,) - @(z,)l, r>S>O. 
This in conjunction with (2.11) implies that 
llz, - zrll d fP- ‘( Yr’r(zJ - ‘p,(zr)) 
(2.14) 
(2.15) 
By (2.14) it follows that @(z,) is a nonincreasing function of s 3 0. 
Moreover, in view of (2.12), inequality (iii) from Theorem 2.1 holds for 
x = z,, where the constant M is independent of s. This means that @(z,) is 
bounded from above by Q(z) + q*(M). Therefore, there exists a finite right 
limit of @(z,) at s=O. Hence by (2.15) it follows that 
I/z, - z,jJ + p-‘(O) = 0 as r, s --, 0 (r > s > 0), i.e., z, is a generalized Cauchy 
sequence. Therefore, there exists an element z,, in X such that z, --, zO, Next, 
in view of lower semicontinuity of Y and (2.13), we have 
d ,~ “T+ { W,) - sC@(z,) - @(z,)l 1 = Yb,). 
Taking the lower limit as r -+ 0+ on the right shows that Y(z,) --) Y(z,) as 
r + 0 + . Finally, taking the limit as r + O+ on both sides of the inequality 
Y(z,) + r@(z,) < Y(x) + r@(x) obtained from (2.10) completes the 
proof. 1 
Remark 2.4. In the proof of Theorem 2.2 we have used the condition 
(2.12) only to show that the generalized sequence @(z,) is bounded as 
s -+ 0+ which is often evident in applications. 
3. STRONGLY UNIQUE BEST APPROXIMATION IN HILBERT AND L, SPACES 
Let X be a convex closed subset of a real Banach space Y. Then an 
element z in X is called a strongly unique best approximation [ 161 to an 
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element y in Y if there exist a constant K= K(y) > 0 and a strictly increas- 
ing continuous function cp: R + --) R + , q(O) = 0, such that 
for all x in X. Clearly, the strongly unique best approximation z is a unique 
best approximation in X to the element y, i.e., 
IIY-4 < IIY-XII 
for every XE X distinct from z. One can easily deduce the existence of 
strongly unique best approximation in a Hilbert space Y. Indeed, we have 
THEOREM 3.1. Let X be a closed convex nonempty subset of a real 
Hilbert space Y and let y be an element in Y. Then there exists a unique 
element z in X such that 
IIY-Zl12~ IIY-xl12- llX-~l12 (3.1) 
for all x in X. 
Proof. Let @p(x)= lly-x(1*; XEX, and cp(u)=u’, ~20. Then 
D+@(x,h-x)=@(h)-@(x)- I/h-x/*=2(h-x,x-y) 
for all x, h in X. Hence we can apply inequality (ii) from Theorem 2.1 to 
obtain (3.1). 1 
The theorem says that there exists a strongly unique best 
approximation z with K= 1 and q(u) = u* in a closed convex nonempty 
subset X of a real Hilbert space Y to every y in Y. In particular, this is true 
for the real Hilbert space Y = L,(S, Z, p) of all square p-integrable exten- 
ded real-valued functions (equivalence classes) y on S, where (S, 2, p) 
denotes a positive measure space. Now we establish a counterpart of 
Theorem 3.1 for the Banach space Y = L, = L,(S, C, p), 2 < p < co, of all p- 
measurable xtended real valued functions y on S, endowed with the norm 
First, we prove an auxiliary lemma. 
LEMMA 3.1. The inequality 
pJulp-*u(u-u)~ ItlIP- Iu1p-clu-ulp; p>2,O<c<l, (3.2) 
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holds for all u, v E R’ if and only if 0 < c < cp, where 
c,=(1+tg-‘)(1+t,)‘-P=(p-1)(1+to)2-p<l (3.3) 
and to = t,(p) is the unique zero of the function 
g(t)= -tp-l+(p- l)t+p-2 (3.4) 
in the interval (1, CO). 
Proof By the definition of t, it follows that tg-l= (p- l)to +p-2. 
This implies the second equality in (3.3). If u = 0, then the inequality (3.2) 
is true for all v E R without any additional restrictions on the parameter 
c E (0, 1). Otherwise, let us denote t = v/u E R. Dividing both sides of the 
inequality (3.2) by IuIp, we get the equivalent inequality 
f(t)=f(t;c):=ItlP-c/t-lip-pt+p-120. (3.5) 
The functionf is strictly convex on the set 
A(c)=(-oo,k/(k-l))u(k/(k+l), co); k=/qc)=c’/@-2’, 
and it is strictly concave otherwise. Moreover, we have 
f(l;c)=f’(l;c)=O, f”(l;c)=p(p- l)>O 
and 
f(-to;c,)=g(t,)=O=f’(-t&c,), 
f”(-Wp)=P(p-l)(tg-*-l)/(l+to)>O. 
Hence the points -to < k(c,)/(k(c,) - 1) and 1 > k(c,)/(k(c,) + 1) in A(c,) 
are unique minima of the function f(.; c,). Consequently, we obtain 
for every real t. Finally, since f(t; c) >f(t; c’) for t # 1 and c < c’, we have 
f(t;c)>f(t;cp)20; te[W and o<c<c,, 
and 
f(-tt,;c)<f(-tt,;c,)=0; c,<c<l. 
This completes the proof. a- 
164 RYSZARD SMARZEWSKI 
The unique zero t, = to(p) E ( 1, cc ) of the function g(t) defined by (3.4) 
lies in the interval (t,, t,) (cf. Fig. 1). An easy computation of t, and t, gives 
the following lower and upper bounds 
(p-l)MP-2) <h(P)<(P-1) ‘/@-2’+(p-l)-‘; P>Z (3.6) 
for to(p). These bounds are strictly decreasing functions of p E (2, cc ). 
Hence taking the limit as p -+ co (p + 2) on the left (right) side of the 
inequality (3.6) gives the following simple estimates 
1 < to(p) < 1 + e; p > 2, (3.7) 
for to(p). Further, the functions (1 + tP- ‘)/( 1 + I)~- ’ and (1 + t)2Pp; p > 2, 
of variable t Z 1 are strictly increasing and decreasing, respectively. This in 
conjunction with (3.3) and (3.7) implies that 
22-p<cP<(p-1)22Pp (3.8) 
for all p > 2. In particular, it’ follows that 
lim cP = 1 and 
p+2+ 
lim cP = 0. 
p-4 
The equation g(t) = 0 cannot be solved explicitly for an arbitrary real p > 2. 
However, we easily find that 
t,(3) = 1 + J5, +=2-J: 
and 
G)(4) = 2, C“ = l/3. 
THEOREM 3.2. Let X be a closed convex nonempty subset of the space 
L,, p > 2. If y is an element of L, then there exists a unique z in X such that 
IIY-WG I/Y-xIlp-cpIIx--llp (3.9) 
for all x in X, where c2 = 1 and cP is as in Lemma 3.1 for p > 2. 
Fig. 1. Lower and upper bounds I, and t, for fO 
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Proof: If p = 2, then the theorem follows from Theorem 3.1. Otherwise, 
let x, h, and y be arbitrary functions in X and L,, respectively. Without 
loss of generality we assume that values of these functions at a point s E S 
are contained in IR. Then we apply Lemma 3.1 replacing u by y(s) - x(s) 
and u by y(s) - h(s), so that 
ply(s) - xt~v-’ (Y(S) - x(s)) (x(s) - h(s)) 
G IY(s)-h(S)IP- Iy(s)-X(s)lP-CplX(S)-h(~)IP. 
Integrating this inequality over s E S and using the well known formula [7] 
for the Gateaux derivative of L,-norm, we see that the inequality (2.3) is 
valid for 0(x) = 11 y - xIIp and q(u) = cpup. Hence inequality (3.9) follows 
from inequality (ii) given in Theorem 2.1. 1 
The theorem shows the existence of strongly unique best 
approximation z with K= cp and q(u) = up in a closed convex nonempty 
subset X of L, to every y in L,, p 3 2. By Lemma 3.1 it follows that the 
constant cp in (3.9) is optimal, i.e., cp cannot be replaced by a constant 
c > cp. Clearly cP can be replaced by a positive constant c < cp. For exam- 
ple, in view of (3.8), we may replace c, by 22-p (cf. [ 16, Theorem 4.11). 
Finally, we note that the function f(t; c) =f,(t; c); 1 <p < 2, defined as in 
(3.5) is strictly concave at a neighborhood of t = 1 for every fixed constant 
c E (0, 1). Moreover, S( 1; c) =f’( 1; c) = 0. Hence Lemma 3.1 and 
Theorem 3.2 are not true for these p. However, it is an open problem 
whether these results are valid for another function cp. In our next paper we 
are going to present a solution of this problem. 
In the proof of Theorem 3.2 we have showed that the inequality (2.3) 
with G(x) = I/y - xllp and q(u) = cpup, p > 2, holds for all x, h, and y in a 
convex set Xc L, and the space L,, respectively. If we put X= L,, then 
this inequality can be rewritten in the following form: 
DW, Y -x) = P I, IWl”-’ X(~KJ4~) -x(s)) Ads) 
6 lIyIIP- llxllp-c,llY-xllp~ 4 YELp,P>L (3.10) 
where the symbol D@(x, y-x) denotes the Gateaux derivative of the 
functional Q(x) = llxllp at the point x and in the direction y-x. The last 
inequality seems to be independently interesting. 
LEMMA 3.2. If t E [0, 11, U, u E R and p > 2 then 
lu+t(u-u)(P- ~U~~~t(~U~~-~u~~)-cpW(t)Ju-UJ~, (3.11) 
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where 
w(t) = t( 1 - t)” + (1 - t)P. 
Proof. If u = u then the proof is trivial. Otherwise, dividing both sides of 
the inequality (3.11) by Iu--uIp leads to the equivalent inequality 
f(t,s):=tJ1-~sJ”+(l-~)~sJ~-)~-tJ~-CpW(r)~O, (3.12) 
where s = u/(u - V) E R. Since cP < 1, it follows that this inequality is trivial 
for t = 0, 1, s. Moreover, note that f(t, s) =f( 1 - t, 1 - s). Hence it is suf- 
ficient to prove the inequality (3.12) only for s in the intervals 
z,={sdQ:s>t}, t E (0, 1). 
For this purpose we define the functions F, on I, by 
F,(s)= -tsign (1 -s) 
Since 
it follows that F,(s) strictly decreases (increases) for s > max( t, 4) (f -C s < i, 
respectively). Hence 
af ~=p~s-tlP~‘Ft(.s)~ lim F,(s)=0 
s-m 
for all s > max(t, $). Further, by the fact that 
$t,t)<O<g ( ) 1,; 04x;, 
we conclude that there exists a unique s, E (t, 5) such that 
P-1$,+ -t(l-~s,)~--+(l-f)S~-‘-(S~-f)~--Io; o<t<;. 
(3.13) 
Therefore, we obtain 
f(t,S)~f(t,S,)=t(l--t){C sf-‘+(1-St)“-‘I-c,[t”-‘+(1-t)“-‘]) 
(3.14) 
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for all s in I,. Dividing (3.13) by ts{-’ shows that s, is an implicit function 
defined by the equation 
1 
r(t,s)=O;O<t<s<-, 
2 
where 
Note that r( t, s) is a strictly increasing function of variable t (0 < t < s < 4) 
and 
,“T+ dtrS)=g((l--s)/s), 
where the function g is as in Lemma 3.1. Since the function g has a unique 
zero to in the interval (1, cx,), it follows that s, > so is a strictly decreasing 
function of real I E (0, f) and 
lim sI=so:=(l +lo)-‘. 
l-o+ 
Hence s: < 0 for all t. This immediately implies that the derivative of the 
function m(t):=(~~-‘+(1-~~)~-~)/(f~-~+(l-t)~~’); O<t<~~<l, is 
greater than zero. Therefore, we have 
inf m(t)=m(0)=(l+tg-l)/(l+to)p--l=Cp. 
O<r<l/z 
This in conjunction with (3.14) completes the proof. 1 
From the inequality (3.11) it immediately follows that the inequality 
Ilx+KY-x)llP- lI.wQ~(Il.YllP- Il4l”)-~,w IIy-41p (3.15) 
holds for all x, y in L,; p > 2, and t E [0, 11, where w(t) is as in Lemma 3.2. 
A counterpart of (3.15) for a Hilbert space Y is the equality 
Ib+~(Y-~)l12- l/XII2 
=wl12- Ilxll’)-w -t) IlY-xl12; x, y E K t E co, 1 I, (3.16) 
which can be verified directly. An application of the inequality (3.15) and 
the equality (3.16) will be given in the next section. Let us note that the 
inequality (3.15) is an extension of the inequality (3.10). Indeed, dividing 
both sides of (3.15) by a positive real t and taking the limit as t --, 0+ give 
(3.10). One can easily observe that the inequality (3.14) is true not only for 
the constant c, defined in Lemma 3.1 but for a constant c < 1. Hence by the 
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fact that sri2 = 4, we conclude that the inequality (3.10) holds in the case 
t = 4 for a real c < 1. Hence we have 
II !I F +xllp+ IIylIp)-2-pclly-xlIp 
for all X, Y in L, and a real c < 1. In particular, this implies that the 
inequality 
Ii II y pd 1 -(E/2)7 P>2, 
is valid for all x, y in L, such that llxlj = (1 y11 = 1 and JIx - yll = E, 0 < E < 2. 
This gives the following well-known estimate [2], 
8&) > 1 - (1 - (E/2)“)““, 
for the modulus of convexity of the space L,, p > 2. 
4. STRONGLY UNIQUE CENTERS IN BANACH SPACES 
AND FIXED POINT THEOREMS 
Let X and B be a convex closed nonempty subset and bounded subset of 
the real Banach space Y, respectively. Throughout this section we assume 
that CD is a real-valued lower semicontinuous functional defined on X 0 B 
and bounded on x 0 B for each XE X. We note that all functionals @ 
which will occur in applications to the theorems presented in the section 
have these properties. 
DEFINITION 4.1. An element z in X is called a center of the bounded 
subset B of Y with respect o @ and X if 
where 
Y(z) = inf, Y(x), 
Y(x) = sup @(x-b). 
bc8 
In particular, if @ is the norm of the space Y and X= Y then z is called a 
center of B. 
We note that the notion of centers is important in theory of 
approximation and optimal algorithms [5, 12, 17, 181. For example, if @ is 
the norm of Y then a center z of B with respect o X coincides with a best 
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simultaneous approximation [ 121 of the set B by elements of X. When the 
set B= {b,} is a bounded sequence of elements in Y, then we can introduce 
the notion of asymptotic centers, which is very useful in constructing of 
sequences which are convergent to fixed points of uniformly Lipschitzian 
mappings [6, lo]. We recall that a mapping T: X-+X is said to be 
uniformly Lipschitzian with a uniform Lipschitz constant k > 1 if 
I/T”x- WI <kllx-A (4.1) 
for all x, y in X and all integers n 2 1. 
DEFINITION 4.2. An element z in X is said to be an asymptotic center of 
the bounded sequence B = (6,) c Y with respect to @ and X if 
y(z)= inf Y(x) 
xex 
where 
!P(x) = lim sup @(x - b,). 
n-rm 
THEOREM 4.1. Let the functionals @(x-b); XE X, have the properties 
(2.2) and (b) g iven in Section 2 with a constant C and a function $(t, s) 
independent of b E B. Then there exists a unique center (asymptotic center) 
z E X of the set (sequence) B with respect to @ and X. Moreover, we have 
ul(z) G W) - d lb - XII 1 (4.2) 
for all x in X. 
Proof Clearly, the functional !P is lower semicontinuous and bounded 
from below on X. By (b) we have 
t@(h-b)+(l-t)@(x-b)>@(x+t(h-x)-b)+$(t, IIh-x/l) 
for all x, h E X, b E B, and t E (0, 1). Taking the supremum over b E B (or 
limit superior if B = {b,}) on both sides of this inequality shows that the 
functional Y has the property (2.3). Hence we can apply the first part of 
Theorem 2.1 to complete the proof. 1 
In the following (asymptotic) centers having the property (4.2) are called 
strongly unique (asymptotic) centers. 
COROLLARY 4.1. Zf Q(x) = llxjjr (xEL~, p > 2) then there exists a 
strongly unique center (asymptotic center) z in a closed convex nonempty 
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subset XC L, of a bounded set B (sequence (6,)) in L, with respect to @ and 
X such that 
Y(z) 6 Y(x) - cp llz - xllP; XEX, (4.3) 
where cp is as in Lemma 3.1 and 
Y(x)=sup Ilx-bllP or Y(x) = lim sup IIx - b, lip. (4.4) 
bsB n-rm 
Proof: By (3.15) the functional @ has the property (b) with q(s) = cPsp. 
Since the other assumptions from Theorem 4.1 are obvious in this case, we 
may appeal to Theorem 4.1 to obtain the desired results. m 
COROLLARY 4.2. Let X be a closed convex nonempty subset of a Hilbert 
space Y. Then there exists a strongly unique center (asymptotic center) z E X 
of a bounded set B (sequence {b, } ) in Y with respect to X and the functional 
Q(y) = )I yll 2; y E Y, such that 
Y(z)6 Y(x)- llz--xl12; XEX, 
where the functional Y is defined as in (4.4) with p = 2. 
Proof By (3.16) we can apply Theorem 4.1 to prove the corollary. 1 
In the corollaries we have proved existence of strongly unique centers 
(asymptotic centers) with respect to a power of norms. Clearly, these cen- 
ters coincide with centers with respect to the norms. 
THEOREM 4.2. Let X be a closed convex bounded nonempty subset of a 
Banach space Y with the norm satisfying the inequality 
lb-t(Y -x)ll”- IlW~ NIYIIP- Ilxll”)-cw(tNY-xllP (4.5) 
for a positive constant c, t E (0, 1) and all x, y E X, where w(t) is as in 
Lemma 3.2. Then a uniformly Lipschitzian mapping T: X-+X with a untform 
Lipschitz constant k < (1 + c)“r has a fixed point in X. 
Proof. From (4.5) it follows that the functional @: Y+ R, defined by 
G(Y) = IIYIIP, satisfies the assumptions of Theorem 4.1 with q(s) = tsp. 
Given an element zO E X, we define a sequence { zm} inductively such that 
z, is the strongly unique asymptotic center of the sequence { Fz,_ i, 
n = 1, 2,...} with respect o @ and X. Denote 
Ym(x) = lim sup IIx - T”zJp and Q,(x) = SUP IIX - T”z,llP, XEX. 
n-m n>l 
STRONGLY UNIQUE MINIMIZATION 171 
Clearly Y,Jz,) 6 @,(z,). On the other hand, in view of (4.1), (4.2) and the 
definition of z,, we have 
=(kP- 1) Y,,-,(z,)<(P- 1) Y,+,(z,,-1). (4.6) 
Letting v + cc, we get 
where I= (kP - 1)/c < 1. Similarly, taking the supremum over v gives 
Therefore /I z, + I -z,,,ll <Zrm’p([YO(~O)]“p + [@O(zO)]“p) and (zm} con- 
verges to a point z in X. Finally, putting v = 1 into (4.6) and letting m + CO, 
we conclude that z = Tz. 1 
By (3.15), (3.16) we immediately obtain from Theorem 4.2 the following 
two results which are due to Lim [ 1 l] and Lifschitz [9]. 
COROLLARY 4.3. rf X is a closed convex bounded nonempty subset of the 
space L,; p > 2, then a untformly Lipschitzian mapping T X + X with a 
untform Lipschitz constant k < (1 + cP) ‘lp := d 
P 
has a fixed point in X, where 
cP is as in Lemma 3.1. 
COROLLARY 4.4. If X is a closed convex bounded nonempty subset of a 
Hilbert space, then a uniformly Lipschitzian mapping T: X + X with a 
uniform Lipschitz constant k c fi has a fixed point in X. 
Let us note that the Lifschitz result presented in Corollary 4.4 has been 
also proved by Baillon [ 1 ] in a different way when compared with [9]. By 
(3.8) the constant d, occuring in Corollary 4.3 can be estimated as 
(1+22~p)1’p<dp<(1+(p-1)22~p)“p. (4.7) 
Note that the lower estimate for dp is better than an estimate of Lim [ 11, 
Theorem 21. Further, (4.7) implies that 
lim d, = ,/5 and 
p-rZ+ 
lim d, = 1. 
P-m 
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