Abstract-Consider a distributed control problem with a communication channel connecting the observer of a linear stochastic system to the controller. The goal of the controller is to minimize a quadratic cost function in the state variables and control signal, known as the linear quadratic regulator (LQR). We study the fundamental tradeoff between the communication rate r bits/sec and the limsup of the expected cost b. We obtain a lower bound on a certain cost function, which quantifies the minimum mutual information between the channel input and output, given the past, that is compatible with a target LQR cost. The rate-cost function has operational significance in multiple scenarios of interest: among other, it allows us to lower bound the minimum communication rate for fixed and variable length quantization, and for control over a noisy channel. Our results extend and generalize an earlier explicit expression, due to Tatikonda el al.
I. INTRODUCTION

A. System model
Consider the following discrete time stochastic linear system:
where X t ∈ R n is the state, V t ∈ R n is the process noise, U t ∈ R m are deterministic controls, and A and B are fixed matrices of dimensions n × n and n × m, respectively. See Fig. 1 . At time t, the controller observes output G t of the channel, and chooses a control action U t based on everything it has observed up to time t. That is, U t ∈ G t , where G t is the σ-algebra generated by G t = (G 0 , G 1 , . . . , G t ).
The authors are with California Institute of Technology (e-mail: vkostina@caltech.edu, hassibi@caltech.edu).
A part of this work was presented at the 54th Annual Allerton Conference on Communication, Control and Computing [3] .
The work of Victoria Kostina was supported in part by the National Science Foundation (NSF) under Grant CCF-1566567. The work of Babak Hassibi was supported in part by the National Science Foundation under grants CNS-0932428, CCF-1018927, CCF-1423663 and CCF-1409204, by a grant from Qualcomm Inc., by NASA's Jet Propulsion Laboratory through the President and Director's Fund, and by King Abdullah University of Science and Technology.
At time t, the encoder observes the output of the sensor Y t ∈ R k :
where C is a k × n deterministic matrix, and W t ∈ R k is the observation noise. The encoder forms a codeword F t , which is then passed on to the channel. Like the controller, the encoder has access to the entire history of the data it has observed.
We assume that system noises V 0 , V 1 . . . ... are i.i.d. independent of everything else, distributed the same as V ; and that observation noises W 0 , W 1 , . . . are also i.i.d. independent of everything else and distributed as W . Furthermore, we make the usual assumption that the pair (A, B) is controllable, that is, the n × nm matrix
has full rank, and that the pair (A, C) is observable, that is, the n × nk matrix
is full rank. If
we say that the system is fully observed. 
B. The rate-cost tradeoff
The efficiency of a given control law at time t is measured by the linear quadratic regulator (LQR) cost function:
More generally, the LQR cost balances between the deviation of the system from the desired state 0, and the required control power defined with respect to the norms induced by the matrices Q, R and S t+1 . For t ≥ 0 and r > 0, consider the following optimization problem:
Ui,Fi,Gi, i=1,...,t : Ui∈Gi, I(Fi;Gi|G i−1 )≤r,
where I(F i ; G i |G i−1 ) is the mutual information between F i and G i given the history of the observed channel outputs,
The following information-theoretic quantity will play a central role in determining the operational fundamental limits of control under communication constraints.
Definition 1 (rate-cost function). The rate-cost function is defined as
R(b) min r : lim sup t→∞ B t (r) < b .
In this paper, we will show a simple lower bound to the rate-cost function (9) . Although R(b) does not have a direct operational interpretation, it is linked to the minimum data rate required to keep the system at LQR cost b, over both noiseless and noisy channels. We consider several operational scenarios, explained in detail in the companion paper [2, Section III]:
• Fixed-rate quantization: If the channel connecting the encoder to the controller is a noiseless bit pipe that accepts a fixed number of r bits per channel use, R(b) provides a lower bound on the minimum quantization rate r required to attain cost b.
• Variable-rate quantization: If the channel is a noiseless channel that accepts r bits per channel use on average, then, up to logarithmic in r terms, R(b) provides a lower bound on the minimum rate r of a variable-rate quantizer required to attain cost b. Furthermore, we demonstrate in [2] that R(b) can be closely approached by a simple variable-length lattice-based quantization scheme that transmits only the innovation.
• Quantizer entropy: For both fixed-and average-rate quantization, R(b) provides a lower bound on the minimum entropy at the quantizer output. Conversely, there exists a variable-rate quantizer whose output entropy approaches R(b). The minimum achievable quantizer entropy can serve as a proxy for the amount of information necessary to be communicated from the encoder to the controller in order to attain cost b.
• Control over noisy channels: If the channel has capacity C and R(b) > C, then the system in (1), (2) cannot be controlled at LQR cost b over this channel.
C. Prior art
The analysis of control under communication constraints has a rich history. The first results on the minimum data rate required for stabilizability appeared in [4] , [5] . These works analyze the evolution of a scalar plant from a worst-case perspective. In that setting, the initial condition of the plant X 0 is assumed to belong to a bounded set, the process noise V 1 , V 2 , . . . is assumed to be bounded, and the plant is said to be stabilizable if there exists a (rate-constrained) control sequence such that the worst-case deviation of the system state from the target state 0 is bounded: lim sup t→∞ X t < ∞. In [4] , [5] , it was shown that a fully observed unstable scalar plant
where a > 1 and X 0 , U t and V t are scalars, can be kept bounded by quantized control if and only if the available data rate exceeds log a bits per sample. Tatikonda and Mitter [6] generalized this result to vector systems; specifically, they showed that the necessary condition for a fully observed vector plant to be stabilizable is
where the sum is over the unstable eigenvalues of A, i.e. those eigenvalues whose magnitude exceeds 1. Compellingly, (12) shows that only the nonstable modes of A matter; the stable modes can be kept bounded at any arbitrarily small quantization rate (and even at zero rate if v t ≡ 0). In a setting without system noise, Yüksel and Başar [7] showed that variants of (12) remain necessary under three different stability criteria. Using a volume-based argument, Nair et al. [8] showed a lower bound to quantization rate in order to attain lim sup t→∞ X t ≤ d, thereby refining (12). Nair et al. [8] also presented an achievability scheme confirming that for scalar systems, that bound is tight. Nair and Evans [9] showed that Tatikonda and Mitter's condition on the rate (12) continues to be necessary and sufficient in order to keep the mean-square deviation of the plant state from 0 bounded, that is, in order to satisfy
The power of Nair and Evans' result [9] is that unlike the results of [4] - [8] , it applies to systems with unbounded process and observation disturbances. Nair and Evans' converse bound [9] applies to fixed-rate quantizers, that is, compressors whose outputs can take one of 2 r values. Time-invariant fixed-rate quantizers are unable to attain bounded cost [9] . Yüksel [10] , [11] considered fixed-rate quantizers with adaptive bin sizes and showed that there exists a unique invariant distribution for the system state and the quantizer parameters in [10] , and studied the existence and the structure of optimal quantization and control policies in [11] . Structural properties of optimal zero-delay quantizers for the compression Markov sources were investigated in [12] - [20] . Control of Markov processes under a mutual information constraint was studied in [21] .
For average rate quantization, Silva et al. [22] noticed that the rate of a quantizer embedded into a feedback loop of a control system is lower bounded by the directed mutual information from its output to the input. As discussed in [22] , the bound is approached to within 1 bit by a dithered prefixfree quantizer, a compression setting in which both the compressor and the decompressor have access to a common dither -a random signal with special statistical properties.
All the contributions [4] - [11] , [22] focused on the source coding aspect of control with communication constraints, neglecting the realistic possibility that the channel connecting the observer to the controller might introduce a random noise to the signal being communicated. Instead, the channel is modeled as a noiseless bit pipe that accepts r bits per channel use.
In [23] , Tatikonda and Mitter demonstrated that (12) remains necessary to keep the deviation of the system from 0 almost sure asymptotically bounded also in the presence of stochastic channel noise. This result is shown by a simple data processing argument: if the channel capacity is smaller than the right side of (12), the channel cannot support reliable transmission at the rate required to keep system stable. The bound is not attainable in general, because reliable transmission at channel capacity usually is only possible in the limit of large delay, an unaffordable luxury in realtime control systems. One notable exception is the erasure channel with feedback. A retransmission scheme attains its capacity without delay, by simply repeating any messages that were erased. Capitalizing on this special property of the erasure channel, Tatikonda and Mitter [23] showed that their bound is attainable in the case of the erasure channel and bounded initial state and process disturbances.
Realizing that Shannon's channel capacity [24] might be too weak to characterize the attainable communication rates in real-time control systems, Sahai and Mitter [25] introduced the notion of anytime capacity, defined as the maximum rate the channel can support to ensure that the probability of error in the decoder's estimate at time t of the past signal received at time t − i decays exponentially with i. This ensures that the accuracy of the decoder's beliefs about the data received previously improves exponentially as the time passes. Intuitively, an exponential decay in error probability is required to combat the exponential growth with time of an uncontrolled unstable system (i.e., (10) with a > 1 and U t ≡ 0).
Sahai and Mitter's setting [25] has one substantial limitation: it assumes that the encoder quantizes the data prior to transmitting it over the channel. Coding schemes in which the data is first quantized, and then the redundancy is added to protect the quantized representation of the data against the channel noise are known as separated source/channel schemes. Shannon's separation principle [24] states that in the limit of long delay, separated schemes perform as well as jointly optimized source-channel schemes, for a wide class of sources and channels. Unfortunately, the separation principle no longer holds in the regime of finite delay: separated schemes are inferior to joint schemes both in terms of the error exponent [26] and the dispersion [27] , [28] they achieve. A joint design of source-channel codes is therefore in general necessary to attain the minimum cost in control systems, due to their extreme sensitivity to delay. One striking example where no quantization whatsoever is required to attain the optimum control performance is control over a packet drop channel, considered by Sinopoli et al. [29] . There, a simple retransmission scheme attains the optimum, as long as the packet drop probability is not too high. Another celebrated special case where a simple linear scheme attains the optimum is the control of a scalar Gaussian system over a scalar AWGN channel [1] , [30] , [31] . For the control of a Gaussian system over a vector Gaussian channel, nonlinear analog-to-analog joint sourcechannel mappings were recently demonstrated to outperform simple linear schemes in [31] .
Going beyond mean-square stabilizability, consider a dynamic system in (1), (2) with quadratic cost (6), which involves an energy cost in addition to the cost on the deviation of the state from the target. In the absence of communication constraints, the minimum cost can be written as
It is well known that the total minimum cost decomposes into two terms, the cost due to the noise in the system, b t min V , and the cost due to the noise in the observation of the state, b t min W :
The celebrated separation principle of estimation and control states that the minimum cost in (15) can be attained by separately estimating the value of X t using the noisy observations
, and applying the optimal control to the estimate as if it was the true state of the system.
The minimum quadratic cost due to the system noise attainable in the limit of infinite time can be expressed as (e.g. [32] )
where
• S is the solution to the algebraic Riccati equation
• Σ V is the covariance matrix of each of the V 1 , V 2 , . . .,
In the presence of observation noise, the optimal estimator of X t is the conditional expectation of X t given all the observations up to time t: Y 1 , Y 2 , . . . , Y t . Letting P be the conditional covariance of X t given Y t = (Y 1 , Y 2 , . . . , Y t ) in the limit of infinite time, that is,
we can write the minimum quadratic cost due to the observation noise as
If the noises V 1 , V 2 , . . . and W 1 , W 2 , . . . are jointly Gaussian, then the optimal estimator admits a particularly elegant implementation via the Kalman filter. In that case, P is given by
where
• T is the solution to the algebraic Riccati equation
• K is the steady state Kalman filter gain:
• Σ W is the covariance matrix of each of the W 1 , W 2 , . . .,
The setting in which both the system noise and the observation noise are Gaussian, and the cost is the LQR cost in (6) , is known as linear quadratic Gaussian (LQG) control. The optimal performance of vector quantization for the LQG control was first studied by Fischer [33] , who showed the following structural result: the optimal performance can be attained by an encoder that first estimates the state, then forms the continuous control signal, and finally quantizes it in an optimal way; the controller simply applies the received quantized control signal to the system. The minimum attainable cost decomposes into an unquantized LQG cost and a quantization cost:
where D t (r) is the minimum normalized accumulated distortion in sequential quantization of the state estimates. We say that a quantizer is sequential if its output at each time instant can depend on the entire history up to that time instant but cannot depend on the future. This causality constraint arises naturally in the dynamic control setting of Fig. 1 . Fischer [33] gives neither an explicit expression for D t (r) nor a strategy for optimal sequential quantization. The function D t (r) is challenging to evaluate exactly, and to date, no closed-form expression is known for it. Moreover, strategies that attain (28) are in general complicated: e.g., Fu [34] gave examples illustrating that quantizers designed to minimize the distortion at current step do not generally attain the optimal performance. For stable LQG systems, Borkar and Mitter [35] showed that if the encoder transmits the noise V t (rather than the system state), then the separation principle of estimation and control holds for the controller, i.e. the optimal controller first produces the optimal estimate of X t and then forms the control signal as if that estimate was the true state.
In the context of a fully observed LQG system with communication constraints, Tatikonda et al. [1] noticed that D t (r) is closely tied to the causal rate-distortion function, an information-theoretic quantity introduced decades earlier by Gorbunov and Pinsker [36] . Using information-theoretic tools enabled by that important observation, Tatikonda et al. [1] obtained a formula for the function R(b) (defined in (9)) for a scalar Gaussian system:
where | · | + max(0, ·), and M > 0 is the scalar given by (20) . The right side of (29) is lower bounded by |log |a|| + , thus at least log |a| bits per time unit is necessary to attain a bounded LQR cost in an unstable (|a| > 1) Gaussian system. Leveraging the high resolution quantization results of Linder and Zamir [37] , Tatikonda et al. [1] argued that for any time horizon t, the ratio of normalized output entropy of the best sequential quantizer,
is the entire history of the encoder's outputs, over the functional inverse of (8) converges to 1 as b ↓ b min,t . In other words, the normalized entropy of the history of encoder's outputs is well approximated by min {r : B t (r) < b} in the limit of small b. Tatikonda et al. [1] also observed that (29) can be achieved without delay over a special Gaussian channel that is probabilistically matched to the statistics of V 1 , V 2 , . . . and the target cost b. An expression for R(b) for vector Gaussian systems is also put forth in [1] , however its proof appears to contain a gap; see Remark 2 in Section II-A for more details.
For vector Gaussian systems with scalar observation and control signals, Silva et al. [38] recently showed that the sequential rate-distortion function is attained by Gaussian transition probability kernels. Silva et al. [38] also computed a lower bound to the minimum rate and proposed a dithered quantization scheme that performs within 1.254 bits from it. For vector Gaussian systems, Tanaka et al. [39] proposed a semidefinite program to evaluate the Gaussian sequential rate-distortion function. For partially observed LQR systems, Charalambous and Farhadi [40] proposed a necessary condition for stabilizability in terms of the entropy rate of the observation process Y 1 , Y 2 , . . . and the capacity of the communication channel, and demonstrated how to compute that condition for the case of Gaussian observation and system noises.
D. Our contribution
In this paper, we show a lower bound to R(b) of a fully observed system, which holds as long as the system noise V t is continuous. We do not require the noise to be bounded or Gaussian. If the system is scalar and the system noise is Gaussian, the new bound reduces to (29) . We also show that (12) remains necessary to keep the LQR cost bounded, even if the system noise is non-Gaussian, generalizing previously known results.
Our results generalize to partially observed systems, where the encoder does not have access to X t but only to its noise-corrupted version, Y t . For those results to hold, we require the system and observation noises to be Gaussian.
Although our lower bound holds for a general class of codes that can take full advantage of the memory of the data observed so far and that are not constrained to be linear or have any other particular structure, in the companion paper [2] we show that the new bound can be closely approached within a much more narrow class of codes. Namely, a simple variable-rate quantization scheme that uses a lattice covering and that only transmits the difference between the controller's estimate about the current system state and the true state performs within a fraction of a bit from the lower bound, with a vanishing gap as b approaches b min . Unlike previously proposed strategies, our scheme does not use the dither.
E. Technical approach
The main idea behind our approach to show a converse (impossibility) result is to recursively lower-bound distortion-rate functions arising at each step. We apply the classical Shannon's lower bound to distortion-rate function [41] , which bounds the distortion-rate function X in terms of the entropy power of X, and we use the entropy power inequality [24] , [42] to split up the distortion-rate functions of the sums of independent random variables. Furthermore, we develop some novel bounds to estimate the entropy power of linear combinations of random vectors. Since Shannon's lower bound applies as long as the source random variable has a density, our technique circumvents a precise characterization of the distribution of the state at each time instant. The technique also does not restrict the system noises to be Gaussian.
F. Paper organization
The rest of the paper is organized as follows. In Section II, we state and discuss our main results: Section II-A focuses on the scenario where the observer sees the system state (fully observed system), Section II-B discusses a generalization to the scenario where the observer sees a noisy measurement of the system state (partially observed system). The proofs are given in Section III.
II. MAIN RESULTS
A. Fully observed system
Our results are expressed in terms of the entropy power of the system and observation noises. The entropy power of an n-dimensional random vector X is defined as
where h(X) = − R n f X (x) log f X (x)dx is the differential entropy of X, and f X (·) is the density of X with respect to the Lebesgue measure on R n . The entropy power satisfies the following inequalities:
where the variance of X can be written as
The first equality in (31) is attained if and only if X is Gaussian and the second if and only if X is white. Thus, N (X) is equal to the normalized variance of a white Gaussian random vector with differential entropy h(X).
Our first result is a lower bound on the rate-cost function.
Theorem 1. Consider the fully observed linear stochastic system (1), (5). Suppose that V has a density. At any LQR cost b > tr(Σ V S), the rate-cost function is bounded below as
where M is defined in (20) .
The bound in Theorem 1 is nontrivial if M > 0, which happens if rank B = n and either Q > 0 or R > 0. The bound in Theorem 1 continues to hold whether or not the encoder observes the previous control inputs U 1 , U 2 , . . . , U t−1 .
Applying
where H(·|·) is the conditional entropy, to (33) , we see that the rate-cost function provides a lower bound on the output entropy of a quantizer achieving cost b. It is also closely linked to the minimum average rate of variable-rate quantizers that can keep the system at cost b. Theorem 1 also gives a bound on the minimum capacity of the channel F t → G t compatible with target cost b in the setting where the channel F t → G t introduces random noise.
The right-hand side of (33) is a decreasing function of b, which means that the controller needs to know more information about the state of the system to attain a smaller target cost. As an important special case, consider the ratecost tradeoff where the goal is to minimize the mean-square deviation from the desired state 0. Then, Q = I n , R = 0,
, and (33) particularizes as
In another important special case, namely Gaussian V , (33) particularizes as
In a pleasing confluence, for the scalar system, (36) coincides with (29) . A typical behavior of (35) is plotted in Fig. 2 and Fig. 3 as a function of target cost b. As b ↓ 0, the required rate R(b) ↑ ∞. Conversely, as b ↑ ∞, the rate monotonically decreases and approaches log | det A|. The rate-cost tradeoff provided by Theorem 1 can serve as a gauge for choosing an appropriate communication rate in order to meet the control objective. For example, in the setting of Fig. 3 , decreasing the data rate below 1 nat per sample incurs a massive penalty in cost, because the rate-cost function is almost flat in that regime. On the other hand, increasing the rate from 1 to 3 nats per sample brings a lot of improvement in the attainable cost, while further increasing it beyond 3 nats results in virtually no improvement.
Also plotted in Fig. 2 and Fig. 3 is the output entropy of a variable-rate uniform scalar quantizer that takes advantage of the memory of the past only through the innovation, i.e. the difference between the controller's prediction of the state at time t given the information the controller had at time t − 1 and the true state (see the companion paper, [2] , for a precise description and an analysis of the quantizer). The performance of this simple quantizer is very close to the lower bound at low LQR cost, and is within 0.5 nats at high LQR cost, signifying that Theorem 1 captures rather precisely the fundamental rate-cost tradeoff in linear control systems.
As b → ∞, the bound in Theorem 1 converges to log | det A|. If A has both stable and unstable eigenvalues, log | det A| is lower than the right side of (12) . Thus, although the bound in Theorem 1 is tight at low b (as we prove in [2] ), Theorem 1 is insufficient to establish the necessity of (12) to attain bounded cost in the case where A has both stable and unstable eigenvalues. Theorem 2, stated next, comes to rescue. An added advantage of Theorem 2 is that it applies even if the dimensionality of the control signal is lower than that of the system, m < n.
Theorem 2.
Consider the fully observed linear stochastic system (1), (5) . Suppose that (A, B) is controllable, and that V has a density. At any LQR cost b > tr(Σ V S), the rate-cost function is bounded below as
Furthermore, if rank B = m ≤ n, the rate-cost function is bounded as follows.
where det + is the pseudo-determinant (the product of nonzero eigenvalues):
and a lim inf
If m = n, then a = |det A|, and the bound in (38) reduces to (33) .
We conclude this subsection with two technical remarks.
Remark 1. Since the running mean-square cost is bounded above as
our Theorem 2 implies the result of Nair and Evans [9] , who showed the necessity of (37) to keep sup t E X t 2 bounded. However, the necessity of (37) to keep the running mean-square cost bounded does not follow from Nair and Evans' [9] result. Note also that the approach of Nair and Evans [9] applies only to fixed-rate quantization, while our approach encompasses both fixed-and variable-rate quantization, as we discussed above, after Definition 1.
Remark 2. Tatikonda et al. [1, (17) ] claimed the following formula for the function R(b) (defined in (9)) for Gaussian system noises V t and a low enough target cost b:
where λ min (·) denotes the minimum eigenvalue of its matrix argument. Unfortunately, the proof of (42) appears to contain a gap: the applicability of the standard reverse waterfilling solution in [1, (15) ] is questionable because λ i (t) in [1, (15) ] depend on the distortion threshold. Nevertheless, let us examine (42) and its relationship with (36) . It is easy to verify that due to (43) , the right hand side of (42) is no smaller than the right side of (37). However, (42) does not establish the necessity of (12) in order to maintain an arbitrary bounded cost, because it only applies in the range specified in (43) . Second, using the inequality (e.g. [43] )
which holds for two positive semidefinite matrices M ≥ 0 and N ≥ 0, with equality if and only if M = 0, or N = 0, or M + N singular, or M = ηN for some η > 0, it is easy to check that the result in (36) is a lower bound to (42) . The two bounds coincide if and only if Σ V M is proportional to the identity matrix, I.
B. Partially observed system
Consider now the scenario in which the encoder sees only a noisy observation of the system state and forms a codeword to transmit to the controller using its present and past noisy observations. If the system noise and the observation noise are jointly Gaussian, our results in Section II-A generalize readily.
The minimum asymptotically attainable cost without rate constraints is given by (from (15))
so the cost attainable with rate constraints must be above b min . As Theorem 3 below shows, the rate-cost function is bounded in terms of the steady state covariance matrix of the innovation in encoder's state estimate: 
The bound in Theorem 3 is nontrivial if both M > 0 and N > 0. The necessary condition for that is rank B = rank C = n.
In the fully observed system, C = K = I, T = N = Σ V , Σ W = 0, and (48) reduces to (36) . As we will see in Section III, the key to proving Theorem 3 is to represent the evolution of the current encoder's estimate of the state in terms of its previous best estimate and an independent Gaussian, as carried out by the Kalman filter recursion. It is for this technique to apply that we require the noises to be Gaussian. Fig. 4 displays the lower bound in Theorem 3 as a function of the target cost b, together with the entropy of a simple uniform variable-rate quantizer, whose full description we provide in [2] .
Theorem 2 generalizes as follows. 
Theorem 4. Consider the partially observed linear stochastic system (1), (2). Suppose that (A, B) is controllable and (A, C) is observable. Suppose further that
X 0 , V 0 , V 1 , . . ., W 0 , W 1 , .
. . are jointly Gaussian. For any target LQR cost b > b min , the rate-cost function is bounded below as in (37).
Furthermore, if rank B = m ≤ n and rank C = k ≤ n, the rate-cost function is bounded as follows.
where s = min {k, m}, and
III. PROOFS
We start by introducing a few crucial definitions and tools, some classical, some novel, that form the basis of our proof technique.
The traditional distortion-rate function is defined as follows.
Definition 2 (Distortion-rate function). Let X ∈ R
n be a random variable. The distortion-rate function at rate r is defined as the solution to the following convex optimization problem:
The conditional distortion-rate function with side information Y at both the encoder and the decoder is defined as:
The difference between (51) and (52) is that in the latter case, an additional information, Y , is available at the encoder and the decoder. By Jensen's inequality,
Conditional distortion-rate functions will be useful for us because both the encoder and the controller have access to the past history.
We introduce the distortion-rate function with respect to the weighted mean-square distortion as follows.
Definition 3 (Distortion-rate function with respect to a weighted mean-square error). Let X ∈ R n be a random variable, and M be an n × n positive semidefinite matrix. The distortion-rate function with respect to a weighted meansquare error at rate r is defined as the solution to the following convex optimization problem:
The corresponding conditional distortion-rate function with side information is defined as:
The following Proposition links the functions in Definitions 2 and 3. Proposition 1. Let X ∈ R n be a random variable, and let L be an m × n matrix. The following equalities hold.
Proof: We show (56), and (57) is analogous. First, we prove that
On one hand, restricting the domain of minimization in (51) (substituting LX for X) toX ∈ Im(L), 4 we observe that ≤ holds in (58). To show the reverse inequality, let Π L be the orthogonal projection matrix onto the column space of 3 We write X − F − G −X to designate that the random variables X, F , G andX form a Markov chain in that order. 4 The image of a linear transformation is the span of its column vectors.
L, and write
= min X : I(LX;LX)≤r
where in (60) we used Π L x ≤ x and Π L Lx = Lx, and (61) is by data processing for mutual information. Therefore, ≥ also holds in (58). Now, we show that
But (63) 
≤ min X : I(LX;LX)≤r
where (66) holds by data processing, since I(LX; LX) ≤ I(X;X) ≤ I(F ; G), and (67) is obtained by making the particular choice F = LX and restricting to G ∈ Im(L).
We also make note of the following simple observation.
Proof: For any x ∈ R n it holds that
The following tool will be instrumental in our analysis.
Theorem 5 (Shannon's lower bound [41]). The distortionrate function is bounded below as
If X is a white Gaussian vector, (70) holds with equality. Thus, (70) states that the distortion-rate function of X is lower bounded by the distortion-rate function of a white Gaussian vector with differential entropy h(X).
Although beyond Gaussian X, Shannon's lower bound is rarely attained with equality [44] , it is approached at high rates; specifically, according to Linkov [45] , under regularity conditions, lim
If X ∈ R n does not have a density, then N (X) = 0 and the bound in (70) is trivial.
To apply Shannon's lower bound to distortion-rate problems with a weighted mean-square error, we combine Proposition 1 and Theorem 5:
If L is square, the entropy power scales as
providing a convenient expression for D r (LX) in terms of the entropy power of X.
The following proposition generalizes the scaling property (75) to the case where the multiplying matrix is not square.
Proposition 3. Let X ∈ R
n be a random vector with covariance Σ X > 0, let m ≤ n, and let L be an m × n matrix with rank m. Then,
Equality holds in (76) if m = n or if X is Gaussian.
Proof: Without loss of generality, assume E [X] = 0. Observe that
where D(·|·) is the relative entropy. By the data processing of relative entropy,
and (76) follows by substituting (79) into (77) and applying (30) . Another essential component of our analysis, the entropy power inequality, was first stated by Shannon [24] and proved by Stam [42] .
Theorem 6 (Entropy power inequality [24] , [42] ). If X and Y are independent, then
Equality in (80) holds if and only if X and Y are Gaussian with proportional covariance matrices.
Unlike the traditional rate-distortion theory setting in which the compressor's actions cannot affect the data, in data compression for control, the controller's action at the current time step creates the data to be compressed at the next step. The following bound to the distortion-rate function minimized over the data to be compressed will be vital in proving Theorems 1 and 3. Proposition 4. Let X ∈ R n be a random variable. The following inequality holds:
Proof: Write
where (83) holds because I(X + U 1 ; U 2 |U 1 ) = I(X; U 2 |U 1 ) and I(X; U 1 ) + I(X; U 2 |U 1 ) = I(X; U 1 , U 2 ). Proposition 4 treats a curious feature of data compression for control not present in traditional information theory problems.
Using relations (56) and (57), we note that (81) implies min U∈R n : I(X;U)≤s
Remark 3. Since Shannon's lower bound is equal to the distortion-rate function of a white Gaussian vector with the same differential entropy as the original vector, the relation shown in Proposition 4 also holds between the corresponding Shannon lower bounds:
We are now fully equipped to prove Theorem 1.
Proof of Theorem 1:
The case rank B < n will be considered in the proof of Theorem 2. Here we focus on the case rank B = n. Without loss of generality, assume that E [X 0 ] = E [V ] = 0. We consider the finite horizon problem in which the system operates for t time steps and the goal is to minimize the quadratic cost function in (6) . To find a lower bound to the minimum attainable cost B t (r), we apply the dynamic programming principle.
Fix t ≥ 1. For i ≤ t, denote for brevity
where S i , i ≤ t is the solution to the discrete-time Ricatti recursion,
and S t+1 is that in (6) . Suppose that the controls U 1 , . . . , U i−1 have already been chosen, producing the random variable X i at the output of the system at time i. Denote by J i (X i ) the minimum (over U i , . . . , U t ) expected cost at time t, given a fixed choice of U 1 , . . . , U i−1 .
5
The expected cost at time t + 1 for given U 1 , . . . U t is
To find J t (X t ), we optimize J t+1 (X t+1 ) over U t :
where • (94) is obtained by completing the squares in the standard way, see e.g. [46] .
and because by Proposition 1, (53) and Shannon's lower bound (Theorem 5) we have for all
Note that the bound in (97) holds regardless of whether the entire history of U t−1 is available at both the encoder and the decoder or at the decoder only.
Continuing the recursion further results in:
where (100) repeats (95), and (101) is obtained using the entropy power inequality, (86) and (98) as follows:
Backtracking all the way to time 0, we accumulate
Now, we apply the scaling property (75) to continue (106) as follows.
Note that
If r ≤ log | det A|, the contribution of the sum containing N (V ) in (107) grows faster than t, and so lim sup t→∞ B t (r) = +∞.
Consider now the case r > log | det A|. The contribution of the sum containing N (X 0 ) is bounded by a constant, while the sum containing N (V ) grows linearly with t. Intuitively, the starting position becomes less and less significant as the time horizon extends, and only the sum containing N (V ) matters. Formally, taking t → ∞, and omitting the nonnegative contribution of the sum containing N (X 0 ) as negligible, we conclude
where (111) is by Fatou's lemma. Indeed, let
where f i is the i-th term of the second sum in (110). Then, the second sum in (110) is equal to 1 0 f t (x)dx, which by Fatou's lemma is greater than or equal to 1 0 lim inf t→∞ f t (x)dx, and (111) follows since
for all fixed x ∈ (0, 1). Finally, since S > 0 (e.g. [32] ) and rank B = n by the assumption, it follows that det M > 0, and (111) is equivalent to (33) .
Proof of Theorem 2:
To show (37), consider first the case rank B = n. Represent A as:
where all the eigenvalues the n u ×n u matrix A u are unstable and all the eigenvalues of the n s × n s matrix A s are stable, and J is invertible. 6 Put the n × n u matrix
We will prove a stronger bound than (37): namely,
Consider the equivalent system with statẽ 6 For example, take Jordan decomposition of A.
The system {X t } evolves according tõ
It is easy to check that both systems attain the same quadratic cost; more specifically, the solution to the discretetime Ricatti recursionS i for the system in (119) is expressed in terms of that for the original system in (1) as
DenoteṼ JV . To bound the cost-distortion function for the system {X t }, we apply the reasoning in the proof of Theorem 1 with the following variation: instead of applying Shannon's lower bound directly to (97), we discard the stable modes first using Proposition 2 and then apply Shannon's lower bound (Theorem 5):
In this way, (106) is replaced by
Using Proposition 1 and noting that ∀j ≥ 0,
we bound the distortion-rate terms as follows:
which is equivalent to (116). If rank B < n, M is singular, and the lower bound to cost in (111) is equal to tr (Σ V S), the minimum attainable cost without rate constraints. To obtain a nontrivial bound, we augment B and lower bound the cost by that of the augmented system. Fix some ǫ > 0. Without loss of generality, assume rank B = m < n, and augment B by considering a full rank n × n matrix B ǫ :
where (n − m) × n matrix B ′ is chosen so that the columns of B ǫ span R n .
Accordingly, we augment the m × m matrix R in (6) as
Consider the augmented system parameterized by ǫ:
where control inputsŨ t are n-dimensional. The augmented system in (136) achieves the same or smaller quadratic cost as the system in (1), because we can always let
to equalize the costs. Therefore,
where R ǫ (b) denotes the rate-cost function for the system in (136) with parameter ǫ in (134), (135). In particular, since (37) holds for the augmented system regardless of ǫ > 0, due to (138), (37) also must hold for the original system. To show (38), we apply Proposition 3 to continue (106) as follows (here, we omitted the terms containing X 0 in (106) as their contribution the total cost are negligible for large t):
By Fatou's lemma,
where equality in (142) holds as long as r > log a (otherwise, the left side is +∞), and (38) follows. The converse for the partially observed case, Theorem 3, is obtained using the following observation. [47] ). Consider two random variables, X and Y . Let F be a subset of the σ-algebra generated by Y , F ⊆ σ(Y ). Then
Proposition 5 (Wolf and Ziv
Proposition 5 implies that mean-square error in quantization of the source corrupted by noise decomposes into two terms, the estimation error and the error in quantization of the estimate.
Proof of Theorem 3:
We assume rank B = rank C = n. The more general case is considered in Theorem 4. Without loss of generality, assume that
Denote the encoder's state estimate at time t
At time t, having observed Y t , the Kalman filter forms an estimate of the plant state at time t using Y t and the prior estimateX t−1 as follows (e.g. [46] ):
is the innovation independent ofX t−1 , U t−1 andỸ
The covariances of the innovation and the estimation error are given by, respectively,
Now, we adapt the reasoning of the proof of Theorem 3. As we are about to see, due to Proposition 5, the optimal encoder will separate into the optimal estimator followed by an optimal quantizer, and the distortion-rate term will be due to the quantization of the innovation process {Ỹ i } rather than the system noise process {V i }. Note that sinceỸ 1 ,Ỹ 2 , . . . are independent, the entropy power inequality will still apply.
More precisely, let b i and J i (·) be as in the proof of Theorem 3. As before, J t+1 (X t+1 ) is given by (92). Suppose now that the controls U 1 , . . . U t−1 have already been chosen. The optimum control U t and the resulting expected cost are found as follows.
• (154) uses (94) and Proposition 5.
• (155) uses (53), (96), (152) and Shannon's lower bound.
Deepening the recursion further, we write
+ min
where (157) just repeats the reasoning of (155). Furthermore, from the Kalman filter recursion (149),
where (158) is obtained in the same manner as (104), using the fact thatỸ t is independent ofX t−1 and U t−1 . Applying (158) to (157), we have
Backtracking all the way down to time 0, we accumulate
Since K tỸt is Gaussian with covariance matrix (see (151))
we compute
Taking t → ∞, applying Fatou's lemma and summing up the geometric series as in the proof of Theorem 1, we conclude that the asymptotic cost is +∞ if r ≤ log | det A|, and otherwise, 
and (48) follows.
Proof of Theorem 4:
Theorem 4 is obtained using Theorem 3 in exactly the same way as the corresponding result for the fully observed system, Theorem 2, is obtained using Theorem 1.
IV. CONCLUSION
We studied the fundamental tradeoff between the communication requirements and the attainable quadratic cost in the fully observed linear stochastic control system. We introduced the rate-cost function in Definition 1, and showed sharp lower bounds to it in Theorems 1, 2 (fully observed system) and Theorems 3, 4 (partially observed system). The proof uses backward induction, Shannon's lower bound, the entropy power inequality and the new bounds in Propositions 3 and 4 to lower bound the cost for any admissible control sequence.
Extending the analysis of the partially observed case to non-Gaussian noises would be of interest. It also remains an open question whether the converse bound in Theorem 1 can be approached by fixed-rate quantization, or over noisy channels. Finally, it would be interesting to see whether using non-lattice quantizers can help to narrow down the gap in Figures 2, 3 
