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We analytically solve the one-dimensional coupled Gross-Pitaevskii equations which govern the
motion of F = 1 spinor Bose-Einstein condensates. The nonlinear density-density interactions are
decoupled by making use of the unique properties of the Jacobian elliptical functions. Several types
of complex stationary solutions are deduced. Furthermore, exact non-stationary solutions to the
time-dependent Gross-Pitaevskii equations are constructed by making use of the spin-rotational
symmetry of the Hamiltonian. The spin-polarizations exhibit kinked configurations. Our method is
applicable to other coupled nonlinear systems.
PACS numbers: 03.75.Mn, 03.75.Kk, 67.85.Fg, 67.85.De
I. INTRODUCTION
Most Bose-Einstein condensates (BECs) of dilute
atomic gases realized thus far have internal degrees of
freedom arising from spins. The spinor BECs have been
realized in the optical traps which confine the atoms re-
gardless of their spin hyperfine states. The direction of
the spin can change dynamically due to collisions between
the atoms[1–3]. The spinor BECs exhibit a rich variety of
magnetic phenomena. They give rise to phenomena that
are not present in the single component BECs, including
magnetic crystallization, spin textures as well as frac-
tional vortices[4–6]. Moreover, there exists an interplay
between superfluidity and magnetism due to the spin-
gauge symmetry. A ferromagnetic BEC spontaneously
creates a supercurrent as the spin is locally rotated[7, 8].
A spinor condensate formed by atoms with spin F =
1 is described by a macroscopic wave function with
three components Ψ = (ψ+1, ψ0, ψ−1)T . The mean-field
Hamiltonian is expressed as[9, 10]
H =
∫
dr {
1∑
m=−1
ψ∗m[−
h¯2
2M
52 +V (r)]ψm
+
c¯0
2
n2tot +
c¯2
2
|F|2}, (1)
where the spin-polarization vector F = ψ∗mFˆmnψn with
Fˆ
i
(i = x, y, z) the rotational matrices. The coupling con-
stants c¯0 = (g0+2g2)/3 and c¯2 = (g2−g0)/3, with gF re-
lating to the s-wave scattering length of the total spin-F
channel as gF = 4pih¯
2aF /M . ntot = |ψ1|2 +ψ0|2 + |ψ−1|2
is the particle density and V (r) is the external potential.
The full symmetry of the Hamiltonian is SO(3) × U(1).
The energies are degenerate for an arbitrary state Ψ and
its globally spin-rotational states Ψ′ = UΨ, where U is
the three-dimensional rotational matrix in the spin space
which is expressed by the Euler angles as U(α, β, γ) =
e−iFˆzαe−iFˆyβe−iFˆzγ . In the ground state, the symmetry
∗Corresponding author: yangshijie@tsinghua.org.cn
is spontaneously broken in several different ways, leading
to a number of possible phases[9–12].
We are concerned with the quasi-one-dimensional (1D)
F = 1 BEC in a uniform external potential (V (r) = 0).
The dynamical motions of the spinor wavefunctions are
governed by i∂tψm = δH/δψ
∗
m, which are explicitly writ-
ten as the coupled nonlinear Gross-Pitaevskii equations
(GPEs),
ih¯∂tψm = [− h¯
2
2M
∂2x + c0ntot + c2(Ψ
†Fˆ iΨ)Fˆ imn]ψn, (2)
where c0 = c¯0/2a
2
⊥ and c2 = c¯2/2a
2
⊥ are the reduced
coupling constants with a⊥ the transverse width of the
quasi-1D system. The GPE was first introduced for unre-
lated problems[13, 14]. It has been proved to be effective
in describing many phenomena observed in the dilute gas
BECs[15] and other quantum systems[16, 17].
There is a lot of theoretical works that numer-
ically solve Eqs.(2) or the corresponding stationary
equations[18–20]. Nevertheless, it is of great interest if
analytical solutions can be acquired. By using the so-
called inverse scattering transformation method and the
function transformation method[21–24], some special so-
lutions are obtained. The soliton solutions are obtained
by the similar transformation method for systems with
appropriate time or spatial variations in the coupling
constant[25–28]. Various approximations are employed
to study the solitons such as bright and dark solitons in
the F = 1 spinor BECs[29–32].
However, exact analytical solutions to the spinor
BECs, especially in non-soliton forms, are absent in lit-
erature. Attempts in this direction are usually frustrated
by the complexity of the nonlinear couplings. The chal-
lenges are two-fold: one is the nonlinear density-density
interactions which is associated with the c0 term, while
the other is the spin-exchange couplings between the hy-
perfine states which is associated with the c2 term. In
this paper, we present several types of exact solutions
by decoupling the nonlinear density-density interactions.
The solutions are expressed by combinations of the Ja-
cobian elliptic functions. Furthermore, the exact non-
stationary solutions are naturally produced by making
using of the spin-rotational symmetry of the Hamilto-
nian.
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2The paper is organized as follows. Section II describes
exact stationary solutions to the coupled GPEs. In Sec.
III, we present the associated non-stationary solutions.
Section IV contains a summary of the main results.
II. STATIONARY SOLUTIONS
The most general form of the stationary equations cor-
responding to Eqs.(2) are obtained by substituting ψ1(x, t)ψ0(x, t)
ψ−1(x, t)
→
 ψ1(x)e−i(µ+µ1)tψ0(x)e−iµt
ψ−1(x)e−i(µ−µ1)t
 , (3)
which give rise to
(µ+ µ1)ψ1 = [−1
2
∂2x + (c0 + c2)(|ψ1|2 + |ψ0|2)
+(c0 − c2)|ψ−1|2]ψ1 + c2ψ20ψ∗−1,
µψ0 = [−1
2
∂2x + (c0 + c2)(|ψ1|2 + |ψ−1|2)
+c0|ψ0|2]ψ0 + 2c2ψ∗0ψ1ψ−1,
(µ− µ1)ψ−1 = [−1
2
∂2x + (c0 + c2)(|ψ1|2 + |ψ0|2)
+(c0 − c2)|ψ1|2]ψ−1 + c2ψ20ψ∗1 . (4)
Here we have chosen h¯ = M = 1 as the units for conve-
nience. The coupling constants c0 and c2, or a0 and a2
are treated as free parameters. It is notable that the non-
zero parameter µ1 plays an important role in the seeking
of analytical solutions.
The periodic boundary conditions
ψm(1) = ψm(0), ψ
′
m(1) = ψ
′
m(0), (5)
are adopted in our calculation. In the following, we
present four types of complex solutions to the Eqs.(4).
All solutions have been numerically verified to be sta-
tionary by the dynamical evolution Eqs.(2).
Type A. Solution of the cn-sn form
Here, we focus on solutions with ψ0 = 0. At the same
time, the nonlinear density-density interactions between
different components are decoupled by using the unique
properties of the Jacobian elliptical functions. We first
consider the following form of solution, ψ1ψ0
ψ−1
 =
 f(x)eiθ(x)0
Dsn(kx,m)
 , (6)
where f(x) =
√
A+Bcn2(kx,m). A, B and D are real
constants. sn and cn are the Jacobian elliptical functions
and k = 4jK(m) with m the modulus (0 < m < 1). In
this paper we always take the number of periods j = 2 as
examples. In order to decouple the nonlinear equations
(4), we make use of the property sn2 + cn2 = 1 to have
|ψ−1|2 = (1− |ψ1|
2 −A
B
)D2, |ψ1|2 = A+B(1− |ψ−1|
2
D2
).
(7)
Substituting the relations into the stationary Eqs.(4),
we obtain the decoupled equations
µ˜mψm = −1
2
ψ′′m + γ˜m|ψm|2ψm, (m = 0,±1) (8)
where the effective chemical potentials µ˜m and interact-
ing constants γ˜m are defined as{
µ˜1 = µ+ µ1 − (c0 − c2)(A+B)D2B ,
γ˜1 = (c0 + c2)− (c0 − c2)D2B ,
(9)
and {
µ˜−1 = µ− µ1 − (c0 − c2)(A+B),
γ˜−1 = (c0 + c2)− (c0 − c2) BD2 .
(10)
The Eqs.(8) can be self-consistently solved as
B = −m
2k2
γ˜1
,
A =
4µ1 + 3m
2k2 + 4(c0 − c2)B
2(c0 + 2c2)
,
D2 =
m2k2
γ˜−1
, (11)
with
µ =
6c0A+ k
2(2−m2)
4
,
γ˜1 = γ˜−1 = 2c0. (12)
It implies that the effective nonlinear interactions in each
component should be repulsive (γ˜m > 0), which impose
a constraint on the value of the coupling constants c0.
The phase θ(x) in Eqs.(6) is given by
θ(x) =
∫ x
0
α1
f(ξ)2
dξ, (13)
where α1 = ±(2µ˜1A2 − 2γ˜1A3 + k2(1 −m2)AB) 12 is an
integral constant. The periodic boundary conditions (5)
require that the amplitudes and phase respectively satisfy
f(1) = f(0), θ(1)− θ(0) = 2jpi × n, (14)
where n is an integer. The periodic condition for the
phase θ(x) can be satisfied by properly adjusting the
modulus m of the Jacobian elliptic functions.
Figure 1 display the distributions of some relevant
physical quantities for the solution (6). We have cho-
sen c0 = 4, c2 = 2, µ = 422.4701 and µ1 = 150. Fig.1(a)
is the phase distribution with j = 2, n = 2 and m = 0.78.
Fig.1(b) is the density distributions of each hyperfine
state. The spin-polarization is shown in Fig.1(c) which
exhibits a kinked configuration.
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FIG. 1: The phase (a) and the density (b) distributions for
solution (6) with n = 2, m = 0.78. The physical parameters
are c0 = 4, c2 = 2, µ = 422.4701, and µ1 = 150. (c) The
distribution of the spin-polarization.
Type B. Solution of the sn-cn form
We take the following form of solutions to the station-
ary equations (4). ψ1ψ0
ψ−1
 =
 f(x)eiθ(x)0
Dcn(kx,m)
 , (15)
where f(x) =
√
A+Bsn2(kx,m). A, B and D are real
constants. One has
|ψ−1|2 = (A+B−|ψ1|2)D
2
B
, |ψ1|2 = A+B− B
D2
|ψ−1|2.
(16)
By the same means in the previous subsection, we decou-
ple the Eqs.(4) and derive the effective chemical poten-
tials µ˜m and interacting constants γ˜m as{
µ˜1 = µ+ µ1 − (c0 − c2)(A+B)D2B ,
γ˜1 = (c0 + c2)− (c0 − c2)D2B ,
(17)
and {
µ˜−1 = µ− µ1 − (c0 − c2)(A+B),
γ˜−1 = (c0 + c2)− (c0 − c2) BD2 .
(18)
With this form of solutions, the decoupled Eqs.(8) are
self-consistently solved as
B =
m2k2
γ˜1
,
A =
4µ1 − 3m2k2 + 4(c0 − c2)B
2(c0 + 2c2)
,
D2 = −m
2k2
γ˜−1
,
(19)
with
µ =
6c0A+ k
2(2−m2)
4
,
γ˜1 = γ˜−1 = 2c0. (20)
One observes that γ˜m < 0 which imply the effective in-
teractions in each component should be attractive. The
phase is
θ(x) =
∫ x
0
α1
f(ξ)2
dξ, (21)
where α1 = ±(2µ˜1A2 − 2γ˜1A3 + k2AB) 12 is an integral
constant. The amplitudes and the phase should satisfy
the periodic boundary conditions (5), which can be real-
ized by scanning the modulus m.
Figure 2 display the distributions of the relevant phys-
ical quantities for the solution (15). We have chosen
c0 = −2, c2 = 6, µ = 47.6088 and µ1 = 35. n = 1
and the value m = 0.29 is numerically scanned.
Type C. Solution of the sn-dn form
we take the following ansatz as the most solution of
the nonlinear Eqs.(4). ψ1ψ0
ψ−1
 =
 f(x)eiθ(x)0
Ddn(kx,m)
 , (22)
where f(x) =
√
A+Bsn2(kx,m). A, B and D are real
constants. One has
|ψ−1|2 = D
2
B
(B+m2A−m2|ψ1|2), |ψ1|2 = A+ B
m2
− B
m2D2
|ψ−1|2.
(23)
Similarly, the decoupled equations (8) contain the ef-
fective chemical potentials µ˜m and interacting constants
γ˜m as{
µ˜1 = µ+ µ1 − (c0 − c2)(m2A+B)D2B ,
γ˜1 = (c0 + c2)− (c0 − c2)m2D2B ,
(24)
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FIG. 2: The same as in Fig.3 for the solution (15) with n = 1
and m = 0.29. The physical parameters are c0 = −2, c2 = 6,
µ = 47.6088, and µ1 = 35.
and {
µ˜−1 = µ− µ1 − (c0 − c2)(A+ Bm2 ),
γ˜−1 = (c0 + c2)− (c0 − c2) Bm2D2 .
(25)
This form of solutions to the decoupled Eqs.(8) are
self-consistently solved as
B =
m2k2
γ˜1
,
A =
4µ1 − 3k2 + 4(c0 − c2) Bm2
2(c0 + 2c2)
,
D2 = − k
2
γ˜−1
, (26)
with
µ =
6c0A− k2(1− 2m2)
4
,
γ˜1 = γ˜−1 = 2c0. (27)
The negative values of γ˜m < 0 for this form of complex so-
lution imply effective attractive interactions in each com-
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FIG. 3: The phase (a) and the density (b) distributions for
solution (22) with n = 1, m = 0.56. The physical parameters
are c0 = −2, c2 = 4, µ = −70.008, and µ1 = 90. (c) The
distribution of the spin-polarization.
ponent. The phase is
θ(x) =
∫ x
0
α1
f(ξ)2
dξ, (28)
where α1 = ±(2µ˜1A2 − 2γ˜1A3 + k2AB) 12 is an integral
constant. The periodic boundary conditions are satisfied
by properly adjusting the modulus m.
Figure 3 display the distributions of the phase (Fig.3a),
the density (Fig.3b) for the solution (22). The physical
parameters are chosen as c0 = −2, c2 = 4, µ = −70.008,
and µ1 = 90, whereas n = 1 and the value m = 0.56 is
numerically scanned. The spin polarization of this solu-
tion is shown in Fig.3(c).
5Type D. Solution of the dn-sn form
Consider the following form of solutions to the nonlin-
ear stationary Eqs.(4), ψ1ψ0
ψ−1
 =
 f(x)eiθ(x)0
Dsn(kx,m)
 , (29)
where f(x) =
√
A+Bdn2(kx,m). One has
|ψ−1|2 = (A+B−|ψ1|2) D
2
m2B
, |ψ1|2 = A+B−m
2B
D2
|ψ−1|2.
(30)
The stationary equations (4) are decouple into (8),
with the effective chemical potentials µ˜m and interact-
ing constants γ˜m,{
µ˜1 = µ+ µ1 − (c0 − c2)(A+B) D2m2B ,
γ˜1 = (c0 + c2)− (c0 − c2) D2m2B ,
(31)
and {
µ˜−1 = µ− µ1 − (c0 − c2)(A+B),
γ˜−1 = (c0 + c2)− (c0 − c2)m2BD2 .
(32)
This form of solutions to the decoupled Eqs.(8) are
self-consistently solved as
B = −k
2
γ˜1
,
A =
4µ1 + 3k
2 + 4(c0 − c2)B
2(c0 + 2c2)
,
D2 =
m2k2
γ˜−1
,
(33)
with
µ =
6c0A+ k
2(2m2 − 1)
4
,
γ˜1 = γ˜−1 = 2c0. (34)
The positive values of γ˜m > 0 for this form of solution
imply that effective interactions in each component are
repulsive. The phase is
θ(x) =
∫ x
0
α1
f(ξ)2
dξ, (35)
where α1 = ±(2µ˜1A2 − 2γ˜1A3 + k2(m2 − 1)AB) 12 is an
integral constant. Accordingly, the amplitudes and phase
should satisfy the periodic boundary conditions (5).
Figure 4 display the distributions of the phase (Fig.4a),
the density (Fig.4b) for the solution (29). The physical
parameters are chosen as c0 = 8, c2 = 2, µ = 588.3927,
and µ1 = 90, whereas n = 2 and the value m = 0.95 is
numerically scanned. The spin-polarization of this solu-
tion is shown in Fig.4(c).
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FIG. 4: The same as in Fig.3 for the solution (29) with n = 2
and m = 0.95. The physical parameters are c0 = 8, c2 = 2,
µ = 588.3927, and µ1 = 90.
III. NON-STATIONARY SOLUTIONS
Suppose Ψ(x) = (ψ1(x), ψ0(x), ψ−1(x))T is a station-
ary solution to the equations (4), the full spatial and
temporal form of the solution is written by adding the
time factor,
Ψ(x, t) =
 ψ1(x)e−i(µ+µ1)tψ0(x)e−iµt
ψ−1(x)e−i(µ−µ1)t
 , (36)
Since the Hamiltonian (1) has the SO(3) spin-rotational
symmetry, then Ψ′(x, t) = UΨ(x, t) is a solution to the
equations of motion (2). Here U is the three-dimensional
rotational matrix in the spin space expressed by the three
Euler angles (α, β, γ),
U =
 e
−i(α+γ) cos2 β2 − 1√2e−iα sinβ e−i(α−γ) sin
2 β
2
1√
2
e−iγ sinβ cosβ − 1√
2
eiγ sinβ
ei(α−γ) sin2 β2
1√
2
eiα sinβ ei(α+γ) cos2 β2
 .
(37)
6Given the non-zero value of µ1, we observe that Ψ
′(x, t)
is an exact non-stationary solution. It is notable that
Ψ′(x, 0) is no longer the stationary solution to the
Eqs.(4). In this section, we construct the correspond-
ing non-stationary solutions associated to the stationary
solutions obtained in the previous section. We will fix
the Euler angles α = 7pi/13, β = pi/4 and γ = pi/11.
A. Solution associated to Type A
By applying the spin-rotational transformation to the
stationary solution (6), we obtain the the non-stationary
solution as follows:
Ψ′(x, t) =
 ψ1e−i(µ+µ1)te−i(α+γ) cos2(β2 ) + ψ−1e−i(µ−µ1)te−i(α−γ) sin2(β2 )ψ1e−i(µ+µ1)te−iγ sinβ/√2− ψ−1e−i(µ−µ1)teiγ sinβ/√2
ψ1e
−i(µ+µ1)tei(α−γ) sin2(β2 ) + ψ−1e
−i(µ−µ1)tei(α+γ) cos2(β2 )
 (38)
where ψ1 =
√
A+Bcn2(kx,m)eiθ(x) and ψ−1 =
Dsn(kx,m). The density of each component ni(x, t) =
|ψ′i(x, t)|2, (i = 1, 2, 3) is given by
n1(x, t) = |ψ1|2(cos2 β
2
)2 + |ψ−1|2(sin2 β
2
)2 + 2
√
A+Bcn2Dsn sin2
β
2
cos2
β
2
cos(2µ1t− 2γ + θ),
n0(x, t) = |ψ1|2 sin2 β/2 + |ψ−1|2 sin2 β/2−
√
A+Bcn2Dsn sin2 β cos(2µ1t− 2γ + θ),
n−1(x, t) = |ψ1|2(sin2 β
2
)2 + |ψ−1|2(cos2 β
2
)2 + 2
√
A+Bcn2Dsn sin2
β
2
cos2
β
2
cos(2µ1t− 2γ + θ).
(39)
B. Solution associated to Type B
By applying the spin-rotational transformation to the
stationary solution (15), we obtain the non-stationary
solution as follows:
Ψ′(x, t) =
 ψ1e−i(µ+µ1)te−i(α+γ) cos2(β2 ) + ψ−1e−i(µ−µ1)te−i(α−γ) sin2(β2 )ψ1e−i(µ+µ1)te−iγ sinβ/√2− ψ−1e−i(µ−µ1)teiγ sinβ/√2
ψ1e
−i(µ+µ1)tei(α−γ) sin2(β2 ) + ψ−1e
−i(µ−µ1)tei(α+γ) cos2(β2 )
 , (40)
where ψ1 =
√
A+Bsn2(kx,m)eiθ(x) and ψ−1 =
Dcn(kx,m). The density of each component ni(x, t) =
|ψ′i(x, t)|2, (i = 1, 2, 3) is given by
n1(x, t) = |ψ1|2(cos2 β
2
)2 + |ψ−1|2(sin2 β
2
)2 + 2
√
A+Bsn2Dcn sin2
β
2
cos2
β
2
cos(2µ1t− 2γ + θ),
n0(x, t) = |ψ1|2 sin2 β/2 + |ψ−1|2 sin2 β/2−
√
A+Bsn2Dcn sin2 β cos(2µ1t− 2γ + θ),
n−1(x, t) = |ψ1|2(sin2 β
2
)2 + |ψ−1|2(cos2 β
2
)2 + 2
√
A+Bsn2Dcn sin2
β
2
cos2
β
2
cos(2µ1t− 2γ + θ).
(41)
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FIG. 5: The density distribution of the non-stationary solu-
tion (38). The parameters are the same as in Fig.1.
Fig.(5) and Fig.(7) depict the temporal evolution of
the density in each component from the non-stationary
solutions (38) and (40). They exhibit periodical struc-
tures in both the time and the space. Fig.(6) and Fig.(8)
describe the evolution of the spin-polarizations for the
non-stationary solutions (38) and (40) at t = 0, t = 0.1s
and t = 0.2s, respectively.
C. Solution associated to Type C
By applying the spin-rotational transformation to the
stationary solution (22), we obtain the the non-stationary
solution as follows:
Ψ′(x, t) =
 ψ1e−i(µ+µ1)te−i(α+γ) cos2(β2 ) + ψ−1e−i(µ−µ1)te−i(α−γ) sin2(β2 )ψ1e−i(µ+µ1)te−iγ sinβ/√2− ψ−1e−i(µ−µ1)teiγ sinβ/√2
ψ1e
−i(µ+µ1)tei(α−γ) sin2(β2 ) + ψ−1e
−i(µ−µ1)tei(α+γ) cos2(β2 )
 (42)
where ψ1 =
√
A+Bsn2(kx,m)eiθ(x) and ψ−1 =
Ddn(kx,m). The density of each component ni(x, t) =
|ψ′i(x, t)|2, (i = 1, 2, 3) is given by
8x
x
x
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FIG. 6: Snapshots of the spin-polarization distributions of the
non-stationary solutions (38) at t = 0s, t = 0.1s and t = 0.2s,
respectively.
n1(x, t) = |ψ1|2(cos2 β
2
)2 + |ψ−1|2(sin2 β
2
)2 + 2
√
A+Bsn2Ddn sin2
β
2
cos2
β
2
cos(2µ1t− 2γ + θ),
n0(x, t) = |ψ1|2 sin2 β/2 + |ψ−1|2 sin2 β/2−
√
A+Bsn2Ddn sin2 β cos(2µ1t− 2γ + θ),
n−1(x, t) = |ψ1|2(sin2 β
2
)2 + |ψ−1|2(cos2 β
2
)2 + 2
√
A+Bsn2Ddn sin2
β
2
cos2
β
2
cos(2µ1t− 2γ + θ).
(43)
D. Solution associated to Type D
By applying the spin-rotational transformation to the
stationary solution (29), we obtain the the non-stationary
solution as follows:
Ψ′(x, t) =
 ψ1e−i(µ+µ1)te−i(α+γ) cos2(β2 ) + ψ−1e−i(µ−µ1)te−i(α−γ) sin2(β2 )ψ1e−i(µ+µ1)te−iγ sinβ/√2− ψ−1e−i(µ−µ1)teiγ sinβ/√2
ψ1e
−i(µ+µ1)tei(α−γ) sin2(β2 ) + ψ−1e
−i(µ−µ1)tei(α+γ) cos2(β2 )
 , (44)
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FIG. 7: The density distribution of the non-stationary solu-
tion (40). The parameters are the same as in Fig.2.
where ψ1 =
√
A+Bdn2(kx,m)eiθ(x) and ψ−1 =
Dsn(kx,m). The density of each component ni(x, t) =
|ψ′i(x, t)|2, (i = 1, 2, 3) is given by
n1(x, t) = |ψ1|2(cos2 β
2
)2 + |ψ−1|2(sin2 β
2
)2 + 2
√
A+Bdn2Dsn sin2
β
2
cos2
β
2
cos(2µ1t− 2γ + θ),
n0(x, t) = |ψ1|2 sin2 β/2 + |ψ−1|2 sin2 β/2−
√
A+Bdn2Dsn sin2 β cos(2µ1t− 2γ + θ),
n−1(x, t) = |ψ1|2(sin2 β
2
)2 + |ψ−1|2(cos2 β
2
)2 + 2
√
A+Bdn2Dsn sin2
β
2
cos2
β
2
cos(2µ1t− 2γ + θ).
(45)
Fig.(9) and Fig.(11) depict the temporal evolution of
the density in each component from the non-stationary
solutions (42) and (44), respectively. They exhibit pe-
riodical structures in both the time and the space.
Fig.(10) and Fig.(12) describe the evolution of the spin-
polarizations for the non-stationary solutions (38) and
(40) at t = 0, t = 0.1s and t = 0.2s, respectively.
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FIG. 8: Snapshots of the spin-polarization distributions of the
non-stationary solutions (40) at t = 0s, t = 0.1s and t = 0.2s,
respectively.
IV. SUMMARY
In summary, we have analytically presented several
types of stationary solutions to the 1D coupled nonlinear
GPEs. Obviously, we can obtain a lot of other stationary
solutions with different combination of the Jacobian el-
liptic functions. In the meanwhile, we derived exact time-
evolution solutions by making use of the spin-rotational
symmetry of the Hamiltonian. We emphasis that the
solutions in Sec.II are stationary. They become non-
stationary in Sec.III only after the SO(3) spin-rotation
applying to the equations of motion (2). The non-zero
parameter µ1 plays an important role in constructing
these non-stationary solutions. Our method is applicable
to the F = 2 spinor BECs. Works in this direction are
in progress.
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FIG. 11: The density distribution of the non-stationary solu-
tion (44). The parameters are the same as in Fig.4.
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