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Introduction
The success of any scheme that attempts to deliver desirable levels of Quality of Server (QoS) for the future Internet must be based, not only on technology improvements, but on users' requirements [14] . To date, the majority of research on QoS is systems oriented, focusing on the scheduling and routing of network traffic. Although it is often recognized that a measurement of user satisfaction must be included in assessing network efficiency [22] , relatively minor attention has been paid to user-level QoS issues. The number of Electronic Commerce (e-commerce) users is rising. As the e-commerce industry grows the topic of providing adequate QoS for the Internet becomes increasing critical to businesses. To provide the flexibility needed to respond to customer requests Web pages that support e-commerce applications typically are dynamically computed. This means that the delays witnessed by users are directly affected by server performance, and not simply due to download times. Inevitably, more requests are made of servers than they can immediately handle − the magnitude of user demand outstrips server capacity. The outcome of this situation is that often some users are denied access to the server, or the accessed service is unacceptably slow As the World Wide Web is rapidly increasing with numbers of users expected to reach 320 million by 2002 [32] , the increase in network usage is paralleled by a growing diversity in the range of supportable applications. Because of its accessibility, a vision of the future Internet offers the potential to break traditional barriers in communications and commerce. However, the current service to users is often unacceptable [10] [27] and is likely to remain so in at least the near future [4] .
The components of QoS systems are extremely difficult to integrate. For example, server utilization cannot be divorced from the requests made to that server from applications, or from network conditions. For example, providing another 5% worth of server utilization may require a considerable amount of computational effort, but have minimal incremental benefit to users. A difficult but central question for server designers in the future is to what degree user perception of improved quality of service can be translated into metrics that can be used to inform service providers in designing resource allocation strategies. The real challenge for future network designers, therefore, may not solely lie in maximizing utilization of servers, but in ensuring that the service provided is both efficient and subjectively valuable to users [6] . This paper reports results from a set of studies into how users define and perceive Internet QoS. We describe empirical work that shows that a mapping can be developed between objective and subjective expressions of latency. Latency is defined as the delay between a request for a Web page and receiving that page in its entirety. We chose to study latency, not simply because it is associated with the most common cause of poor QoS, but because it represents a problem that is likely to escalate as Internet usage inevitably grows [24] . We use qualitative data to elaborate the motivations behind behavior observed in empirical work. We then show how these results can be included in server design to improve users' realized QoS. Our server designs use prioritization schemes that attempt to meet the increasing demand for access to network bandwidth according to the QoS needs of applications [15, 16, 33] . Priority scheduling schemes can be implemented in the server mechanisms that queue and service traffic from particular applications in a specific order. Schemes such as differentiated services exploit this ability by classifying packets of information in certain service profiles [5] . It should not be assumed that the requirements of applications regarding QoS can be divorced from the requirements of those who ultimately use those applications [33] . However, it is currently not known to what extent objective QoS metrics relate to user perceptions of quality and impact the behavior of users. Only by understanding this relationship can we define the potential trade-off between the cost of resource allocation for the service provider, and the benefits in increased business gained by providing a level of QoS perceived as valuable by users.
The rest of this paper is organized as follows. Section 2 describes the objectives and design of experiments to assess user's tolerance for delay in an e-commerce setting. Section 3 describes the results of these studies. Section 4 shows how these results can be incorporated into server designs to achieve improved perceived QoS for users. Section 5 discusses the implications of poor performance of e-commerce sites. Finally, section 6 wraps up with some remarks about future works and our conclusions.
2 Experimental assessment of users' tolerance for delay
Objectives
Measured thresholds for QoS are i ncreasingly important to system designers [17] . Establishing a mapping between objective and subjective QoS is perhaps the most direct way research can enable servers to be designed to provide maximum utility. A common finding from previous research is that QoS delivered by servers must accord with users' expectations in order to be perceived as acceptable [6] [7] . Objective measurements, such as response time and delay cannot, however, fully characterize the factors that drive these expectations. A consistent finding is that QoS received by users should concur with their expectations but that these expectations change according to the pattern of quality received [7, 10] . The characterization of factors that impact users' expectations is complicated by the fact that many such factors are interrelated. For example, Web pages that are retrieved faster are judged to be significantly more interesting than their slower counterparts [31] , and users may judge a relatively fast service to be unacceptable unless it is also predictable, visually appealing and reliable [7] . Indeed, the weight of evidence from prior research suggests that there is no direct correlation between objective levels of quality received by users and their perceptions of that quality. To predict users' tolerance for QoS it is therefore necessary to understand what motivates users' judgements of QoS. We selected study participants that met the profile for e-commerce users that were experienced Internet users. The measures of QoS were established during a representative set of e-commerce tasks. We set out to define the minimum latency users will tolerate before they find that level of QoS unacceptable and potentially take their business to a competitor.
Our experiments enabled us to address the following questions:
• Are there objective measures for user's tolerance of delay?
• Is this tolerance affected by the task?
• Is this tolerance affected by the duration of interaction with the site?
• What is the perception of businesses that have poor QoS ?
• Does web site design influence user's tolerances
Experimental Design
We set out to design experiments that would allow us to assess whether we can measure and therefore predict a user's tolerance for delay and what affects this tolerance. To gather this information we created a Web site with delay and bandwidth programmability. This provided a self-contained and consistent Web shopping experience.
Because we focused our interest in Web QoS for e-commerce, we selected participants that would match the profile of Internet shoppers. There were 30 male participants, between the ages of 18 and 68, in the study. It was essential that a homogenous group of users was selected, because users with different amounts of knowledge and experience of Web QoS have different expectations of QoS [7] . We restricted our sample to participants who:
• Use the Internet for at least 2 hours per week • Have made at least 2 purchases on the Internet in the last year.
• Have at least an intermediate level of self-assessed skill with using computers.
Male participants were selected for the study as it has been shown that there are gender differences in visual perception and learning [25] . Males were identified as the most frequent users of Internet services [30] .
The participants were given a the same task series so that their path through the site would be consistent. The task involved configuring and purchasing a home computer system. We wanted the task chosen for the experiment to be as ecologically valid as possible. We therefore chose an ecommerce site currently in operation, the HP Shopping Village [19] (see Figure 1 ). This busy site is ranked first for retail revenue generated by e-commerce [18] . This situated the task strongly in a real-world context. During the task participants were asked to purchase each component of the computer separately. To answer the research questions, it was necessary that the chosen task meet certain criteria. To study whether users' requirements for QoS were similar for similar sub-tasks, a set pattern of actions was repeated through the task. For each component purchased participants were required to:
1. View a class of similar products. 2. Select a specific product from a class of products. 3. Add the chosen product to their shopping cart. 4. View the contents of their shopping cart.
We needed a consistent set of tasks to determine if users' tolerance changes over time. If the tasks had been widely variable, then any change in tolerance could be ascribed to the variation in what participants were asked to do, and not to a genuine accumulation of frustration. The task was designed so that all participants followed the same path through the Web site.
Participants gave feedback on Web performance satisfaction through:
• interaction with a quality rating browser extension, • verbal protocols -participants talked aloud while performing the experimental tasks --and • a set of four focus groups.
We correlated user feedback with actual known delay measurements and built a model of users' tolerance. The capture of QoS acceptability information, in our study, was driven by the correlation of user interface button clicks for rating of QoS, verbal protocols, and a set of four focus groups. The inclusion of verbal protocols enabled us to gather feedback from users during interaction with the web site while focus group studies enables us to explore issues raise during the protocols in a wider context.
Experimental conditions
The first condition in the study investigated how the latency between requesting a page and receiving it is perceived by users. Varying the latency in this condition has the effect that the page where the link has been clicked remains displayed in the browser until the next page has been loaded. This next page is then brought up in its entirety. Predetermined delays ranging from 2 to 73 seconds were injected into the loading process. The choice of this range of speeds was guided by speeds that users had perceived to be qualitatively different in previous research [11] [31] . Previous research has established 3 thresholds relating to users' tolerance for delay [20] . For delays of 0.1 seconds or less, users perceive the response as immediate. A threshold of 10 seconds was identified as the point at which a significant number of users perceive the delay to be unacceptable. According to this research, a 10 second delay corresponds to threshold where users loose their attention to the task at hand. These findings fit with the literature on cognition [35] . Two stimuli within 0.1 second of each other fuse into a single precept, e.g. two pictures seen within 0.1 second fuse into a perception of motion; animation breaks down if longer than 0.1 sec/frame. The coarsest level of interaction1 is the "unit task", the pace of routine cognitive skill, e.g. 10 seconds is about the time needed to select text on a screen and modify it. Thus, a delay of over 10 seconds constitutes a disruption in the "unit task" and may cause disorientation and reduced performance. Other research has described thresholds that are perceived as qualitatively different over a wider range of latency [31] .
There were two sequences of delay for latency. Pattern 1 mimicked a random pattern of delay. In pattern 2, the delay generated on the Web pages was relatively smooth.
Experiment 1 Classification of latency
Participants were asked to perform the shopping task and rate the latency received for each Wweb-page access. An interface ( Figure 2 ) was developed to register ratings. Participants were directed to click one of the buttons in this interface for each Web page accessed. Participants were told that the black button should be used to indicate that the quality was totally unacceptable.
Experiment 2 Control of latency
In this condition, users were told that if they found the delay of the Web page unacceptable they could click a button labeled 'Increase Quality'. The effect of this button was to immediately bring up the requested page. Previous research suggested that this would be a valid measure of users' requirements for speed [6] . This experimental set-up contrasts users' opinions about tolerance of QoS, captured in classification conditions, with what can be inferred about users' tolerance from their behavior when they controlled the quality.
Experiment 3 Incremental Loading
This part of the study investigated whether users would be more tolerant of delay when Web pages loaded incrementally instead of all at once. Previous research suggests that providing continuous feedback reassures users that the system is working and, more importantly, gives them something to look at while waiting [26] . However, [28] points out that standard browser feedback, provided in the form of progress bars, fails to communicate the amount of the page that has been completed. Loading Web pages incrementally can address this shortcoming, while providing users with visually interesting feedback. The flow of information between Web server and client was manipulated to cause the Web pages to load in parts. In our task, participants would receive the banner of the next page as soon as they clicked a link. This was followed by text, and later, graphics. Participants were asked to evaluate the time it took for the whole Web page to complete using the same GUI as in experiment 1. The time taken for specific pages to complete was random. Figure 3 shows the mean delay taken by each Web page to complete in condition 3. These measurements were taken using client-based software that captures latency received by users with 100% accuracy [13] . Web-page access Latency (sec)
Figure 3: Incremental loading latency
Participants were split into two groups for the investigation of latency in experiments 1 and 2. 15 participants received pattern 1 for both the classification and control of latency, while the remaining 15 participants received a pattern 2 for both the classifications and control of latency. 
Results
The key finding of the research was a mapping between objective QoS and users' subjective perceptions of QoS. The data we gained from verbal protocols and focus groups indicates that participants were strongly influenced by their expectations of the delay when responding to the QoS they received in the experiment.
Focus group data indicated that tolerance of delay was decreased when there was a conflict between the level of quality expected and that received. We found that there was almost unanimous agreement among participants concerning the factors that help form these expectations. These expectations are influenced by contextual factors including the type of task, the method of page loading, and cumulative time of interaction. We also found that there are very real business consequences of slow server response times. Users believe that if performance is poor, the security of the site may be compromised. Poor performance also leads to loss of customers.
3.1
Measures of users' tolerance for delay. Verbal protocols indicated that participants used the "Low" button when they found the QoS was unacceptable; very few participants used the black button labeled "X". We took this into account by aggregating the "Low" button and 'X' button responses when conducting a set of Chi-squared tests for statistical significance. Figure 4 shows the average classifications among participants in experiment 1 (classification of latency). Table 2 shows that the threshold where QoS is judged as 'Low' is around 11 seconds. This finding is consistent with previous work that established this threshold for holding users' attention to the task [20] . The range of latency assigned by participants to each classification in condition 3 (incremental loading) are almost 6 times higher in each case compared to the classifications made in condition 1 (see Table 2 ).This indicates that users are more tolerant of latency when Web pages load incrementally than when there is a delay followed by the display of the page in its entirety. These results indicate that incremental loading may help to maintain users' attention to the task at hand, rather than to the QoS they receive. Furthermore, Table 2 shows us that, relative to the selection of 'Low' or 'Average', quality of service is more likely to be classified as 'High' in condition 3 (incremental loading); this category is proportionately much larger in experiment 3 compared to experiment 1 (classification of latency).
We observed, in experiment 2 (control of latency) that there was a large standard deviation among participants in terms of their tolerance of latency, Although the average tolerance was 8.57 seconds in this experiment, the standard deviation was 5.85 seconds. It is not possible for us to conclude that users will tolerate a specific amount of latency before finding that QoS unacceptable. Multiple regression analysis revealed that the number of hours participants used the Web significantly influenced their tolerance for latency. Higher levels of Web usage were associated with less tolerance for delay during interaction (p<0.01). The large standard deviation observed when participants were asked to control latency may have been due to the differences among participants in terms of their risk-taking behavior. Participants differed in terms of whether they took advantage of the fact that there was no penalty for pushing the button to increase quality. This difference is also suggested by the fact that there was no correlation between participants' tolerance when classifying latency and their tolerance when controlling latency. To gain useful insights from this condition, we therefore investigated the levels of tolerance demonstrated by each individual participant. 
The duration of time users interact with the site
Investigating whether tolerance for delay is influenced by length of session is especially pertinent in the area of ecommerce. On one hand, users' frustration at delays incurred may accumulate. This would mean that they would tolerate less delay as the session time increases. This is a likely scenario because it has been shown that users conceptualize the quality of their interaction according to their ability to reach the top-level goal. In the case of e-commerce this goal often is to make a purchase. Furthermore, in e-commerce, subtasks are by nature structured so that the act of purchasing is normally the last in a chain of related operations. If users' tolerance for delay decreases over time, then this has clear impact for loss of business on the site. On the other hand, as the length of the session increases, users have invested more time towards reaching their goal of purchasing a product. It may be that, as the time remaining to complete their task decreases, users' tolerance for delay goes up.
In all conditions we found that users' tolerance for delay decreased as the length of time they spent interacting with the site increased. In all cases this finding is statistically significant (p<0.01). The effect is more powerfully significant for condition 3 (p<0.001). Figure 5 is an example of the maximum delay tolerated by a participant in condition 2. Maximum tolerance for delay is represented by the point at which the participant clicked the 'Increase Quality' button.
Our results suggest that users become increasingly frustrated with delays incurred during interaction. Qualitative data shows that although users are less likely to leave an on-line shopping site once they have place objects in their shopping cart, they are no more tolerant of delay. In fact, users are more likely to become annoyed in this situation as they feel they have less control over interaction and have been manipulated into being forced to endure poor QoS: 
'I'm already half way through what I wanted to do, now I'm caught because I can't leave, but I won't come back'.

Expectations based on task.
The goal a user, when interacting with any network application, has been shown to affect not only the level of QoS that the user will tolerate but the very definition of quality [33] . For example, requirements for high video performance are more prominent in interactive tele-teaching tasks than in listening to lectures [23] . Furthermore, it has been established that large quality variations should be avoided for audio transmission [wa] . We set out to investigate the influence of users' tasks on their tolerance of delay in the e-commerce environment. Our findings suggest that there is a distinction to be made between a situation where a user interacts with a Web site for information gathering purposes and where that user interacts to undertake a specific action (in our context, to buy an item):
'…it depends on the intent. If I'm browsing for something then the (quality) I get isn't so important as if I've got a definite mission in mind.'
The type of real-world task in which they are engaged is likely to be involved in forming expectations of QoS and therefore have an influence on the amount of delay tolerated:
'When I've added stuff to the list…I would expect it to take a little longer than when it's got preset pages'. 'Like when you're comparing I expect that to take a little longer because it's going to have to go out and get information'.
Qualitative data suggests that participants expect different tasks to take longer than others. From this information we were able to classify tasks according to participant's expectations of the latency each task should incur. High tolerance tasks were:
• Comparing several items.
• Viewing the shopping cart.
By comparison, low tolerance tasks were:
• Returning to a previously accessed page.
• Viewing a class of products.
• Adding to the shopping cart.
During the experiments we found that users tolerated different levels of latency depending on what they were doing. For one participant, As can be seen from Figure 4 , participants classified an 8 second delay, corresponding to comparing different printers, higher than that for a 6 second delay, corresponding to viewing a class of monitors. Statistical tests show that users will accept more delay when they are comparing products or viewing the contents of their shopping cart than when they are viewing a class of products or adding to the shopping cart, (p<0.01).
Qualitative data showed that participants had a conceptual model of the way that networks store and access information. This conception influenced users' tolerance for delay. For example, our data indicated that tolerance for delay associated with specific tasks was dependent on a) if the user believed that the task required accessing a database, e.g. from which to compare products, b) if the task involved a calculation to be made, e.g. in calculating the total spent from the items placed in the shopping cart.
'when I brought up my shopping cart I figured it would have to compile a bit longer so I was more willing to wait a little bit for it to come up'.
In an e-commerce environment different tasks imply different levels of economic incentive on the part of the company whose products are sold. For example, participants expected tasks like adding to the shopping cart to be relatively fast because of the company's motivation to encourage user's to make a purchase. Although no pages were cached in the experiment, participants awareness of this technology made them relatively intolerant of delay when re-visiting previously accessed pages.
Our findings suggest that users anticipate the amount of time it will take them to perform particular on-line tasks. This anticipation helps form their expectations of the time it should take them to complete a whole task. Our results suggest that when the process of completing a task is disrupted by unanticipated delays a conflict arises between users' expectations and the QoS they received. That QoS is therefore more likely to be rejected:
'So I'll be sitting there for half an hour so I'm set for that…so a lot of it depends on the time I anticipated I had when I set out'.
'If I'm going to buy something that I need to do research on, mentally I'll allocate more time'.
Feedback
If delivered quality is to concur with users' expectations, that service must be predictable [25] . Previous work has established that predictable quality is important in promoting users' confidence that the transactions they make are secure [id] . Other previous research has established thresholds by which Web page response times can be classified, and related these thresholds to the need for browser feedback to enable users to predict response times. [20] . If the delay from request to the display of a Web page in the browser is one second or less, then there is no interruption to users' flow of thought. Users perceive this response to be immediate and therefore do not require feedback in the browser. However, in the frequently occurring situation where servers cannot provide an immediate response, continuous feedback must be provided. Feedback is especially important if the delays incurred are likely to vary, as in our study [6] . Feedback enables users to predict the amount of time they will have to wait. We investigated the interaction between providing feedback to the browser and overall judgements of QoS by comparing users' tolerance for delay under two conditions:
1) Page loads incrementally: The Web page would be brought up in parts. In our study this meant that users would receive the banner heading the site first, followed by graphics and, later, textual information. 2) All information displayed together: The Web page from which users clicked the link would remain displayed in the browser until the entire next page could be downloaded. Consistent with previous research [20] , we found that, in circumstances where feedback is provided (condition 3), tolerance of delay is significantly higher.
Qualitative data suggests that the value of feedback is that it:
• Promotes confidence that users' requests are being processed: 'As long as you see things coming up it's not nearly as bad as just sitting there waiting and again you don't know whether you're stuck'.
• Enables users to estimate how long they will have to wait until they can interact with the site: 'Well I know if it's saying 33% or whatever then I'll have to wait a couple of seconds'.
• Focuses their attention by giving them something to look at while waiting: '…at least you're not sitting there with nothing to look at, while I'm waiting for it to come up, I can be reading'.
Some participants in our study used the standard browser feedback -messages of percent download completed within a small status bar --to assess activity in the network. Typically, these participants did not prefer incremental loading. This finding confirms the strength of incremental loading as being indicative of the processing of a request. Either browser feedback or incremental loading can provide this feedback.
Implications for server design
The perspective of this work is not only to understand user behavior relating to QoS, but to interpret those findings into solutions for real-world problems. Our findings have implications for the way that servers dynamically control the processing and delivery of information in response to users' requests. For example, Web servers can be altered to modify the scheduling of requests so requests are served more selectively than with the traditional FIFO mechanism. These papers [1, 2, 5] give architectures for modification of Web servers to allow control of scheduling of requests and resources given to these requests. There are also several operating systems efforts underway to account for and control system resources given to each class of web request [2, 12] . While we have the technology to better control the level of service each web request receives, little work has been done to define and implement policies based on user perceptions of quality of service. In this section, we provide some insights into appropriate policies for web server QoS controls that can adjust the server response time to more closely match the expectations of users, therefore maximizing the utility of the sever.
In addition to active changes in Web server scheduling mechanisms, these thresholds of response time can be used to associate objective performance to Web server monitoring data, such as logs from servers which show response time. For example, if the response times are less than 5 seconds 95% of the time, then we can make the general conclusion that users experience high QoS 95% of the time. This interpretation of log and real time monitoring data is critically important as it provides a user's perspective of performance. The interpretation of objective thresholds of performance can also be used to decide when a site should be upgraded if the goal of the enterprise is to assure high QoS. Without these objective measures the enterprise is only presented with absolute server response numbers and no way to associate perceived QoS with this data.
Meeting latency requirements
To facilitate user satisfaction all requests should be processed within the latency requirements for high QoS rating given in table 2. We propose to modify the scheduling algorithms of Web servers to ensure that tasks complete within their deadlines. This can be accomplished, for example, by Earliest Deadline First scheduling. Each request that enters the web server has an associated deadline for completion. The association of deadlines with requests can be fairly fine-grained; the deadline associated with the request can be based on the task. From our study results it was clear that users have different models in their mind about which tasks "should" take a while and which tasks should be fairly quick. These different deadlines can be assigned by parsing the URL for the request, where the URL has been encoded to indicate task urgency (see Section 4.3), and then associating the correct deadline. The server is given fine-grained information about which tasks are expected to finish quickly.
Current Web servers such as Apache are a collection of processes and execution threads that all implement a fairly simple model of -wait for a new request, accept the request, process the request, send the results to the client. There is no control over which request completes first. Requests are simply executed as soon as a server process/thread is available and can accept the connection. This means that a potentially important request with very low latency requirements can be waiting in the queue and no process has been assigned to service it. By the time a process accepts the requests and determines its scheduling precedence, the deadline may have passed. This is an especially critical problem when servers are busy and therefore the delay increases before a process is available to handle the request. Web servers can be modified to accept all connections quickly for classification, then, after consulting QoS policies, calculating deadlines for each request. The server processes then can select the next most urgent request to complete.
One of the most efficient ways to improve server resources is to complete work that has higher value. We can use our findings of objective thresholds to enable servers to process requests while they still have utility to users. It does not benefit users if server resources are wasted on requests that have been waiting too long and therefore the client has long since moved on to other web pages.. When servers are overloaded they can waste time by processing requests that have long since ceased to have importance to the requester. The ability to associate timeliness data with each request allows the server to be more selective in its scheduling
In addition to providing better service to all users, our objective measures can associate target performance for different classes of service. Current proposals for differentiated QoS [2] [5] are driven by relative measures of performance -e.g. in best-effort vs. premium service. They are not based upon absolute measures of performance. We can only assure that a premium client was receiving better service than a best-effort class of service client. When a premium client receives slow responses it is not reassuring to tell the client that there are users who have less priority. Using our data for high, average, and low response time ratings we can associate specific deadlines with different classes of service. Each request can be marked with not only the priority of the request but also with a specific deadline that satisfies the specific class of service. This allows the server to offer differentiated services, not based on priority scheduling, but based on actual performance within defined objective measures.
In the case of differentiated services where a server provides OS-level support for allocation of resources based on class of service, the performance of each class can be compared to what the targets are for the class. If the target performance is not attained, then the server will have to allocate more resources to the premium class. This is an important auditing and control mechanism. Otherwise we know only that a class of service has been given a certain share of say CPU resources; it may still be failing to achieve the performance goals.
Duration and latency requirements
A central finding in our study is that users' tolerance for latency decreases over the duration of interaction with a site. Figure 5 shows that this affect is apparent for both relatively low and relatively high levels of delay. A 16 second latency is acceptable to 60% of the participants during the first 4 web page accesses, but not acceptable to anyone for accesses over the 13 th page. This is extremely significant, as e-commerce sites generally have a fairly involved site where a transaction is composed of many web page accesses. A 6 second latency was rated as acceptable for all participants until the 3 rd page access and then the number of users that rated it as acceptable declines steadily to 80% for 20 or more accesses.
If an e-commerce site wishes its customers to rate their shopping experience as acceptable, then the site must assure that the performance does not degrade. This can actually mean that the latency must improve over the duration of a session. This has a particularly profound effect upon the maintaining of ongoing customer relationships, i.e. ensuring repeat business. Our focus groups found that users will complete a shopping transaction even while the site has poor performance just because they have loaded up their shopping card and therefore have a significant investment of time and energy at the site. However, if performance is perceived as not acceptable, the customer will remember that shopping experience and actively avoid the specific site again. This results in perhaps one completed sale but more importantly one customer who will not come back to the site. This information about a repulsed customer is not contained in any log; only the successful transaction is recorded which misleads the e-commerce site operator. To ensure repeat business, the transaction must complete with acceptable performance for each page access.
The phenomenon of duration causing users to be more critical of performance can be expresses as a function that takes into account the duration of the session. Here we express the utility of a session of requests as a number between 1 and -1, where utility > 0 indicates that acceptable performance thresholds have been exceeded, utility = 0 indicates that the service is exactly acceptable, utility <0 is unacceptable performance. Total utility of as session of length N can be expressed as:
Based on our data, threshold(i) decreases as i increases which implies that latency(i) must improve as i increases.just to maintain the same utility over a session. This relationship is illustrated in Table 3 below.
Page nbr Threshold(i)
Utility Table 5 : Utility Values for Different Latencies over Time A e-commerce site generally has a notion of a session which is typically implemented using cookies. A cookie is used to associate a user with a shopping cart and profile. The cookie can directly encode a session duration field is be used to index into a table of session duration. With this information the server can schedule response times to maximize the utility for each user, for the average of all users, or for a premium class of users. The server can use the session length as an indication of the tolerance of the user to delay. At a minimum, this calculation of utility can be used to more exactly assess the performance of the site by taking into account the session duration. An alternative to this cookie method is the use of URL parameters that encode the length of the session. This is described below in section 4.3.
Task expectations and latency requirements
Although our experiments did not exactly quantify the difference in latency between different types of tasks, we did note significant differences in tolerance and this was confirmed during focus group discussions. The importance of the finding is that users' expectations are different based on their beliefs about the complexity of the task, the slowness of access of remote information, or the effects of caching. We can apply this to web site performance by classifying requests by the kind of access type and then apply appropriate deadlines to the task. To establish the expectations of users, the task sets for each site can be profiled through user testing. A table can be established that maps quality ratings to the latencies of specific tasks. This information can be used in conjunction with duration information as well. The association of tasks to deadlines can be encoded in the URL. There are several ways that this can be done. The simplest is to embed this information in parameters for the URL so that servers can classify requests with minimum performance penalty. For example http://www.shopping.hp.com/cgi-bin/shopping/scripts/general/shopping_basket.jsp is a URL that our participants believed could take some time to process because it retrieves a shopping basket. On the other hand, the main home page http://www.shopping.village.hp.com was one they felt should load up immediately. We can associate a deadline with the URL by to passing this information as a parameter that can be quickly parsed and does not require consulting a table of URLs for the appropriate deadline. For deadlines that can be calculated once such as task based deadlines the URLs can be included in the parameter, for example:
http://www.e-shopping.com/lots_of_goodies?task_deadline=3
The parameter could also specify a task-type flag that can be interpreted by the servers, for example:
http://www.e-shopping.com/lots_of_goodies?task_type=fast http://www.e-shopping.com/calc_cart_costs ?task_type=calc This task-type flag technique allows the deadline to calculated by the task using other information, such as client class of service or duration of the session for this client. For sites that do not maintain client based session information, the URLs can be dynamically generated to include session duration as well as task deadline parameters. Many e-commerce sites dynamically generate all URLs in each page and include client specific parameters, so there may already exist a framework under which these parameters can be conveniently added.
4.4
When to send feedback?
Using our measures of the latency users will tolerate, we can modify servers to provide feedback to users. Our results have shown that providing information concerning the processing of a request can significantly increase users' tolerance of poor QoS. The experiments in incremental loading show that people are willing to classify the service as high for up to 39 seconds instead of 5 if they have some notion that progress is being made. If the request has not completed within 5-10 seconds the user should be sent some indication that the request is still being processed. At this threshold the user is unsure whether the request has not been received correctly, if the site is down, or if the transaction has failed. The feedback to the user can be delivered as a multi-part HTML reply and can keep the client informed of the progress. It can even include boiler plate information that will be included in the final complete response. Without knowledge about when feedback is or is not to be expected, many users have abandoned long running requests. Informing the user if their request will be delayed above the established threshold for tolerance implicates that the QoS of the task as a whole is seen as better: 
Implications of Web site design
Data from the verbal protocols suggest that the actual design of a Web site can have a profound effect upon the perceived Quality of Service in several areas
Page structure
Previous work has shown that users judge the speed of the service they receive according to their ability to complete the overall goal of their task [n&l] . Verbal protocols taken while participants performed the task indicates that the time taken to scroll down a specific page to locate a link detracts from users' perceptions of page latency. For example, participants reported annoyance with situations that required them to scroll a page to reach the desired information. They were particularly disconcerted in cases where they had to scroll in order to locate the selection to make for adding an item to the shopping cart. This is an example of an interaction affect between page structure and overall perceptions of QoS:
'The speed wasn't bad except (when getting) the paper…plus the fact that you have to scroll down to view your basket'.
Iconic representation
The use of icons in interactive applications has the benefit that they are more easily associated with real-world metaphors than text-based information [Ro] . The functionality of a real-world metaphor can be encapsulated in a simple pictorial representation. The use of icons is, therefore, especially relevant when the intention is to associate the functions of a realworld metaphor with a well-known image. A prime candidate in our study would be the use of a shopping cart. Indeed, many participants suggested that this would have been an intuitive use of graphics, enabling them to clearly see the functionality of the site.
In our task users wanted an "Add to Shopping Cart" button be placed prominently on all pages of the Web site, just as the shopping cart would remain with them through an off-line shopping experience. This would certainly be in the interests of the proprietors of an Internet commerce sites, who wish users to add items to their shopping carts. The fact that this wasn't the case in our study often led users to associate the site with an overall lower standard of service.
Number of links
Another issue for Web site design, which effects perceived quality of service, is the number of link traversals necessary for a user to reach information of interest [20] . It should be noted that improvements to server and/or network performance can only improve the delivery of each individual Web page. If there is an excessive number of Web pages that have to be visited before the item of interest can be retrieved, then the benefits of server and/or network performance improvements will go unnoticed. This implies that the proprietors of electronic commerce sites should apply sound principles of information structuring ---e.g. link trees should be wide, rather than deep -and that such information structuring decisions are as crucial as server performance is to the perception of quality of service.
The point to stress is that the quality of the Web site design is inextricably bound with the perception of quality of service and that any attempts to improve quality of service should include site design as one of the parameters to be considered. Inevitably, providing users with optimum levels of QoS involves sometimes subtle trade-offs between maximizing the ease of use of a site and the speed at which it can be delivered. An obvious example of this is providing iconic as opposed to text-based information. What our results show is that users' overall perceptions of the performance of a site is affected, not just by the objective latency of each page, but by the delay incurred during their interaction with that page. This latter delay can be due to poor Web site design.
Business Implications of Poor QoS
Recent assessments of Web usability indicate that the same QoS dimensions are responsible for the greatest number of degradations in users' perceptions of overall QoS for over three years [20] . Several prominent Internet sites such as www.ebay.com, www.schab.com, and www.brittanica.com have all experienced publicly embarrassing unavailability and poor performance. In a review of twenty prominent sites it was found that what is called the greatest 'design mistake', slow download times, was committed by an average of 84% of web-sites. This figure is likely to be even greater for the aggregate of Web-sites, since smaller companies often provide lower levels of QoS than prominent companies. A recent study of nearly 3000 on-line shoppers found that people use e-commerce sites because they are convenient. If systems designers cannot understand the limits of users' tolerance for slow download times they risk not only promoting users' frustration but also an eventual and significant loss of business.
We found that users' perceptions of the QoS they receive effects, not only the likelihood of going to a competitor's website, but also their opinion of the company's products and of the company itself. A failure to understand users' on-line QoS requirements, therefore, may affect users' conception of a company's stature and commercial viability. As more and more people use the Internet for commerce, service providers must integrate users' QoS requirements into their server design in order to meet the needs of their customers, the retailers whose products are affected by users' on-line experiences of that QoS. Data from users suggest that blame for poor QoS is placed on the server, even though the users in our study possessed a conception of the manner in which data was routed on the network. Indeed, although participants said that they could reason that poor QoS could be due to the amount of traffic on the network, they nevertheless did not intuitively associate this situation as the cause of delay. When participants were questioned about the causes of delay they did not blame network traffic demands, networking infrastructure, ISPs , or even their own modem connections; instead they placed the blame on the individual businesses represented by the sites.
User's expectations of corporate Web sites
Inevitably, if poor -or unpredictable − QoS is habitually experienced at the site of a particular company, the products of that company are likely to be viewed as inferior. Participants in our study believed that companies that are more commercially successful should possess the financial means to supply at least adequate levels of QoS, 100% of the time. This expectation means that users are less likely to accept delays, or refused admissions, to a site that promotes the products of high-status companies: Unpredictable service therefore compromises users' trust in the company. Failure to provide a consistent level of QoS that is needed to maintain users' sense of customer loyalty means that users will not return to that site. Maintaining acceptable levels of QoS is not just the problem of the service provider. The revenue generated by companies whose products are sold on-line, and the advertisers who are their sponsors, is affected by the ability of Web servers to provide acceptable QoS to users. Our data show that the ultimate consequence of falling short of this goal is loss of customers.
Users have too many Web sites that they can use as alternatives if they are either refused entry to one site or are given particularly slow service. There are almost no barriers to switching to another site if performance is unacceptable. This makes performance critical to attracting and keeping customers:
'There's just too many alternatives, I can't think of anything that I can't just go and get somewhere else'.
Compromised Security
Another finding in our focus groups was that users made a connection between poor performance and compromised security. Participants in this study felt that cumulative slowness on Web pages suggested, not only that the products being sold were of inferior quality, but that the security of their purchase was compromised:
'If it's slow I won't give my credit card number'. 'I'd say, you haven't got your resources figured out, you're a poorly managed outfit, I don't trust you any longer'.
Once users perceive security has been compromised, no purchase will be made and the main purpose of any commercial Web site becomes critically compromised. It is therefore crucial for systems designers to understand the effect of cumulative frustration, especially as it is typically in the later stages of interaction that users are likely to commit to a purchase.
Deferring users
There are inevitable spikes of traffic that can overwhelm a server and therefore admission control may be used ocassionally.
We asked participants about their opinions regarding being denied access to a site. Opinions were very negative:
"… Could you imagine going to store and someone saying, 'oh, too many people waiting in line, come back in an hour'."
"… You're going to go to the next store."
Users' conception of the Internet is that it provides service on demand. Indeed, the success of the Internet is in part due to it's convenience[re]. Our evidence shows that users define convenience as 'accessibility' and 'ease of use'. In the same way there is a conception that companies want to encourage visitation to their site. This is especially the case in the realm of Internet commerce. Asking users to defer their requests is therefore in direct opposition to users' concept of service on demand. We found that if sites must defer customers then some sort of incentive should be offered to return to the site. Participants suggested that they would be more willing to defer their request if a discount or 'coupon' was offered as an incentive to go back to the site:
'We'll give you 5% off if you come back, well, that would be a different story'.
Conclusions and future work
This study was designed to investigate users' requirements for Internet QoS.
We have shown that:
• The task in which users are engaged, the length of time they have been interacting with a site, and the method of page loading affects the acceptability of QoS.
• Tolerance of delay is influenced by the conceptual models users have of how the system works.
• Poor web-site performance leads to poor corporate image and often compromises users' conceptions of the security of the site.
We have shown that users' behavior in reaction to the level of QoS can be objectively quantified. Our findings have outlined a set of objective thresholds that reflect users' subjective assessments of quality. We were also able to identify salient parameters to a utility function. This function can be used to predict users' dynamic reactions to the QoS they receive. Predicting such reactions is a crucial step in accommodating user demand.
Our study focused on Web-shopping task and the implications for server performance. We now have data to modify the server to give performance based on the absolute measures of latency for high, average, and low quality of service. To further validate these results, empirical work is needed to test these technical assumptions, for example observing user interaction with a modified server, to determine if a server that consistently meets the objective thresholds for high QoS is in fact perceived by users as a high QoS experience.
Our experience with duration of Web site interaction indicates that thresholds of acceptability change over time. A more precise mapping of these changes is needed. Again it would be interesting to modify a server to improve the completion times of pages as the session time increases. Ideally, we would then be able to analyze the logs of the site and note that there was an increase in completed sessions and therefore successful buying operations.
Our study was specific to a Web shopping task. Further study of users' perceptions of QoS should investigate the validity of our findings in different domains, such as entertainment. The combination of results from different domains would make it possible to create more comprehensive conceptual models to predict how tolerance changes over the length of a session. Our research represents an important first step in identifying that such a relationship exists, and therefore indicating the need for technology to meet this need.
There are several stakeholders in the design of Internet services, whether they be server designers, network providers, advertisers, companies whose products are sold on-line, or consumers themselves. The future Internet will have more users and support a greater diversity of Internet applications. This has the potential to change the way in which consumers interact with companies. From our findings we have been able to show that users' requirements can be integrated into server design. Through this integration it is possible to achieve the customer satisfaction that will play a pivotal role in the success of any commercial system.
