A non-smooth version of the Lojasiewicz–Simon theorem with applications to non-local phase-field systems  by Feireisl, Eduard et al.
J. Differential Equations 199 (2004) 1–21
A non-smooth version of the Lojasiewicz–Simon
theorem with applications to non-local
phase-ﬁeld systems
Eduard Feireisl,a,,1 Fran@oise Issard-Roch,b and
Hana Petzeltova´a,1
a Institute of Mathematics, Czech Academy of Sciences, AV CˇR, Zˇitna´ 25, 115 67 Praha 1, Czech Republic
bLaboratoire de Mathe´matiques, Analyse Nume´rique et E.D.P., Bat. 425, Universite´ de Paris Sud,
91405 Orsay cedex, France
Received February 12, 2003; revised August 27, 2003
Abstract
We consider a simple system modelling phase transition phenomena with long term
interactions. It is shown that any solution converges with growing time to a single stationary
state. To this end, a non-smooth version of the celebrated Simon-Lojasiewicz theorem is proved.
r 2003 Published by Elsevier Inc.
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1. Introduction
One of the simplest models of phase transitions which takes into account long-
range interactions (for example an Ising system with Kac potential) is represented by
the equation:
@twþ wJ½w þ W 0ðwÞ ¼ lW in ð0; TÞ 
 O; ð1:1Þ
where w ¼ wðt; xÞ is the order parameter, W ¼ Wðt; xÞ the temperature, l represents the
latent heat coefﬁcient, and J½w ¼ J  w is a spatial convolution where J is a suitable
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kernel. Bates et al. [3] investigated travelling waves for (1.1) in the isothermal regime
when W is constant, and
J½wðxÞ ¼ ðJ  wÞðxÞ ¼
Z
O
Jðx  yÞwðyÞ dy; JAC1ðRNÞ; jjJjjL1ðOÞ ¼ 1:
The same equation was also studied by Wang [19].
Following the ideas of Caginalp [5], Bates et al. [1] complemented (1.1) by the heat
equation
@tðWþ lwÞ  DW ¼ 0 in ð0; TÞ 
 O: ð1:2Þ
The resulting system (1.1), (1.2) may be viewed as a simple model of phase
transitions where the convolution kernel J accounts for interactions between states
in both short and long scales. Similar models have been examined in many recent
papers; see [2,6,8,9,16] among others.
In this paper, we consider system (1.1), (1.2) on a bounded regular (of class C2þm)
domain OCRN ; Np3 with the homogeneous Dirichlet boundary condition:
Wj@O ¼ 0 ð1:3Þ
and the initial conditions
wð0; xÞ ¼ w0ðxÞ; Wð0; xÞ ¼ W0ðxÞ; xAO: ð1:4Þ
We shall assume
w0AL
NðOÞ; W0AW 1;20 ðOÞ; ð1:5Þ
in particular, the piecewise constant initial states w0; which seem rather natural given
the physical meaning of w ¼71 as ‘‘pure states’’, are allowed.
The corresponding Cauchy problem (O ¼ RN ) for N ¼ 1 was studied by
Bates et al. [1], where existence and uniqueness of global-in-time solutions was
established by means of the semigroup theory. They assume w0AW
1;2; in particular,
the initial conditions composed of pure states are excluded. The case N41 was left
open.
Here we prove a rather general existence and uniqueness result for system (1.1)–
(1.4) under very mild hypotheses concerning the data. More speciﬁcally, the
following theorem holds.
Theorem 1.1. Let OCRN be a bounded domain of class C2þm: Let
J : L2ðOÞ-L2ðOÞ be a compact; self -adjoint operator ð1:6Þ
such that
J : LNðOÞ-Cð %OÞ is compact: ð1:7Þ
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Let WAC1;1ðRÞ be a function satisfying
Wð0Þ ¼ W 0ð0Þ ¼ 0; W 00ðzÞX b for a:a: zAR1 ð1:8Þ
for a certain bX0:
Finally, let the initial data w0; W0 satisfy (1.5).
Then, given T40; there exists a solution w; W belonging to the class:
wALNð0; T ; LNðOÞÞ; @twAL2ð0; T ; L2ðOÞÞ; ð1:9Þ
WALNð0; T ; W 1;20 ðOÞÞ-L2ð0; T ; W 2;2ðOÞÞ; @tWAL2ð0; T ; L2ðOÞÞ ð1:10Þ
satisfying (1.1), (1.2) a.a. on ð0; TÞ 
 O together with (1.3), (1.4).
Moreover, there exists a constant M ¼ MðTÞ such that if w1; W1 and w2; W2 are two
solutions of (1.1)–(1.3), then
jjw1ðtÞ  w2ðtÞjjL2ðOÞ þ jjW1ðtÞ  W2ðtÞjjW1;2ðOÞ
pMðTÞðjjw1ð0Þ  w2ð0ÞjjL2ðOÞ þ jjW1ð0Þ  W2ð0ÞjjW1;2ðOÞÞ ð1:11Þ
for any tA½0; T : In particular, the solution is uniquely determined by the initial data.
Remark. It follows directly from (1.11) that the solution operator of the problem
generates a Lipschitz continuous semigroup on L2ðOÞ 
 W1;2ðOÞ:
It is well known that a convolution operator
J½wðxÞ ¼
Z
O
Jðx  yÞwðyÞ dy
satisﬁes hypotheses (1.6), (1.7) provided JAL1locðRNÞ:
The proof of Theorem 1.1 is based on a priori estimates derived in Section 2.
The next question we want to address is the long-time behaviour of solutions. It is
easy to show (see Section 4) that any strong solution, the existence of which is
guaranteed by Theorem 1.1 satisﬁes the energy equality
d
dt
E½w; W ¼ 
Z
O
ðj@twj2 þ jrWj2Þ dx; ð1:12Þ
where the free energy E is deﬁned through
E½w; W 
Z
O
1
2
wðwJ½wÞ þ WðwÞ þ 1
2
jWj2
 
dx: ð1:13Þ
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Under a suitable coercivity hypothesis on W ; for instance,
ess lim
jzj-N
W 00ðzÞ ¼N; ð1:14Þ
the energy equality (1.12) yields uniform bounds on the solutions as well as
boundedness of the integral
Z N
0
ðjj@twjj2L2ðOÞ þ jjrWjj2L2ðOÞÞ dt:
In particular, one may expect that
W-0 in W 1;20 ðOÞ as t-N
while the o-limit set of the trajectory
S
tX0 wðtÞ should be contained in the set of
solutions of the stationary problem
W 0ð%wÞ þ %wJ½%w ¼ 0 on O: ð1:15Þ
In particular, if the set of all stationary solutions is discrete, any solution w stabilizes
for t-N to a single stationary state.
However, the structure of the set of stationary solutions may be rather complex.
Consider, for instance, the situation when J ¼ D10 is the Green operator
corresponding to the Poisson equation:
DðJ½wÞ ¼ w on O; J½wj@O ¼ 0:
Now, Eq. (1.15) can be written in the form
DðW 0ð%wÞ þ %wÞ  %w ¼ 0; W 0ð%wÞ þ %wj@O ¼ 0:
Assuming the function z/W 0ðzÞ þ z is invertible we get
Dw  GðwÞ ¼ 0 in O; wj@O ¼ 0; ð1:16Þ
where G ¼ ðW 0 þ IdÞ1: It is well-known that for O a ball and G ‘‘large enough’’,
problem (1.16) possesses a non-radial solution wg: Consequently, any rotation of wg
satisﬁes (1.16) forming a continuum of stationary solutions on the same energy level.
A similar situation occurs when O is a rectangular parallelepiped and we impose
periodic boundary conditions. In this case, any spatial shift of a given solution
represents another solution of the problem yielding at least N-dimensional manifold
of stationary states.
The problem whether or not a given solution converges to a single equilibrium is
well known in the abstract dynamical systems theory. We refer the reader to a survey
chapter by Pola´cˇik [14] for the most recent results concerning semilinear parabolic
equations and systems. Let us only remark that the problem is largely open in
the space dimension NX2 even in the simple case of one semilinear parabolic
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equation:
@tu  Du þ f ðuÞ ¼ 0: ð1:17Þ
Positive convergence results for (1.17) can be obtained by the method developed
by Simon [15] for analytic non-linearities f : This approach is based on deep results
from the theory of analytic functions of several variables due to Lojasiewicz [13].
Speciﬁcally, if F : UðzÞCRM-R is a real analytic function on an open neighbour-
hood UðzÞ; then there exist yAð0; 1
2
Þ and e40 such that
jFðvÞ  FðzÞj1ypjrFðvÞj for any jv  zjoe: ð1:18Þ
Loosely speaking, an analytic free energy functional E behaves like a polynomial (of
sufﬁciently high degree) in a neighbourhood of any critical point (a stationary
solution), i.e., a point where its gradient vanishes. Several different versions of this
so-called Lojasiewicz–Simon theorem have been developed in the recent literature,
see [10] for the semilinear wave equations, [7] for degenerate parabolic problems, [11]
for a Cahn–Hilliard type equations, [17] for a general weighted space setting, among
others.
The energy functional in all above-mentioned papers takes a form
E½u ¼
Z
O
1
2
jruj2 þ FðuÞ
 
dx;
i.e., it is a quadratic form perturbed by a non-linear compact functional. The
underlying function spaces are the Sobolev spaces W 1;pðOÞ on which E is analytic
provided p is large enough and F is an analytic function. Similarly as in [15],
convergence takes place in an arbitrarily smooth norm.
On the other hand, the energy functional related to our problem reads
E½w ¼ E½w; 0 ¼
Z
O
1
2
wðwJ½wÞ þ WðwÞ
 
dx:
As we do not expect, or at least it seems very hard to prove compactness of the
trajectories
S
tX0 wðtÞ in LNðOÞ (where E is analytic together with W ); the natural
domain of deﬁnition of E is the Hilbert space L2ðOÞ: It is easy to see that
EAC1ðL2ðOÞ; RÞ; however, it is well-known that, in general, EeC2ðL2ðOÞ; RÞ no
matter how smooth W is. Consequently, Lojasiewicz–Simon’s approach based on
approximate linearizations must be considerably modiﬁed.
In Section 5, a ‘‘non-smooth’’ version of the Lojasiewicz–Simon theorem is
proved. It applies basically to functionals of the form ‘‘maximal monotone
operatorþ linear compact perturbation’’. It is of independent interest and we
believe more applications can be found. Based on this theorem, the following
convergence result is proved in Section 6.
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Theorem 1.2. In addition to the hypotheses of Theorem 1.1, assume that W : R-R is a
real analytic function such that
W 00ðzÞX b for a:a: zAR and a certain bo1; lim
jzj-N
W 00ðzÞ ¼N: ð1:19Þ
Then any solution w; W of problem (1.1)–(1.4) belonging to class (1.9), (1.10) for all
T40 satisfies
wðtÞ-%w in L2ðOÞ; WðtÞ-0 in W 1;20 ðOÞ for t-N; ð1:20Þ
where %w is a solution of the stationary problem (1.15).
Remark 1. The conclusion of Theorem 1.2 still holds if the coercivity hypothesis
(1.14) is replaced by a weaker requirement:
WðwÞ þ 1
2
w2Xmð2Þw2  cð2Þ;
where
mð2Þ4jjJjjLðL2;L2Þ
and
W 0ðwÞwþ w2XmNw2  cN;
where
mN ¼ sup
aX2
jjJjjL½La;La þ d; d40:
Remark 2. The hypothesis of analyticity of W can be weakened in the following
way. Let
wmin ¼ supfw j W 0ðzÞ þ zojjJjjLðLN;LNÞz on ðN; wg;
wmax ¼ inffw jW 0ðzÞ þ z4jjJjjLðLN;LNÞz on ½w;NÞg:
Then the conclusion of Theorem 1.2 remains valid if W is real analytic on an open
interval containing ½wN; wN; where
wN ¼ maxfjwminj; wmaxg: ð1:21Þ
Remark 3. The condition bo1 in (1.19) ensures strict monotonicity of the function
z/z þ W 0ðzÞ—a property which is essential for the convergence proof technique to
work.
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2. Existence
2.1. Vanishing viscosity approximation
Instead of (1.1) and (1.2), we consider a regularized system of the form
@twþ wJ½w þ W 0eðwÞ ¼ eDwþ lW in ð0; TÞ 
 O; e40; ð2:1Þ
@tðWþ lwÞ  DW ¼ 0 in ð0; TÞ 
 O; ð2:2Þ
complemented by the boundary conditions
wj@O ¼ 0; Wj@O ¼ 0: ð2:3Þ
Here, WeAC1;1ðRÞ such that
WeðzÞ ¼
Wð1eÞ þ W 0ð1eÞðz þ 1eÞ for zp 1e;
WðzÞ for jzjp1e;
Wð1eÞ þ W 0ð1eÞðz  1eÞ for zX1e:
8><
>:
Note that
W 00e ðzÞX b for a:a: zAR independently of e40: ð2:4Þ
Now, we can ﬁnd sequences fwe0ge40; fWe0ge40 of smooth functions such that
we0 bounded in L
NðOÞ; ﬃﬃep we0 bounded in W 1;20 ðOÞ; we0-w0 in L2ðOÞ as e-0;
ð2:5Þ
We0-W0 in W
1;2
0 ðOÞ as e-0: ð2:6Þ
It can be proved by standard methods that system (2.1)–(2.3) complemented by
the initial data (2.5), (2.6) possesses a classical solution we; We deﬁned on ½0; T :
2.2. Energy estimates
Multiplying (2.1) by @twe and integrating by parts we obtain
d
dt
Z
O
1
2
weðwe J½weÞ þ WeðweÞ þ e
2
jrwej2
 
dx þ
Z
O
j@twej2 dx
¼ l
Z
O
@twe W
e dx: ð2:7Þ
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Similarly, multiplying (2.2) by We gives rise to
d
dt
Z
O
1
2
jWej2 dx þ
Z
O
jrWej2 dx ¼ l
Z
O
@twe W
e dx: ð2:8Þ
Adding (2.7) to (2.8) we deduce
d
dt
Z
O
1
2
weðwe  J½weÞ þ WeðweÞ þ 1
2
jWej2 þ e
2
jrwej2
 
dx
¼ 
Z
O
ðj@twej2 þ jrWej2Þ dx: ð2:9Þ
By virtue of hypotheses (1.6), (1.8), there exists a constant gX0 such that
Z
O
1
2
weðwe J½weÞ þ gjwej2
 
dxX0 ð2:10Þ
and
Z
O
W eðweÞ þ b
2
jwej2
 
dxX0: ð2:11Þ
Consequently,
d
dt
Z
O
1
2
weðwe J½weÞ þ WeðweÞ þ 1
2
jWej2 þ 1þ b
2
þ g
 
jwej2 þ e
2
jrwej2
 
dx
¼ 
Z
O
ðj@twej2 þ jrWej2Þ dx þ 2
Z
O
1þ b
2
þ g
 
we @twe dx:
Combining (2.9)–(2.11) with Gronwall’s lemma we deduce the estimates:
we bounded in LNð0; T ; L2ðOÞÞ; ð2:12Þ
ﬃﬃ
e
p
we bounded in LNð0; T ; W 1;20 ðOÞÞ; ð2:13Þ
WeðweÞ bounded in LNð0; T ; L1ðOÞÞ; ð2:14Þ
@twe bounded in L2ð0; T ; L2ðOÞÞ; ð2:15Þ
We bounded in LNð0; T ; L2ðOÞÞ-L2ð0; T ; W 1;20 ðOÞÞ: ð2:16Þ
Next, multiplying (2.2) by DWe we get
d
dt
1
2
Z
O
jrWej2 dx þ
Z
O
jDWej2 dx ¼ l
Z
O
@tweDW
e dx
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from which we deduce
We bounded in LNð0; T ; W 1;20 ðOÞÞ-L2ð0; T ; W 2;2ðOÞÞ ð2:17Þ
and, consequently,
@tW
e bounded in L2ð0; T ; L2ðOÞÞ: ð2:18Þ
Finally, we establish uniform estimates for the phase function we: To this end,
multiply (2.1) by the expression jweja2we for aX2:
d
dt
1
a
Z
O
jweja dx þ
Z
O
V 0eðweÞjweja2we dx
p
Z
O
ðljWejjweja1 þ bjweja þJ½wejweja2weÞ dx; ð2:19Þ
where we have set
VeðzÞ ¼ WeðzÞ þ b
2
z2; VðzÞ ¼ WðzÞ þ b
2
z2: ð2:20Þ
By virtue of hypotheses (1.6), (1.7), we get
Z
O
ðJ  weÞ









weja2we dxjpcjjwejjLaðOÞjjwejja1LaðOÞ ¼ cjjwejjaLaðOÞ:
Consequently, we have
d
dt
Z
O
jweja dxpac
Z
O
ðjweja þ jjWeðtÞjjLNðOÞð1þ jwejaÞÞ dx:
Note that, by virtue of (2.17),
t/jjWeðtÞjjLNðOÞ is bounded in L2ð0; TÞ:
Applying Gronwall’s lemma, we get
Z
O
jweðtÞja dx
p
Z
O
jweð0Þja þ ac
Z T
0
jjWeðtÞjjLNðOÞ dt
 
exp ac t þ
Z t
0
jjWeðsÞjjLNðOÞ ds
  
:
Thus we obtain
sup
tA½0;T 
jjwejjLaðOÞpcðTÞ independently of both e and a;
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which yields
we bounded in LNðð0; TÞ 
 OÞ: ð2:21Þ
2.3. Passing to the limit
In accordance with estimates (2.12) and (2.15), there exists a subsequence (not
relabelled) such that
we-w weakly star in LNð0; T ; L2ðOÞÞ;
@twe-@tw weakly in L2ð0; T ; L2ðOÞÞ;
whence
we-w in Cð½0; T ; L2weakðOÞÞ:
In particular, in accordance with (2.5), we have
wð0; xÞ ¼ w0ðxÞ for a:a: xAO:
Moreover, by virtue of (2.13), we get
eDwe-0 in LNð0; T ; W1;2ðOÞÞ:
Similarly,
We-W weakly in L2ð0; T ; W 2;2ðOÞÞ and @tWe-@tW weakly in L2ð0; T ; L2ðOÞÞ:
In particular,
We-W in Cð½0; T ; L2ðOÞÞ;
therefore
Wð0; xÞ ¼ W0ðxÞ for a:a: xAO:
Moreover, in accordance with [12, Chapter 1, Theorem 3.1], we have
WACð½0; T ; W 1;20 ðOÞÞ:
Obviously, the limits w and W satisfy the (heat) equation (1.2) a.a. on ð0; TÞ 
 O:
Next, by virtue of (2.21), we have
W 0eðweÞ-W 0ðwÞ weakly star in LNð0; T ; LNðOÞÞ:
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Passing to the limit for e-0 in (2.1) we obtain
@twþ wJ½w þ W 0ðwÞ ¼ lW a:a: on ð0; TÞ 
 O: ð2:22Þ
Thus in order to complete the existence part of the proof of Theorem 1.1, it
remains to show
W 0ðwÞ ¼ W 0ðwÞ a:a: on ð0; TÞ 
 O: ð2:23Þ
To this end, we multiply (2.22) by w and integrate to obtain
d
dt
1
2
Z
O
jwj2 dx þ
Z
O
ðjwj2  J½wwþ W 0ðwÞwÞ dx ¼ l
Z
O
Ww dx for a:a: tAð0; TÞ:
Now, by virtue of (2.15) and (2.21), the set of functions
t/
Z
O
ðjweðtÞj2  jwðtÞj2Þ dx is precompact in Cð½0; T Þ
and we denote
oðtÞ  lim
e-0
Z
O
ðjweðtÞj2  jwðtÞj2Þ dx:
One has
Wewe-Ww weakly in L2ðð0; TÞ 
 OÞ:
Now, for V given in (2.20), we get
V 0ðweÞwe-V 0ðwÞw weakly in L2ðð0; TÞ 
 OÞ;
where, since V 0 is non-decreasing,
V 0ðwÞwXV 0ðwÞw:
Finally, since
lim
e-0
Z
O
ðJ½wewe J½wwÞ dx
¼ lim
e-0
Z
O
J½we  wðwe  wÞ dxpc lim
e-0
jjwe  wjj2L2ðOÞ ¼ c oðtÞ:
Thus we have
d
dt
opMo in D0ð0; TÞ
hence oðtÞ  0: Consequently,
we-w strongly in L2ðð0; TÞ 
 OÞ;
in particular, (2.23) holds.
We have proved the existence part of Theorem 1.1.
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3. Uniqueness
Let w1; W1 and w2; W2 be two solutions. Multiplying Eq. (1.1) by w1; w2; respectively,
taking the difference, and integrating, we get
d
dt
1
2
Z
O
jw1  w2j2 dx þ
Z
O
ðjw1  w2j2 þ ½V 0ðw1Þ  V 0ðw2Þ½w1  w2Þ dx
¼
Z
O
ðJ½w1  w2ðw1  w2Þ þ bjw1  w2j2Þ dx þ l
Z
O
ðW1  W2Þðw1  w2Þ dx:
Similarly,
d
dt
1
2
Z
O
jðDÞ1=2ððW1  W2Þ þ lðw1  w2ÞÞj2 dx þ
Z
O
jW1  W2j2 dx
¼  l
Z
O
ðW1  W2Þðw1  w2Þ dx:
This implies (1.11).
Theorem 1.1 has been proved.
4. Global boundedness
From now on, we shall assume that the hypotheses of Theorem 1.2 are satisﬁed. In
order to prove Theorem 1.2 we need estimates which are independent of T :
4.1. Estimates
As Eq. (1.1) holds a.a. on ð0; TÞ 
 O; we are allowed to multiply it by @tw and
integrate by parts; similarly, (1.2) can be multiplied by W to deduce
d
dt
Z
O
1
2
wðwJ½wÞ þ WðwÞ þ 1
2
jWj2
 
dx ¼ 
Z
O
ðj@twj2 þ jrWj2Þ dx: ð4:1Þ
Integrating (4.1) with respect to time we get
E½w; WðtÞ þ
Z t
0
Z
O
ðj@twj2 þ jrWj2Þ dx dt ¼ E½w; Wð0Þ;
where E is deﬁned by (1.13).
Now, by virtue of hypothesis (1.19), the energy E is bounded from below, and we
infer
wALNð0;N; L2ðOÞÞ and
Z N
0
Z
O
ðj@twj2 þ jrWj2Þ dx dtoN: ð4:2Þ
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Multiplying (1.2) by DW; integrating by parts and using of (4.2) we get
jjWðtÞjj
W
1;2
0
ðOÞ-0 as t-N; ð4:3Þ
together with
Z N
0
jjWðtÞjj2W 2;2ðOÞ dtoN: ð4:4Þ
Note that, by virtue of [18, Lemma 1.2, Chapter 3], we have
d
dt
jjrWjj2L2ðOÞ ¼ 2
Z
O
DW @tW dt
in the sense of distributions.
Our next goal is to derive time-independent uniform bounds on the phase function
w: To this end, we multiply (1.1) by jwja1w; aX1; to obtain
1
aþ 1
d
dt
Z
O
jwjaþ1 dx þ
Z
O
ðW 0ðwÞwþ w2Þjwja1 dx
¼
Z
O
J½wjwja1w dx þ l
Z
O
Wjwja1w dx: ð4:5Þ
It follows from (4.4) and the embedding W 2;2ðOÞCCð %OÞ (we recall that Np3) that
one can write
lW ¼ h1 þ h2 with jh1ðt; xÞjp1 for a:a: t; x and h2AL1ð0;N; LNðOÞÞ:
Next, we have
Z
O
J½wjwja1w dx









pjjJjjL½Laþ1;Laþ1
Z
O
jwjaþ1 dx:
By virtue of hypothesis (1.19) (cf. also Remark 1), there exist constants d40 and
cN such that (4.5) can be written in the form
d
dt
Z
O
jwjaþ1 dx þ dðaþ 1Þ
Z
O
jwjaþ1 dx
pðaþ 1Þ cN
Z
O
jwja1 dx þ
Z
O
ð1þ jh2jÞjwja dx
 
:
Denoting
Ma ¼ ess sup
tAð0;NÞ
jjwðtÞjjLaðOÞ
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we deduce
Maþ1aþ1pjjwð0Þjjaþ1Laþ1ðOÞ þ
1
d
ðcNMa1a1 þ Maa Þ þ Maa ðaþ 1Þjjh2jjL1ð0;N;LNðOÞÞ
from which it follows that Ma is bounded independently of a: Thus we have proved
ess sup
tAð0;NÞ
jjwðtÞjjLNðOÞ ¼ MNoN: ð4:6Þ
4.2. Compactness
Proposition 4.1. Under the hypotheses of Theorem 1.2, we have
@twðtÞ-0 in L2ðOÞ; WðtÞ-0 in W 1;20 ðOÞ as t-N:
Moreover, the trajectory
S
tX0 wðtÞ is precompact in L2ðOÞ; and any sequence
tn-N contains a subsequence (not relabelled) such that
wðtnÞ-%w in L2ðOÞ as tn-N; ð4:7Þ
where %w is a solution of the stationary problem (1.15).
Proof. Differentiating (1.1) with respect to t and using (4.6) we get
@2t w bounded in L
2ðT ; T þ 1; L2ðOÞÞ independently of T ; ð4:8Þ
whence, by virtue of (4.2),
@twðtÞ-0 in L2ðOÞ for t-N: ð4:9Þ
As
W 0ðwÞ þ w ¼ @twþJ½w þ l;
estimates (4.3) and (4.9) together with hypotheses (1.6), (1.19) imply that
[
tX0
wðtÞ is precompact in L2ðOÞ:
Finally, relations (4.3), (4.9) imply (4.7). &
5. A Lojasiewicz type inequality
The ﬁnal and most difﬁcult step in the proof of Theorem 1.2 consists in showing
that the olimit set
o½w ¼ f%w j there exists tn-N such that wðtnÞ-%w in L2ðOÞg
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is a singleton. To this end, we establish a ‘‘non-smooth’’ version of the Lojasiewicz–
Simon inequality (cf. Section 1).
To begin with, observe that, by virtue of (4.6), all stationary solutions %wAo½w are
bounded; therefore, in accordance with hypotheses (1.7) and (1.19), they are
continuous on %O: Consequently,
wNp inf
xA %O
%wðxÞp sup
xA %O
%wðxÞpwN; ð5:1Þ
where wN is given through (1.21).
Since trajectories are bounded in LN we can assume
W is analytic on ðwN  1; wN þ 1Þ;  bpW 00ðzÞpn for all zAR; ð5:2Þ
where, by virtue of hypothesis (1.19), bo1:
Consequently, the energy functional
E½w ¼ E½w; 0 ¼
Z
O
WðwÞ þ 1
2
w2  1
2
J½ww
 
dx
is continuously differentiable on the Hilbert space L2ðOÞ; and its (Fre´chet) gradient
E0  G reads
GðwÞ ¼ W 0ðwÞ þ wJ½w : L2ðOÞ-½L2ðOÞEL2ðOÞ;
where L2ðOÞ is identiﬁed with its dual by means of the Riesz isometry. Note that, in
general, the mapping G is not continuously differentiable on L2ðOÞ:
We have the following version of Lojasiewicz–Simon’s theorem.
Theorem 5.1. Let WAC2ðRÞ be as in (5.2), and let J satisfy (1.6) and (1.7). Assume
that
%wACð %OÞ satisfying  wNp%wðxÞpwN for all xAO
is a critical point of the functional E; i.e.,
Gð%wÞ ¼ W 0ð%wÞ þ %wJ½%w ¼ 0:
Then there exist constants yAð0; 12Þ; m40; e40 such that
jEðwÞ  Eð%wÞj1ypmjjGðwÞjjL2ðOÞ for all wAL2ðOÞ; jjw %wjjL2ðOÞoe: ð5:3Þ
Proof. (i) First of all, observe that G considered as a mapping on Cð %OÞ is analytic on
an open ball UNð%wÞCCð %OÞ:
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Here, we have adopted the standard deﬁnition of analyticity for mappings on
Banach spaces (see [20, Volume I, Deﬁnition 8.8]):
Gð%wþ hÞ Gð%wÞ ¼
XN
n¼1
Tnð%wÞ½h;y; h in Cð %OÞ
for any hACð %OÞ such that %wþ hAUNð%wÞ; where Tn are continuous symmetric n-
linear mappings on Cð %OÞ; and the power series
XN
n¼1
jjTnð%wÞjjLnðCð %OÞÞrn is convergent for any roradius ½UNð%wÞ:
(ii) The operator JALðL2ðOÞ; L2ðOÞÞ admits a spectral decomposition
J½w ¼
XN
j¼1
lj/w; ejSej
where lj are the (real) eigenvalues ofJ and ej the corresponding eigenfunctions. It is
well-known that
jljjpjjJjjLðL2ðOÞÞ for all j
and the only possible accumulation point of the set of eigenvalues is zero. As J is a
compact operator both on L2ðOÞ and Cð %OÞ; and Cð %OÞ is dense in L2ðOÞ; one can use
the Fredholm alternative to deduce that all eigenfunctions ej belong to Cð %OÞ:
In accordance with (5.2), choose m large enough such that ljpð1 bÞ=2 for all
jXm þ 1: Then
N ¼ spanfe1;y; emgCCð %OÞ;
is a ﬁnite-dimensional space and the operator
L : L2ðOÞ-N; L ¼ J3P; P projection on N
satisﬁes
a1jjw1  w2jj2L2ðOÞp/ðGþ LÞðw1Þ  ðGþ LÞðw2Þ; w1  w2SL2ðOÞ
p a2jjw1  w2jj2L2ðOÞ ð5:4Þ
for all w1; w2AL
2ðOÞ and certain constants 0oa1pa2: In other words, the mapping
Gþ L is a Lipschitz homeomorphism on L2ðOÞ (cf. [4, Proposition 2.4, Corollary 2.3
of Chapter 2]).
Moreover, by virtue of the Fredholm alternative, the Fre´chet differential
ðGþ LÞ0ð%wÞ½f ¼ W 00ð%wÞfþ fJ½f þ L½f : Cð %OÞ-Cð %OÞ
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is an isomorphism on Cð %OÞ: By virtue of the abstract implicit function theorem (see
e.g. [20, Volume I, Theorem 4F and Corollary 4.37]), there exists a neighbourhood
VNðL½%wÞCCð %OÞ such that the inverse mapping
ðGþ LÞ1 : VNðL½%wÞ-UNð%wÞ is analytic: ð5:5Þ
(iii) In accordance with (5.5), the functional
I  EððGþ LÞ1Þ : VNðL½%wÞ-N-R
is (real) analytic on VNðL½%wÞ-N:
Since the dimension of N is ﬁnite, one can use the classical Lojasiewicz theorem
(see formula (1.18)) to obtain
jIðyÞ  IðL½%wÞj1ypjrIðyÞj for all yAVNðL½%wÞ-N; yAð0; 12Þ;
i.e.,
jEððGþ LÞ1ðyÞÞ  Eð%wÞj1ypjrIðyÞj: ð5:6Þ
(iv) On the other hand, there exists e40 small enough such that if jjw %wjjL2ðOÞoe;
then L½wAVNð%wÞ-N; and
jrIðL½wÞjpjjGððGþ LÞ1ðL½wÞÞjjL2ðOÞjjððGþ LÞ1Þ0ðL½wÞjjLðCð %OÞ;L2ðOÞÞ:
Consequently, by virtue of (5.5),
jrIðL½wÞjpcjjGððGþ LÞ1ðL½wÞÞjjL2ðOÞ
pcðjjGðwÞjjL2ðOÞ þ jjGððGþ LÞ1ðL½wÞÞ GðwÞjjL2ðOÞÞ;
where
jjGððGþ LÞ1ðL½wÞÞ GðwÞjjL2ðOÞ
¼ jjGððGþ LÞ1ðL½wÞÞ GððGþ LÞ1ðGþ LÞðwÞÞjjL2ðOÞ:
Since both G and ðGþ LÞ1 are globally Lipschitz continuous on L2ðOÞ
(see (5.4)), we infer
jrIðL½wÞjpcjjGðwÞjjL2ðOÞ provided jjw %wjjL2ðOÞoe: ð5:7Þ
Combining (5.6) and (5.7) we get
jEððGþ LÞ1ðL½wÞÞ  Eð%wÞj1ypmjjGðwÞjjL2ðOÞ for all jjw %wjjL2ðOÞoe: ð5:8Þ
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(v) Now, as E 0 ¼ G is globally Lipschitz continuous on L2ðOÞ; we have
jEðw2Þ  Eðw1Þj ¼
Z 1
0
/Gðw1 þ sðw2  w1ÞÞ; w2  w1SL2ðOÞ ds










pjjGðw1ÞjjL2ðOÞjjw1  w2jjL2ðOÞ þ Ljjw1  w2jj2L2ðOÞ: ð5:9Þ
On the other hand,
jjðGþ LÞ1ðL½wÞ  wjjL2ðOÞ
¼ jjðGþ LÞ1ðL½wÞ  ðGþ LÞ1ðGþ LÞðwÞjjL2ðOÞ
pcjjGðwÞjjL2ðOÞ: ð5:10Þ
Relations (5.8)–(5.10) yield (5.3). &
6. Convergence—proof of Theorem 1.2
With Theorem 5.1 at hand, the rest of the proof of Theorem 1.2 is rather standard.
We start with an auxilliary result proved in [7, Lemma 7.1].
Lemma 6.1. Let ZX0 be a measurable function on ð0;NÞ such that
ZAL2ð0;NÞ; jjZjjL2ð0;NÞpY :
Let, moreover, there exist aAð1; 2Þ; Z40; and an open set MCð0;NÞ such that
Z N
t
Z2 ds
 a
pZ Z2ðtÞ for a:a: tAM: ð6:1Þ
Then ZAL1ðMÞ and there is a constant c ¼ cða; Z; YÞ independent of M such that
Z
M
ZðsÞ dspc: ð6:2Þ
It follows from the energy equality (4.1) and Proposition 4.1 that
Z
O
1
2
w2  1
2
J½wwþ WðwÞ þ 1
2
W2
 
dx-EN; ð6:3Þ
where the limit energy
EN ¼ E½%w; 0 ¼ E½%w ¼
Z
O
1
2
%w2  1
2
J½%w%wþ Wð%wÞ
 
dx
is the same for any stationary solution %wAo½w:
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Integrating (4.1) in t we get
Z N
t
jj@twjj2L2ðOÞ þ jjrWjj2L2ðOÞ dsp
1
2
jjWðtÞjj2L2ðOÞ þ E½wðtÞ; 0  EN: ð6:4Þ
By virtue of Theorem 5.1, we have
E½wðtÞ  EN ¼ E½wðtÞ  E½%wpmjj@tw lWjj
1
1y
L2ðOÞ
provided
jjwðtÞ  %wjjL2ðOÞoe: ð6:5Þ
Note that, in general, the quantities y; m; and e may depend on %w:
This, combined with (6.4) yields
Z N
t
ðjj@twjj2L2ðOÞ þ jjrWjj2L2ðOÞÞ dspcðjj@twðtÞjj2L2ðOÞ þ jjrWjj2L2ðOÞÞ
1
22y ð6:6Þ
for all t40 where (6.5) holds.
Finally, set
M ¼
[
J
fJ j J is an open interval on which ð6:5Þ holdsg:
Since %wAo½w; M is non-empty. By virtue of (6.6), we can use Lemma 6.1 to obtainZ
M
jj@twðtÞjjL2ðOÞ dt ¼ cð%wÞoN: ð6:7Þ
Consequently, there exists t40 such that
jjwðt1Þ  wðt2ÞjjL2ðOÞo
e
3
whenever
jjwðtÞ  %wjjL2ðOÞoe for all tAðt1; t2Þ where tpt1ot2:
9>=
>>;
ð6:8Þ
Since %wAo½w; t can be chosen so that
jjwðtÞ  %wjjL2ðOÞo
e
3
ð6:9Þ
and (6.8) yields ½t;NÞCM: Indeed taking
%t ¼ infft4t j jjwðtÞ  %wjjL2ðOÞXeg
we have %t4t and
jjwð%t Þ  %wjjL2ðOÞXe if %t is finite: ð6:10Þ
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On the other hand, by virtue of (6.8) and (6.9),
jjwðtÞ  %wjjL2ðOÞpjjwðtÞ  wðtÞjjL2ðOÞ þ jjwðtÞ  %wjjL2ðOÞo23 e for all tpto%t
which, together with (6.10), yields %t ¼N:
Thus (6.7) yields convergence of wðtÞ to %w in L2ðOÞ as t-N:
We have proved Theorem 1.2. &
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