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We open with a brief review of the general goals of SEM and the challenges of assessing model fit. We then summarize the background and development of the RMSEA and review existing simulation studies of this measure. Finally, we combine information from both statistical theory and prior research to generate a set of specific research hypotheses to be empirically tested using computer simulation methodology. Taken together, we hope this work will help us gain a better understanding about the estimation and the informed use of the RMSEA in applied social science research.
BACKGROUND AND DEVELOPMENT
Given a set of p-observed variables, the covariance structure hypothesis in SEM states that 0 = (θ), where 0 represents the p × p covariance matrix of the observed variables in the population, (θ) represents the covariance matrix implied by the hypothesized model, and θ represents a vector of free parameters in the hypothesized model. 1 The covariance structure hypothesis thus posits that the covariance matrix implied by the hypothesized model is equal to the population covariance matrix of the observed variables. The sample estimator of θ is denotedθ and is calculated to minimize the discrepancy between the covariance matrix implied by the model (denoted (θ) ) and the covariance matrix observed in the sample (denoted S).
More formally, the parameter estimates inθ are obtained by minimizing a suitable discrepancy function denotedF (S, (θ) ). Although there are several important functions from which to choose, the maximum likelihood (ML) estimator remains the dominant one. The ML fitting function is as follows:
where S, (θ) , and p are defined as before. Assuming no excess multivariate kurtosis, adequate sample size, and proper model specification, ML parameter estimates ofθ are asymptotically unbiased, consistent, and asymptotically efficient (Bollen 1989a; Browne 1984) . Furthermore, the minimum of the ML function is a scalar value denotedF that is equal to zero only when the observed covariance matrix S is equal to the reproduced covariance matrix (θ). The larger the discrepancy between S and (θ), the greater the value of F . Because of this property, the minimum of the discrepancy function has long been used as the basis for many measures of overall model fit.
LIKELIHOOD RATIO STATISTIC T
The most common measure of fit based onF is the likelihood ratio test statistic that is defined as T =F (N −1), where N represents total sample size. Under assumptions of sufficiently large sample size, no excess multivariate kurtosis, and proper model specification (Browne 1984) , T is asymptotically distributed as a central chi-square with degrees of freedom denoted as df . Given the known asymptotic sampling distribution of T under proper model specification, this test statistic allows researchers to test the null hypothesis 0 = (θ) that the population covariance matrix equals the covariance matrix implied by the population model parameters. Rejection casts doubt on the model that leads to (θ).
In practice, several factors complicate the interpretation and use of this test statistic. Most important, all empirical models are likely misspecified to some degree, and a formal test of exact fit is often not an optimal method of model evaluation. More specifically, the high statistical power of the test in moderate to large samples can lead to the rejection of models with even trivial misspecifications. A further problem is that the T statistic tends to be larger than a chi-square variate at smaller sample sizes and in the presence of excess multivariate kurtosis (Anderson and Gerbing 1984; Muthén and Kaplan 1985, 1992; Curran, West, and Finch 1996) . Because of these and other limitations, a variety of alternative measures of model fit have been proposed to augment the likelihood ratio test T .
Baseline fit indices represent a family of such measures (e.g., Bentler 1990; Bentler and Bonett 1980; Bollen 1989b; McDonald and Marsh 1990; Tucker and Lewis 1973) . These measures share the use of a baseline model to which to compare the relative fit of the hypothesized model. Typically, the baseline model is defined such that all variables are uncorrelated and only the variances are estimated. Most fit indices range between 0 and 1, with higher values indicating better model fit and values exceeding .90 or .95 indicating acceptable fit of the model to the sample data. Although there are a number of advantages to the baseline fit indices, there are several limitations as well. We refer the reader to other sources for further discussion of these baseline fit indices (e.g., Gerbing and Anderson 1993; Rigdon 1998; Tanaka 1993) .
ROOT MEAN SQUARE ERROR OF APPROXIMATION (RMSEA)
Absolute fit indices refer to another family of alternative measures that do not measure fit relative to some baseline model. One such measure of fit that has become increasingly popular is the RMSEA. The seminal work on the RMSEA was first presented by Steiger and Lind (1980) and was later elaborated by Browne and Cudeck (1993) and Steiger (2000) . The computation of the sample estimate of the RMSEA is based on the relation between the test statistic T and the noncentral chi-square distribution. Under the assumptions of large sample size, no excess multivariate kurtosis, and proper model specification, T follows a central chi-square distribution with expected value df and variance 2df . However, under the assumptions of large sample size, no excess multivariate kurtosis, but improper specification, the test statistic T follows a noncentral chi-square with df and noncentrality parameter λ with expected value df + λ and variance 2df + 4λ (Steiger, Shapiro, and Browne 1985) . The noncentrality parameter λ is a measure of the degree of misspecification of a hypothesized model (Bentler 1990; McDonald and Marsh 1990; Steiger and Lind 1980) . Browne and Cudeck (1993) distinguish between two types of error in SEM: errors of estimation and errors of approximation. Adopting the notation of Browne and Cudeck, 0 is the population covariance matrix,˜ 0 represents the best fit of the hypothesized model to the population covariance matrix, andˆ represents the best fit of the hypothesized model to the observed covariance matrix S. The first two matrices are fixed in the population, and the third is random. Errors of approximation represent the degree of misfit between the population covariance matrix 0 and the population model-implied covariance matrix˜ 0 , and this degree of misfit is estimated as a discrepancy due to approximation via a suitable discrepancy function F 0 = ( 0 ,˜ 0 ). In contrast, errors of estimation are the degree of misfit between the sample model implied covariance matrixˆ and the population model implied covariance matrix˜ 0 . As with errors of approximation, errors of estimation are calculated via a suitable discrepancy function F = (˜ 0 ,ˆ ). Steiger and Lind (1980) and Browne and Cudeck (1993) argue that error of approximation is of key interest in model evaluation and thus define the RMSEA to be ε = √ F 0 /df where ε is the population value of the RMSEA. F 0 represents a suitably weighted sum of squared deviations between the population covariance matrix and the covariance matrix implied by the best fit of the hypothesized model to 0 . As an adjustment for parsimony, F 0 is divided by df to incorporate information about model complexity such that a penalty is imposed for more complicated models, as evidenced through fewer df .
F 0 is an unknown population value that must be estimated from the sample data. Because the minimum of the discrepancy functionF is a biased estimate of this type of error (see McDonald 1989), a less biased estimate of errors of approximation isF 0 =F − df N −1 . This estimate ofF 0 lies at the heart of the estimate of the RMSEA.
The sample estimate of the RMSEA iŝ
Given that it is possible that df can exceed T , resulting in a negative numerator, an added condition is that if T − df is equal to or less than zero, thenε is set to zero (Browne and Cudeck 1993, equation (9) (Browne and Cudeck 1993; Steiger 1989) . A key strength ofε is that, unlike most baseline fit indices, under certain assumptions the sampling distribution is known. Specifically, the asymptotic distribution ofε is a rescaled noncentral chi-square for a given sample size df and noncentrality parameter λ. (For ease of communication, we will refer to this rescaled asymptotic noncentral chi-square distribution as the sampling distribution ofε.) Knowledge of this sampling distribution allows for the computation of confidence intervals around the sample point estimate. As is detailed in Browne and Cudeck (1993, equations (10) , (11), (14)), these confidence intervals (CIs) are obtained by reference to the noncentral chi-square distribution, which are transformed into the metric of the RMSEA. More specifically, the lower and upper CI values ofε are given as
whereλ L andλ U are the respective lower and upper limits of the noncentral chi-square under consideration (Browne and Cudeck 1993, equation (14) ). Given certain assumptions, the noncentral chi-square distribution provides a clear understanding of the sampling distribution ofε. This knowledge allows for the computation of both point estimates of the RMSEA and the calculation of the precision of these point estimates via the corresponding confidence intervals. These intervals can be used in a variety of interesting ways, including the evaluation of exact model fit, "close" and "not close" model fit, and the computation of omnibus statistical power (see MacCallum, Browne, and Sugawara 1996 for details about all of these potential uses).
However, the use of the noncentral chi-square distribution relies on the assumptions of no excess multivariate kurtosis, adequate sample size, and errors of approximation that are "not great" relative to errors of estimation (e.g., Browne and Cudeck 1993:141; Steiger et al. 1985:259) . Given that any or all of these conditions might be violated in applied research, it is critical that an understanding be gained about the sampling characteristics of the RMSEA point estimates and CIs under less than ideal experimental conditions. These finite sampling characteristics must be better understood prior to using the RMSEA to evaluate model fit in a thoughtful and informed way. Because asymptotic statistical theory might not characterize finite sampling conditions (e.g., small sample size or specific multivariate distribution) (Mariano 1982) , computer simulation experiments provide a powerful method with which to empirically examine these types of research questions.
PREVIOUS SIMULATION STUDIES
Although there are a number of well-designed simulation studies examining the finite sampling properties of the likelihood ratio test statistic and a variety of incremental fit indices, much less study has focused on the RMSEA. Furthermore, the limited amount of research that has examined the RMSEA tends to consider only bias in point estimation or issues of statistical power; other important aspects of this index, such as sampling variability and confidence interval estimation, have yet to be closely considered. Hu and Bentler (1998) presented findings from a simulation study of a variety of model specifications across a number of sample sizes and multivariate distributions. Consistent with the results of Sugawara and MacCallum (1993) , they found the sample estimate of the RMSEA to be far less influenced by the type of estimation (ML vs. GLS) compared to other incremental fit indices, particularly at large sample sizes. Furthermore, they found the sample estimate of the RMSEA to be somewhat overestimated at smaller sample sizes, especially for proper model specifications; this overestimation diminished with increasing sample size and increasing misspecification. Finally, results indicated that, relative to other baseline fit indices, the sample estimate of the RMSEA was moderately sensitive to minor model misspecifications and highly sensitive to more severe misspecifications. These results shed important initial light on the finite sampling behavior of the RMSEA estimate under conditions commonly encountered in applied research. However, certain limitations of this study included lack of consideration of severely misspecified models and no evaluation of the appropriateness of the corresponding confidence intervals. Fan, Thompson, and Wang (1999) also presented findings from a simulation study that, in part, examined the RMSEA across several experimental conditions. As with Hu and Bentler (1998) , Fan et al. primarily focused on assessing bias in the mean of the sample RMSEA estimates. Results suggested that, on average, the RMSEA estimates were overestimated at smaller sample sizes for properly specified models, and this bias decreased with increasing sample size and increasing misspecification. They also found that the sample estimates of the RMSEA were largely unaffected by the method of estimation (ML vs. GLS). Although important, these findings are similarly limited in that severely misspecified models were not examined, nor was accuracy in the calculation of the corresponding confidence intervals.
Finally, in an unpublished dissertation thesis, Hammervold (1998) presented detailed results from an extensive simulation study that examined a large number of fit indices across a variety of model parameterizations, sample sizes, and multivariate distributions. Consistent with prior research, she found that the sample RMSEA estimates were generally inflated at smaller sample sizes, but this inflation became negligible at larger sample sizes. Furthermore, she found that the RMSEA also tended to be inflated in the presence of multivariate nonnormality. However, as with both Hu and Bentler (1998) and Fan et al. (1999) , Hammervold did not examine the sampling characteristics of the RMSEA confidence intervals across these same experimental conditions. Despite the importance of these initial findings, many characteristics of the RMSEA have yet to be closely examined. For example, although initial simulations have studied the mean of the simulated RMSEA sampling distribution, little is known about the sampling variability of the RMSEA across various experimental conditions. Although the mean may be unbiased, the variability may not. More important, although one of the key advantages of the RMSEA is the ability to estimate confidence intervals, and strong recommendations are made for the widespread use of these intervals in model evaluation, we are aware of no studies that have empirically examined the accuracy of the RMSEA CIs across various finite sampling conditions. If the CIs are estimated with differential accuracy across sample size and model misspecification, this is critical information to consider when using these CIs in practice. Finally, although Hu and Bentler (1998) , Fan et al. (1999) , and Hammervold (1998) all considered misspecified models, none considered models that were severely misspecified to the degree at which T may no longer follow the referenced noncentral chi-square distribution. This is an important condition to consider given that the estimation of the noncentrality parameter assumes that errors of approximation are "not great" relative to errors of estimation (Steiger et al. 1985) .
PROPOSED HYPOTHESES
Drawing on both the statistical theory underlying the estimation of the RMSEA and the empirical simulation results from prior research, we propose three specific research questions about the sample estimation of the RMSEA.
1. Are the sample estimates of the RMSEA based on the ML fitting function biased as a function of sample size under proper and improper model specification? Statistical theory predicts that the sample estimates of the RMSEA will be unrelated to sample size at or above some minimum sample size and that this independence should hold for both properly specified and misspecified models given that the misspecification is not excessive. Drawing on both statistical theory and limited prior empirical results, we predict that the mean of the simulated RMSEA sample estimates will not be significantly biased at moderate to large sample sizes for both properly specified and moderately misspecified models, but we expect biased estimation at smaller sample sizes and for the most severely misspecified models. 2. Does the coverage accuracy of the RMSEA confidence intervals depend on sample size under proper or improper specification? As with point estimation, statistical theory predicts that at some minimum sample size, the confidence intervals will cover the known population value at the expected nominal rate across sample size and misspecification, again assuming that the misspecification is not excessive. We are aware of no prior empirical studies of the CIs to help inform our research hypotheses. We thus expect that the confidence intervals will be accurate across all sample sizes and model specifications, but bias of unknown magnitude is expected for the more severely misspecified models at smaller sample sizes. 3. Is the accuracy of the confidence intervals equivalent regardless of the percent coverage? It is common to report 90 percent confidence intervals for the RMSEA, primarily because of the resulting direct link to hypothesis testing based on the model test statistic (for further details, see Browne and Cudeck 1993:145) . However, there may be situations in which we want to consider intervals that represent 80 or 95 percent coverage, and it is important to examine the accuracy of estimation at these coverage levels as well. Again, we are aware of no prior empirical or theoretical work to help inform us about this question. We thus expect that the confidence intervals will be comparably accurate regardless of the percentage coverage.
METHOD MODEL TYPES AND EXPERIMENTAL CONDITIONS
One of our guiding goals for this study was to identify population models that would allow us to maximize the external validity of resulting findings (for further details, see Curran et al. 2002; Paxton et al. 2001) . To accomplish this, we reviewed five years of key journals within several areas of social science research to catalog the most common types of SEM applications. Using this information in combination with our own modeling experience, we selected three general model types for study: Model 1 (see Figure 1 ) contains 9 measured variables and three latent factors with three to four indicators per factor, Model 2 (see Figure 2 ) has 15 measured variables and three latent factors with five to six indicators per factor, and Model 3 (see Figure 3 ) consists of 13 measured variables with the same form as Model 1 but with the addition of four measured and correlated exogenous variables. We designed these models to represent features that are commonly encountered in social science research. Furthermore, for each model, we use one correct and four incorrect specifications, resulting in a total of 15 individual models. Model 1. Specification 1 is a properly specified model such that the estimated model matches the population model; Specification 2 omits the complex loading linking Item 7 with Factor 2, Specification 3 also omits the complex loading linking Item 6 with Factor 3, Specification 4 also removes the complex loading linking Item 4 with Factor 1, and Specification 5 is the standard uncorrelated variables model in which variances are estimated but all covariances are fixed at zero.
Model 2. Specification 1 is properly specified, Specification 2 omits the complex loading linking Item 11 with Factor 2, Specification 3 also omits the complex loading linking Item 10 with Factor 3, Specification 4 also removes the complex loading linking Item 6 with Factor 1, and Specification 5 is the standard uncorrelated variables model.
Model 3. Specification 1 is properly specified, Specification 2 jointly omits the set of three complex factor loadings (Item 7 with Factor 2, Item 6 with Factor 3, and Item 4 with Factor 1), Specification 3 jointly omits the set of four regression parameters (Factor 2 regressed on Predictor 1, Factor 3 regressed on Predictor 1, Factor 2 regressed on Predictor 3, and Factor 3 regressed on Predictor 3), Specification 4 jointly combines the omissions of Specifications 2 and 3 (omission of the set of three factor loadings and the set of four regression parameters), and Specification 5 is the standard uncorrelated variables model.
Model parameterization. For all three model types, parameter values were carefully selected to result in a range of effect sizes (e.g., communalities and R 2 values ranging from 49 to 72 percent) and, for the misspecified conditions, to lead to both a wide range of power to detect the misspecifications (e.g., power estimates computed using the method of Satorra and Saris [1985] ranged from .07 to 1.0 across all sample sizes) and a range of bias in parameter estimates (e.g., absolute bias ranged from 0 to 37 percent). See Paxton et al. (2001) for a comprehensive description of our model parameterization. We believe this parameterization reflects values commonly encountered in applied research and that the omission of one or more parameters would result in meaningful impacts on parameter estimation and overall model fit.
Sample size. We chose seven sample sizes to represent those commonly encountered in applied research, and these range from very small to large: 50, 75, 100, 200, 400, 800, and 1,000.
Data generation and estimation. We used the simulation feature in Version 5.7b of EQS (Bentler 1995) to generate the raw data and EQS's maximum likelihood estimation to fit the sample models to the resulting covariance matrices. Population values for each parameter were used as initial start values, and a maximum of 100 iterations was allowed to achieve convergence.
Distribution. We generated data from a multivariate normal distribution.
Replications. There were a total of 105 experimental conditions (three models, five specifications, and seven sample sizes), and we generated up to 500 replications for each condition.
Convergence. We eliminated any replication that failed to converge within 100 iterations or did converge but resulted in an out-of-bounds parameter estimate (e.g., "Heywood Case"). We adopted this strategy because the research hypotheses were directly related to proper solutions in SEM, and the external validity of findings would be threatened with the inclusion of improper solutions.
2 To maintain 500 replications per condition, we generated an initial set of up to 650 replications. We then fit the models to the generated data and selected the first 500 proper solutions or selected as many proper solutions as existed when the total number of replications was reached. This resulted in 500 proper solutions for all properly specified and most misspecified experimental conditions, but several misspecified conditions resulted in fewer than 500 proper solutions. Of the 105 experimental conditions, 82 (78 percent) contained 500 replications, and 23 (22 percent) contained fewer than 500 replications. Of those 23 conditions containing fewer than 500 replications, the number of replications ranged from 443 and 499 with a median of 492, and the smallest number of 443 replications was for Model 3, Specification 4, n = 50.
Outcome measures. The outcome measures studied here are the RMSEA point estimates and associated 80, 90, and 95 percent confidence intervals. These values were computed in SAS Version 8 (SAS 2000) using the computational formulas presented in Browne and Cudeck (1993) based on the maximum likelihood fit function minima computed by EQS Version 5.7b. We cross-validated the accuracy of these computations by comparing the computed values with those produced by EQS, and all point estimates and all 90 percent confidence intervals were equal for all experimental conditions.
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ANALYTIC PLAN
As with any large simulation study, there were far too many empirical results to present in full detail within the scope of a single article. We thus present the information in three different ways. First, detailed results are presented for findings that are particularly critical in our evaluation of the research hypotheses. Second, less critical information is presented in summarized form, either in tables or in figures. Finally, full and comprehensive results are presented in a technical appendix that may be obtained from the first author or may be downloaded directly from www.unc.edu/∼curran.
RESULTS
The general organization of our findings is as follows. First, we report the population values for the ML fitting function, the noncentrality parameter, and the population RMSEA across all model specifications under study. Next, we examineε , the sample estimates of ε from the simulations. We consider the means, standard deviations, relative bias, and root mean square error (denoted root MSE to avoid confusion with RMSEA) ofε across all design factors. Finally, we evaluated the accuracy of the simulated 80, 90, and 95 percent confidence intervals in terms of the percentage coverage of ε (the population RMSEA) relative to the expected nominal coverage rate. Table 1 summarizes the population values of the maximum likelihood fitting function (F ML ), the noncentrality parameter (λ), and the RMSEA (ε); the number of manifest variables within each model type (9 for Model 1, 15 for Model 2, and 13 for Model 3); and the model df for each specification for each model type (df s ranging from 22 to 105). Several characteristics of ε are immediately evident. First, ε is zero for all three properly specified models. This is because the noncentrality parameter λ is zero under proper model specification, thus making the numerator term of ε zero (see equation (2) above). Second, for the misspecified conditions, ε does not vary as a function of sample size within model type. For example, for Specification 3 of Model 1, ε is equal to .04 regardless of sample size. Note that this characteristic differs from the expected value of the likelihood ratio test statistic T for misspecified models in which the expected value does vary as a function of sample size.
POPULATION VALUES
ε values range from a minimum of zero for the properly specified models up to a maximum of .315 for the null uncorrelated variable specification of Model 1. The ε values range from .021 to .097 for the nine misspecified conditions (not including the uncorrelated variables model) with a median of .040. These values represent a range of misspecifications from properly specified to minor, moderate, and severe misspecifications. It is these ε parameter values that are being estimated by the sample RMSEA statistics,ε, to which we now turn.
SAMPLING DISTRIBUTION OFε
Table 1 also provides information on the sampling distributions of ε, the sample RMSEA estimates, within each experimental condition and statistics that enable us to compare them to the corresponding ε, the population value of the RMSEA. Comparing the mean ofε to the corresponding ε enables us to estimate the degree of bias in the sample estimates of the RMSEA. Relative bias was computed as the empirical mean ofε minus ε divided by ε and multiplied by 100. This provides a measure of the percentage of bias of the sample estimate of the RMSEA relative to the population value within each condition. For the properly specified conditions (Specification 1 of Models 1, 2, and 3), ε was zero, and relative bias is undefined because of the division by zero, so relative bias is not reported, although the absolute bias is evident from comparing the mean ofε to the corresponding ε. Table 1 also reports the standard deviation of the simulatedε and the root mean squared error (or root MSE) that is the square root of the sum of the squared deviations betweenε and ε within each experimental condition. Root MSE gives a summary measure of accuracy in that it takes account of both bias and variance of an estimate. To further aid the interpretation of these results, the box plots of the simulated RMSEAs are presented in Figures 4, 5, and 6.
Properly specified models. To begin, consider the pattern of means ofε for the three properly specified conditions across sample size (the specific values are presented in Table 1 , and box plots of the simulated sampling distributions ofε are in Figures 4-6) . Although the value of ε within each model type is equal to zero, the means of the simulated sampling distributions ofε clearly vary as a function of sample size. Consider Specification 1 of Model 1. Although ε is zero, the mean ofε for n = 50 is .039, with a large standard deviation of .044 and root MSE of .059. Indeed, 55 percent of the RMSEA sample estimates were greater than zero. Similarly, the sample mean NOTE: The horizontal line within the box denote the sample median, the box length is the interquartile range, and the whiskers reflect the largest and smallest observed values that are less than 1.5 box lengths from either end of the distribution. RMSEA = root mean square error of approximation. ofε at n = 100 is .027 (SD = .030; root MSE = .045; 54 percent > 0), at n = 400 is .011 (SD = .014; root MSE = .017; 48 percent > 0), and at n = 1, 000 is .007 (SD = .009; root MSE = .011; 46 percent > 0). A highly similar pattern exists for Specification 1 of Models 2 and 3 as well, and these results will not be detailed here. Thus, consistent with limited prior research findings, under proper specification,ε tends to substantially overestimate ε at smaller sample sizes, and this overestimation decreases with increasing sample size. Specifically, the bias is present but negligible at sample sizes of n = 200 or greater.
Improperly specified models. Next consider the means of the simulated sampling distributions ofε for the misspecified conditions. For the misspecified models, we are able to compute bias and relative bias given the nonzero values of ε. Although the mean ofε continues to be inflated relative to ε at smaller sample sizes, the magnitude of this effect is less evident compared to the properly specified NOTE: The horizontal line within the box denote the sample median, the box length is the interquartile range, and the whiskers reflect the largest and smallest observed values that are less than 1.5 box lengths from either end of the distribution. RMSEA = root mean square error of approximation.
conditions described above. Across all three model types, there is clear evidence of significant overestimation at the smallest sample sizes. For example, for the minor misspecification (Specification 2) of Model 1, the ε is overestimated on average by 66 percent at n = 50 (mean = .045, SD = .04, root MSE = .049) and 21 percent at n = 100 (mean = .033, SD = .032, root MSE = .032). Similarly, for Specification 3 of Model 2, ε is overestimated on average by 92 percent at n = 50 (mean = .059, SD = .03, root MSE = .041) and 19 percent at n = 100 (mean = .037, SD = .022, root MSE = .023). However, this overestimation at smaller sample sizes quickly diminishes at moderate to large sample sizes. For example, no misspecified condition exceeded approximately 10 percent absolute relative value bias at sample sizes of n = 200 or above for any model type.
As we expected based on limited prior research on the RMSEA, it is clear that the sample overestimation of the corresponding ε not only decreases with increasing sample size but also decreases with NOTE: The horizontal line within the box denote the sample median, the box length is the interquartile range, and the whiskers reflect the largest and smallest observed values that are less than 1.5 box lengths from either end of the distribution. RMSEA = root mean square error of approximation.
increasing misspecification. This is also evident in the reduction in root MSE with increasing sample size. To observe this effect graphically, consider the first panel of Figure 4 in which the horizontal line within the box denotes the sample median, the box length is the interquartile range, and the whiskers reflect the largest and smallest observed values that are less than 1.5 box lengths from either end of the distribution. It can be seen that the sample mean ofε (which is quite close to the median value shown in the plot) converges to ε at approximately n = 200 for a minor misspecification and n = 75 for a moderate misspecification, and it appears unbiased even at n = 50 for the severe misspecification. What is important to note is that although the sample means do demonstrate convergence on the corresponding expected value, the sampling variability is still quite high, especially at smaller sample sizes. For example, the sample mean ofε for the severely misspecified condition of Model 1 (Specification 4) at n = 50 shows little mean bias (sample mean = .064, parameter value = .061, relative bias = 3.7 percent), but the sample standard deviation is .045 with a point estimate range of 0 up to .187. Thus, although the means of the RMSEA estimates at smaller sample sizes are unbiased under increasing model misspecification, there remains substantial variability in the sample estimates.
The standard deviations of the simulated sampling distributions ofε decrease for each model and specification as the sample size increases. This expected pattern reflects the well-known pattern of decreased variability as the sample size increases. It also is interesting to note that the growth in the mean value inε as the degree of misspecification increases is not accompanied by a growth in its standard deviation for a given sample size. For instance, in Model 2, the standard deviations ofε for Specifications 1 to 4 at n = 100 are .022, .023, .022, and .022, respectively. The main exception is in the case of the most severe misspecification, in which the standard deviation ofε tends to be smaller at a given sample size.
The root MSE provides a summary of both the bias and variability ofε as an estimate of the population RMSEA (ε). Perhaps the most obvious trend in the results is the decrease in the root MSE ofε within each model and specification as the sample size grows. Given our observations on the decrease in bias and shrinkage in standard deviations as n is larger, this result for the root MSE is fully expected. Less expected is the tendency for the root MSE ofε to decrease as the degree of misspecification increases. In Model 2 at n = 100, for instance, the root MSE ofε is .033 for the correct model and .023 for Specification 3. This is likely to result from the drop in relative bias as the degree of specification error increases.
Uncorrelated variable baseline model. Finally, the results in Table 1 indicate that the mean of the simulated sampling distribution ofε for the uncorrelated variables model is very close to the corresponding ε across all sample sizes for all three model types. For example, for the uncorrelated variable baseline specification of Model 1 at n = 100, ε is .315, and the sample mean ofε is .315; for Model 2 at n = 200, ε is .252, and the sample mean ofε is .252; finally, for Model 3 at n = 400, ε is .265, and the sample mean ofε is .265. These results indicate that for the uncorrelated variable baseline model, the mean of the simulatedε is an unbiased estimate of the corresponding ε. However, as was found for the misspecified models, the simulated sampling distribution of the RMSEA was also characterized by a rather large variance, especially at smaller sample sizes. We will explore this finding more thoroughly in a moment.
SUMMARY
Overall, the mean of the simulated sampling distribution ofε tended to overestimate the corresponding ε, particularly at smaller sample sizes and for the properly specified and less severe misspecified conditions. It is evident from the plots in Figure 4 that the overestimation at smaller sample sizes and under less severe misspecification is attributable to the higher number of sample estimates that were estimated to be negative but were set to zero due to the restricted lower bound of the RMSEA of 0. Although this overestimation decreased with increasing sample size and increasing misspecification, there remained substantial sampling variability inε. The sample standard deviations and the root MSE ofε decreased as the sample size grew within a given model and specification. Holding model and sample size constant, there was some tendency for the root MSE to be smaller as the degree of specification error grew. We will now examine the confidence intervals ofε.
RMSEA CONFIDENCE INTERVALS
To evaluate the accuracy of the RMSEA confidence intervals, we computed the percentage coverage of ε by the simulated CIs within each experimental condition. If ε for a given specification fell within the bounds of the simulated CI for a given replication, then that CI was deemed "accurate," given that it properly covered the corresponding ε value. In the long run, it is expected that the percentage of CIs that cover the corresponding ε will converge on the nominal rate of the CI (i.e., 90 percent of the simulated 90 percent CIs are expected to contain the associated ε). The empirical coverage rates and mean interval widths are presented in Table 2 . 
PROPERLY SPECIFIED MODELS: 90 PERCENT CONFIDENCE INTERVALS
For all three properly specified models, the coverage rates of the ε were remarkably accurate at moderate to large sample sizes. For example, at sample sizes of n = 200 and higher, the proportion of simulated CIs correctly containing ε were within 2 percent of the expected nominal 90 percent rate. Although the accuracy degraded somewhat at smaller sample sizes, this decrement in performance varied as a function of model complexity. For Model 1, the CIs were within 2 percent of the nominal rate at all sample sizes, even at the smallest sample size of n = 50. However, this degree of accuracy at the smaller sample sizes did not hold for Models 2 and 3. For example, for the proper specification of Model 2, the ε was accurately covered only 73 percent of the time at n = 50, 84 percent at n = 75, and 85 percent at n = 100; for the proper specification of Model 3, the ε was accurately covered 78 percent of the time at n = 50, 85 percent at n = 75, and 89 percent at n = 100. Thus, the coverage rate converged on the nominal rate at n = 50 for Model 1, n = 200 for Model 2, and n = 100 for Model 3.
It is interesting to note that for those cases in which the simulated CI did not contain the associated ε, the expected value always fell below the lower boundary of the CI. There was not a single instance in any replication in which the simulated CI failed to contain the corresponding ε by falling below that value; this was true for all specifications of all models.
MISSPECIFIED MODELS: 90 PERCENT CONFIDENCE INTERVALS
For the three misspecified conditions for each of the three target models (but not yet considering the uncorrelated variable baseline model), the empirical coverage rates were quite similar to those found for the properly specified conditions. For all three misspecified conditions of Model 1, the empirical coverage rates were within 2 percent of the nominal rate across all sample sizes. The nominal rate was again achieved at n = 200 and n = 100 for all three misspecified conditions of Models 2 and 3, respectively.
However, as was found for the properly specified conditions of Models 2 and 3, the empirical rate fell well below the nominal rate at the smaller sample sizes. For example, for the moderately misspecified condition of Model 2, the empirical CIs only covered the corresponding ε value 73 percent at n = 50, 85 percent at n = 75 and n = 100, and 88 percent at n = 200. Similarly, for the moderately misspecified condition of Model 3, the empirical CIs only covered the corresponding ε value 83 percent at n = 50 but was within
UNCORRELATED VARIABLE BASELINE MODEL: 90 PERCENT CONFIDENCE INTERVALS
Of course, in applied research settings, it would rarely be of interest to compute the RMSEA and associated confidence intervals for the uncorrelated variable baseline model given that this is used primarily as a null model with which to compute the baseline fit indices. However, as described earlier, one of the key assumptions underlying the RMSEA is that the errors of approximation are "not great" relative to errors of estimation. It is thus of interest to examine the finite sampling behavior of the RMSEA CIs for the uncorrelated variable baseline model to examine whether this severe misspecification is too extreme in magnitude to reference the underlying noncentral chi-square distribution on which the computation of the CIs is based.
In general, there was evidence of poor accuracy in CI coverage of the expected value of the RMSEA for the uncorrelated baseline conditions of all three models across all sample sizes. For example, for the uncorrelated variable baseline model for Models 1 and 3, the percentage of 90 percent CIs that cover the known ε is approximately 80 percent across all sample sizes; for Model 2, the coverage rate drops to approximately 70 percent across all sample sizes. Thus, for the uncorrelated variables' specification of all three model types, the empirical coverage of the expected value of the RMSEA falls 10 to 20 percent below the nominal coverage rate. This suggests that, consistent with the results of Curran et al. (2002) , the severe misspecification of the uncorrelated baseline model may indeed be too extreme to reference the corresponding noncentral chi-square distribution in the computation of the CIs.
RMSEA 80 AND 95 PERCENT CONFIDENCE INTERVALS
Widespread use of the 90 percent CI is based on the ability to link this CI to the use of the usual likelihood ratio test T . Specifically, if the lower bound of the 90 percent CI is equal to zero, this implies that the probability level of the test statistic T is greater than .05. Thus, the CI provides information about the likelihood ratio test statistic but also provides much more information about model fit beyond the standard p value (for further details, see MacCallum et al. 1996) . Although this is a useful link on which to capitalize, there is no reason why any other CI coverage rate cannot be considered. To better understand the accuracy of the CI estimates as a function of width of coverage, we repeated the above analyses for CIs with widths of 80 and 95 percent. As before, these analyses produced a tremendous amount of empirical results, and we only summarize the key findings here.
In general, it is striking how similar the pattern of findings is for these alternative coverage rates, as were found for the 90 percent CIs presented in detail above. At sample sizes of n = 200 and higher, the coverage rates of the CIs were quite consistent with the corresponding expected nominal rate. This consistency was evident for the proper and three improper specifications of all three model types at n = 200 and higher. For example, for the moderate misspecification of Model 1 at n = 200, 82 percent of the sample 80 percent CIs and 96 percent of the 95 percent CIs covered ε. Similarly, for the severe misspecification of Model 3 at n = 200, 81 percent of the sample 80 percent CIs and 95 percent of the sample 95 percent CIs covered ε. At sample sizes less than n = 200, the expected nominal rates were uniformly underestimated by anywhere from 5 to 20 percent at the smallest sample size of n = 50. This underestimation was somewhat more pronounced for the 80 percent CIs compared to the 95 percent CIs, and this held across all three model types. Finally, as was found with the 90 percent CIs, none of the coverage rates of the CIs corresponded to the expected nominal coverage rates for the uncorrelated variables model for any of the three model types for either the 80 or 95 percent CIs.
DISCUSSION
The goal of our study was to empirically evaluate a set of theoretically generated research hypotheses about the finite sampling properties of the RMSEA. We used Monte Carlo computer simulations to generate data corresponding to three population model types across a variety of experimental conditions commonly encountered in applied social science research. Up to 500 replications were generated for each of 7 sample sizes and 15 model specifications, and we examined the sampling characteristics of both the RMSEA point estimates and the associated confidence intervals. The results were largely consistent with the proposed hypotheses.
RMSEA POINT ESTIMATES
Consistent with Fan et al. (1999) and Hu and Bentler (1998) , we found that for the properly specified conditions of all three model types, the mean of the simulated sampling distribution ofε substantially overestimated the corresponding ε at the smaller sample sizes, but this positive bias became negligible at sample sizes of n = 200 and higher. There are two likely sources of this overestimation. First, it is well known that the likelihood ratio test statistic is inflated at smaller sample sizes under correct (e.g., Boomsma 1983; Anderson and Gerbing 1984) and incorrect (e.g., Curran et al. 1996 ) model specification; this test statistic plays an integral role in the computation ofε, and thus the inflation plays a role here as well. Second, ε under proper specification is zero, andε, the sample estimates of the RMSEA, vary around this value. However, given that the computation of the RMSEA is, by definition, fixed to zero when the sample estimate falls below zero, the mean of the estimates is positively biased due to the fixing to zero of these negative values. This explains why we found evidence for decreased bias inε with increasing sample size, given the corresponding decrease in sampling variability; similar results were described by both Hu and Bentler (1998) and Fan et al. (1999) .
Our results further indicated that the overestimation of the RMSEA relative to the corresponding population value decreased with increasing model misspecification. That is, the means of the simulated sampling distributions ofε were systematically larger than the corresponding population values at smaller sample sizes, but this overestimation was attenuated by increasing misspecification. This attenuation of bias was further highlighted in that the severely misspecified null independence model showed no overestimation even at the smallest sample size. In general, though, some evidence of positive bias was found for the less severe misspecifications at sample sizes of less than n = 200. As before, the decreasing bias associated with increasing sample size is due in part to the associated decrease in sampling variability of the point estimates. Similarly, the decreasing bias associated with increasing misspecification is due in part to the larger corresponding population values of the RMSEA and subsequently fewer sample estimates that were negative and thus fixed to zero.
In sum, the means of the simulated sampling distributions ofε were generally unbiased across all model types and all model specifications at sample sizes of n = 200 and greater. Overestimation of the corresponding ε was evidenced at samples less than n = 200 across all but the null independence model, and this overestimation was oftentimes substantial. Finally, there was no evidence of overestimation for the uncorrelated variables model for any model type at any sample size. It is important to note, however, that all of the findings we have summarized thus far only relate to the sample estimates of the RMSEA. A second critical piece of information to consider is the accuracy of the associated confidence intervals.
RMSEA CONFIDENCE INTERVALS
Although computation of the 90 percent CIs is standard in commercial SEM packages, there is no reason to limit ourselves to this particular coverage rate. We thus examined CIs for the RMSEA for coverage rates of 80, 90, and 95 percent to examine potential departures in finite sampling behavior as a function of nominal coverage. Results were nearly identical across all three coverage rates, and we will thus focus on the 90 percent rate with the understanding that these results directly generalize to the other two rates as well.
In general, the CIs were remarkably accurate across many of the experimental conditions studied here. For example, the sample 90 percent CIs covered ε, the RMSEA parameter value, within 2 percent of the nominal rate across all sample sizes for the properly specified condition of Model 1, as well as at sample sizes of n = 200 and above for Models 2 and 3. This same degree of accuracy held for the three misspecified conditions as well, again at all sample sizes for Model 1 and at sample sizes of n = 200 and above for Models 2 and 3. This was impressive accuracy, especially given that we considered several of these conditions to be severely misspecified (but note that we have not yet discussed the null independence model). It thus appears that, at least at sample sizes of n = 200 or greater, the CIs are characterized by accurate coverage rates under the very conditions in which they are most needed: a moderately to severely misspecified model that we might consider to be theoretically tenable.
However, for sample sizes less than n = 200 for the properly specified and three misspecified conditions of Models 2 and 3, the CIs systematically covered the expected value of the RMSEA below the expected nominal rates, sometime substantially so. For several conditions at the smallest sample size, the estimated 90 percent CIs only covered ε 75 percent of the time. Closer examination of the data indicated that for every single case that did not cover ε, the CI was overestimated. That is, in every case, the lower bound of the CI was above ε, and under no condition was the error made as a result of the upper bound falling below this value. In general, theε estimates were unbiased at sample sizes of n = 200 and above; similarly, the CIs were covering ε at the expected nominal rate at sample sizes of n = 200 and above. The only exception to this pattern of findings is the accurate coverage of the CIs at smaller sample sizes across all specifications for Model 1.
It is not immediately clear as to why the CIs showed little coverage bias across all sample sizes for Model 1, whereas this lack of coverage bias was only evident at sample sizes of n = 200 and greater for Models 2 and 3. One likely explanation for this relates to the magnitude of the noncentrality parameter for the misspecified conditions. Although ε values were rather similar within specification and across model type (e.g., the ε for Specification 2 of Model 1 was .027, and Specification 2 of Model 2 was .021), the noncentrality parameters were often more discrepant (e.g., the noncentrality parameter at n = 1, 000 for Specification 2 of Model 1 was 16.54, and for Specification 2 of Model 2, it was 39.58). The reason for the differences in relative magnitude between the RMSEA and the corresponding noncentrality parameter is that the RMSEA makes an adjustment for df , and these varied greatly across the model (e.g., Specification 2 of Model 1 was characterized by 23 df compared to 86 df for Specification 2 of Model 2). Given that the CIs are computed based on the noncentral chi-square distribution and then transformed into the metric of RMSEA (see equation (3)), there may be greater overestimation of the sample noncentrality parameter for Models 2 and 3 at the smaller sample size given the larger value of the noncentrality parameter for those same conditions. That is, although several of the RMSEA values were comparable across conditions, there are larger differences in the associated noncentrality parameters, given that an adjustment has yet to be made for the model df . This is only a hypothesis, and further work is necessary to better understand this effect.
Finally, although an applied researcher would rarely if ever desire a CI for an uncorrelated variables model, it was important to examine the CIs under this condition, given the prediction that the likelihood ratio test statistic will not follow the referenced noncentral chi-square distribution under severe specification error. Results indicated that the CIs for the uncorrelated variables model were substantially biased for all three model types across all sample sizes. For example, even at the largest sample size of n = 1, 000 for the uncorrelated variable specification of Model 2, only 69 percent of the 90 percent CIs actually covered ε. Note that these inaccuracies in the CIs were present even though the mean ofε reflected no bias relative to the corresponding ε. This highlights the critical importance of examining both the mean and variance of a test statistic in simulation studies. (For a more detailed discussion of this, see Curran et al. 2002.) In conclusion, it appears that the degree of misspecification introduced in the uncorrelated independence model was sufficiently severe that the resulting test statistic no longer referenced the underlying noncentral chi-square distribution, and the resulting CIs were not valid.
POTENTIAL LIMITATIONS AND DIRECTIONS FOR FUTURE RESEARCH
The results of any Monte Carlo study are necessarily limited to the parameterization of the models and conditions under study, and care should be taken when generalizing our findings presented here. However, we took great care in the design of our simulation experiment to maximize external validity, and our selected models and conditions represented an array of SEM applications in the social sciences that ranged from properly specified to severely misspecified and were characterized by a small to large number of df . We thus feel that these findings generalize to many similar types of SEM applications, although future work will do well to consider additional model types as well. One set of models that might be of particular interest that we did not study here are models with a very small df . For example, a three-time point linear latent growth model is characterized by a single df , and we have found in our own applied work that resulting RMSEA values can be quite large for a model that otherwise appears to fit the data well. Further examination of the RMSEA under conditions such as these could be quite interesting. Finally, we chose to focus on data drawn from a multivariate normal distribution, and it is well known that nonnormally distributed data, particularly data characterized by excess kurtosis, introduce further bias in normal theory ML estimation (Boomsma 1983; Browne 1984; Curran et al. 1996; Muthén and Kaplan 1985, 1992) .
Of most importance, there has been much recent discussion of optimal methods for using the RMSEA in practice to evaluate model fit. For example, Hu and Bentler (1998) have explored using just the point estimates of the RMSEA to determine adequacy of model fit, and MacCallum et al. (1996) have proposed the use of tests of close fit and not close fit based on the confidence intervals of the RMSEA. Given that our results presented here provide empirical insight into the experimental conditions under which the point estimates and associated CIs are accurately estimated, future work can turn to a more comprehensive evaluation of how to optimally use these estimates to judge model fit in applied research. We hope that our findings help inform the thoughtful consideration of this important question.
NOTES
1. More generally, structural equation modeling (SEM) focuses on reproducing the population moments of the observed variable with a specified model. To simplify our discussion, we focus on the population covariance matrix here, recognizing that the discussion could be easily generalized to the population mean or other moments.
2. For completeness, all results reported here were reanalyzed for the conditions that were characterized by higher rates of nonconvergence, including both converged and nonconverged cases, and no substantive differences in any conclusions were found. Furthermore, although these nonconverged and improper solution cases were excluded from the present analyses, these cases are of great interest with respect to other related research questions, and we have examined these closely in other studies of these data. See Chen et al. (2001) for further details.
3. The 80 and 95 percent confidence intervals were not cross-validated in this way since all current commercial SEM packages only provide 90 percent CIs.
