We introduce a quantitative parameter measuring m-neighbourliness of symmetric convex polytopes in R k . We discuss this parameter for random polytopes generated by subgaussian vectors and show its stability properties.
Introduction
In this paper we study some geometric properties of convex symmetric polytopes related to the structure of their faces. Neighbourly polytopes, although known to geometers for a long time, recently gained renewed attention, due to their connections to combinatorial problems (see [5, 13] and references therein). The classical notion of m-neighbourly polytopes, defined in terms of disjointness of convex hulls of appropriate subsets of vertices (see Sect. 2 below), does not provide an information on extent of m-neighbourliness of the polytope. We introduce a quantitative property measuring how neighbourly an m-neighbourly polytope is. We will study this property for different perturbations of random symmetric polytopes generated Communicated by Imre Bárány. by subgaussian matrices. This makes a connection to a rich theory of random finitedimensional Banach spaces. Such spaces, in particular random quotients of n 1 's, have been extensively studied over last quarter of a century and led to solutions of several classical problems (cf. [4, 8, 14] , see also the survey [9] ). Random polytopes (including +1/−1 polytopes) also play a very important role in combinatorics; we mention only a few recent results [1] [2] [3] .
We shall now briefly describe the results and organization of this paper. In Sect. 2, apart of standard preliminaries, we introduce the quantitative notion of (m, α)-neighbourly polytopes. In particular, a symmetric polytope is m-neighbourly if and only if it is (m, α)-neighbourly for some α > 1. Subsequently we define related isometric invariants nei m (K). The main results are presented in Sect. 3 . We begin by providing upper estimates for α, equivalent to (the same) upper bounds for nei m . It turns out that, with probability close to 1, symmetric polytopes determined by subgaussian vectors have invariants nei m (K) of maximal order (up to a logarithmic factor) for every m in the admissible range. It is surprising that this property is pretty stable for a random polytope K. In particular, for any not-too-large family of sufficiently nontrivial operators T μ , this property holds simultaneously for all T μ (K) (Theorem 3.2). The same holds when the fixed family T μ is replaced by a family of projections annihilating some subsets of vertices (Theorem 3.3), or when the polytope K is replaced by the convex hull of itself and its random rotation (Theorem 3.4). In Sect. 4 we develop, in language of convex analysis, criteria for the (m, α)-neighbourliness. This approach follows the method presented in [10] (Chap. 4). In the next Sect. 5 we prove Proposition 3.1 on upper bounds for nei m (K). In Sect. 6 we state and prove the technical probabilistic fact (Proposition 6.1) that underlies all main results of our paper. In the last Sect. 7 we deduce Theorems 3.2, 3.3, and 3.4 from Proposition 6.1.
Preliminaries
We use the standard notation. In particular, ·, · and | · | stand for the standard scalar product and the Euclidean norm on R k , while {e 1 , e 2 , . . . , e k } denotes the standard unit vector basis in R k . By B k 2 and S k−1 we denote the Euclidean unit ball and unit sphere, respectively. B k 1 stands for the k-dimensional cross-polytope, that is, the unit ball in the 1 norm on R k . The space of linear operators acting from
We study some geometric properties of convex symmetric polytopes in R k , that is, sets of the form
where n > k > 2 and x i ∈ R k for i = 1, 2, . . . , n. By V(K) we denote the set of vertices of K. By V m (K) for 1 ≤ m < k we denote the family of all nonempty subsets of V(K) with cardinality less than or equal to m, not containing a pair of antipodal vertices.
Recall that a convex symmetric polytope K in R k is said to be m-neighbourly, where 2 ≤ m < k, if and only if every subset V ∈ V m (K) is a vertex set for a face of K. In particular this means that
. By a standard compactness argument this implies that there exists α > 1 such that
for every V ∈ V m (K). Let us observe that for an arbitrary convex symmetric polytope K in R k (not necessary m-neighbourly for any m ≥ 2), a similar argument shows that there exists α > 1 such that (2.2) holds for every singleton {x} ∈ V(K). Motivated by the above, we shall say that a convex symmetric polytope is m-neighbourly with parameter α for 1 ≤ m < k and α > 1, or shortly (m, α)-neighbourly if (2.2) holds for every V ∈ V m (K). Finally we define the m-neigh-
Note that in the definition above, we allow the case m = 1 as well. In what follows, for technical reasons, we will work with the parameters α rather then with the invariants nei m themselves.
It is known that a convex symmetric polytope K ⊂ R k with |V(K)| ≥ 2(k + 2) may be at most (k + 1)/3 -neighbourly [12] . Note that nei m (K) is a non-increasing function of m. Moreover if 2n = |V(K)| > 2k, then nei m (K) is finite for every m. Indeed, note that nei 1 (K) ≥ nei m (K) and let V(K) = {±x 1 , ±x 2 , . . . , ±x n }. After possible reordering, we may assume that x 1 can be written as linear combination of {x 2 , . . . , x n }, which yields
With a polytope K = conv{±x 1 , ±x 2 , . . . , ±x n } ⊂ R k , one can associate a k × n matrix T whose columns are the vectors x 1 , x 2 , . . . , x n . We shall often identify this matrix with the linear operator from R n to R k defined by T (e i ) = x i for i = 1, 2, . . . , n.
Conversely, to every operator T : R n → R k , in a natural way there corresponds the polytope
We now recall a few definitions related to subgaussian vectors and matrices. For a random variable h defined on a probability space ( , P) and 0 < p < ∞, let
A random variable γ is called subgaussian if there exists β < ∞ such that
where g denotes the N (0, 1) Gaussian variable. We shall refer to the infimum over all β satisfying (2.3) as the subgaussian constant of γ . In this paper we consider only symmetric subgaussian random variables, but the results are valid in a more general case of subgaussian random variables of mean zero. In this case appropriate probabilistic estimates (with slightly worse constants) are obtained from the corresponding case of symmetric random variables by a symmetrization procedure standard in probability. Let us note that there are other equivalent frequently used definitions of subgaussian variables, for example, in terms of the Orlicz function ψ 2 or by tail distribution. We refer the reader to, e.g., [6] for some further comments.
A random vector x ∈ R k with independent subgaussian entries will be called a subgaussian vector.
The main examples of subgaussian random variables are Gaussian random variables, Bernoulli random variables, or any bounded random variables.
We shall work with random polytopes generated by matrices with i.i.d. symmetric subgaussian entries. The most important examples of such polytopes, apart from the Gaussian ones, are the so called +1/−1 polytopes given by matrices with independent Bernoulli entries. Equivalently, these are symmetric random polytopes of the form conv{±x 1 , . . . , ±x n } in R k , where the x i 's are independent uniformly distributed vertices of the combinatorial cube {−1,
In what follows the letters C, c, c , . . . denote numerical constants, whose values may be different in different paragraphs. By log(·) we denote the logarithm to the base e.
Results
The following proposition provides the upper estimates for α for (m, α)-symmetric neighbourly polytopes. Namely we have the following:
For a "typical" random polytope K generated by independent subgaussian vectors, one can prove, by suitably adopting the argument presented in [10] , that it is (m, α)-symmetric neighbourly for relatively large m and α. The theorem below states that a similar fact holds "typically" for all polytopes of the form T μ (K), where K is as above, and {T μ } is a family of sufficiently nontrivial operators in L(R k , R k ) with controlled cardinality. More precisely: 
and
Remark It follows from the proof of Theorem 3.2 that the constant c 2 is small. Note that the condition in the theorem on the (m, α)-neighbourliness of polytopes in question requires that the expression on the right-hand side of (3.1) is greater than 1, which in turn yields that k > β 6 /c 2 .
Applying Theorem 3.2 to the Bernoulli random variables leads to so-called random +1/−1 polytopes. Then considering just one operator equal to the identity, we conclude that for any pair (m, α) satisfying (3.1), with probability close to 1,
and, more generally,
for all V ∈ V m (K) and all 1 ≤ m < ck/ log(Cn/k). (Here C > 1 and c > 0 are numerical constants.) Note that the case of m = 1 is a simple consequence of a result from [6] (Corollary 4.3), while the case of m = m 0 = [ck/ log(Cn/k)] was proved in [10] (for a more general case of polytopes generated by subgaussian vectors). Therefore, formula (3.2) provides, in a sense, the whole "scale" of results for arbitrary 1 ≤ m ≤ m 0 . In Theorem 3.2 the operators T μ remained fixed for all random polytopes of the form K = (B n 1 ). In the theorem below the family of considered projections depends on the random polytope in question. Namely, let K = conv{±x i | i = 1, 2, . . . , n}. For each subset σ ⊂ {1, 2, . . . , n}, we let P σ = P σ,K be the orthogonal projection with 
,
Remark The requirement that the probability in theorems above is positive imposes restrictions on how large N and may be. In particular, if we choose < ck/ log(cn/k) for suitable c > 0, then the probability in Theorem 3.3 is exponentially close to 1.
Let ν k denote the normalized Haar measure on the orthogonal group O(k), and let P = P × ν k be the product probability on × O(k). Then we have: 
for every m satisfying
Remark Recall that by the main result in [7] on singular values of rectangular matrices (Theorem 3.1 and Remark 4 following it) one has: if n ≥ (1 + δ)k for some δ > 0, then, with probability exponentially (in n) close to 1, K contains ρB k 2 for some ρ > 0 depending on δ only. Using (6.2) with, e.g., u = 3β, and applying Lemma 5.1 below, we conclude that with probability exponentially (in k) close to 1, the polytopes P K for every rank P ≥ k/4 are not (m, α)-neighbourly for α ≥ c √ k/m. Thus, in the theorems above, for m in the admissible range and n ≥ k(k + 1)/2 + m, the values of α are optimal up to a logarithmic factor.
Criteria for Neighbourliness
This section discusses simple analytic conditions sufficient for the (m, α)-neighbourliness of polytopes. This is a slight modification of arguments from [10] .
For a fixed α > 1 and an arbitrary pair of disjoint subsets I, J ⊂ {1, 2, . . . , n}, we shall consider the cone
By C 0 I,J,α we denote the interior of C I,J,α .
Lemma 4.1 Let be a k × n matrix with 1 < k < n. For any α > 1 and disjoint subsets I, J of {1, 2, . . . , n}, the following conditions are equivalent:
Proof Indeed, assuming (i), by a separation argument there is y ∈ R n with y ⊥ ker and y, x > 0 for every x ∈ C 0 I,j,α (hence also y, x ≥ 0 for every x ∈ C I,j,α ). Note that e i ∈ C 0 I,J,α and ±(e i − e i ) ∈ C I,J,α for every i, i ∈ I . Thus y, e i = y, e i > 0 for every i, i ∈ I . Similarly we get y, e j = y, e j < 0 for every j, j ∈ J . Finally, since ±(e i + e j ) ∈ C I,J,α , we have y, e i = y, −e j > 0 for every i ∈ I and j ∈ J . Multiplying y by a suitable constant c > 0, we get cy, e i = cy, −e j = 1 for every i ∈ I and j ∈ J.
On the other hand, for every i ∈ I and every j / ∈ I ∪ J , the vectors e i ± αe j belong to C I,J,α , which yields cy, e j ≤ 1/α.
Finally, note that since y ⊥ ker , there exists z 0 ∈ R k such that * z 0 = cy, which means that z 0 , e i = cy, e i for every i = 1, 2, . . . , n.
Conversely, if there exists z 0 satisfying (ii), then y = * z 0 satisfies y ⊥ ker and y, x > 0 for every x ∈ C 0 I,j,α . Hence ker ∩ C 0 I,J,α = ∅.
Remark Note that Lemma 4.1 in particular yields that if ker is disjoint with C 0 I,J,α , then conv{ e 1 , − e j | i ∈ I, j ∈ J } is a face of the polytope K = conv{± e i | i = 1, 2, . . . , n}.
Let K = conv{± e i | i = 1, 2, . . . , n}, and let V = { e i , − e j | i ∈ I and j ∈ J } ∈ V m (K). The following corollary is a direct consequence of Lemma 4.1. 
Corollary 4.2 In the above notation, conv V is a face that, for every 1 < α < α, is disjoint from the α multiple of the convex hull of the remaining vertices
α conv V(K) \ V
∅ implies that e i is a vertex for the polytope K (hence − e i is a vertex as well).
This means that to prove that K = conv{± e i } is (m, α)-neighbourly polytope, it is sufficient to show that all cones C 0 I,J,α with 1 ≤ |I | + |J | ≤ m are disjoint from ker . That is, we are going to prove that
In order to simplify control of the union of the cones, one more idea from [10] is useful. For every 1 ≤ l ≤ n, we set
(For x = (a 1 , . . . , a n ) ∈ R n , we let support x = {i | a i = 0}.) Lemma 4.3 Let 1 ≤ m ≤ n and α > 1. Then
Proof The first inclusion follows from the fact that for all I and J , by the definition of C I,J,α , one has x 1 ≤ 2α √ |I | + |J | for every x ∈ C I,J,α ∩ S n−1 . To prove the second inclusion, note that
By Lemma 3.2 in [10] (or Lemma 3.7 in [11])
, for every x ∈ R n , we have for l = 4α 2 m,
where the first supremum is taken over z ∈ 2α √ mB n 1 ∩ S n−1 . By the separation argument, it follows that
In view of these results, we have the following obvious corollary, which is stated in terms of m, n, α, and ker only. Recall that is a k × n matrix with 1 < k < n and note that k is related to n by the condition k + dim ker ≥ n.
Corollary 4.4 In the notation above, let m < n be positive integers, α > 1 and the matrix be such that
ker ∩ 2α √ mB n 1 ∩ S n−1 = ∅.
Then the polytope K = conv{± e i } is (m, α)-neighbourly. Moreover V(K)
= {± e i }.
Proof of Proposition 3.1
Proof (i) Let V(K) = {±x 1 , ±x 2 , . . . , ±x n }. Consider a k × n matrix A whose columns are vectors x i (i = 1, .
. . , n) and view A as a linear operator in L(R n , R k ).
Since dim ker A ≥ n − k, there exists 0 = x 0 ∈ ker A of the form 
n} is a (nonsymmetric) m-neighbourly
polytope. Hence the set of vertices {x i } i∈I is affine independent (see, e.g., [5, p. 122] ). Let E be the linear subspace spanned by {x i } i∈I . Thus dim E = m. Returning to the proof of (ii) part of the proposition, recall that the notion of (m, α)-neighbourliness for symmetric convex polytopes is invariant under linear isomorphisms of R k . Thus without loss of the generality we may assume that B k 2 is the ellipsoid of minimal volume containing K. By John's theorem (the real case) there exists a subset J ⊂ {1, 2, . . . , n} with |J | ≤ k(k + 1)/2 such that B k 2 is the ellipsoid of minimal volume containing K J := conv{±x j | j ∈ J }. (Indeed, the vertices from J are contact points of K and B k 2 used in John's decomposition of identity.) This in particular yields
. . , n} with |I | = m disjoint from J . Thus (ii) follows directly from the lemma.
Technical Proposition
The proof of Theorem 3.2 is based on the following (uniform) lower estimate for "typical" subgaussian matrices on sets of the form AB n 1 ∩ S n−1 . 
for every x ∈ AB n 1 ∩ S n−1 , where A is any nonnegative number satisfying
The proof of Proposition 6.1 follows a familiar scheme of "ε-net arguments," with some additional twists related to the geometry of sets AB n 1 ∩ S n−1 (cf. [11] ). Let us begin with a standard general remark. For all x = (x i ) ∈ S n−1 and 1 ≤ j ≤ k, let ξ j = x, e j = i γ ji x i . Then ξ j 's are clearly i.i.d. and symmetric, and a straightforward calculation (that uses the symmetry of the γ ji 's) shows that they are subgaussian with Var ξ j ≥ 1 and the subgaussian constant at most β. (This means that x is a subgaussian vector in R k .)
We recall two known pointwise estimates. Firstly, the well-known fact for subgaussian vectors (see, e.g., Fact 2.1 in [6] ) implies that, for every x ∈ S n−1 , we have
for every u > 0. Secondly, setting rank P = ≥ k/4, noting that the Hilbert-Schmidt norm satisfies P H S = √ , and using [6] , Theorem 2.5, we get, for every x ∈ S n−1 ,
where 0 < c 0 ≤ 1 is a suitable numerical constant.
Proof of Proposition 6.1 The first part of the argument is valid for all A. Note that the case A < 1 is trivial and so fix an arbitrary A ≥ 1. We shall establish estimates analogous to (6.2) and (6.3) valid for all x in the set of the form AB n 1 ∩ S n−1 . In fact, in what follows we need only a lower estimate on this set.
For the moment, fix ε > 0. We shall find an ε-net (in the Euclidean norm) ⊂ AB n 1 ∩ S n−1 with controlled cardinality | |. Also, we shall find a set ⊂ 4B n 2 such that 4) and again, we will control the cardinality | |.
Assume that such and are already constructed. Consider an arbitrary x ∈ AB n 1 ∩ S n−1 . Pick y 0 ∈ with |x − y 0 | ≤ ε and note that
and thus
Estimates for the minimum and maximum will be treated separately. By (6.3) we have
Take u = 3β and recall that ⊂ 4B n 2 . Hence by (6.2)
(Here we used that 3β ≥ 3 > 2 + log 2.) In view of (6.5), by combining (6.6) and (6.7) we infer that with probability larger than or equal to
we have, for all x ∈ AB n 1 ∩ S n−1 ,
Letting ε = (96β) −1 , we obtain, with the same probability,
for all x ∈ AB n 1 ∩ S n−1 . In the next step we find sets and of suitably small cardinalities. To do this, fix for the moment 0 < ε ≤ 1. By Lemma 3.8 in [11] , U A 2 /δ is an ε -net for AB n 1 ∩ S n−1 , where δ = (ε /2) 2 . Set r = 4A 2 /ε 2 . It is known that U r contains an ε -net˜ with
Clearly,˜ is an 2ε -net for AB n 1 ∩ S n−1 (but it does not need to be contained in this set). However, a well-known argument shows that there exists ⊂ AB n 1 ∩ S n−1 which is a 4ε -net in AB n 1 ∩ S n−1 with | | ≤ |˜ |. We set ε = ε/4, where ε has been determined just before (6.9) .
Note that the set of extreme points of (2A/ε)B n 1 ∩ B n 2 is contained in (2A/ε)B n 1 ∩ S n−1 . Hence by Lemma 4.3 we have
This shows that any set whose convex hull contains 2 conv U 4A 2 /ε 2 automatically satisfies (6.4). On the other hand, an elementary argument of Lemma 2.3 in [11] shows that there is˜ ⊂ B n 2 with the property that conv 2˜ ⊃ conv U 4A 2 /ε 2 and such that 11) where c 1 > 0 is a numerical constant. Therefore setting = 4˜ , we get a required set with cardinality | | = |˜ | satisfying (6.11).
Our final step is to show that by a suitable choice of universal constants we can ensure that once A admits the upper bound of the Proposition, then the quantity in (6.8) is exponentially close to 1. First note that we can find universal constants c 1 and C 1 such that whenever A satisfies (6.1) (with constant c 1 ), then each of the cardinalities in (6.10) and (6.11) can be estimated from above by
Then recalling that ε = 1/96β and decreasing c 1 if necessary, we can ensure that if A satisfies (6.1), then
where 0 < c 0 ≤ 1 is the constant from (6.3). Finally, decreasing c 1 again, we can ensure that condition (6.1) and the fact that A ≥ 1 imply that k ≥Cβ 6 ≥Cβ 4 , wherẽ C is a suitable (large) constant chosen in such a way that the bound on k yields that
Putting these estimates together, we conclude that if A ≥ 1 satisfies (6.1), then (6.9) holds with probability larger than or equal to
This concludes the proof.
Proofs of Theorems
Proof of Theorem 3.2 Fix an arbitrary T ∈ L(R k , R k ) with rank T ≥ k/4, and let E = ker T . Let P be the orthogonal projection in R k on the orthogonal complement
Note that T (K) = T P (K). Thus T (K) is (m, α)-neighbourly if and only if P (K) is (m, α)-neighbourly.
On the other hand, by Corollary 4.4, one can see that the latter property holds whenever ker P is disjoint from 2α √ mB n 1 ∩ S n−1 . Moreover, if this is the case, then |V(P K)| = 2n. By Proposition 6.1 it clearly happens (with probability close to 1) for any pair (m, α) satisfying
This shows the conclusion of the theorem for one operator T , and the statement for the family of N operators immediately follows.
Proof of Theorem 3.3 Fix σ ⊂ {1, 2, . . . , n} with |σ | = and fix for the moment (e i ) for i ∈ σ . Let σ be the k × (n − ) matrix resulting from after removing columns with indices belonging to σ . Set K σ = conv{± e i | i / ∈ σ }. Then P σ K = P σ K σ . Since k < n − , we may apply Theorem 3.2 to the random matrix σ and a single operator P σ . It follows that the conditional probability (with { e i | i ∈ σ } fixed) that the polytope P σ K σ is (m, α)-neighbourly for m and α satisfying (3.1) and the cardinality of the set of vertices is equal to 2(n − ) is greater than 1 − exp (−c 1 k/β 4 ). By integrating with respect to vectors (e i ) for i ∈ σ we infer that the polytope P σ K is (m, α)-neighbourly with the same probability, and the theorem easily follows.
Proof of Theorem 3.4
We begin with the following easy lemma.
Lemma 7.1
There is a constant ρ > 0 such that, for all k ≥ 4 and x, y ∈ R k , letting a = max{|x|, |y|}, one has
Proof The equality is obvious. To prove the inequality, note that without loss of generality we may assume that a = |x| = 1. Clearly ν k U ∈ O(k) | |Ux + y| < 1/2 =ν k−1 z ∈ S k−1 | |z + y| < 1/2 , whereν k−1 denotes the normalized Haar measure on S k−1 . The latter set is a cap on the sphere (which might be empty, as is in the case |y| ≤ 1/2) whose measure is maximal if |y| = √ 3/2. Thus the lemma is concluded by recalling the well-known estimate for the measure of the cap
Returning to the proof of the theorem, consider the k × 2n matrix U with j th column equal to (e j ) for j ≤ n and equal to U (e i ) for j = n + i, i = 1, 2, . . . , n. Then K U = conv{± U (e i ) | i = 1, 2, . . . , 2n}.
For z = (a 1 , a 2 , . . . , a 2n ) ∈ S 2n−1 , set z 1 = (a 1 , a 2 , . . . , a n ) and z 2 = (a n+1 , a n+2 , . . . , a 2n ). Since Hence by (6.2), for every z ∈ S 2n−1 and every u > 0, we havẽ
(Recall that the probabilityP was defined before the statement of Theorem 3.4.) On the other hand, note that max{|z 1 |, |z 2 |} ≥ 1/ √ 2. Thus, using the right-hand side inequality in (6.3) for P = I d, it follows that, for every z ∈ S 2n−1 ,
Combining this with Lemma 7.1, it follows that, for every z ∈ S 2n−1 ,
We also need the following analog of Proposition 6.1. .
The proof of the proposition goes exactly the same line of argument as the proof of Proposition 6.1 (with suitable adjustment of constants and with (7.1) and (7.2) replacing (6.2) and (6.3)). We left the details to the reader.
Clearly Theorem 3.4 is an obvious consequence of Proposition 7.2 and Corollary 4.4.
