Abstract. We provide a variety of constructions of (n, w, λ)-optical orthogonal codes using special sets of points and Singer groups in finite projective spaces. In several of the constructions, we are able to prove that the resulting codes are optimal with respect to the Johnson bound. The optimal codes exhibited have λ = 1, 2 and w − 1 (where w is the weight of each codeword in the code). The remaining constructions are are shown to be asymptotically optimal with respect to the Johnson bound, and in some cases maximal. These codes represent an improvement upon previously known codes by shortening the length. In some cases the constructions give rise to variable weight OOCs.
Introduction
There is interest in applying code-division multiple-access (CDMA) techniques to optical networks (OCDMA) and the codes used in an OCDMA system are called optical orthogonal codes. An (n, w, λ a , λ c )-optical orthogonal code (OOC) is a family of binary sequences (codewords) of length n, and constant hamming weight w satisfying the following two conditions:
• (auto-correlation property) for any codeword c = (c 0 , c 1 , . . . , c n−1 ) and for any integer 1 ≤ t ≤ n − 1, there holds where each subscript is reduced modulo n.
As stated above, an application of optical orthogonal codes is to optical CDMA communication systems where binary codewords with strong correlation properties are required (see [6, 10, 17] for more details). Subsequently, OOCs have been used for multimedia transmissions in networks using fiber-optics [20] . Optical orthogonal codes have also been called cyclically permutable constant weight codes in the construction of protocol sequences for multiuser collision channels without feedback [23] . Mathematically, OOCs have been studied in their own right because of their connection to various problems that arise naturally in combinatorics. For instance, there is a fundamental equivalence between optimal OOCs and maximum cyclic t-difference packings [16] .
An (n, w, λ a , λ c )-OOC with λ a = λ c is denoted an (n, w, λ)-OOC. The number of codewords is the size of the code. For fixed values of n, w, λ a and λ c , the largest size of an (n, w, λ a , λ c )-OOC is denoted Φ(n, w, λ a , λ c ). An (n, w, λ a , λ c )-OOC of size Φ(n, w, λ a , λ c ) is said to be optimal. In applications, optimal OOCs facilitate the largest possible number of asynchronous users to transmit information efficiently and reliably. From the Johnson Bound for constant weight codes it follows [10] that (1) Φ(n, w, λ) ≤ J(n, w, λ) = 1 w
We say a code C is J-optimal if |C| = J(n, w, λ). The problem of determining the values of λ for which J-optimal OOCs exist has been open for over 20 years. For λ = 1 there are many constructions of J-optimal OOCs (see e.g. [12] , [26] and tables therein), one of which we describe in detail below. For λ = 2 there are also various constructions of J-optimal OOCs (see e.g. [2] , [9] , [11] , [25] ).
Our first contribution in this work is to the study of J-optimal OOCs. For λ > 2 no J-optimal constructions appear in the literature. In fact, for λ ≥ 2 there are (infinitely) many parameters for which J-optimal (n, w, λ)-OOCs fail to exist. Indeed, Chung and Kumar [11] provide bounds that in many cases are tighter than J(n, w, λ). Omrani et. al. [24] also provide bounds tighter than J(n, w, λ) and prove the existence of trivial optimal OOCs (families of size 1). At best, various constructions over the years have produced, for particular values of λ, codes that asymptotically approach J(n, w, λ). In Section 3 we present a method employing techniques of finite projective geometries that produces J-optimal OOCs for all λ ≥ 1.
While there are several known classes of J-optimal codes for λ = 1, few are known for λ = 2. In Section 4 we consider the case of λ = 2. Specifically, Sections 4.1 and 4.2 provide constructions for infinite families of J-optimal codes. Related to optimality is the concept of a maximal (n, w, λ)-OOC. An (n, w, λ)-OOC C is maximal if for any binary n-tuple v of weight w the code C ∪ {v} is not an (n, w, λ)-OOC. The codes constructed in Section 4.2 that fail to be J-optimal are shown to be maximal. Table 2 will perhaps place our new constructions in context.
Our second main contribution deals with codes that are asymptotically optimal with λ > 2. Let F be an infinite family of OOCs of varying length n with λ a = λ c . For any (n, w, λ)-OOC C ∈ F containing at least one codeword, the number of codewords in C is denoted by M (n, w, λ) and the corresponding Johnson bound is denoted by J(n, w, λ). 
x ≥ 3, and a CSQS(m) exists
a See also our Corollary 4 b See also our Theorem 15 c Cyclic Steiner Quadruple System Definition 1. The family F is called asymptotically optimal if
For over a decade, the construction of Moreno et. al [22] provided the only examples of asymptotically optimal codes with λ > 2. Most recently, methods of finite projective geometries have provided many new classes of asymptotically optimal codes (see [1] , [3] , [4] , and [2] ). We remark that with regard to OCDMA applications, a recent performance analysis by Mashhadi and Salehi [21] indicates that from a practical point of view OOCs with λ = 2, 3 are more desirable than OOCs with λ = 1 "thereby giving a strong hint into the importance of constructing and generating OOCs with λ = 2, 3". Many of our constructions in Sections 3 and 4 provide infinite families of such J-optimal OOCs.
On a final note, in applications such as OCDMA systems, longer codewords occupy a large bandwidth and therefore lead to reduced bandwidth utilization. Our final results of Section 5 give an infinite family of asymptotically optimal OOCs with λ > 2. For fixed w and λ, the codes have considerably shorter lengths than those previously constructed (in [1] , [4] , [5] ) using projective geometry. Thus, these shorter codes represent an improvement on the previous constructions from the perspective of implementation.
As there are few known constructions of (asymptotically) optimal OOCs with λ > 2, we provide a summary of some known constructions. Note that θ(k, q) = q k + q k−1 + · · · + q + 1. 
Theorems 11 and 12
Preliminaries
As our work relies heavily on the structure of finite projective spaces, we start with a short overview of the necessary concepts. We let P G(k, q) represent the finite projective geometry of dimension k and order q. The space P G(k, q) can be modeled easily with the vector space of dimension k + 1 over the finite field GF (q). Using this model, it is not hard to show by elementary counting that the number of points of P G(k, q) is given by θ(k, q) = q k+1 −1 q−1 . We will continue to use the symbol θ(k, q) to represent this number. For a point set A in P G(k, q) we shall denote by A the span of A, so A = P G(t, q) for some
A Singer group of P G(k, q) is a cyclic group acting sharply transitively on the points and dually on the hyperplanes of P G(k, q). The generator of such a group is known as a Singer cycle. Singer groups are known to exist in projective spaces of any order and dimension and their existence follows from that of primitive elements in a finite field.
In [10] Chung, Salehi, and Wei provide a method for constructing optimal (n, w, 1)-OOCs using lines of the projective geometry P G(k, q). Our methods may be viewed as a generalization of this construction. The idea makes use of a Singer group that is most easily understood by modeling a finite projective space using a finite field. If we let β be a primitive element of GF (q k+1 ), the points of Σ = P G(k, q) can be represented by the field elements β 0 = 1, β, β 2 , . . . , β n−1 where n = θ(k, q). Hence, in a natural way a point set A of P G(k, q) corresponds to a binary n-tuple (or codeword) (a 0 , a 1 , . . . , a n−1 ) where a i = 1 if and only if β i ∈ A. Recall that the non-zero elements of GF (q k+1 ) form a cyclic group under multiplication. Moreover, it is not hard to show that multiplication by β induces an automorphism, or collineation, on the associated projective space P G(k, q). Denote by φ the collineation of Σ defined by β i → β i+1 . The group G = φ clearly acts sharply transitively on the points of Σ. It is important to note that if A is a point set of Σ corresponding to the codeword c = (a 0 , a 1 , . . . , a n−1 ), then φ induces a cyclic shift on the coordinates of c. For any such set A, consider its orbit O A under the group G. We shall say A has full orbit if O A has size n = θ(k, q). Otherwise, A is said to have a short orbit.
The construction of Chung, Salehi, and Wei [10] 
In the following sections, we build upon this general technique, always making use of the relationship between the natural Singer group G acting on a projective space and its corresponding cyclic action on the coordinates of codewords.
A further automorphism of P G(k, q) shall play a role in our constructions. It may be viewed as an affine analogue of the Singer automorphism. If a hyperplane Π ∞ (at infinity) is removed from P G(k, q), what remains is AG(k, q)-the k-dimensional affine space. The affine space AG(k, q) is a k-dimensional vector space over GF (q). One way to model AG(k, q) is to view the points as the elements of GF (q k ). Recall that the set GF (q k ) * of non-zero elements of GF (q k ) forms a cyclic group under multiplication. Take α to be a primitive element (generator) of GF (q k ) * . Each nonzero affine point (i.e. each point of AG(k, q) other than the point corresponding to the field element 0) corresponds in the natural way to α j for some j,
Denote by ψ the mapping of AG(k, q) defined by ψ(α j ) = α j+1 and ψ(0) = 0. The map ψ is an automorphism of AG(k, q) and, moreover, ψ admits a natural extension to an automorphismψ of P G(k, q). We shall denote byĜ the group generated byψ. The groupĜ acts cyclically transitively on the points of Π ∞ . (For details, see e.g. [7] [27].) AsĜ acts sharply transitively on the q k − 1 nonzero affine points of P G(k, q), the codes constructed using this mapping will have lengths of the form q k − 1. The coordinates of the codewords correspond to the non-zero elements of the finite field GF (q k ). We make use of both ψ and its extensionψ in the sequel.
3. Optimal OOCs with λ ≥ 1
Our first construction will be shown to produce optimal codes for all values of λ. It relies on the orbits of flats of varying dimension. In P G(k, q), it is not necessarily the case that all orbits of d-flats are full orbits.
Theorem 2 (Rao [27] ). Let Σ = P G(k, q). A necessary and sufficient condition for the existence of a d-flat with a short orbit under the Singer group G is that gcd(d + 1, k + 1) = 1.
The key to our construction is the following.
Proof. Let n = θ(k, q). Note that by Theorem 2, Π has full orbit under G. Consequently,
(since Π has full orbit).
Hence, A has full orbit.
. . , P t } be a set of points in Σ. Then the set A has full orbit under the Singer group G.
Proof. As a set of t points in
By assumption (d + 1, k + 1) = 1 and as such Corollary 1 gives the result.
Theorem 3. Fix λ ≥ 1 and let w = λ + 1. Choose k with gcd(k + 1, i) = 1, 1 ≤ i ≤ w, and let q be any prime power. Then, there exists a J-optimal (n, w, λ)-OOC, where n = θ(k, q).
Proof. Let n, w, and λ be as in the Theorem, let Σ = P G(k, q), and let G be a Singer group of Σ. By Corollary 1 each of the n w w-subsets of Σ has full orbit. Choose one representative subset from each of the orbits and consider the code C corresponding to the aggregate of the corresponding codewords. We claim C is an (n, w, λ)-OOC. Each codeword is indeed of constant weight w. As the point set corresponding to any particular codeword is of full orbit, we have λ a ≤ w − 1, and as orbits under G are disjoint, we have λ c ≤ w − 1. Moreover, we have
We have shown that optimal OOCs exist for each value of λ. The codes, however, are quite restrictive in that they require w = λ+1. As such, these codes are likely of little use with regards to practical implementations. However, it appears that codes with w = λ + 1 serve as the only known examples of J-optimal OOCs with λ > 2. The construction of the codes above also serves to exemplify the general method of using special sets of points that can be packed tightly into a certain projective space. The remainder of the current work will build upon this idea.
Codes from root sublines
In this section we examine the construction of OOCs using the geometry of rootsublines in both the projective line P G(1, q k ) and the affine line AG(1, q k ). We start with the projective line.
4.1.
Codes from projective sublines of P G(1, q k ). It is well-known that in the projective space P G(d, q k ) one can find subspaces isomorphic to P G(d, q) by considering subspaces over a subfield of GF (q k ). We will use the term root subline to denote a subline of P G(1, q k ) isomorphic to P G(1, q). The coordinates of P G(1, q) are uniquely determined by 3 points, hence three points uniquely determine a root subline. It is important to note that a Singer cycle φ acting on P G(1, q k ) preserves root sublines (i.e., maps root sublines to root sublines).
Let Σ = P G(1, q k ). As in Section 2, let β be a primitive element of GF (q 2k ) so that the points of Σ are represented as {1, β, β 2 , . . . , β q k }, and let φ and G be defined as before. Denote by B(q k ) the number of distinct root sublines in Σ. As 3 points uniquely determine a root subline, counting ordered quadruples
, where L is a root subline containing the P i 's, we obtain
.
For each subline ℓ of Σ, consider its G-orbit Orb G (ℓ). We say ℓ has full orbit if |Orb G (ℓ)| = q k + 1, otherwise ℓ is said to have short orbit.
Theorem 4. Let Σ = P G(1, q k ) and let G be the Singer group of Σ as defined above. Consider the orbits under G of the root sublines of Σ. A necessary and sufficient condition for the existence of a short orbit of sublines is that q + 1 divides q k + 1 (or, equivalently k is odd). In the case k is odd, there is precisely one short orbit of root sublines and this short orbit forms a partition of Σ. Consequently, the number of full orbits of root sublines is equal to
Proof. For any root subline ℓ of Σ denote by Stab G (ℓ) the G-stabilizer of ℓ. From basic group theory we have |G| = |Stab G (ℓ)| · |Orb G (ℓ)|. For any subline ℓ we claim that if |Stab G (ℓ)| > 2, then |Stab G (ℓ)| = q + 1. Indeed let m be a subline with stabilizer of size t > 2 and therefore of G-orbit length N = q k +1
t . With no loss of generality we may assume that the point 1 ∈ m. It follows that m contains the points 1, β N , β 2N , . . . , β (t−1)N . If this is a complete list of all points of m, then the result follows. Otherwise β j ∈ m where N does not divide j, in which case m contains the points β j , β j+N , β j+2N , . . . , β j+(t−1)N . Observe that φ j (m) is incident with each of the points β j , β j+N , β j+2N , . . . , β j+(t−1)N . Since t ≥ 3 and three points uniquely determine a subline, we have φ j (m) = m, whence N divides j, a contradiction.
Next we show that the G-stabilizer of any subline cannot have size 2 (note that an easy divisibility argument shows this is the case for q even). Let ℓ be a root subline with |Stab G (ℓ)| = 2 (hence Stab G (ℓ) is generated by an involution of ℓ). Any nontrivial subgroup of a Singer group is naturally fixed-point-free. In fact, we know that the involution is induced by multiplication by β q k +1 2
. The subgroups of P GL(2, q) have been completely classified (see [13] , [8] ). It follows from this classification that the centralizer of this involution in P GL(2, q k ) is a dihedral group of order 2(q k + 1) and contains the cyclic group G together with the unique involution represented by the matrix
. Restricting to its action on the subline ℓ, this centralizer is dihedral of order 2(q + 1). Thus, it follows that the cyclic subgroup of order q + 1 in the restricted centralizer is a subgroup of the full centralizer (since P GL(2, q) is a subgroup of P GL(2, q k )). Thus, the subgroup of size (q + 1) in the restricted centralizer of the involution fixing ℓ is a subgroup of the Singer group G, and it stabilizes ℓ. In summary, if 2 divides the order of the Stab G (ℓ), then the order is divisible by q + 1, whence |Stab G (ℓ)| = 2.
From the previous two paragraphs we conclude that for any root subline ℓ, |Stab G (ℓ)| = 1, or q + 1. If k is even, then q + 1 does not divide q k + 1 = |G| and therefore no short orbits exist. On the other hand, if k is odd and
is not an integer, so at least one short orbit exists. We claim there is precisely one short orbit. Let ℓ be a subline with short orbit. Since ℓ has a stabilizer of size q + 1, its orbit is of length M = q k +1 q+1 and therefore (by transitivity) forms a partition of Σ. As such we may assume the point 1 ∈ ℓ and therefore ℓ = {1, β M , β 2M , . . . , , β qM }. It follows that there is at most one subline with short orbit through 1 and therefore precisely one short orbit exists.
Theorem 5. For each k ≥ 2 and for each prime power q, there exists a J-optimal (q k + 1, q + 1, 2)-OOC.
Proof. Let Σ = P G(1, q k ) and let φ and G be as defined above. For each root subline ℓ consider its G-orbit. If Orb G (ℓ) is a full orbit, then a representative subline and corresponding codeword (of length q k + 1 and weight q + 1) is chosen. Short orbits are discarded. Let C be the aggregate of the codewords. Clearly C has constant weight q + 1. As two sublines intersect in at most two points it follows that C satisfies both λ a ≤ 2 and λ c ≤ 2. From Theorem 4 we have
whence C is J-optimal.
4.2.
Codes from projective sublines of AG(1, q k ). To form the affine line AG(1, q), one could simply delete a point P ∞ (at infinity) from the projective line P G (1, q) . Unfortunately, there is no Singer group (central to the previous constructions) on the points of AG(1, q). As mentioned in our Preliminaries section, there is a mappingψ which generates a cyclic groupĜ of automorphisms of P G(1, q) that acts sharply transitively on the nonzero affine points of P G(1, q).
Just as in the previous section, we will make use of sublines of P G(1, q k ) in our construction. AsĜ acts sharply transitively on q k − 1 points of P G(1, q k ), our code lengths will be of the form n = q k − 1 . Also, we remove from consideration those sublines incident with either P ∞ or the point P 0 corresponding to the field element 0.
Theorem 6. For each k ≥ 2 and for each prime power q, there exists a (q
Proof. Consider the projective line P G(1, q k ) and letĜ be the group generated byψ as above. Let S be the collection of all (projective) sublines disjoint from {P ∞ , P 0 }. Codewords shall correspond to a certain subset of S. As the collineation ψ maps sublines to sublines, the auto and cross correlations are determined by the intersection of two distinct sublines isomorphic to P G(1, q). As observed in the previous section this gives λ a = λ c = 2.
The size of our code is determined by counting the number of fullĜ-orbits of members of S. Following an argument similar to that of Theorem 4, one can show that a shortĜ-orbit of members of S exists only if k is even, in which case there is precisely one short orbit and it forms a partition of the q k − 1 points. It follows that the number of full orbits of the sublines in S is given by |S| q k −1 . By inclusion/exclusion, we have
q − 1 and the result follows.
The Johnson bound for this class of codes is given by
Comparing the size of our codes to the corresponding Johnson Bound gives us the following.
Corollary 2. The construction above yields a class of codes that are asymptotically optimal with respect to the Johnson Bound.
Corollary 3. Letting q = 2, the affine construction above yields J-optimal (2 k − 1, 3, 2)-OOCs for each k ≥ 2.
Corollary 4. Letting k = 2, the affine construction above yields a J-optimal (q 2 − 1, q + 1, 2)-OOC for all q.
We mention that J-optimal codes with the parameters given in Corollary 4 were constructed by Chung and Kumar [11] using a different construction technique. The codes constructed in Theorem 6 are J-optimal when k = 2, for k > 2 the codes do not achieve J-optimality. As mentioned in the introduction, the Johnson bound is not always tight and it may transpire that the codes above are optimal. Indeed, this is strongly indicated by the fact that these codes are maximal. Proof. For q = 2 the result follows from Corollary 3. Assume q > 2. For fixed q and k let C be a code constructed as in Theorem 6. For contradiction, suppose that C can be extended. Let P 0 and P ∞ be the two fixed points of P G(1, q k ) that are discarded during our construction. Any additional codeword supplementing our codes necessarily corresponds to a set of q + 1 points S of P G(1, q k ) (not containing P 0 or P ∞ ) that meets every projective subline of full orbit in at most two points. Assuming q ≥ 3, S contains at least four points. Clearly S is not a subline, so S contains a set T = {Q 1 , Q 2 , Q 3 , Q 4 } of four points which are not incident with a common subline. Every triple of points from T uniquely determines a subline, hence the points of T determine four sublines. Since these sublines pairwise intersect in two points of T , at most two of them could intersect {P 0 , P ∞ } nontrivially. Moreover at most one of the sublines determined by T could have short orbit (by dint of the fact that any short orbit forms a partition). Hence, some subset of three points of S determine a subline that was used in the construction of our code-a contradiction.
4.2.1.
A variable weight extension. The focus of the present work is constant weight OOCs. However, since the techniques discussed here give rise in a natural way to variable wight OOCs, we provide a somewhat parenthetical discussion of variable weight OOCs. In [25] the construction of OOCs with different weight classes is described as a "nice new problem involving OOCs which has application in OCDMA networks". Optical orthogonal codes with variable weights can be useful in the following sense. In OCDMA applications, codewords of larger weight are less sensitive to interference [29] . By assigning code words of different weights it is possible then to assign varying interference tolerability within the network. For example, a more critical user (a user that transmits more "important" information or information that is more sensitive to interference) could be assigned with a signature pattern with heavier weight in order to guarantee the transmission quality or, in other words, lower error probability [19] .
Along these lines we can extend our results in a natural way. Let T be the collection of all sublines of P G(1, q k ) that intersect {P 0 , P ∞ } in at most one point. Simple counting gives
For each ℓ ∈ T consider the point set ℓ ′ = ℓ \ {P 0 , P ∞ }. A divisibility argument shows that if |ℓ ′ | = q, then ℓ ′ will have fullĜ-orbit. Let T ′ = {ℓ ′ |ℓ ∈ T }. As in the previous section, it follows that at most one shortĜ-orbit of elements of T ′ exists. Consequently, using the methods above we may construct a multiple weight OOC C ′ where
Each word of C ′ is of length n = q k − 1, the correlation parameters satisfy λ a , λ c ≤ 2, and the code words in C ′ fall into two weight classes.
Class 1: Words of weight q + 1 corresponding to sublines disjoint from P ∞ and P 0 . Class 2: Words of weight q corresponding to sublines incident with either P ∞ or P 0 .
Of course, arbitrarily removing a 1 from each codeword belonging to Class 1 above yields an (q k − 1, q, 2)-OOC:
Theorem 7. For each prime power q, there exists a (q k − 1, q, 2)-OOC of size
As the asymptotics have not changed from Theorem 6, our new codes are still asymptotically optimal.
Corollary 5. The (q k −1, q, 2)-OOCs constructed above are asymptotically optimal.
4.3.
Codes from affine sublines of AG(1, q k ). Our next construction produces a family of J-optimal codes with λ = 1. Again, we make use of sublines of P G(1, q k ) in our construction, but we consider those sublines incident with P 0 and not incident with P ∞ . Codes of the same parameters were recently constructed by Moreno et. al. [26] by exploiting properties of finite fields. Nevertheless we include the example below as it serves to exhibit the ubiquitous nature of optimal OOCs arising from finite geometries. Proof. Consider the projective line Σ = P G(1, q k ) and letĜ be the group generated byψ as in the previous sections. Let S ′ be the collection of all (projective) sublines disjoint from P ∞ and incident with P 0 . Let Σ * = Σ\{P 0 , P ∞ } and let S = {ℓ∩Σ * |ℓ ∈ S ′ }. In other words, S is the collection of affine sublines of AG(1, q k ) each incident with P 0 . Codewords shall correspond to a certain subset of S. The auto and cross correlations are determined by the intersection of corresponding sublines, giving λ a = λ c = 1.
The size of our code is determined by counting the number of fullĜ-orbits of members of S. As each member of S has size q and gcd(q, q k − 1) = 1 it follows that the number of full orbits of the affine sublines in S is given by
Corollary 6. The construction above yields a class of codes that are J-optimal.
Asymptotically optimal OOCs from arcs
In the next construction, families of asymptotically optimal codes are obtained. For fixed w and λ, the codes constructed have considerably shorter lengths than those of the same weight and correlation values that were previously constructed using methods of projective geometry. Our construction relies on the use of arcs in finite projective spaces. The idea of using arcs to construct OOCs was used extensively in [1, 4, 5] .
While the codes we are about to construct are not optimal, they are asymptotically optimal. For λ = 1, 2 there are many constructions of (asymptotically) optimal families of (n, w, λ)-OOCs. For λ > 2 however, constructive examples, as demonstrated in Table 2 , are relatively scarce. In [1, 4, 5] , methods of projective geometry are successfully employed to provide asymptotically optimal families of OOCs with λ ≥ 2. While these codes are good because of their asymptotically optimal properties, their lengths n grow significantly with q. This means that the implementation of these codes requires large bandwidth. The codes we construct below will have similar properties to those previously constructed, retain the asymptotic optimality, yet have considerably shorter lengths.
We start by recalling a few additional concepts from finite geometry. An m-arc − 2)-flat,. .., no 3 are incident with a common line. In the classical projective plane of order q, denoted by P G(2, q), for instance, a (non-degenerate) conic is a (q + 1)-arc and elementary counting shows that this arc is complete when q is odd (i.e., cannot be extended to any larger arc). In fact, a well-known result of B. Segre says that every complete arc of P G(2, q), q odd, is a conic. In fact, (q + 2)-arcs (hyperovals) exist in P G(2, q) if q is even, and they are necessarily complete. In [2] , hyperovals were used to construct infinite families of J-optimal (n, w, 2)-OOCs. Conics are a special case of the so called normal rational curves. A rational curve C n of order n in P G(d, q) is a set of points
where each g i is a binary form of degree n and the highest common factor of g 0 , g 1 , . . . , g d is 1. The curve C n may also be written
where f i (t) = g i (1, t).
It is well-known that an NRC is, in fact, a (q +1)-arc. If C is an NRC in P G(d, q), then the subgroup of P GL(d + 1, q) leaving C fixed is (isomorphic to) P GL(2, q) (see [18] Theorem 27.5.3). It follows that if ν(d, q) denotes the number of distinct normal rational curves in P G(d, q), then
The following is a well known property of NRCs (see [28] ). In the case when d = 2 the count (4) shows that there are exactly q 5 − q 2 conics in the projective plane P G(2, q). Moreover, by Theorem 9 we know that any two conics meet in at most 4 points. We now apply the general technique as outlined in Section 2 to the set of all conics. Let G be a Singer group of P G(2, q) and consider the action of G on the set of all conics. Lemma 3. Under the action of G, every conic of π = P G(2, q) is in a full orbit.
Proof. For any conic C in π denote by Stab G (C) the G-stabilizer of C. From basic group theory we have |Stab G (C)| divides |G| = q 2 + q + 1. Moreover, C is a disjoint union of point orbits (under the action of Stab G (C)), each of which has length |Stab G (C)|. Since gcd(q 2 + q + 1, q + 1) = 1 it follows that all conics have trivial G-stabilizer and therefore have full orbit.
Recall that by L(d, k) we denote the number of full G-orbits of lines in P G(d, q). In P G(2, q) there is 1 full line orbit. A line meets a conic in at most two points and two lines meet in precisely one point. This observation, together with the previous Theorem give the following.
Theorem 10. For every prime power q there exists a (q 2 + q + 1, q + 1, 4)-OOC C with ν(2, q) θ(2, q)
codewords.
The Johnson bound for these codes is given by
Corollary 7. The codes described above are asymptotically optimal.
Remark 1. In [1, 3, 5] asymptotically optimal families of (n, q + 1, 4)-OOCs are constructed. However all such families were of length n ≈ q 5 . The codes above with n ≈ q 2 are considerably shorter. Consequently, in application these shorter codes could provide much more efficient bandwidth utilization.
The proof of Lemma 3 may be easily adapted to give the following. 
Corollary 8. The codes as described in Theorem 11 are asymptotically optimal.
We may improve upon the size of the codes above by considering the orbits of flats of varying dimension. Let
Elementary counting can be used to show that
It is well understood that in P G(d, q), not all orbits of k-flats are full orbits. The number of orbits of k-flats of varying lengths was investigated in [14] . We let N q (k, d) be the number of full k-flat orbits in P G(d, q). Hence, using the notation from the constructions above, N q (1, d) ≡ L(d, q) . The following lemma is a consequence of Theorem 2.1 of [14] and shall prove useful in augmenting the codes constructed above.
Lemma 5. Using the notation above,
-OOC constructed as in Theorem 11 and let Π = P G(k, q) be a subspace of Σ = P G(d, q). Let Γ be the collection of all NRCs in Π. Any two members of Γ meet in at most k + 2 points. Consequently, if Π has full orbit under φ, then the collection of codewords corresponding to the members of Γ satisfies λ a ≤ k and λ c ≤ k + 2. As an NRC of Σ meets a k-flat in at most k + 1 points it follows that for each of the ν(k, q) members of Γ, the corresponding codeword can be added to C. Inductively (see either of [1, 4] for details) we arrive at the following. 
5.
1. An Affine Construction for λ = 3. The following construction gives a class of asymptotically optimal OOCs with λ = 3. For a fixed weight w and λ = 3, previous constructions [1, 3, 5] achieving asymptotic optimality have suffered large code lengths n > w 4 . The present construction achieves codes with lengths n ≈ w 2 , which is more ideal for implementation. Let Π = P G(2, q), q > 2 and let π = Π\ ℓ ∞ be the associated affine plane with origin P 0 . Letψ andĜ be as in Section 2. In particular, under the action ofĜ: P 0 is fixed, each point of π \ {P 0 } has full orbit (of length q 2 − 1), and ℓ ∞ is fixed where each P ∈ ℓ ∞ has orbit length q + 1 (see e.g. [27] ). Consider the set T ′ of all conics in Π incident with the point P 0 and let T = {C \ {P 0 }|C ∈ T ′ }. By counting ordered pairs (P, C), where C is a conic and P ∈ Γ, we get
Let C be the (variable weight) OOC comprised of codewords corresponding to fullĜ-orbits of elements of T .
Theorem 13. All members of T have fullĜ-orbit
Proof. Let Γ be a member of T . Consider the lines ℓ 1 , ℓ 2 , . . . , ℓ q+1 through P 0 . All but one line, say ℓ q+1 , meets Γ in a single point. Say ℓ i ∩ Γ = P i , i = 1 . . . q. Denote by X the point ℓ q+1 ∩ ℓ ∞ . Supposeψ t (Γ) = Γ for some t. Thenψ t (X) = X. Since under the action ofĜ each point of ℓ ∞ has orbit length q + 1, it follows that ψ t (Q) = Q for each point Q ∈ ℓ ∞ . As such,ψ t (ℓ i ) = ℓ i for each i = 1 · · · q + 1 and consequentlyψ t (P i ) = P i , i = 1 · · · q + 1. Since q > 2, at least one of the P i 's is an affine point fixed byψ t , from which it follows that t = q k − 1.
The auto and cross correlations within C are determined by the intersection of two distinct members of T . As two conics intersect in at most four points we have any two elements of T intersect in at most three points. This gives λ a , λ c ≤ 3. The size of the code is given by the number of fullĜ-orbits of members of T , so
The code words in C fall into three weight classes: Class 1: Words of weight q − 2 corresponding to members of T intersecting Π ∞ in two points. Class 2: Words of weight q − 1 corresponding to members of T intersecting Π ∞ in one point. Class 3: Words of weight q corresponding to members of T intersecting Π ∞ in no points. If ℓ = ℓ ∞ is not incident with P 0 , then ℓ will have fullĜ orbit. Consequently C can be supplemented with an additional codeword of weight q and a variable weight OOC of size q 2 + 1 arises. By arbitrarily reducing the weight of higher weight codes we arrive at a constant weight OOC: Corollary 9. The construction above yields a class of codes that are asymptotically optimal with respect to the Johnson Bound.
5.2.
A Construction from hyperovals λ = 2. In [2] , hyperovals in P G(2, 2) are used to construct J-optimal (2 k − 1, 4, 2)-OOCs for each k ≡ 0, 1 mod 3. Here, we slightly modify the techniques of [2] to produce J-optimal (2 k − 1, 4, 2)-OOCs for each k ≥ 3. Also in [2] it is pointed out that although the weight 4 hyperoval codes are equivalent to the codes constructed in [25] , the hyperoval construction generalizes to q = 4 giving J-optimal codes of weight 6 (see Table 1 ) whereas the construction in [25] does not.
Let H and G be the Singer groups of π = P G(2, 2) and Σ = P G(k, 2) respectively. A hyperoval K in π is a quadrangle, or equivalently, π \ ℓ for some line ℓ. By line transitivity, K has full H-orbit. In Σ, each plane has either full G-orbit or has G-stabilizer (isomorphic to) H (see [14] ). Consequently, each planar hyperoval has full G-orbit. Each plane holds 7 hyperovals, no two of which share as many as 3 points. Elementary counting can be used to show that the number of planes in P G(k, 2) is M = (2 k+1 − 1)(2 k+1 − 2)(2 k+1 − 2 2 ) (2 3 − 1)(2 3 − 2)(2 3 − 2 2 ) . Thus it is possible to construct a (2 k − 1, 4, 2)-OOC consisting of 7 · M 2 k − 1 codewords. Simple calculations show these codes to be J-optimal.
Theorem 15. For each k ≥ 3, the construction outlined above gives a J-optimal (2 k − 1, 4, 2)-OOC.
Conclusion
We have provided a variety of constructions of (n, w, λ)-optical orthogonal codes using special sets of points that can be packed tightly into certain projective spaces and Singer groups. In several of the constructions, we were able to prove that the resulting codes are optimal with respect to the Johnson bound. The optimal codes exhibited have λ = 1, 2 and w − 1. The remaining constructions were shown to be asymptotically optimal with respect to the Johnson bound, and in some cases maximal. These codes represent an improvement upon previously known codes by shortening the length. In some cases the constructions give rise to variable weight OOCs. For λ ≥ 3 it is an open question as to whether J-optimal (n, w, λ)-OOCs exist, where λ < w − 1. Towards this question, perhaps the general techniques employed here will serve to attract more research interest into special pointsets admitting tight packings in P G(k, q).
