Background: Post-translational modifications of histone residue tails are an important component of genome regulation. It is becoming increasingly clear that the combinatorial presence and absence of various modifications define discrete chromatin states which determine the functional properties of a locus. An emerging experimental goal is to track changes in chromatin state maps across different conditions, such as experimental treatments, cell-types or developmental time points.
Introduction
Epigenetic marks such as DNA methylation or histone modifications play a central role in genome regulation. They are involved in a diversity of biological processes such as lineage commitment during development [1] , maintenance of cellular identity [2, 3] and silencing of transposable elements [4] . The modification status of many histone marks has been extensively studied in recent years, first with ChIPchip and later with ChIP-seq, now the de-facto standard procedure for genome wide mapping of protein-DNA interactions and histone modifications. Since its advent in 2007 [1, 2, 5] , ChIP-seq technologies have been widely used to survey genome-wide patterns of histone modifications in a variety of organisms [6, 7, 2] , cell lines [8] and tissues [9, 10] .
The multitude of possible histone modifications has led to the idea of a "histone code" [11, 12] , a layer of epigenetic information that is encoded by combinatorial patterns of histone modification states ( Fig. 1a ). Major resources have been allocated in recent years to decipher this code, culminating in projects such as the ENCODE [13] and Epigenomics Roadmap [10] . Following their examples, most experiments nowadays are designed to probe several histone modifications at once, and often in various cell types, strains and at different developmental time points. These types of experiments pose new computational challenges, since initial solutions were designed to analyze one modification and condition at a time, therefore treating them as independent. Indeed, a commonly used strategy has been to perform peak calling for each experiment separately (univariate analysis) and to combine the peak calls post-hoc into combinatorial patterns [14, 15] . This approach is problematic for several reasons: Because of the noise associated with ChIP-seq experiments and peak calling, combining univariate peak calls will lead to the discovery of spurious combinatorial states that do not actually occur in the genome. Furthermore, different tools or parameter settings are often used for different modifications (e.g. peak calling for broad or narrow marks), making the outcome sensitive to parameter changes and control of the overall false discovery rate difficult. Lastly, this approach requires ample time and bioinformatic expertise, rendering it impractical for many experimentalists.
Accurate inferences regarding combinatorial histone modification patterns are necessary to be able to understand the basic principles of chromatin organization and its role in determining gene expression programs. One way forward is to develop computational algorithms that can analyze all measured histone modifications at once (i.e. combinatorial analysis) and across different conditions (i.e. differential analysis). Some methods have been designed to integrate histone modifications into unified chromatin maps [16, 17, 18, 19, 20, 21, 22] . These methods can be classified into three different categories [23] : combinatorial (which define chromatin states based on the presence/absence of every histone modification) [19] , continuous (which define chromatin states based on the shape of the ChIP-seq signal) [24, 25] , and probabilistic (which have probabilities associated with finding each mark in a given state) [16, 17, 18, 20, 21, 22] . A major drawback of the majority of these approaches [16, 17, 18, 20, 21, 22] is the need to specify the number of distinct chromatin states beforehand, which is usually not known a priori. Moreover, in the probabilistic interpretation the inferred states can consist of multiple and overlapping combinatorial states (Fig. 1b ). This probabilistic state definition is useful to reduce noise and to identify functionally similar genomic regions for the purpose of annotation, but at the same time it obscures a more direct interpretation of combinatorial states in terms of the presence/absence patterns of the underlying histone modifications.
Finally, none of these methods is designed for comparing chromatin maps across conditions. ChromDiff [26] and dPCA [27] are comparative methods that identify significant chromatin differences between groups of samples. ChromDiff discovers groups of epigenomic features which are the most discriminative in group-wise comparisons of samples, while dPCA uses a small number of differential principle components to explore differential chromatin patterns between two groups of samples.
Both methods are useful for identifying defining features of each group, however they do not provide complete information about the genome-wide localization of all chromatin differences between all samples.
In order to overcome these problems we have developed chromstaR, a method for multivariate peak-and broad-region calling. chromstaR has the following conceptual advantages: 1) Every genomic region is assigned to a discrete, readily interpretable combinatorial chromatin state, based on presence/absence of every histone mark, providing a mechanistic interpretation of chromatin states which allows for better insights into how they regulate genome function. 2) The number of chromatin states does not have to be preselected but is a result of the analysis. 3) Histone modifications with narrow and broad profiles can be combined in a joint analysis along with an arbitrary number of conditions. 4) The same approach can be used for mapping combinatorial chromatin states in one condition, or for identifying differentially enriched regions between several conditions, or for both situations combined. 5)
Our formalism offers an elegant way to include replicates as separate experiments without prior merging.
The algorithm is implemented in C++ and available as R package to combine speed and ease-of-use, and offers functions to perform the most frequent downstream analysis tasks.
We demonstrate the advantages of chromstaR in the context of three common experimental scenarios ( Fig. S1b ). First, we consider that several histone modifications have been collected on a single tissue at a given time point ( Fig. S1b , Application 1). The goal is to infer how these different modifications combine to form distinct combinatorial chromatin states and to describe their genome-wide distribution. Second, we consider that several histone modifications have been collected in two different cell types or conditions ( Fig. S1b , Application 2). Here, the goal is to infer genome-wide patterns of combinatorial state differences between cell types or conditions. Third, we consider the more complex secenario where several histone modifications have been collected for multiple different time points or tissue types ( Fig. S1b, Application 3 ). In this case, the goal is to infer how combinatorial chromatin states are modified during tissue differentiation or development. These three experimental scenarios broadly summarize many of the data problems that biologists and bioinformaticians currently face when analyzing epigenomic data. We show that chromstaR provides biologically meaningful results to these types of data problems, and facilitates deeper biological insights into the dynamic coordination of combinatorial chromatin states in genome regulation.
Results

Brief overview of analytical approach and validation of peak calls
Consider N ChIP-seq experiments: N histone modifications measured in one condition, or one histone modification measured in N conditions, or a combination of the two. After mapping the sequencing reads to the reference genome our method consists of two parts (Fig. 2) , a univariate peak calling step to estimate the dis-tribution parameters, and a multivariate peak calling step to integrate information from all experiments:
(1) Univariate peak calling ( Fig. 2a ): For each ChIP-seq experiment, we partition the genome into non-overlapping bins (default 1kb) and count the number of reads that map into each bin (i.e. the read count) [28] . We model the read count distribution as a two-component mixture of zero-inflated negative binomials [29, 30] , with one component at low number of reads that describes the background noise and one component at high number of reads describing the signal. We use a univariate Hidden Markov Model (HMM) with two hidden states (i.e. unmodified, modified) to fit the parameters of these distributions [31] .
(2) Multivariate peak calling ( Fig. 2b ): We consider all ChIP-seq experiments at once and assume that the multivariate vector of read counts is described by a multivariate distribution which is a mixture of 2 N components. We use a multivariate HMM to assign every bin in the genome to one of the multivariate components.
The multivariate emission densities of the multivariate HMM, with marginals equal to the univariate distributions from step (1), are defined using a Gaussian copula [32] . A detailed description can be found in Methods.
The univariate part of our model (step 1 above), which serves as the basis for the construction of the multivariate model, provides high-quality peak calls that measure up against existing methods. We compared our method with two commonly used peak callers, Macs2 [33] and Sicer [34] , using publicly available datasets of qPCR validated regions [35] . We compared the performance of the three methods on two datasets, one for H3K4me3 (narrow profile), and one for H3K27me3 (broad profile). The H3K4me3 dataset had 33 qPCR validated regions and the H3K27me3 dataset had 197 qPCR validated regions. The ChIP-seq datasets were analyzed with the standard settings of each peak caller (SI text), and each base pair was assigned a score by the algorithm. This output was used to compute receiver operator characteristic (ROC) curves and area-under-curve (AUC) values [36] . The performance of chromstaR for these datasets in terms of the AUC is equal or better than that of Macs2 and Sicer (Fig. S2 ). For the multivariate peak calling, in the absence of datasets with validated peak calls for multiple marks, we performed a simulation study based on parameters obtained from real data (SI text). ROC curves and AUC values show that multivariate peak calls are of high quality (Fig. S3 ).
Application 1: Mapping combinatorial chromatin states in a reference tissue
Lara-Astiaso et al. [37] measured four histone modifications (H3K4me1, H3K4me2, H3K4me3 and H3K27ac) and gene expression in 16 mouse hematopoietic cell lines and their progenitors ( Fig. S1 ). All four marks have a relatively narrow ChIP-seq profile. The authors' goal was to document the dynamic enhancer landscape during hematopoietic differentiation. With four measured histone modifications there are 2 4 = 16 possible combinatorial states defined by the presence/absence of each of the modifications. In order to provide a snapshot of the genome-wide distribution of these combinatorial states in a given cell-type, we applied chromstaR to the ChIP-seq samples collected from monocytes (see Fig. S6 for the analysis of other cell types). In the following we introduce a shorthand notation where combinatorial states are denoted between brackets [ ] and each mark is abbreviated by its chemical modification. For example, the combination [H3K4me1+H3K4me2+H3K27ac] will be abbreviated as [me1/2+ac]. If we use the full name of a mark (e.g. "H3K4me1") we are referring to the mark in a classical, non-combinatorial, context. See Fig. 3d for all combinations with shorthands.
chromstaR found that many of the 16 possible combinatorial states were nearly absent at the genome-wide scale, with 7 of the 16 states accounting for nearly 100% (>99.99%) of the genome (Fig. 3a ). This observation indicates that the "histone code" defined by these four histone modifications is much less complex than theoretically possible, perhaps as a result of biochemical constraints on the co-occurance of certain modifications on the same or neighboring aminoacid residues. However, some of the discovered chromatin states display "incompatible" combinations (the ones displaying more than two modifications on the same histone and residue, such as for example [me1/2/3]). Re-analysis of the data finds eight of the 16 states present in the genome, with a smaller frequency of incompatible states (Fig. S4 ).
These results show that these states are in part due to having pooled data from several nucleosomes into the same bin, but are probably also caused by antibody cross-reactivity and residual cell heterogeneity.
The empty state [ ], which we here define as the simultaneous absence of all measured marks at a given genomic position, was the most frequent state, covering 94.8% of the genome. The high prevalence of this state reflects the fact that Lara-Astiaso et al. [37] focused on marks with a narrow profile that had previously been shown to occur proximal to genic sequences [38, 2, 3] . Indeed, only 36% of the empty state overlapped known genes while the remaining 64% mapped to nongenic regions throuhgout the genome, and probably tag other (unmeasured) histone modifications, such as repressive heterochromatin-associated marks.
In order to evaluate chromatin state frequencies on a data set with a mixture of broad and narrow histone modifications, we analyzed human Hippocampus tissue data from the Epigenomics Roadmap with seven marks [10] and IMR90 cell line data from the ENCODE project with 26 marks [13] (see Methods). In the Hippocampus data we found that only 21 out of the 128 possible combinatorial states were necessary to explain more than 99% of the epigenome, and indeed the empty state covered only 32% of the genome (Fig. S7 ). Moreover, in the lung fibroblast cell line we found that from the possible 67 million states only 0.02% (∼12000) are needed to explain more than 95% of the genome, while the empty state covered only 16% of it, showing that when more marks are included the percentage of the genome in the empty state decreases [23] .
Contrary to the empty state, on average 68% (range: 59-81%) of the genomic regions found to be in one of the 6 most frequent (non-empty) combinatorial states in mouse monocytes overlap known genes ( Fig. 3b ), thus suggesting an active role in the regulation of gene expression. To assess this, we examined the combinatorial state profiles of the 6 most frequent states relative to the transcription start site (TSS) of expressed and non-expressed genes (Fig. 4a ). In contrast to non-expressed genes, expressed genes were clearly characterized by the presence of state [me1/2/3+ac] proximal to the TSS. This is consistent with previous reports that have used H3K4me3 together with H3K27ac to tag active promoters [39] . However, our analysis also uncovered a more subtle enrichment of state [me1]
shouldering the TSS (Fig. 4a ). We found that 18% of [me1] sites occur in regions directly flanking state [me1/2/3+ac] and 61% of all [me1] can be found within 10kb of [me1/2/3+ac] sites (see Fig. 5 for an example). These two states therefore constitute a single, broad chromatin signature that defines a subset of expressed genes. Interestingly, this subset of genes had significantly higher expression levels To compare the results obtained with chromstaR to other computational approaches, we first re-analyzed replicate datasets from the mouse monocytes [37] , the human Hippocampus [10] and the lung fibroblast cell line data [13] using several publicly available methods [16, 19, 21, 22] (SI text). chromstaR is the method that provides the best performance in assigning a consistent segmentation between replicates ( Fig. S5c ) and in detecting regions with high read count fold change as differential ( Fig. S5d ). Among the alternative methods, ChromHMM provides the best performance and flexibility [16] , we will therefore use it in the following for comparison purposes. ChromHMM employs a multivariate HMM to classify the genome into a preselected number of probabilistic chromatin states, and was used to annotate the epigenome in the ENCODE [13] and Epigenomics Roadmap [10] projects. It therefore offers a method to segment the genome into a set of probabilistic chromatin states that can then a posteriori be interpreted at the biological level. We also compare the results obtained with chromstaR to the ones obtained using MACS2 [33] , because it is one of the most widely used univariate peak callers.
When using a multivariate segmentation method like ChromHMM, the number of chromatin states needs to be decided beforehand, which is difficult as this number is rarely known a priori. In the absence of detailed guidelines we fitted a 16 state model to the mouse hematopoietic data. Our comparison uncovered substantial method-specific differences in state frequencies ( Fig. 3 ). Both ChromHMM and MACS2 found all 16 states present in the genome with more than 0.01% genome coverage. To understand how state-calls compared between methods, we evaluated to which extent the states detected by one method coincided with those detected by the other method(s) ( Fig. S8 ). Most notable, we found that genomic regions corresponding to chromstaR's active promoter state [me1/2/3+ac] were assigned to two alternative states (E7 and E9) by ChromHMM. These latter two states were very similar in terms of their emission densities, but significantly different at the level of gene expression (p ≈ 10 −90 , t-test, Fig. 3c ). Moreover, chromstaR's single empty state [ ] corresponded to two functionally similar (nearly) empty states (E3, E4) detected by ChromHMM. A third almost empty state E2 with weak H3K27ac signal had slightly higher expression levels than the other two empty states and also overlapped with chromstaR's empty state [ ] (Fig. S8b ). These state redundancies highlight the difficulty in selecting the number of chromatin states for ChromHMM, for without extensive manual curation it is difficult to know if two states are truly redundant (likely E3 and E4) or if they are biologically different on some level (E7 and E9).
Although MACS2 is not designed for multivariate analysis, we constructed ad hoc combinatorial state calls from the univariate analyses obtained from each ChIP-seq experiment to illustrate the problems of this commonly used analysis technique.
As expected, MACS2 results were noisy: many of the combinatorial states detected by chromstaR showed very heterogenous state calls with MACS2 ( Fig. S8a ). For instance, a considerable proportion (35%) of genomic regions detected by chrom-staR as being in the active promoter state [me1/2/3+ac] were assigned to another promoter state (containing H3K4me3) by MACS2. We suspect that this is due to the limitations of MACS2 in calling broader marks (e.g. H3K4me1) or moderate enrichment with the default parameters, which results in frequent missed calls for individual modifications, and subsequently also in the limited detection of 'complex' combinatorial states such as [me1/2/3+ac] that are defined by the presence of all modifications.
To better understand the functional implications of the state frequency and state pattern differences between these methods, we evalute the chromatin state signatures of both ChromHMM and MACS2 around TSS of expressed and non-expressed genes (Fig. 4b,c) . In contrast to chromstaR, chromatin signatures obtained by the other two methods did not as effectively distinguish these two classes of genes, suggesting that chromstaR has a higher sensitivity for detecting these signatures ( Table 2) .
Application 2: Differential analysis of combinatorial chromatin states
In order to understand combinatorial chromatin state signatures that are specific to a given cell type or disease state, it is necessary to compare at least two different tissues with each other, or a case and a control. In this context, the goal is to identify genomic regions showing differential (or non-differential) combinatorial state patterns. Such differential patterns are indicative of regions that underly the tissue differences and are therefore of substantial biological or clinical interest. chromstaR solves this problem by considering all 2 2N possible combinatorial/differential chromatin states (Fig. 1c) , where N is the number of histone modifications measured in both conditions. Out of the 2 2N states, 2 N are non-differential and 2 2N − 2 N are differential.
We anlayzed two differentiated mouse hematopoietic cells (monocytes versus CD4
T-cells) from [37] , with four histone marks each (H3K4me1, H3K4me2, H3K4me3 and H3K27ac). We found that 5.37% of the genome showed differences in combinatorial state patterns between the two cell types (Fig. 7a , example browser shot in Fig. 8 ). The most frequent differential regions involved the [me1] combination (2.37%) followed by regions with the [me1/2/3+ac] combination (0.92%). These differences are even more striking when viewed in relative numbers: 59% of the [me1/2/3+ac] sites were concordant between the two cell types, while only 8% of the [me1] sites were concordant. This is in line with previous findings showing that H3K4me1 is highly cell type specific [40, 41, 42, 43] .
In order to determine if these differences in chromatin play a role in cellular identity, we explored gene expression differences for differential chromatin states.
We found that loss of state [me1] as well as of state [me1/2/3+ac] is correlated with a decrease in expression levels (Fig. 7b ). This is consistent with our previous observation (section Application 1) that [me1/2/3+ac] defines active promoters and [me1] together with [me1/2/3+ac] defines enhanced active promoters ( Fig. 6 ).
To investigate the function of the differential loci, we performed a GO term enrichment of these regions [44] and found an impressive confirmation of cell type identity in the GO terms ( show terms such as "T-cell activation and differentiation". Vice versa, regions that are marked with those signatures in monocytes but not in T-cells show enrichment of terms such as "response to other organism" and "inflammatory response".
Again, we compared our results on the same dataset with MACS2 [33] and ChromHMM [16] . Neither method was specifically designed to deal with differences between combinatorial states, but both tools represent approaches that could have been chosen for that task in the absence of other suitable methods. For both methods, the percentage of the epigenome that was differentially modified was found to be 2.5 times higher than predicted by chromstaR, 13.02% for MACS2 and 13.59%
for ChromHMM. MACS2 found most differences (3.90%) in state [me1], followed by the combination [me2+ac] (2.11%). None of these states yielded any significant enrichment in GO terms or showed correlation with expression data ( Fig. S9c and Table S2 ). The third most frequent differential state was [me1+ac] (1.88%) and this state yielded GO term enrichments which reflect cellular identity. ChromHMM predicted two "enhancer-like states" E8 and E9 ( Fig. S9b ) as most differential between cell types (2.71% and 2.54%) which also showed cell type specific terms in the GO analysis (Table S3 ). However, expression analysis showed that ChromHMM's most frequent differential state (CD4:E12 and Mono:E14) corresponded to proximal genes that were transcriptionally nearly inactive ( Fig. S9b) , which raises the question if these differential chromatin states produce cell-specific functional differences.
Application 3: Tracking combinatorial chromatin state dynamics in time
Arguably the most challenging experimental setup is when several histone modifications have been collected for a large number of conditions, such as different cell types along a differentiation tree or different terminally differentiated tissues We considered again the mouse hematopoietic data from [37] , with four histone modifications (H3K4me1, H3K4me2, H3K4me3 and H3K27ac) measured in 16 different cell types during hematopoietic differentiation (stem cells, progenitor and terminally differentiated cells). We explored the chromatin dynamics during the differentiation process for every hematopoietic branch ( Fig. S1a) is computationally intractable, we implemented the following two-step approach for each branch: (1) for each of the four histone marks separately, we performed a multivariate differential analysis along the five or six cells in the branch, therefore assigning every bin in the genome to one of the 32 or 64 possible differential states;
(2) We reconstructed the full combinatorial chromatin state dynamics by combining the differential calls of all four marks in step 1, bin by bin ( Fig. S10a ).
Using this two-step approach, we studied the dynamics of the inferred chromatin states over developmental time. We observed an initial increase in the frequency of the [me1] state from the LT-HSC to intermediate progenitor stages, followed by a decrease to the fully differentiated stages (Fig. S11 ). This decrease in [me1] was especially pronounced in the lymphoid and erythroid lineage. In the [me1/2/3+ac] signature we found a small but continuous decrease from LT-HSC to terminally dif- Fig. 9 for examples). In the CD4 T-cell branch, 85.98% of the genome has no measured chromatin signature in all 5 stages (class 1). The constant transitions (class 2) comprise 5.87% of the genome, stage-specific transitions 5.69% (class 3) and all other transitions 2.46% (class 4). Altogether, only 8.15% of the genome changes its chromatin state during differentiation and more than half of these changes are due to changes in the [me1] signature. This signature is highly cell type specific and gains and losses correspond to stage-specific terms in a GO analysis (Table S4 ) and to changes in gene expression ( Fig. S13a ). Among the constant transitions, regions with signature [me1/2/3+ac] mark constitutively expressed genes (Fig. S13a ). Therefore we expect those regions to be enriched with housekeeping functions, which is confirmed by the GO analysis (Table S5) .
We compared our results on the CD4 T-cell branch with MACS2 [33] and ChromHMM [16] . Strikingly, MACS2 found 34470 different chromatin state transitions, with the most frequent 330 (with frequency ≥ 0.01%) covering 94.47% of the genome. This large number is expected since MACS2 is a univariate peak caller and not designed for differential analysis. Furthermore, this dataset represents a differential analysis not between two cell types, but between five different cell types and thus boundary effects (false positives, e.g. falsely detected differences) are extremely likely. This interpretation is supported by the expression data, which could not find clear expression differences for the most frequent differentially modified regions ( Fig. S9c ). Also the GO analysis could not identify any significant GO terms.
ChromHMM found 38288 different state transitions of which the first 656 cover 91.21% of the genome. This large number of transitions is dependent on the number of states that are used to train ChromHMM, since extra states will artificially inflate the number of chromatin state transitions. However, consistent with the chromstaR predictions, ChromHMM predicts many stage-specific enhancer (state E15 and E16) and constant promoter (state E9) regions among the most frequent transitions. The expression profiles associated with those transitions show the expected behaviour (Fig. S13b) .
Limitations and Solutions
The number of possible combinatorial states for N ChIP-seq experiments is 2 N , meaning that for each additional ChIP-seq experiment the number of combinatorial states doubles. Thus it soon becomes computationally prohibitive to consider all combinatorial states. We found that with current computational resources (Intel Xeon E5 2680v3, 24 cores @ 2.5 GHz, 128GB memory) a practical limit seems to be 256 states (= 8 experiments) with a run-time of several days for a mouse genome (≈ 2.6·10 9 bp) and a bin size of 1000bp (≈ 2.6M datapoints). We investigated several possibilities to extend the usability of chromstaR beyond this limit: (1) Calculations can be performed for each chromosome separately, and chromstaR features an option to perform this calculation in parallel. (2) For the case of one cell type or tissue where the number of measured histone modifications N exceeds the upper limit, chromstaR provides a strategy to artificially restrict the number of combinatorial states to any number lower than 2 N . This strategy can yield proper results if the correct states are included, since our results have shown that the majority of combinatorial states are absent in the genome. In order to identify the states which are the most present in the genome, chromstaR ranks the combinatorial states based on their presence according to the combination of univariate results from the first step of the chromstaR pipeline. This ranking is a good approximation of the true multivariate state-distribution ( Fig. S14 ). (3) If there are multiple marks N in multiple tissues M , and 2 N * M is bigger than the maximum number of states that the algorithm can handle computationally, two strategies are possible: One can either perform a differential analysis for each mark and then reconstruct combinatorial states in a classical way (Fig. S10a) or one can perform a multivariate peak-calling of combinatorial states for each tissue and then obtain the differences by a simple comparison between tissues (Fig. S10b ). Both strategies give a different perspective on the data: The former accurately identifies differences between marks, while the combinatorial states might be subject to boundary effects. The latter gives an accurate picture of the combinatorial chromatin landscape, while differences between cells might be overestimated. (4) The run-time of our algorithm scales linearly with the number of data points, and thus a strategy is to decrease the resolution, e.g.
halfing the run-time by doubling the bin size.
Discussion
Understanding how various histone modifications interact to determine cisregulatory gene expression states is a fundamental problem in chromatin biology. It is becoming increasingly clear that certain combinatorial patterns of these modifications define discrete chromatin states along the genome. These chromatin states "encode" cell-specific transcriptional programs, and constitute funtional units that are subject to dynamic changes in response to developmental and environmental cues.
Many experimental studies have recognized this and collected ChIP-seq data for a number of histone modifications on the same or different tissue(s) as well as for several developmental time points. Integrative analyses of such datasets often present formidable bioinformatic challenges. Only a few computational methods exist that can analyze multiple histone marks simultaneously in one sample and cluster them into a finite number of chromatin states [16, 17, 18, 19, 20, 21, 22] . Interestingly, these methods often demand that the user specifies the number of chromatin states beforehand. We find this problematic because this number is often a desired output of the analysis rather than an input. Indeed, the true number of distinct chromatin states in the genomes of various species is subject to debate. In D. melanogaster nine chromatin states have been reported [45] , while in A. thaliana four main states were found [46] . In human, Ernst et al. found 51 states in human T-cells [47] . The Roadmap Consortium reported 15 to 18 states [10] . It remains unclear whether these differences reflect species divergence at the level of chromatin organization, or whether they are due to differences in the assessed chromatin marks and bioinformatic treatment of the data. Without a formal computational framework for defining chromatin states these two possibilities cannot be confidently distinguished.
While multivariate methods such as ChromHMM provide possible computational solutions to such questions, these methods employ probablistic chromatin state definitions that are not always readily interpretable. A probalistic interpretation means that different combinatorial histone modification patterns can be simultaneously part of different underlying chromatin states. However, it is not immediately obvious whether the underlying chromatin state are biologically distinct or if they are only statistical entities that are otherwise biologically redundant. Identifying such redundancies is not easy, because of a lack of rules to decide whether two or more chromatin states can or cannot be considered to be equivalent. Such decisions require extensive manual curation of the output, and often presuppose the kind of biological knowledge that one wishes to obtain from the data in the first place.
In contrast to this probabilistic state definition, chromstaR outputs discrete chromatin states that are defined on the basis of the presence/absence of various histone modifications. That is, with N histone modifications, it infers all 2 N combinatorial chromatin states (Fig. 1a ). This interpretation makes it easy to relate the inferred chromatin states back to the underlying histone modification patterns and thus fashions a direct mechanistic link between chromatin structure and function. More 
Conclusions
chromstaR is a computational algorithm that can identify discrete chromatin states from multiple ChIP-seq experiments and detect combinatorial state differences betweeen cell-types and/or developmental time points. By defining chromatin states in terms of the presence and absence of combinatorial histone modification patterns, it provides an intuitive way to understand genome regulation in terms of chromatin composition at a locus. chromstaR can be used for the annotation of reference epigenomes as well as for annotation of chromatin state transitions in well-described developmental systems. The algorithm is written in C++ and runs in the popular R computing environment. It therefore combines computational speed with the extensive bioinformatic toolsets available through Bioconductor [48, 49] . chromstaR is freely available at http://bioconductor.org/packages/chromstaR/ and features a collection of downstream analysis functions.
Methods
Model Specification
The construction of the multivariate Hidden Markov Model can be divided in two steps (Fig. 2) . In the first step, we fit a univariate Hidden Markov Model to each individual ChIP-seq sample. The obtained parameters of the mixture distributions are then used in the second step to construct the multivariate emission distributions.
Finally, the multivariate Hidden Markov Model is fitted to the (combined) ChIP-seq samples. The following sections describe the two steps in detail.
Univariate Hidden Markov Model
For each individual ChIP-seq sample, we partition the genome into T nonoverlapping, equally sized bins. We count the number of aligned reads (regardless of strand) that overlap any given bin t and denote this read count with x t . Following others [29, 30] , we model the distribution of the read counts x with a two-component mixture of (zero-inflated) negative binomial distributions. In our case, the first component describes the unmodified regions and is modeled by a zero-inflated negative binomial distribution. The second component describes the modified regions and is modeled by a negative binomial distribution. Furthermore, for computational efficiency, we split the first component into the zero-inflation and the negative binomial distribution [31] . Our univariate Hidden Markov Model has thus three states i: zero-inflation, unmodified and modified. We write the probability of observing a given read count as
where γ i are the mixing weights and θ i are the component density parameters. The emission distribution of state 1 is defined as
and the emission distributions of state 2 and 3 are defined as
where Γ denotes the Gamma function and p and n denote the probability and dispersion parameter of the negative binomial distribution, respectively.
We use the Baum-Welch algorithm [50] to obtain the best fit for the distribution parameter estimates, transition probabilities and posterior probabilities of being in a given state. We call a bin modified if the posterior probability of being in that state is > 0.5 and unmodified otherwise.
Multivariate Hidden Markov Model
Given N individual ChIP-sep samples with states unmodified and modified, the number of possible combinatorial states is 2 N . Let x t be the vector of N read counts for the t-th bin. The probability of observing a random vector x t can be written as a mixture distribution of 2 N components:
Again, the γ i denote the mixing weights and θ i denote the component density parameters for each component i. We assume that the marginal densities of the multivariate count distributions f i are given by the univariate distributions described in the previous section. A convenient way to construct a multivariate distribution from known marginal (univariate) distributions is copula theory [32, 51] .
Under the assumption of a Gaussian copula, the multivariate emission density for combinatorial state i can be written as
with
where f i,j are the marginal density functions for combinatorial state i and Σ i is the correlation matrix between the transformed read counts
the inverse of the CDF of a standard normal [52] .
The correlation matrix Σ i for a given multivariate (combinatorial) state i is computed as follows: From the combination of univariate state calls (unmodified or modified) of all samples, we pick those bins that show combinatorial state i. The read counts x t∈i in those bins are transformed to z t∈i using equation 6 and the correlation matrix Σ i is calculated from the transformed read counts.
Similarly to the univariate Hidden Markov Model, we use the Baum-Welch algorithm to obtain the best fit for the transition probabilities and posterior probabilities of being in a given state. However, the emission densities remain fixed in the multivariate case. We assign a combinatorial state to each bin by maximizing over the posterior probabilities. We found it useful to transform posterior probabilities for each combinatorial state ("posteriors-per-state") into posterior probabilites of peak calls for each experiment ("posteriors-per-mark"), such that a cutoff can be applied instead of maximizing over the posteriors. We found that out algorithm had a very high sensitivity for detecting peaks when maximizing over the "posteriorsper-state". To increase specificity, a strict cutoff (e.g. 0.99) can be applied on the "posteriors-per-mark".
Integration of chromatin input experiments
Chromatin input experiments serve as controls for bias in chromatin fragmentation and variations in sequencing efficiency [53] . We optionally integrate this information by modifying the vector of read counts that serves as the observable in the Hidden Markov Model. Let x be the vector of read counts along the genome for the ChIPseq experiment, and y be the vector of read counts for the input experiment. Let furthermore y P be the vector y without zero read counts. In a first step, we null regions with artificially high read counts, e.g. repetitive regions around centromers,
by setting x t = 0 for all bins t where y t >= c 0 . c 0 is defined as the 99.9% quantile of y P . In a second step, we calculate a corrected read count x as
x = x · min mean(y P ) runmean(y) , 1.5 (7) where runmean() calculates a running mean of 15 bins. This operation modifies the read count x in such a way that x is decreased in bins which have more than average counts in the input and increased in bins that have less than average counts in the input.
Inclusion of replicates
The chromstaR formalism offers an elegant way to include replicates. For a single ChIP-seq experiment, there are two states -unmodified (background) and modified (peaks). For an arbitrary number of N experiments, there are thus 2 N combinatorial states. The same is true for an arbitrary number of replicates R, which would yield 2 R combinatorial states. However, in the case of replicates, the number of states can be fixed to 2, such that all replicates are forced to have the same state (e.g.
either peak or background). Treating replicates in this way allows to find the most likely state for each position considering information from all replicates without prior merging.
Univariate approximation of multivariate state distribution chromstaR offers the possibility to restrict the number of combinatorial states to any number lower than 2 N , where N is the number of ChIP-seq experiments. Because the first step of the chromstaR workflow is a univariate peak calling, we can combine those peak calls into combinatorial states and use their ranking to determine which states to use for the multivariate peak-calling. to the full 128 state model (Fig. S14) .
Data Acquisition
ChIP-seq data for the hematopoietic system (GSE60103) was downloaded from the Gene Expression Omnibus (GEO) and aligned to mouse reference mm9 following the procedure in [37] . 
