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Patient snapshotsAmyotrophic Lateral Sclerosis (ALS) is a devastating disease and themost common neurodegenerative dis-
order of young adults. ALS patients present a rapidly progressive motor weakness. This usually leads to
death in a few years by respiratory failure. The correct prediction of respiratory insufficiency is thus key
for patient management. In this context, we propose an innovative approach for prognostic prediction
based on patient snapshots and time windows. We first cluster temporally-related tests to obtain snap-
shots of the patient’s condition at a given time (patient snapshots). Then we use the snapshots to predict
the probability of an ALS patient to require assisted ventilation after k days from the time of clinical eval-
uation (time window). This probability is based on the patient’s current condition, evaluated using clinical
features, including functional impairment assessments and a complete set of respiratory tests. The
prognostic models include three temporal windows allowing to perform short, medium and long term
prognosis regarding progression to assisted ventilation. Experimental results show an area under the
receiver operating characteristics curve (AUC) in the test set of approximately 79% for time windows of
90, 180 and 365 days. Creating patient snapshots using hierarchical clustering with constraints outper-
forms the state of the art, and the proposed prognostic model becomes the first non population-based
approach for prognostic prediction in ALS. The results are promising and should enhance the current clin-
ical practice, largely supported by non-standardized tests and clinicians’ experience.
 2015 Elsevier Inc. All rights reserved.1. Introduction in improving both the quality of life and the survival of ALSAmyotrophic Lateral Sclerosis (ALS) is a neurodegenerative dis-
ease characterized by a rapidly progressive muscular weakness. It
causes denervation of axial, bulbar and respiratory muscles. This
leads to a progressive functional impairment (in general without
major cognitive decline [1]), and ultimately death [2]. It has no
cure and its causes are yet to be discovered. Maintaining the
patients’ quality of life is thus of major relevance.
Respiratory complications account for the majority of deaths in
ALS. Most patients succumb from hypoventilation with hypoxemia
and hypercapnia, often associated with respiratory infection [3].
Predicting the onset of hypoventilation is therefore of major
importance, to anticipate timely interventions such as the start
of non-invasive ventilation (NIV). NIV was shown to be effectivepatients, in particular in patients without major bulbar muscles
weakness [4,5]. There is a number of non-evidence based guideli-
nes to support clinicians in their decision to start NIV in ALS
patients. These take into account the clinical observation and the
results of respiratory tests, and are based on consensus agreement
[4]. However, no criteria is available to indicate the probability of
respiratory failure within a defined time interval. In fact, in clinical
practice, the decision to start NIV is highly dependent on the clin-
ician’s experience, together with NIV acceptance by the patient and
caregivers. In this scenario, being able to predict the probability of
a particular patient to progress to respiratory insufficiency within a
certain period of time (such as before the next visit), would be of
great clinical value. This information would have critical implica-
tions, regarding prognosis, health-costs and quality of life [6].
Unlike in other diseases such as cancer, cardiovascular diseases,
Alzheimer’s disease and Parkinson’s disease [7,8], the state of the
art in ALS relies on population-based approaches such as Kaplan–
Meier survival tables and multivariable Cox proportional hazard
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problems. The first is related to patients’ diagnosis, studying the
impact of diagnostic delay [10], the heterogeneity in ALS subtypes
[11], or the diagnostic relevance of certain clinical features, such
as axial muscles weakness [12,13]. The second concerns prognostic
predictors, usually associated to ALS survival. The most studied
prognostic factors are respiratory tests, such as the forced vital
capacity (FVC) [14–18] and the maximal inspiratory and expiratory
pressures (MIP/MEP) [14]. Some clinical features have also been
identified as critical for prognosis, such as the site of onset (bulbar
onset is generally associatedwithworse prognosis), weight loss and
disease duration at diagnosis [17,19,20], the functional decline as
assessed by the ALS Functional Rating Scale (ALSFRS) [16–18],
muscle strength [15], age [17,19,20] and, possibly, gender [19,20].
The prognostic value of recent tests such as the phrenic nervemotor
response [21], the respiratory subscore of the ALSFRS [16], as well
as other respiratory tests [16,22], have also been explored.
In this scenario, this work proposes a new prognostic prediction
approach allowing to answer a very important clinical question:
‘‘Given the patient’s current condition (patient snapshot), will
he/she be in respiratory insufficiency (RI) after a given period of
time (time window)?”. Our contribution is thus an innovativeFig. 1. Problem formulation: can we predict if a given patient will require non-i
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Fig. 2. Workflow of the proposed methodology for ALS prognostic prediction. The model
with different random seeds) using the training set (70% of patient snapshots). The pe
partition, as well as the 10 folds for CV, were constructed in order to guarantee that noprognostic model able to evaluate the patient’s current condition
and, according to it, infer whether this specific patient will/will
not require NIV in a given time window.
We first create patient snapshots using a new strategy based on
hierarchical clustering with constraints, outperforming the current
method based on pivot dates. We then compute learning examples
based on the chosen time windows and use them to build classifi-
cation models able to predict progression to assisted ventilation.
To evaluate the proposed prognostic models, we use clinical data
containing respiratory tests and neurophysiological data for 517
ALS patients, followed in the ALS clinic of the Translational Clinical
Physiology Unit, Hospital de Santa Maria, Lisbon, during a period
over 10 years. Since the medical appointments typically occur with
a 90 days time interval, we build models for predicting the need for
NIV for three time windows: (a) 90 days, the next medical appoint-
ment (short term); (b) 180 days, spanning two medical appoint-
ments from the current time (medium term), and (c) 365 days
(long term). Promising results, as shown by an area under
the receiver operating characteristics curve (AUC) value of
approximately 79% for the three time windows, highlight the
potential for such prognostic models to predict disease progression
in clinical practice.nvasive ventilation (NIV) after k days, using the patient’s current condition?
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windows
Fig. 1 illustrates the problem addressed in this work: predict
whether a given patient will require assisted ventilation k days
from time i (time window), using data describing his/her condition
at time i (patient snapshot).
Fig. 2 shows the workflow of the proposed supervised learning
approach. The original data is transformed by creating patient
snapshots and learning examples considering time windows. Then,
classifiers are used to predict the evolution of the patient from a
stage where he/she does not require NIV (at time i) to a stage
where NIV should be started (k days from i). The time k (in days)
corresponds to the considered time window. Follows the details
of the individual steps.2.1. Creating snapshots and learning examples considering time
windows
2.1.1. Creating patient snapshots by clustering temporally-related
tests
The data to be analyzed consists of static information (demo-
graphic data) and temporal information (the results of a set of clin-
ical evaluations of specific tests) in the form of multivariate time
series. After each appointment, a set of recommended tests is pre-
scribed for the patient. Since he/she is not able to perform all the
necessary tests in a single day, we have to deal with their temporal
distribution. Therefore, we aim at computing snapshots of the
patient’s condition by grouping tests performed in a time interval,
assumed to be long enough to allow the patient to perform all the
prescribed tests.
The majority of researchers follows a simple approach to
build snapshots from this type of clinical time series: the use
of a pivot date, typically the date associated with a critical event
or test. The grouping follows one simple rule: every evaluation
of a test held between two pivot dates is grouped into the
cluster containing the left-most pivot date. A typical example is
to consider the hospitalization date as the pivot date [23]. In this
setting, the first test evaluation after this date is included in the
snapshot (even if there is more than one evaluation of the same
test between consecutive hospitalizations [23]). In this work we
use a key test and the date at which it was performed as pivot
(see example in Fig. 3, using a key test A⁄ and additional tests
B and C). This standard approach to create snapshots has, how-
ever, several limitations: a patient may not have any evaluation
of the key test, or a given test might have been performed more
than once between two pivot dates (or evaluations of the key
test). This would mean that many test evaluations would be
discarded or that sparser snapshots (with more missing values)
would be obtained.
To overcome these drawbacks we propose a new strategy to
create the patient snapshots based on bottom-up (agglomerative)
hierarchical clustering (HC) with constraints, where a single-
linkage metric is used. The constraints are straightforward to
implement, and not disease-specific: (1) two evaluations of the
same test cannot belong to the same snapshot, since they are part
of two different batches of tests; and (2) all tests in a snapshot
must be coherent in terms of a given feature of interest (in this
case, the NIV requirement). In our case, we know, at the time of
each test, whether the patient already required NIV or not (we
have the date of NIV start). Thus all tests in a given patient snap-
shot must have the same NIV status. Under these constraints, val-
idated by the clinicians, we compute a single feature representing
the NIV status for the snapshot which has two possible values: 1
and 0, representing, respectively, the requirement/no requirementof NIV. The constraints are verified at cluster merging: the two
closest clusters are only merged if all constraints are met.
Fig. 4 shows an example where, although test A0 (test A evalu-
ated at time 0) and test B1 are the first candidates for merging, this
does not happen since the NIV status is different. Thus, the first
cluster consists of tests {B1, C3}, followed by the cluster {B1, C3,
A8}, including the second evaluation of test A, at time 8. These
results obtained with HC are more consistent than those obtained
when the approach with pivot dates is used. This would yield the
cluster {A, B, C}, with different NIV status for tests in the snapshot,
when considering A the key test.
After the HC step, the resulting dendrogram can be cut at differ-
ent levels, returning different sets of clusters (snapshots). The cut-
ting level is directly related to the considered snapshot duration
(the time interval between the snapshot’s initial and final tests).
Algorithm 1 shows the pseudo code of our approach. Fig. 5 shows
an example of the output of creating snapshots from the original
data.
Algorithm 1. Hierarchical clustering with constraints to create
patient snapshots
C0
A* B A* B
t
S1 S2 S3
Fig. 3. Creation of patient snapshots using the pivot date approach (in this example
we use the evaluation date of key test A⁄). Si is the ith snapshot.
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After creating the patient snapshots using the original follow-
up data, it is necessary to create the learning examples to be used
by the predictive models. These depend on the changes in NIV sta-
tus between the snapshots in the specified time window of k days.0 1 3 8 t
Test
NIV
A
0
B
1
C
1
A
1
…
Fig. 4. Example of snapshot creation based on hierarchical clustering with constraints. A,
axis, and Xi represents the evaluation of test X at time i. First candidates for merging are
{B1, C3} (right). The dendrogram can be cut at different levels, dependent on the consider
points, resulting in the snapshots {A0}, {B1, C3, A8}.
Orig
ID Date (SnapshotMedian)
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P 25/02/2010
P 16/10/2011
Paent 1 
Evaluaons
Paent P 
Evaluaons
ID Date1
TestA
1
TestB
1 …
1 01/01/2010 27 1 1
2 15/03/2010 30 1 2
…
P 21/02/2010 28 1 0
Fig. 5. An example of the output of transforming the original data into patient snapshots
a missing value is generated (empty cell). The output is a data file with one patient snap
snapshot date is the median of the dates (in which tests were performed) included in th
ventilation (NIV), which is transformed into a binary attribute representing if the patient a
time.Since the aim of this temporal analysis is to predict if, after a cer-
tain predefined period of time (such as three months) the patient
will be in RI, we created the class Evolution (E), with two possible
values: 1, the patient initiates NIV within a time window of k days;
and 0, the respiratory condition does not change in that interval.
Fig. 6 illustrates the snapshot labeling process. Clinically, this prog-
nostic approach based on time windows is very relevant, since it
allows clinicians to identify the patients with higher risk of devel-
oping hypoventilation. In this work, we tested k equal to 90, 180
and 365 days (3, 6 and 12 months). These values were validated
by the clinicians, and correspond to multiples of the average
amount of time between two appointments (3 months), as rec-
ommended elsewhere [4].
Since the date of NIV start is known, the labeling is performed
as follows. A snapshot (with date i) belonging to a patient that2
7
0 1 3 8 t
A
0
B
1
C
1
A
1
…
B and C represent different tests evaluated at the time represented in the horizontal
A0 and B1, which do not have the same NIV status (left). The merged cluster is thus
ed snapshot duration: 2 time points, yielding snapshots {A0}, {B1, C3}, {A8}, or 7 time
inal Data
Test A Test B NIV
27 1 0
12 0 1
…
28 1 0
13 0 1
Snapshots
Date
N
TestA
N
TestB
N
NIV
Date
0/07/2011 12 0 20/04/2011
5/06/2011 24 1 Not Applied
8/10/2011 13 0 14/08/2011
by grouping batches of tests together. If a test was not performed in a given snapshot
shot (corresponding to the results of tests held in a given time period), per row. The
e specific snapshot. The original data includes the date of initiation of non-invasive
lready required (NIV = 1)/not required (NIV = 0), assisted ventilation at the snapshot
i i+k t
NIV 0 1
Evolution (E = 1)
(A)
i i+k t
NIV 0 1
No Evolution (E = 0)
(B)
i i+k t
NIV 0 0
(C)
i i+k t
NIV 0 0
Not Eligible for Analysis
(D)
i i+k t
NIV 1
(E)
No snapshots 
beyond i+k
Fig. 6. Definition of class Evolution (E) according to the patient’s requirement of NIV in the interval of k days. i is the median date of the snapshot. NIV represents the need
(NIV = 1)/not need (NIV = 0) of assisted ventilation at time t.
Pat ID Snapshot Date (j days) Test 1 … Test E NIV
1 1 j = i 0
1 2 j ≥ i + k 0
…
P 1 j = i 0
P 2 j ≤ i + k 1
No evolution in a 
time window of k days
Evolution in a time 
window of k days
Pat ID Snapshot Date (j days) Test 1 … Test E Evolution (E)
1 1 j = i 0
…
P 1 j = i 1
Learning
Examples
Created
Snapshots Data
NIV requirement status
Fig. 7. Creating learning examples. The Evolution class is dependent on the changes of the NIV status in a given time window of k days after i. Following the criteria in Fig. 6:
snapshot 1 of patient 1 is labeled with E = 0 since snapshot 2 is after the time window of k days and has NIV = 0. Snapshot 1 of patient P is labeled with E = 1, since snapshot 2
is within the time window of k days with NIV = 1. Snapshot 2 of patients 1 and P are not eligible because there is no NIV status after these snapshots.
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labeled with E = 1 (situation A). The snapshots where NIV starts
in a snapshot after i + k days (outside the temporal window) are
labeled with E = 0 (situation B). In case the patient never started
NIV (all snapshots have NIV = 0), their snapshots are labeled with
E = 0, provided there is at least one snapshot after i + k days (situ-
ation C). The snapshots with no information of NIV status after i + k
days (situation D) are not eligible for further analysis. In this situ-
ation it is impossible to ensure that there was/was not progressionin the respiratory condition at the end of the time window. Finally,
the snapshots for patients that at time i already needed NIV (situ-
ation E) are also not eligible since the only relevant predictions
occur when the patient still has not started NIV (NIV = 0 at time
i). Fig. 7 shows an example of creating learning examples with time
windows. Note that such an approach based on time windows and
using the changes of a given patient’s condition can be applied in
many different clinical problems, especially for those where
patient follow-up is crucial, such as in neurodegenerative diseases.
Table 2
Features selected with methods of minimum redundancy maximum relevance
(mRMR) and wrapper approach with successive removal (sucRem), for the three
time windows. Features include age at onset, sex, body mass index at the first visit
(BMI), family history of motor neuron disease (MND), onset form (limb vs. bulbar), El
Escorial reviewed criteria for ALS diagnosis, specific pattern of disease progression
(Evol. patt.) and first region affected (Env. segment), and the time interval between
first symptoms and first visit (1st symptoms). Functional evaluation includes the ALS
Functional Rating Scale (ALSFRS), the extended version including a respiratory
subscore (ALSFRS-R), and a subscore of this scale (ALSFRSb). Respiratory function
parameters include the respiratory subscore of ALSFRS-R (R), forced vital capacity
(FVC), vital capacity (VC), maximal inspiratory/expiratory pressures (MIP/MEP),
partial gas concentrations (P0.1, PO2 and PCO2), values of mean (or under 90%)
oxygen saturation (SpO2mean and SpO2 < 90%) on percutaneous oximetry, the
number of depressions in oximetry saturation overnight and its pattern (Pattern),
either in absolute (Dips3%, Dips4%) or per hour (Dips/h < 3%,Dips/h < 4%), and motor
response amplitude, area and latency on phrenic nerve stimulation (PhrenMeanAmpl,
PhrenMeanArea and PhrenMeanLat, respectively).
mRMR
90 days Age at onset Sex ALSFRS-R
R MEP VC
SpO2mean PhrenMeanAmpl PhrenMeanArea
180 days Sex MND Onset form
El Escorial Evol. patt. R
MIP SpO2 < 90% Pattern
365 days Sex MND 1st symptoms
Onset form El Escorial Evol. patt.
Env. segment ALSFRS ALSFRSb
R MEP VC
P0.1 SpO2mean SpO2 < 90%
Dips3% Dips4% Dips/h < 3%
Dips/h < 4% Pattern PhrenMeanAmpl
PhrenMeanArea PhrenMeanLat
sucRem
90 days Sex Env. segment ALSFRS-R
R VC FVC
PO2 SpO2 < 90% PhrenMeanAmpl
180 days Sex BMI MND
1st symptoms Evol. patt. ALSFRS-R
R MIP VC
PCO2 SpO2mean Pattern
PhrenMeanAmpl
365 days Age at onset Sex BMI
MND 1st symptoms Onset form
ALSFRS ALSFRS-R MIP
SpO2mean PhrenMeanAmpl
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The previous step resulted in one dataset of learning examples
for each of the time windows considered (90, 180 and 365 days, in
our case). The designed experimental setup (Fig. 2) consists in
using each of these datasets as input to different classifiers, while
using a stratified 5  10-fold cross validation (CV) scheme [24]
with the training set (70% of total examples). We used classifiers
available in Weka [25], including the kNN with IBK implementa-
tion, Naïve Bayes (NB), Decision Tree (DT) with J48 algorithm as
well as Random Forest (RF), Logistic Regression (LR), and Support
Vector Machines (SVM) using SMO implementation with polyno-
mial (SVM P) and Gaussian (SVM G) kernels.
We note that, for each of the 5 repetitions, the 10 CV folds were
created so that different snapshots from the same patient were not
present in both test and training folds. This was also taken into
consideration when partitioning the data into stratified training
and test sets, using the proportion 70%/30%. We have also per-
formed a grid search to find the best set of parameters for each
classifier. Table 1 shows the parameters and corresponding ranges
considered for different classifiers. We chose the parameters asso-
ciated to the best average AUC across the 5  10-fold CV classifica-
tion results for each classifier.
We resorted to two feature selection (FS) strategies to reduce
the set of features before training the classifiers [26,27] (applied
only on the training set): minimum redundancy maximum rele-
vance (mRMR) [26], from the ‘‘filter” family of FS algorithms, and
a ‘‘wrapper” approach where the selected features are chosen
based on the classifiers’ performance. mRMR sorts the features
according to the maximum of the mutual information with the tar-
get class minus the mutual information with the previously listed
features, to avoid redundancy. To choose the best threshold for fea-
ture selection, the performance of three Weka classifiers (kNN,
SVM with polynomial kernel and NB) was evaluated for different
thresholds. For the ‘‘wrapper” approach, we used the method of
successive removal (sucRem) of the worst feature, as evaluated
by a given classifier. Similarly to what was done for mRMR, we
applied three Weka classifiers: kNN, SVM with polynomial kernel
and NB. We then validated the selected features with the clinicians,
for both mRMR and sucRem. The selected features from SVM were
chosen as the most appropriate for this problem. Table 2 shows the
selected features in each time window. Some features are consis-
tently selected, such as gender, the functional scale ALSFRS, or
the pattern of disease progression such as upper to lower limbs
progression. As expected, many respiratory features were selected,
including partial concentration of oxygen (SpO2, PO2), maximal
inspiratory and expiratory pressures (MIP/MEP), the vital capacity
(VC) and forced vital capacity (FVC).Table 1
Parameters and corresponding ranges tested for different classifiers: Decision Tree
(DT), k-Nearest Neighbor (kNN), Support Vector Machines (SVM), with Polynomial
and Gaussian Kernels, Naïve Bayes (NB), Random Forest (RF) and Logistic Regression
(LR).
Classifier Parameter Range
DT Confidence
factor
{0.15,0.20,0.25,0.30}
kNN Number of
neighbors (k)
{1,3,5,7,9,11}
SVM poly/Gaussian Complexity {102,101,100,101,102}
SVM poly Polynomial
degree
{1,2,3}
SVM Gaussian Gamma {103,102,101,100,101,102}
NB Kernel {True, false}
RF Number of
trees
{5,10,15,20}
LR Ridge factor {109,108,107,106,105,104}We followed the most standard strategy for missing value
imputation (MVI) [28], using a Weka filter responsible for replac-
ing missing values with the mean/mode of the numerical/nominal
attributes (already performed internally for classifiers such as the
SVMs and LR). In our case, the missing values were 36.49%,
35.78% and 35.41% for the datasets corresponding to 90, 180 and
365 days, respectively.
Since discretization had already proved useful in previous work
[29], we studied the impact of using a domain-knowledge data dis-
cretization (provided by the clinicians who collected the original
data) on the classification performance. Preliminary results with
Weka 3.6.9 [25] supervised discretization showed no benefits in
classification performance.
Other discretization, FS and MVI techniques can be tested
according to the data and problem at hand.
As a baseline for comparison regarding the prognostic model,
we assessed the performance of Cox proportional hazard regres-
sion models [9], with implementation available in IBM SPSS Statis-
tics 22, Release Version 22.0.0.0, using both the original data, with
information regarding the time until each patient started NIV, and
the data regarding the three time windows. For the latter setting,
we used a maximum time to event corresponding to the time win-
dow. For example, if a patient took 120 days from the first snapshot
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would have a time of 90 days with no event recorded (since at this
time NIV was not required yet). On the other hand, if it took
45 days for the patient to initiate NIV, we would register 45 days
with recorded event. Since with Cox proportional hazard regres-
sion models we can only use the first snapshot for each patient,
and given the population based estimation of the survival curve,
we maximized the size of the train set by avoiding the 5  10-
fold CV, and testing only with the held-out test set. Nonetheless,
we note that a preliminary analysis using the model regarding
the available time to event information, only returned predicted
values for the hazard function for approximately 70% of the
patients, resulting in very low AUC (under 50%). For this reason,
further supporting the use of temporal windows, we show only
the results for the regression models using the three time
windows.3. Results and discussion
In this Section, we first compare the quality of the patient snap-
shots created using the proposed strategy using HC with con-
straints, with the standard approach based on pivot dates. Then,
we present the results of the stratified 5  10-fold CV [24] scheme
in the training set (70% of the original set of snapshots), used to
assess the impact on AUC of the proposed approach for creating
snapshots and different preprocessing techniques. Follows the
results of the prognostic models obtained using data versions
90 d, 180 d and 365 d when applied to the test set (30% of the
patient snapshots).
Our results are based on the analysis of a cohort of 517 ALS
patients, followed in a single center for over 10 years, containing
detailed clinical information and a complete set of respiratory
tests. In this population, all patients were evaluated by the same
clinician with a standardized approach and the respiratory tests
were performed in the same way. As NIV is provided without per-
sonal costs and the process of NIV adaptation is tried many times
to achieve good tolerance, less than 5% of patients declined NIV,
a number we believe has no impact on results. The publically avail-
able PRO-ACT database [18] contains medical records of over 8500
ALS patients who participated in industry clinical trials. However,
this dataset lacks information regarding NIV and/or RI, which are
at the core of the addressed clinical question, as well as important
features such as the ones related to phrenic nerve stimulation.
Thus, we did not try to use other population database for testing
our model, as we are not aware of any other large ALS population
dataset with the required characteristics.
3.1. Learning the predictive model
Tables 6–8 show the results of the stratified 5  10-fold CV in
the training set for the time windows of 90, 180 and 365 days
and different preprocessing techniques. For clarity sake, we show
only the results for AUC, sensitivity (the proportion of actual pos-
itives (E = 1) which are correctly classified) and specificity (the pro-
portion of negatives (E = 0) correctly identified as such).
3.1.1. Preprocessing techniques
Techniques such as knowledge-based discretization (Disc),
missing value imputation (MVI) and FS (both mRMR and sucRem
methods) can have significant impact on both classification perfor-
mance and model simplification. In what concerns MVI, Table 6
shows that, regarding mean AUC, we obtain in general better per-
formance when using an imputated version of the data (MVI)
(recall that both SVM P and SVM G, as well as LR, already perform
this imputation internally). In fact, there is a statistical significantimprovement in the AUC when using MVI for the three time win-
dows (p = 0.028, Wilcoxon Signed-Ranks Test [30]).
When studying the impact of knowledge-based discretization,
Table 6 shows that the results of AUC suggest that, in general,
the discretization does not improve the classification performance,
exception made to the kNN classifier, which also presents an
increased specificity (Table 8). In fact, there is no statistical signif-
icant difference in AUC when using knowledge-based discretiza-
tion for the three time windows (p ¼ 0:664, Wilcoxon Signed-
Ranks Test [30]). For further analyses, and considering the overall
results, we chose to proceed with the real-valued version of the
dataset.
Regarding FS, the AUC results in Table 6 show that, in general,
most classifiers benefit from at least one of the FS methods. If
not reflected in metrics such as the AUC, the benefit of FS can be
observed in the obtained models, which are simpler due to a
reduced set of features. This can be very important in the clinical
practice, since the most critical features can have priority for eval-
uation, and more expensive (although not critical) tests, can be dis-
carded or at least postponed. The mRMR method does not present
statistical significant differences from using all features (p > 0:05
for all time windows, Wilcoxon Signed-Ranks Test [30]), whereas
the sucRem method showed significant improvement in AUC for
the time window of 180 days (p ¼ 0:018, Wilcoxon Signed-Ranks
Test [30]). Considering the overall results, FS can be worth apply-
ing, although using a reduced set of features is dependent on the
final chosen classifier. The wrapper method (sucRem) seems to
perform better in more models.
Finally, when comparing the different classifiers the AUC results
make clear that NB is generally better for most preprocessing tech-
niques and time windows. We performed the Friedman test (as
suggested by Demšar [30]) in IBM SPSS Statistics 22, Release ver-
sion 22.0.0.0, concluding that there are statistical significant differ-
ences between the AUC values across classifiers. Followed the
analysis of pairwise comparisons, with significance values cor-
rected for multiple testing. NB was significantly better than most
classifiers ðp < 0:05Þ, excepting RF and LR, which were also found
to be significantly better than DT, KNN, SVM P, SVM G ðp < 0:05Þ.
Nonetheless, NB showed the highest mean rank of the set. Since
NB can output a probability value for prognosis for each time win-
dow (very useful for supporting clinical decision) and NB is virtu-
ally independent of parameters (no prior correction was used,
since we use stratified CV and class proportions are considered
representative of the population), we chose NB as the best classifier
for this problem. LR also showed promising results and studying
the returned odds ratios is also possible.
3.2. Creating snapshots: Pivot dates vs. hierarchical clustering with
constraints
We analyzed the quality and predictive value of resulting snap-
shots using both the standard approach based on pivot dates, and
the proposed approach based on bottom-up HC with constraints.
Table 3 summarizes the statistics regarding the built snapshots,
after correcting for outlier values and discarding evaluations with
unknown NIV status, which support our expectations. We used a
maximum snapshot duration of 100 days, a value chosen based
on a preliminary analysis [29], considering the number and quality
of the snapshots retrieved (number of missing values, for example).
This value was later confirmed by the clinicians as clinically rele-
vant since it corresponds, approximately, to the usual amount of
time between appointments for most patients (3 months).
Results show that the number of snapshots is higher when
using the pivot dates. So is the number of missing values in the
snapshots. This results in sparser snapshots, due to the aforemen-
tioned drawbacks of the pivot dates strategy, such as the existence
Table 3
Comparison of statistics regarding snapshots obtained using the standard approach
based on pivot dates and our proposed strategy based on bottom-up hierarchical
clustering (HC) with constraints. We show the total percentage of missing values
(MV), and the percentage of MV in specific attributes with high diagnostic value in the
clinical practice, such as the ALS-FRS (Functional Rating Scale) and a respiratory
subscore (R).
Pivot date HC with constraints
Total # patients 499 506
Total # snapshots 2988 2694
Total % MV 44.13 41.42
ALS-FRS % MV 23.39 15.03
R % MV 28.65 20.86
Table 4
Class distribution for time windows of k = 90, 180 and 365 days.
k Snapshots Evolution (E = 1) No evolution (E = 0) Not eligible
90 1487 337 (22.66%) 1150 (77.34%) 1207
180 1410 518 (36.74%) 892 (63.26%) 1284
365 1277 754 (59.04%) 523 (40.96%) 1417
Table 5
Data characteristics (number of patients/number of snapshots) for the training and
test sets and time windows of 90, 180 and 365 days.
Time
window
#
Patients
#
Snapshots
Evolution
(E = 1)
No evolution
(E = 0)
Train set (70%)
90 311 1037 237 (22.85%) 800 (77.15%)
180 302 988 370 (37.35%) 618 (62.55%)
365 279 891 532 (59.71%) 359 (40.29%)
Test set (30%)
90 133 450 100 (22.22%) 350 (77.78%)
180 129 422 148 (35.07%) 274 (64.93%)
365 120 386 222 (57.51%) 164 (42.49%)
Table 6
AUC (area under the receiver operating characteristics curve) results of stratified 5  10-fo
180 and 365 days (mean value ± standard deviation). Orig is the original train set snapshots
imputation. Pivot is the strategy for creating snapshots based on pivot dates. Disc is the kno
feature selection method, and sucRem is the wrapper feature selection method. Classifiers a
polynomial (P) and Gaussian (G) kernels, Naïve Bayes (NB), Random Forest (RF) and Logis
AUC
DT kNN SVM P
90 d
Orig 64:50 2:30 61:65 0:80 65:66 0:80
MVI 66:21 2:60 65:55 1:00 65:66 0:80
Pivot (MVI) 59:81 2:00 62:26 2:00 61:60 0:00
Disc 62:26 1:20 71:74 0:30 62:89 0:50
mRMR 68:79 2:00 74:45 0:60 62:28 0:40
sucRem 66:97 0:80 70:47 0:70 59:81 0:60
180 d
Orig 67:94 1:00 59:75 0:90 69:02 0:60
MVI 65:17 2:20 65:44 1:00 69:02 0:60
Pivot (MVI) 61:70 3:00 64:77 1:00 65:93 1:00
Disc 68:49 0:80 71:96 0:80 67:54 0:20
mRMR 68:10 1:00 66:17 1:00 64:64 0:50
sucRem 65:93 1:20 69:28 1:20 71:14 0:60
365 d
Orig 62:92 1:90 61:27 1:00 65:86 0:70
MVI 66:93 2:20 63:50 0:90 65:86 0:70
Pivot (MVI) 62:43 2:00 61:80 2:00 62:95 1:00
Disc 66:94 1:50 72:67 1:00 67:73 1:20
mRMR 66:27 2:10 64:00 0:70 65:99 1:00
sucRem 66:40 1:50 69:89 1:30 67:82 0:40
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This also means that we end up with less patients than in our
approach, since some patients end up with no valid snapshots
(no coherence of the NIV requirement status, for example). These
facts show the effectiveness of the newmethod in addressing some
of the issues in grouping sets of temporally-related tests. Note that
this method is not exclusive for this problem in ALS.
Table 4 shows the class distribution resulting from the different
values of k (window size in days) with snapshots based on HC with
constraints. We can observe that while with smaller values of k the
value E = 0 predominated, for larger k values, the situation is
reversed. To understand these distributions, we note that, by
increasing the value of k, we increase the width of the considered
interval. Thus, it is more likely that the date of NIV start falls within
that longer time window. In the limit case of an infinite time win-
dow, all patients still alive would eventually require NIV. In such a
limit case, the class distribution would be 0% for E = 0 and 100% for
E = 1. Finally, the decrease in the number of used snapshots, as well
as the increase in the number of discarded snapshots, can be
explained by the fact that the snapshots that have no information
after k days are not eligible for this analysis (situation D in Fig. 6).
Hence, for a larger time window (higher values of k), the probabil-
ity of discarding snapshots increases. In the case of an infinite time
window, all snapshots belonging to patients who never required
NIV are discarded. In practice, this happens only for patients whose
follow-up time is short. Table 5 shows statistics of training and test
sets for the three time windows considered (snapshots built using
HC with constraints).
We also compared the two approaches of creating snapshots in
terms of classifier performance. Table 6 shows that the snapshots
created using HC with constraints (MVI, given the choice of using
this technique) lead to higher AUC values than those returned by
the standard approach based on pivot dates (Pivot(MVI)) for all
classifiers and all time windows (p ¼ 0:000, Wilcoxon Signed-
Ranks Test [30]). This further supports our proposed strategy to cre-
ate patient snapshots, regarding the quality of training data (num-
ber of patients and missing values) and classifier performance.ld cross validation with the train set (70% of data snapshots) for time windows of 90,
, obtained using hierarchical clustering with constraints. MVI stands for missing value
wledge-based discretization. mRMR is the minimum redundancy maximum relevance
re Decision Tree (DT), k-Nearest Neighbor (kNN), Support Vector Machine (SVM) with
tic Regression (LR).
SVM G NB RF LR
64:98 0:90 77:80 0:40 73:37 1:20 78:22 1:1
64:98 0:90 79:45 0:30 76:27 0:60 78:22 1:1
60:92 1:00 74:08 0:00 71:97 1:00 74:47 0:3
64:01 0:90 78:69 0:40 71:77 1:10 75:84 0:8
63:80 0:90 79:15 0:20 75:21 0:80 79:88 0:4
59:45 0:80 77:89 0:20 76:45 0:20 78:32 0:1
68:82 1:00 77:09 0:30 70:53 1:10 75:70 0:9
68:82 1:00 78:51 0:40 75:78 0:30 75:70 0:9
65:73 1:00 74:65 0:00 72:17 1:00 74:18 0:2
67:53 0:90 77:50 0:20 70:36 0:90 74:76 1:2
63:79 0:70 75:16 0:70 69:00 1:10 73:81 0:9
70:20 0:60 78:97 0:50 75:91 1:00 78:27 1:0
66:11 0:70 77:80 0:50 70:14 1:20 73:03 0:8
66:11 0:70 77:52 0:50 75:46 1:20 73:03 0:8
61:71 1:00 72:64 1:00 69:56 1:00 69:84 1:0
67:45 1:30 77:43 0:60 70:51 2:20 73:01 1:1
67:62 0:60 76:49 0:50 74:25 0:40 73:74 0:4
67:88 0:80 76:16 0:50 73:50 1:40 75:80 0:8
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After obtaining the final models using the optimized parame-
ters, we evaluated them in the independent test set. These results
provide an idea on what to expect from the classifiers’ performance
when dealing with new, unknown, data. We note that these results
were not used to choose the best classifiers or parameters and
recall that snapshots from the same patient were guaranteed not
to be in both train/test sets. Tables 9 and 10 show these results
for the windows of 90, 180 and 365 days.Table 7
Sensitivity results of stratified 5  10-fold cross validation with the train set (70% of data sn
Orig is the original train set snapshots, obtained using hierarchical clustering with cons
snapshots based on pivot dates. Disc is the knowledge-based discretization. mRMR is the m
wrapper feature selection method. Classifiers are Decision Tree (DT), k-Nearest Neighbor
Naïve Bayes (NB), Random Forest (RF) and Logistic Regression (LR).
Sensitivity
DT kNN SVM P
90 d
Orig 9:87 0:90 32:74 1:90 44:73 1:00
MVI 56:33 3:20 6:67 0:50 44:73 1:00
Pivot (MVI) 33:60 2:00 11:88 1:00 31:88 1:00
Disc 22:03 3:00 15:27 0:80 39:24 1:50
mRMR 35:44 1:70 29:03 1:30 29:37 0:70
sucRem 37:13 2:40 26:67 1:80 29:45 1:60
180 d
Orig 36:00 3:20 81:30 1:00 53:41 1:10
MVI 53:35 1:30 34:65 1:60 53:41 1:10
Pivot (MVI) 55:15 3:00 50:05 1:00 59:37 1:00
Disc 53:95 2:40 29:41 0:70 51:73 0:80
mRMR 50:49 0:90 33:19 1:20 41:30 0:40
sucRem 53:03 1:50 41:35 1:30 56:81 0:90
365 d
Orig 84:25 1:90 97:18 0:20 79:96 0:80
MVI 75:34 1:50 72:03 0:60 79:96 0:80
Pivot (MVI) 78:14 1:00 78:48 1:00 83:54 1:00
Disc 72:86 1:20 56:32 0:90 72:86 1:30
mRMR 74:59 1:70 70:79 1:30 79:47 0:70
sucRem 76:80 2:20 80:49 2:00 84:66 0:40
Table 8
Specificity results of stratified 5  10-fold cross validation with the train set (70% of data sn
Orig is the original train set snapshots, obtained using hierarchical clustering with cons
snapshots based on pivot dates. Disc is the knowledge-based discretization. mRMR is the m
wrapper feature selection method. Classifiers are Decision Tree (DT), k-Nearest Neighbor
Naïve Bayes (NB), Random Forest (RF) and Logistic Regression (LR).
Specificity
DT kNN SVM P
90 d
Orig 98:72 0:40 79:80 0:80 86:80 0:90
MVI 83:25 0:20 96:98 0:20 86:80 0:90
Pivot (MVI) 87:00 1:00 92:63 1:00 92:15 0:00
Disc 94:88 0:80 98:05 0:20 86:73 0:70
mRMR 94:00 0:60 95:45 0:20 96:08 0:30
sucRem 90:65 0:50 94:05 0:50 91:08 0:50
180 d
Orig 86:41 0:50 33:59 1:90 84:34 1:90
MVI 75:47 1:10 83:27 1:80 84:34 1:90
Pivot (MVI) 66:63 4:00 72:17 3:00 72:71 2:00
Disc 82:88 0:70 91:42 0:40 83:17 1:10
mRMR 82:36 1:60 84:76 1:00 87:44 1:00
sucRem 77:35 1:70 83:17 1:50 85:31 0:90
365 d
Orig 36:38 3:40 8:86 1:20 51:64 0:80
MVI 53:93 3:40 44:90 1:10 51:64 0:80
Pivot (MVI) 43:65 2:00 37:25 3:00 42:49 1:00
Disc 54:37 3:00 75:93 1:00 62:40 1:80
mRMR 55:26 4:90 48:30 0:70 52:42 1:20
sucRem 51:36 4:80 51:92 1:70 50:70 0:70We compare our proposed models with the baseline method,
the Cox proportional hazards regression model, in the three time
windows (90, 180 and 365 days). Given that regression models
are highly sensitive to the population statistics, we didn’t use CV
in order to use as much data as possible. Thus, this comparison is
made just in regard to the results in the test set. When comparing
the prognostic models (especially the NB, RF and LR classifiers) to
the Cox proportional hazards regression model, it is clear that a
less population-biased approach is more suited to this problem
(see Tables 9 and 10 for AUC, sensitivity and specificity).apshots) for time windows of 90, 180 and 365 days (mean value ± standard deviation).
traints. MVI stands for missing value imputation. Pivot is the strategy for creating
inimum redundancy maximum relevance feature selection method, and sucRem is the
(kNN), Support Vector Machine (SVM) with polynomial (P) and Gaussian (G) kernels,
SVM G NB RF LR
45:49 0:80 54:51 0:90 9:87 0:90 40:34 1:7
45:49 0:80 48:44 0:80 38:82 2:90 40:34 1:7
34:46 0:00 34:32 1:00 35:71 2:00 39:47 1:2
40:34 1:60 49:11 0:60 30:89 2:50 34:68 1:8
37:13 2:00 44:73 0:50 40:17 2:30 38:40 1:3
30:04 0:80 39:24 0:80 41:86 1:70 34:09 1:1
51:89 2:00 63:73 0:70 44:49 2:40 55:78 1:1
51:89 2:00 54:49 1:20 56:86 1:60 55:78 1:1
55:87 1:00 36:10 1:00 58:70 1:00 56:64 1:2
51:57 1:00 56:16 0:50 54:43 1:00 52:32 0:4
39:46 1:40 42:92 0:50 52:38 1:60 48:38 0:9
55:84 1:20 53:78 0:50 57:57 0:80 55:73 0:3
80:15 0:60 76:05 0:70 82:86 1:60 77:74 0:9
80:15 0:60 61:84 0:90 81:80 0:70 77:74 0:9
85:47 1:00 77:41 0:00 84:55 2:00 79:15 1:0
73:20 1:50 65:71 1:00 78:35 1:20 74:10 1:0
80:68 0:60 64:10 0:80 80:75 1:60 77:89 0:3
83:76 0:60 69:32 0:70 80:98 1:10 81:84 0:5
apshots) for time windows of 90, 180 and 365 days (mean value ± standard deviation).
traints. MVI stands for missing value imputation. Pivot is the strategy for creating
inimum redundancy maximum relevance feature selection method, and sucRem is the
(kNN), Support Vector Machine (SVM) with polynomial (P) and Gaussian (G) kernels,
SVM G NB RF LR
84:85 1:20 83:20 0:30 98:28 0:40 92:18 0:2
84:85 1:20 87:50 0:40 92:95 1:10 92:18 0:2
88:08 0:00 88:80 0:00 88:48 1:00 89:72 0:8
87:53 0:70 87:18 0:40 90:47 1:70 92:98 0:3
90:35 0:70 89:88 0:30 90:68 0:40 94:28 0:3
89:33 0:30 92:08 0:10 89:75 1:00 94:48 0:4
85:57 1:00 78:54 0:40 81:68 0:50 82:75 1:7
85:57 1:00 84:40 0:50 79:00 1:50 82:75 1:7
75:84 2:00 86:87 1:00 70:93 1:00 76:20 1:1
83:33 0:90 80:97 0:60 74:56 0:70 84:60 0:7
87:61 1:50 88:09 0:80 73:37 1:10 84:72 1:0
84:40 0:40 84:76 0:30 77:83 1:40 84:72 1:0
51:92 0:80 65:40 0:60 43:34 1:80 53:20 1:2
51:92 0:80 77:72 0:70 52:81 1:70 53:20 1:2
38:10 1:00 52:28 1:00 42:28 1:00 44:29 0:9
61:50 1:60 75:10 0:70 48:30 1:90 55:99 0:8
54:48 0:90 72:48 1:20 49:92 2:10 53:93 1:1
51:75 1:50 70:70 0:80 52:76 2:50 52:37 0:3
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puted using all the available time to event information, it could
only predict a prognosis for about 70% of the test patients. On
the other hand, when using models with maximum time of 90,
180 and 365 days, all except one patient were given a predicted
value of the hazard function. This is another strong argument inTable 9
AUC (area under the receiver operating characteristics curve) results of the prognostic
models using the test set (30% of data snapshots) for time windows of 90, 180 and
365 days. Orig is the original test set. MVI stands for missing value imputation. Disc is
the knowledge-based discretization. mRMR is the minimum redundancy maximum
relevance feature selection method, and sucRem is the feature selection wrapper
method. Classifiers are Cox proportional hazard regression model (CoxR), Decision
Tree (DT), k-Nearest Neighbor (kNN), Support Vector Machine (SVM) with polynomial
(P) and Gaussian (G) kernels, Naïve Bayes (NB), Random Forest (RF) and Logistic
Regression (LR).
AUC
CoxR DT kNN SVM P SVM G NB RF LR
90 d
MVI 53.48 63.11 62.70 67.71 61.29 78.87 77.22 78.43
mRMR 64.06 78.99 60.79 55.43 78.52 81.39 78.28
sucRem 75.05 70.42 62.07 52.00 75.97 77.77 75.62
180 d
MVI 42.02 67.46 65.64 67.52 68.17 79.11 77.42 77.91
mRMR 68.69 63.26 63.70 60.73 71.33 68.41 73.57
sucRem 71.85 77.30 66.84 64.89 78.77 79.84 78.16
365 d
MVI 49.53 67.54 69.87 70.42 61.54 78.86 75.29 79.43
mRMR 65.50 66.32 69.04 67.65 77.52 74.26 78.69
sucRem 64.68 70.44 68.59 62.41 76.87 66.62 75.94
Table 10
Sensitivity and specificity results of the prognostic models using the test set (30% of
data snapshots) for time windows of 90, 180 and 365 days. Orig is the original test set.
MVI stands for missing value imputation. Disc is the knowledge-based discretization.
mRMR is the minimum redundancy maximum relevance feature selection method,
and sucRem is the feature selection wrapper method. Classifiers are Cox proportional
hazard regression model (CoxR), Decision Tree (DT), k-Nearest Neighbor (kNN),
Support Vector Machine (SVM) with polynomial (P) and Gaussian (G) kernels, Naïve
Bayes (NB), Random Forest (RF) and Logistic Regression (LR).
Sensitivity
CoxR DT kNN SVM P SVM G NB RF LR
90 d
MVI 40.00 37.00 8.00 50.00 44.00 45.00 33.00 37.00
mRMR 26.00 31.00 27.00 20.00 48.00 47.00 35.00
sucRem 47.00 21.00 33.00 12.00 40.00 38.00 31.00
180 d
MVI 52.94 52.03 35.81 50.00 65.54 54.05 60.14 57.43
mRMR 47.97 30.41 40.54 41.89 40.54 51.35 48.65
sucRem 60.14 50.00 53.38 65.54 50.68 68.24 56.08
365 d
MVI 65.67 75.68 72.97 81.08 76.13 63.96 82.43 78.83
mRMR 72.52 73.87 81.98 74.32 64.41 81.98 80.63
sucRem 75.23 74.77 81.08 81.53 68.92 71.17 80.63
Specificity
90 d
MVI 65.29 88.57 96.86 85.43 78.57 86.29 90.86 90.00
mRMR 92.86 94.29 94.57 90.86 86.57 87.43 91.71
sucRem 87.14 95.14 91.14 92.00 88.57 90.00 93.14
180 d
MVI 35.00 82.12 79.93 85.04 70.80 82.12 78.47 83.58
mRMR 83.94 83.21 86.86 79.56 84.67 80.29 84.67
sucRem 77.74 81.75 80.29 64.23 85.77 77.37 85.04
365 d
MVI 45.24 49.39 53.05 59.76 46.95 78.05 58.54 60.37
mRMR 64.02 47.56 56.10 60.98 74.39 51.22 58.54
sucRem 49.39 48.78 56.10 43.29 65.85 53.66 56.71favor of using temporal windows in such problems. Furthermore,
the AUC values of the regression models were very low, both using
time windows approach and the available time to event.
The main drawback of the Cox proportional hazard
regression model when applied to personalized prediction is the
fact that it is very sensitive to the population, in the sense
that the shape of the hazard function is based solely on the base-
line hazard function, which is dependent on the survival curve of
the population.
When comparing the results on Tables 9 and 10 to the ones
obtained for the training set (Tables 6–8), we can see that, although
the standard deviation for the 5  10-fold CV with the train set is
low, the AUC values for the test set are, in general, close to the
mean ± standard deviation interval values obtained for the train
set. In fact, some models perform better in the test snapshots, such
as SVM P and RF for 90 days, DT, NB, RF and LR for 180 days, and
DT, kNN, SVM P, NB and LR for 365 days. These results suggest that
model overfitting is reduced, as aimed by using stratified 5  10-
fold CV to learn and tune the models, and a held-out test set to
evaluate performance. Moreover, an AUC of approximately 79%
for all time windows for the chosen NB classifier, is promising to
predict RI and consequent need of NIV. Although there are non-
evidence based guidelines indicating when ALS patients should
start NIV [4], when predicting the outcome of respiratory function
the clinicians still rely on their experience in analyzing the results
of respiratory tests. In this scenario, translation into clinical prac-
tice of reliable prognostic models would allow the adjustment of
the next visit and promote timely medical interventions by taking
into account the risk of respiratory complication in the following
months.4. Conclusions
The contributions of this work are threefold: a new strategy to
cluster temporally-related tests, yielding patient snapshots; a new
approach for prognostic prediction using patient snapshots and
time windows; and the application of such models to predict dis-
ease progression to assisted ventilation in ALS.
Patients usually undergo a set of recommended tests between
appointments. These cannot be performed within a very short per-
iod of time. Hence, clustering the temporally-related evaluations is
crucial. We thus proposed a new strategy to compute patient snap-
shots based on HC with constraints, resulting in more consistent
snapshots of the patients’ condition at a given time period. These
also yielded improvements in the prognostic performance when
compared to a standard approach based on pivot dates. The key
clinical question was to predict whether a given patient will pro-
gress to a stage where he/she requires NIV in a given time window
using his/her own data (patient snapshot).
In this context, we proposed three prognostic models that pre-
dict if a patient that can breathe without help will be in need of NIV
after 90, 180 or 365 days. In the construction of the prognostic
models we assessed the impact of preprocessing techniques such
as missing value imputation, knowledge-based discretization and
feature selection, using stratified 5  10-fold CV in the training
set (70% of all instances, or snapshots). Overall results suggested
that imputated data can benefit the models while the
knowledge-based data discretization did not show improved per-
formance. Regarding FS, the main conclusion was that, even
though the results did not improve significantly, the prognostic
models obtained were simpler, and thus presented an important
advantage, since clinicians can thus prescribe clinical tests accord-
ing to their weight in the models, as well as their costs. Our models
achieved AUC values of 78.87%, 79.11% and 78.86% for 90, 180 and
365 days, respectively, for NB, followed by LR and RF.
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time windows were shown to have significantly higher perfor-
mance than a baseline using Cox proportional hazards regression
models, which also supported the use of temporal windows in
the analysis. This innovative prognostic approach is suited for
ALS, especially when taking into account that the great majority
of these patients present a very fast progression, which usually
leads to respiratory failure in just a few months. It is however
applicable in other diseases where follow-up data is available
and progression is typically linear.
We stress that once the clinician decides to treat a patient with
NIV, that becomes irreversible (the time of use per day generally
increases with disease progression), unless the patient is intolerant
or refuses treatment [4]. However, the latter cases were quite rare
in our cohort (<5%), and were not eligible for this analysis. It seems
impossible to compare the results of the proposed prognostic
models with the clinicians’ anticipation, as it depends on the pre-
vious experience and skills, which are not possible to standardize.
Moreover, trying to predict the exact time of respiratory insuffi-
ciency is far from a realistic scenario, since clinicians are more
interested in a predetermined time period, such as the next few
appointments.
Although the discussion on the performance of each method is
very relevant to the scientific community, it is crucial to consider
the interpretability of the models. Future work should include
the thorough interpretation of the proposed models, selected
features and risk factors, always in close relationship with the
clinicians. Returning interpretable prognostic information
that clinicians can apply should have major impact in the care
of ALS, reducing costs, prolonging survival and improving
quality of life.
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6. Summary Table
What was already known on this topic.
1. Amyotrophic Lateral Sclerosis (ALS) is a devastating neurode-
generative disease. Associated rapidly progressive motor weak-
ness usually leads to death in a few years by respiratory failure.
Correctly predicting respiratory insufficiency would be a major
improvement in the patient management.
2. Related work in ALS is mostly restricted to a population based
approach, focusing on the study of common features signifi-
cantly associated to reduced survival, relying on conventional
statistical tests, such as Kaplan–Meier survival tables and mul-
tivariable Cox proportional hazard regression models.
What this study added to our knowledge.
1. An innovative strategy is presented to cluster temporally-
related tests, thus building snapshots of the patients’ condition
(patient snapshots). We show the advantages of this approach
when compared to a naïve one based on pivot dates. We thenpropose prognostic models based on patient snapshots and
time windows able to perform short, medium and long term
predictions.
2. The proposed prognostic models are applied to answer a very
important clinical question in ALS: ‘‘Given the patient’s current
condition (patient snapshot), will he/she be in respiratory insuf-
ficiency after a given period of time (time window)?”. This
allows the prediction of disease progression to assisted ventila-
tion for a particular ALS patient using his/her data.
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