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The famous Shannon-Whittaker sampling theorem states that if 
f(t) = I* emi” F(u) du, FEL2[-n,7t] 
x 
then f can be represented by a sampling sum as 
.f(t)= i .f(n) sit;t(li;). 
n- I 
It is shown here that certain functions of polynomial growth can be 
approximated by a generalized sampling sum and a rate of convergence of the sum 
to the function is given. ‘?a 1991 Academic Press, Inc 
1. INTRODUCTION 
Stens [2] proves the following: If fE C(R) (C(R) denotes the set of all 
uniformly continuous and bounded unctions on R), I++ E L’(R) n C(R) is 
such that 
(l/271)1/2 i‘= $(u) dz4 = 1, 
cc 
and $ is the band limited to [ - 1, 11, i.e., the Fourier transform of $ 
vanishes outside [ - 1, 11, then 
where 
lim Ils,f-fllc=O, w-z 
s&J” = (n/2)‘/2 
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and 
Ilfllc = sup If(t 
tER 
In this paper we prove that the above results are true when f is a 
differentiable function, f’ is of polynomial growth (i.e., If’(t)1 6 c( 1 + t2)m, 
for some constants c and m), $ satisfies additional conditions that the 
Fourier transform of $ be a C” function and II/ be non-negative, and 11 Ij(. 
is replaced by 11 IIK, where K is any compact subset of R and 
We also give a rate of convergence of S,,f to f as w -+ co. 
2. SAMPLING FUNCTION OF POLYNOMIAL GROWTH 
Let S’ be the space of tempered distributions (Zemanian [3, p. 103]), 
g E S’ have support in [ -rrr~, nw], andfbe its Fourier-Laplace transform; 
i.e., 
1 nc 
f(w) = (2x),,2 I g(t) e jut dt, or 
and C,,.= {d: 4 . IS a C” function with support in [-rc71w, rrw] }. 
LEMMA 1. For f in (I) und q5 in C,,,, it is true that 
(1) 
where 4(t) is the complex conjugate of 4(t) and q6 is the Fourier transform 
of4 
Proof: The Fourier series of g converges in S’ (Zemanian [3, p. 3321). 
Hence we have, 
This lemma leads to a sampling theorem. 
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THEOREM 1. Let 
where g, E S’ with support in [ -zw, xw], g, E C(xo), and g, = g, g,. Then 
(zw3jr)=;kj fl (i)f2(t-k). 
z 
Proof 
- 
Let d(t) = gZ(t) eru’, g = g, in (2). Then (2) implies, 
This leads to the following corollary. 
COROLLARY 1. Let f he the Fourier transform of gE S’ which has 
support in [ - 7cw, 7cw] and q5 E C,,; then 
(f * iKtl=;,i, f (%) q-g3 
=i,_t.f (t+(i)? tER. 
Proof We have (Zemanian [3, p. 1911) 
(f * 610) = F(g. d)(t) 
1 
=---- g(u)q$(u)e-‘“‘du 
(271)“2 I 
=:,xX .f (k) B(t-;). 
Similar proof gives 
Now let $ be such that (1/27~)‘/~s7, $(u)du= 1, $(o)=O for JwJ > 1, 
and $ is a C” function. Also let, 
$,(t) = Pfw). (3) 
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LEMMA 2. Let f he a continuous function of polynomial growth and $,, he 
given by (3). Then 
lim Ilf * $,-f II K = 0,. (4) p + 2 
M’here K is any compact subset of R, and 
llfllK==sup If(t 
I‘EK 
Proof: Since $ is such that $(t) and all its derivatives decrease to zero 
faster than any power of l/t’ so is t)(t) (see [3, p. 1821). 
Now, denoting by fU(x) the translate f (x - u), we have 
llf * $,-f lL=jXr, r~K SUP lf(x- u) -f(x)1 W&O1 du 
+s IV-fll~I~,(4 du Iul 28 
= I, + I?. 
Since f is uniformly continuous on compact sets, VE > 0, 3 a 6 > 0 such that 
If, -f/I K 6 E for all Jul < 6. This gives I, 6 EM, where A4 is a constant. Now 
fix 6. Since f is a continuous function of polynomial growth, 
If(x-u)l <A[1 +(X-U)2]n, 
for some constant A. Hence, 
ffx-u) 
“,yp, (I +u’)” <A1, 1 I (5) 
where A, is a constant, and we have, for some constant N, 
which tends to zero as p + co, since Ill/(u)1 6 C(l +u’)-+~, for some 
constant C. 
Hence, 
lim llf *li/,-fllK=O. 0 + r 
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LEMMA 3. Letfb,e a differentiable function on R andf’ be of polynomial 
growth. Then for (1/, in (4) we have 
II 
(f * tip)(t) -S(t) 
(1 + f2)m II ran GAAp-1, 
where A, m are constants and l[fll% = sup,& R If(t 
Proof: By the mean value theorem, 
If(t - u) -f(t)1 = lf’(5)l Id 
where < lies between (t - u) and t. 
Since f' is of polynomial growth, so are f and 
If ‘(t)l 6 C(1 + t2y, 
If( 6 C(1 + t2y 
for some constants C and m. Hence from (6) 
IAt-U)-f(t)1 < C,(1 + t2yyu), I& Q 1, 
where C, is a constant. This gives, 
f(t-U)-f(t) bc lu( 
(1 +r*y ’ ’ 14 d I. 
Now 
But 
(f * ‘h,)(t) -f(t) U(t - u) -f(t)1 
(1 + t*y (1 + ty Il/,b4 du 
+i IN>’ 
Cf(t - u) - f(t)1 $p(u) 
(I + t2), 
d u 
d .I-([-U)-f(t) 
(1 + t2y Iti,(u)l du 
+s 
S(t - u) -f(t) 
Id> ’ (1 + z2y W,(u)l du. 
(6) 
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where B is some constant. Hence for p > 1, 
+ sup 
IER 5 
If( 
IuI > I (1 + t2y 
I$,(u)l du 
Q 
s lul < 1 CI Iul W,Wl du + j,,, >, WI+ u2Jm I$,(4 du 
+I W,M du IUI > 1 
<CT11 p s ,t,<p Iul IIcl(u)l do+ j lul (B+ CM1 + u2)‘Wp(u)I du ’ . lul> 1 
=c*‘j 
P IU/GP 
lul Irc/(u)l do+ j m Ill/(u)\ du 
IUI > 0 
GAP-‘, 
since I$(u)l <D(l + u*)-+~ for some constant D. 
Now we prove the main theorem. 
THEOREM 2. Let $ be as in (3) and II/ be nonnegative on R; f is the 
differentiable function on R and f' are of polynomial growth. If S,. f is taken 
as 
then 
(7) 
lim IIS,f -.fIIK=O, I,’ + E 
where K is any compact subset of R. 
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Proof Let 
B = (f: ,f is the Fourier-Laplace transform of a 
distribution S’ with compact support}. 
For these f we have for sufficiently large w > 0, (F-~ ‘f)(o) = 0 for each 
101 > 7cw. Moreover, 
1 
(F ‘knJ(~ = ‘M@l~W) = 0, 
for 101>7cw. 
Hence Corollary 1 implies, 
for w large enough, and the conclusion holds for f E F by (4). Since 
where f, = f * $, , it follows that f, E B. Let F > 0. 
for w large enough from above since f, E F. 
for p large enough from Lemma 2. Since Ill/,(u)/ 6 Cp[ 1 + p2u2] -‘+’ for 
some constant C and any integer n 
(m is as in Lemma 3) 
(by Lemma 3 and Corollary 1) 
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=Ap-‘sup x s [ 1+ (t - u2)]“’ tip(u) du fEK --lx 
(by Corollary 1) 
dA,p l (A, is some constant) 
<E for large enough p, (8) 
Hence 
llf- S,fllK< 3G 
which concludes the proof of the theorem. 
3. ERROR RATE 
In this section we give a rate of convergence of the sum S,,f to f as 
w--,00. 
Throughout we set p = nw. 
THEOREM 3. Let II/ and f be as in Theorem 2 ; then one has 
ll&f-.fllK=w~~l)> 
where K is any compact subset of R. 
ProoJ The error is 
llx%.f-fllK~ IlSwf -‘Lf,llIc+ II&f,-fpIIK+ llf,>-fIIKI 
where p = nw and f,(t) = (f @ t),)(t). The first term satisfies 
II~,.,f-xvf,Il.d~P -’ by (819 
where A is a constant. 
Now 
(F-'(f+,))(L.))=(F-I/)(co).(F-I$)(;)=0 (lol>mv). 
Hence the corollary 
(&(f* $,))(t)= C$, * (f* $,)1(t) 
409’154.2.I3 
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and the second term becomes 
IIJ%fp-fJK= ll$,l * (f,>-.r)llK 
= sup 
Ii 
(fp -f)(t - u) Ii/,(u) du 
IEK 
yp; II 
(fp-f)(t-U) [1+(t-u)2]“$,(U)du 
[l +(t-u)2]rn 
<Ap-‘sup [l +(t-~)~]~ I$,(u)l du 
IEK 
5 
<CP ‘, (9) 
where A, C are constants and m is as in Lemma 3. 
Now 
llfp -fll!T = sup IS,(f) -f(t)1 
1EK 
GDP-‘, (10) 
by Lemma 3, where C,, D are constants. Combining (8), (9), (lo), we have 
the theorem. 
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