Holographic Wilson Loops, Dielectric Interfaces, and Topological
  Insulators by Estes, John et al.
ar
X
iv
:1
21
0.
05
34
v2
  [
he
p-
th]
  2
 Ju
n 2
01
3
CCTP-2012-18, DAMTP-2012-63
Imperial/TP/2012/JE/01, SU/ITP-12/25
Holographic Wilson Loops, Dielectric Interfaces, and
Topological Insulators
John Estes1,2,a, Andy O’Bannon3,b, Efstratios Tsatis4,c and Timm Wrase5,d
1 Blackett Laboratory, Imperial College, London, SW7 2AZ, United Kingdom
2 Institute of Theoretical Physics, KULeuven, Celestijnenlaan 200D B-3001 Leuven, Belgium
3 Department of Applied Mathematics and Theoretical Physics, University of Cambridge,
Cambridge CB3 0WA, United Kingdom
4 Department of Engineering Sciences, University of Patras, 26110 Patras, Greece
5 Stanford Institute for Theoretical Physics, Stanford University,
Stanford, CA 94305, United States
ajohnaldonestes@gmail.com, bA.OBannon@damtp.cam.ac.uk,
cetsatis@upatras.gr, dtimm.wrase@stanford.edu
Abstract
We use holography to study (3+1)-dimensional N = 4 supersymmetric SU(Nc) Yang-Mills theory
(SYM) in the large-Nc and large coupling limits, with a (2+1)-dimensional interface where the
Yang-Mills coupling or θ-angle changes value, or “jumps.” We consider interfaces that either
break all supersymmetry or that preserve half of the N = 4 supersymmetry thanks to certain
operators localized to the interface. Specifically, we compute the expectation values of a straight
timelike Wilson line and of a rectangular Wilson loop in the fundamental representation of SU(Nc).
The former gives us the self-energy of a heavy test charge while the latter gives us the potential
between heavy test charges. A jumping coupling or θ-angle acts much like a dielectric interface
in electromagnetism: the self-energy or potential includes the effects of image charges. N = 4
SYM with a jumping θ-angle may also be interpreted as the low-energy effective description of a
fractional topological insulator, as we explain in detail. For non-supersymmetric interfaces, we find
that the self-energy and potential are qualitatively similar to those in electromagnetism, despite
the differences between N = 4 SYM and electromagnetism. For supersymmetric interfaces, we find
dramatic differences from electromagnetism which depend sensitively on the coupling of the test
charge to the adjoint scalars of N = 4 SYM. In particular, we find one special case where a test
charge has vanishing image charge.
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1 Introduction and Summary
N = 4 supersymmetric SU(Nc) Yang-Mills (SYM) theory in (3+1)-dimensions is a conformal
field theory (CFT), meaning the theory is invariant under the (3+1)-dimensional conformal group,
SO(4, 2). In the space of deformations of N = 4 SYM, a special subset preserve (2+1)-dimensional
conformal symmetry, i.e. an SO(3, 2) subgroup of SO(4, 2). For example, consider N = 4 SYM
on a half-space, that is, half of R3,1 with a boundary that is R2,1. Suppose we take two copies
of this theory, with different values of g, and glue them together along their boundaries. We
thus obtain a (3+1)-dimensional theory with a coupling that jumps in one spatial direction, say
the x3 direction. We will call the location of the jump, which we may set to x3 = 0, an interface.
Clearly for such a system translational symmetry in x3 is broken, nevertheless, the theory preserves
translational symmetry along the interface and, with appropriate boundary conditions, an entire
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SO(3, 2) subgroup of SO(4, 2), namely the subgroup that leaves the (2+1)-dimensional interface
invariant. We thus obtain a conformal interface, or, following standard parlance, an “Interface
CFT” [1–5].1
Examples of interface CFTs include N = 4 SYM theory with a jumping coupling, as well as
related theories obtained by S-duality, or more generally by SL(2,R) transformations, including
for example N = 4 SYM with a constant coupling but a jumping θ-angle. A jumping coupling
breaks all supersymmetry (SUSY) [2], and hence its SL(2,R)-duals also do. Various amounts of
SUSY may be restored by adding operators of the N = 4 SYM theory localized entirely at the
interface [2,3,5,10,11]. Notice that adding interface-localized operators does not introduce any new
propagating degrees of freedom at the interface.
What physical effects does a jumping coupling have? To gain some intuition, consider (3+1)-
dimensional Maxwell theory. Let us consider the Maxwell action first in non-relativistic form, with
electric and magnetic fields Ei and Bi, with i = 1, 2, 3, and electric permittivity ǫ and magnetic
permeability µ. In general, ǫ and µ may each jump independently, but if we impose relativistic
invariance, so that the speed of light c = 1/
√
ǫµ ≡ 1 is constant, and convert to relativistic notation,
introducing the field strength Fµν with F i0 ≡ Ei and F ij ≡ −ǫijkBk, then we find
ǫ
8π
EiEi − 1
8πµ
BiBi =
ǫ
8π
[
EiEi −BiBi] = − 1
4g2
FµνFµν , (1.1)
where 1/g2 = ǫ/4π. A jumping coupling g in the relativistic theory thus represents an ǫ and µ that
jump simultaneously in such a way that c remains constant. A jumping ǫ occurs at the interface
between two materials with different dielectric constants. The main physical effect of a dielectric
interface is to induce image charges: a test charge on one side of the interface will experience a
potential equivalent to that produced by a fictitious image charge on the opposite side.
Remarkably, the holographic duals for many conformal interfaces in large-Nc, strongly-coupled
N = 4 SYM have been found [1, 9, 12–18], and generically are deformations of the AdS5 × S5
solution of type IIB supergravity [19–21] that have only an SO(3, 2) isometry in the non-compact
directions, i.e. an AdS4 factor. For example, N = 4 SYM with a jumping coupling is dual to type
IIB supergravity formulated on the so-called “Janus” spacetime [1].2 The Janus solution breaks
all SUSY but preserves an AdS4 factor as well as the entire S
5, and includes a non-trivial dilaton
whose value jumps at the AdS boundary, which is the holographic representation of the jumping
coupling. SL(2,R) transformations produce solutions with an axion that jumps at the boundary,
dual to N = 4 SYM with a jumping θ-angle. All half-BPS conformal defect solutions of type IIB
1A CFT in which a defect preserves some conformal symmetry is called a “defect CFT” [4]. Generically some
degrees of freedom may be localized to the defect. An example of such a defect CFT in string theory is the low-energy
theory describing the (2+1)-dimensional intersection of D3-branes with D5- and/or NS5-branes, N = 4 SYM with
constant (non-jumping) coupling coupled to (2+1)-dimensional hypermultiplets that preserve an SO(3, 2) subgroup
of SO(4, 2) [6–9]. Interface CFTs are special cases of defect CFTs in which a coupling constant jumps at an interface,
and no degrees of freedom are localized to that interface.
2To be more precise, N = 4 SYM with a jumping coupling and a particular interface-localized operator is dual to
the Janus solution, as we discuss in detail in section 2.
3
supergravity were found in refs. [9, 14–17], including a SUSY version of Janus.3
Our goal in this paper is to compute the self-energy of a single heavy test charge, as well as the
potential between heavy test charges, in four interface CFTs: N = 4 SYM with a jumping coupling
or a jumping θ-angle (but never both), with and without SUSY.
To be more precise, we will compute the expectation values of Wilson loops in the fundamental
representation of SU(Nc), which represent the phase acquired by an infinitely heavy test quark
traversing the loop. We will consider two kinds of loops. The first is the straight time-like Wilson
line (technically a loop only if we include the “point at infinity”), which in the infinite-time limit
gives the self-energy of a single heavy test quark. The second is the rectangular Wilson loop,
representing a heavy quark and anti-quark, which in the infinite-time limit gives the potential
between the quark and anti-quark. To be still more precise, we will actually compute Maldacena
loops [22,23], which involve not only the N = 4 SYM gauge fields but also the adjoint scalars. We
will refer to the Maldacena loop as a Wilson loop, unless stated otherwise. In all cases, we expect
the interface to modify the result of the undeformed N = 4 SYM theory. For example, we expect
a jump in the coupling to act much like a dielectric interface in ordinary classical electrodynamics,
in the sense that a self-energy or potential will include effects from image charges.
In N = 4 SYM without an interface, the (renormalized) expectation value of the straight Wilson
line is trivial, indicating that a single heavy test quark has vanishing self-energy. This very special
property of N = 4 SYM follows from SUSY, specifically the fact that the straight Wilson line is
half-BPS, which prevents radiative corrections to its expectation value [24,25].
As for the rectangular Wilson loop in N = 4 SYM without an interface, the distance L between
the quark and anti-quark is the only scale in the problem, hence dimensional analysis dictates that
the potential be Coulombic, V (λ,L) = f(λ)/L, and the non-trivial information is the dependence
on λ, i.e. the function f(λ).4 At large λ, the Wilson loop is described holographically by a string
hanging down into AdS5 with both endpoints at the boundary. The on-shell action of that string
gives the Wilson loop expectation value [22,23], and hence the potential:
V (λ,L) = − 4π
2
Γ (1/4)4
√
2λ
L
, λ≫ 1 holographic result. (1.2)
At small λ, the Wilson loop expectation value may be computed straightforwardly in perturbation
theory. In fact, the sum of all planar diagrams without internal vertices, the ladder diagrams,
gives [25,26] (in each case, only the leading term is shown)
V (λ,L) =


− 14π 2λL , λ≪ 1
− 1π
√
2λ
L , λ≫ 1.
sum of ladder diagrams. (1.3)
3Recall that here a half-BPS solution preserves eight Poincare´ supercharges and eight superconformal generators.
1/8-BPS Janus solutions are also known [12, 13, 18]. In what follows “SUSY Janus” always refers to the half-BPS
Janus solution.
4At leading order in the large-Nc expansion the potential will not depend on Nc.
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When λ ≫ 1, the dependence on λ is the same as the holographic result, although the numerical
coefficient is different.5 In other words, the sum of ladder diagrams contain some, but not all,
contributions to the potential at strong coupling. The leading behavior in λ changes from the
weak-coupling factor of λ to the strong-coupling factor of
√
λ due to screening effects [22,23].
For N = 4 SYM with a conformal interface, we can use the SO(3, 2) symmetry to constrain the
forms of the self-energy and potential. The SO(3, 2) is a subgroup of SO(4, 2), so in particular the
SO(3, 2) dilatation generator is that of the original SO(4, 2), and as such acts on all of x1, x2, and
x3. The interface spans the x1 and x2 directions, and sits at x3 = 0.
In the presence of the interface, the expectation value of a single straight Wilson line will depend
only on its position in the x3 direction, x3 = L3. We expect a single test charge to induce an
image charge on the opposite side of the interface, a distance |L3| from the interface. We can then
express the self-energy of the test charge as a potential V between the test charge and its image.
Due to scale invariance, V ∝ 1/(2|L3|), with a coefficient that depends on the strength of the image
charge, and that in our case must go to zero if the jump in the coupling or θ-angle goes to zero.
For the rectangular Wilson loop in the presence of the interface, L is no longer the only scale in
the problem. The quark and anti-quark provide two points that define a line. That line may be
parallel to the interface, perpendicular, or some linear combination of the two. For simplicity we
will consider only the perpendicular and parallel cases, as depicted in figure 1. Moreover, in the
perpendicular case we will only consider test charges on opposite sides of the interface, rather than
two test charges on the same side. In each case the potential V can depend on two scales. For
the perpendicular case, depicted in fig. 1 (a), we parameterize the two scales as the x3 positions of
the two test charges, denoted xL3 and x
R
3 , where the superscripts L and R denote “left” (x3 < 0)
and “right” (x3 > 0). The distance between the test charges is L = x
R
3 − xL3 . If we define an
“average distance” Lav ≡ 12
(
xR3 + x
L
3
)
, then dimensional analysis and scale invariance constrain
the potential to take the form V (λ,L,Lav) =
1
Lf(λ,Lav/L). For the parallel case, depicted in fig. 1
(b), we parameterize the two scales as the distance between the quark and anti-quark, L, and their
position in the x3 direction, x3 = L3. Dimensional analysis and scale invariance constrain the
potential to take the form V (λ,L,L3) =
1
Lf(λ,L3/L). In each case, our objective is to extract the
non-trivial information contained in the function V L = f .
Wilson lines or loops located precisely on the interface, at x3 = 0, are special cases, and raise
several questions. First is a question about interface CFTs in general (regardless of any test
charges): what are the values of g and the θ exactly at the interface? Do we use the values from
x3 < 0, from x3 > 0, some kind of average values, or some more complicated functions? Second, for
a single test charge at finite x3, we have V ∝ 1/(2|L3|), but if we send L3 → 0 does V diverge? In
physical terms, at x3 = 0, doesn’t the test charge sit exactly on top of its own image charge? Can
we sensibly define V in such circumstances? To address questions such as these, we will include in
5As emphasized in refs. [25, 26], in the ladder summation at leading order in the λ ≫ 1 limit, the existence of a√
λ factor is gauge-independent, however the coefficient of this factor is gauge-dependent. The result in eq. (1.3) is
quoted in Feynman gauge.
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(a) (b)
Figure 1: Depictions of the orientations of the rectangular Wilson loops in the two cases we consider.
The vertical axis is one of the directions x1 or x2, the horizontal axis is x3. The solid black vertical
line represents the interface where the coupling or θ-angle jumps, which is at x3 = 0. The quark and
anti-quark, represented by the solid black dots, define a line that is either parallel or perpendicular
to the defect. (a) The perpendicular case, where the quark and anti-quark sit at positions xL3 and
xR3 from the interface. We consider only x
L
3 < 0 and x
R
3 > 0. (b) The parallel case, where L is the
distance between the quark and anti-quark, which are located at x3 = L3.
our analysis Wilson lines and loops sitting precisely at x3 = 0.
For all four interface CFTs that we consider we obtain results in the large-Nc, large coupling
limits using holography, where the Wilson loop is described by a string in Janus spacetime [1,22,23].
Previous holographic calculations of Wilson loop expectation values in N = 4 SYM with conformal
defects appear in refs. [1, 27, 28]. For the non-SUSY interface with a jumping coupling, we also
consider finite Nc and small coupling, and obtain results using perturbation theory.
1.1 Motivation
Why bother computing Wilson loop expectation values in N = 4 SYM theory with conformal
interfaces? Many reasons come to mind, but we will emphasize only two.
First, Wilson loops provide a valuable check of the AdS/CFT correspondence. In N = 4 SYM
with constant g, the expectation value of a circular Wilson loop may be computed exactly, for all
values of Nc and λ, from a Gaussian matrix model [25, 29, 30]. In the large-Nc and large-λ limits,
the exact result agrees precisely with the holographic result, providing one of the many direct tests
of the AdS/CFT correspondence.
The existence of a matrix model for the circular Wilson loop expectation value can be deduced
in various ways. One way begins with the expectation value of the straight Wilson line, which is
trivial, as mentioned above. A conformal transformation maps the straight line to a circle, upon
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including one additional point, the point at infinity [31]. The circular Wilson loop has a non-trivial
expectation value, suggesting that the only contribution to the expectation value must come from
a single point, the point at infinity, which in turn suggests the existence of a matrix model. Notice
that the main ingredients here were 1) the triviality of the straight Wilson line expectation value
and 2) conformal symmetry.
Wilson loops may also provide direct tests for N = 4 SYM with various conformal interfaces and
their holographic duals. Our work is one step in that direction.
As a second motivation, analysis of N = 4 SYM with a jumping θ angle may shed light on
certain (3+1)-dimensional topological insulators (TIs). One definition of a TI is an insulator with
topologically-protected gapless edge modes that give rise to quantized, dissipationless transport.
Since 1980, the canonical example of a TI has been the integer quantum Hall state (QHS), a (2+1)-
dimensional insulating state where the gapless modes are (1+1)-dimensional chiral fermions giving
rise to an integer-quantized Hall conductivity. The integer QHS breaks time reversal symmetry,
T. Since 2005 a number of (3+1)-dimensional TIs have been discovered that preserve T, including
Bi2Se3, Bi2Te3, and Sb2Te3, where the edge modes are (2+1)-dimensional Dirac fermions, giving
rise to Z2-quantized magneto-electric response. To date, the edge modes of some (3+1)-dimensional
T-invariant TIs have been observed directly, however the Z2-quantized magneto-electric response
has not yet been observed. For reviews of TIs, see for example refs. [32–35].
All of the above TIs admit low-energy effective descriptions in terms of free fields: for the integer
QHS the effective description is Chern-Simons theory [36], while for the (3+1)-dimensional T-
invariant TIs the effective description is Maxwell electrodynamics with a θ-angle that takes one
of the two values allowed by T-invariance, zero or π (mod 2π) [37, 38]. These topological terms
reproduce the dissipationless, quantized transport properties. The boundary between a (3+1)-
dimensional T-invariant TI and the vacuum appears in the effective description as, for example, a
θ-angle that jumps from π to zero.
In the presence of a jumping θ-angle, a test electric charge will induce an image charge with
both electric and magnetic charge, i.e. an image dyon. Experiments to observe (the effects of)
these image dyons were proposed in ref. [39]. TIs may thus allow the first observation of objects
with nonzero magnetic monopole charge, at least at the level of an effective field theory.
In contrast to the integer QHS, the fractional QHS cannot be described in terms of free fields.
An open question is whether (3+1)-dimensional T-invariant fractional TIs exist, whose signature
would be fractionally-quantized magneto-electric response, and if so, what low-energy (interacting)
theory describes their transport properties? One proposal for such an effective theory exploits
non-Abelian gauge fields [40–42]. We emphasize, however that to date no T-invariant fractional
TI has been observed experimentally. An obvious question is: could a fractional TI be detected
experimentally via the effects of image charges, in analogy with non-fractional TIs [39]? The nature
of the image charges may depend sensitively on the interactions of the low-energy theory.
As proposed in ref. [43], and as we will explain in detail in section 2.3, we can think of N = 4
SYM with a θ-angle that jumps from zero to π (mod 2π) as the low-energy effective description of
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a very special (3+1)-dimensional T-invariant fractional TI. N = 4 SYM is unlikely to be realized
experimentally, but does have the advantage that strong-coupling calculations are tractable via
AdS/CFT. We can therefore address the question: how does strong coupling affect image charges
in a fractional TI? Do any unexpected or exotic effects occur at large coupling? Our work is a first
step towards answering these and other related questions.
1.2 Summary and Outlook
In sections 2.1 and 2.2 we review non-SUSY and SUSY Janus, respectively, and in section 2.3 we
explain how N = 4 SYM with a jumping θ-angle describes a fractional TI (clarifying the original
proposal of ref. [43]). In section 3 we turn to the calculation of Wilson loop expectation values, and
the self-energy or potential V . In section 3.1 we compute V in ordinary electromagnetism with a
jumping coupling and θ-angle. In section 3.2 we compute the expectation value for a rectangular
Wilson loop parallel to a non-SUSY interface where the coupling jumps in N = 4 SYM, using
perturbation theory. With one special choice of boundary conditions on the scalars of N = 4
SYM, for which the self-energy of a single test charge vanishes, and in the large-Nc and large
coupling limits, we also calculate the contribution to this Wilson loop expectation value from the
sum of ladder diagrams. In section 4 we turn to the holographic calculation of V . In sections 4.1
through 4.4 we present our results for V , which are mostly numerical, but include some exact
results for a single test charge in N = 4 with a SUSY interface with a small jump in the coupling
or θ-angle. We collect some useful technical results in two appendices.
For all non-SUSY interfaces that we consider we find that our holographic results for V are
qualitatively similar to the analogous results in electromagnetism. For example, consider a single
test charge. In electromagnetism with a jumping coupling, a test charge is always attracted to the
side of the interface with smaller coupling, as we review in section 3.1. With a jumping θ-angle,
the test charge is always attracted towards the interface. Electromagnetism is a linear theory,
so the interaction potential V between two test charges follows simply by linear superposition.
Our holographic results for N = 4 SYM with a non-SUSY interface indicate that with a jumping
coupling or θ-angle the test charge is attracted to the side with smaller coupling or to the interface,
respectively. In other words, the induced image charge has the same sign as in electromagnetism.
This similarity is surprising, given that electromagnetism is a free theory of gauge fields alone, while
N = 4 SYM is an interacting theory of gauge fields, fermions, and scalars, and moreover we study
the large-coupling limit and we study test charges that couple to both the gauge fields and the
scalars. Additionally, we find that our results for the interaction potential between two test charges
are qualitatively similar to those of electromagnetism: compare for example our holographic result
for the potential between two test charges along a line perpendicular to a non-SUSY interface,
shown in fig. 9, with the analogous results in electromagnetism, shown in fig. 4. This similarity is
striking because N = 4 SYM is not a linear theory.
For large-Nc, strongly-coupled N = 4 SYM with a SUSY interface, the results for the self-energy
of a test charge depend sensitively on the coupling of the charge to the adjoint scalars. For example,
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for a SUSY interface where the coupling jumps we find one case where the induced image charge
vanishes! For a SUSY interface where the θ-angle jumps, we find cases where the image charge
has the “wrong” sign, as compared to our intuition from electromagnetism, and cases where the
image charge either diverges or goes to zero as the jump in the θ-angle goes to infinity, in dramatic
contrast to electromagnetism. The interface-localized terms that are the main difference between
the non-SUSY and SUSY interfaces play a decisive role in determining image charges.
For two test charges located precisely on an interface in large-Nc, strongly-coupled SYM, we find
a (holographic) renormalization scheme that subtracts the infinite self-energy of the test charges,
allowing us to define a finite interaction potential between them. Within that renormalization
scheme, we can thus define an effective ’t Hooft coupling precisely on the interface. For an interface
where the coupling jumps, either non-SUSY or SUSY, we find surprising similarity between our nu-
merical results for the effective ’t Hooft coupling and an effective coupling for the analogous system
in electromagnetism, defined by simply deleting any self-interaction terms from the potential.
Our results raise a number of questions for future research. For example, as mentioned above,
with a SUSY interface where the coupling jumps, we find one kind of test charge with vanishing
image charge i.e. we find a trivial timelike Wilson line. Our system has conformal symmetry, so
we may map that line to a circle. Does that circular Wilson loop have non-zero expectation value?
If so, can we reproduce that expectation value from a matrix model? Indeed, in ref. [27] a matrix
model was derived for a circular Wilson loop sitting exactly on the interface. Our results suggest
that something similar may be possible for a circular Wilson loop away from the interface.
Our results for N = 4 SYM with a non-SUSY jumping θ-angle demonstrate that in fractional TIs
strong coupling does not necessarily produce dramatic or exotic effects: qualitatively, we observe
physics very similar to electromagnetism. We have only performed the simplest “experiments,”
however, probing the system with one or two static test charges. N = 4 SYM with a jumping
θ-angle may have much more to teach us about fractional TIs.
What about dyonic test charges in N = 4 SYM, holographically dual to (p, q)-strings? What
kinds of image charges do they have in the presence of non-SUSY and SUSY interfaces? What
about defects in N = 4 SYM that support localized degrees of freedom, as arise for example in
the (2+1)-dimensional intersection of D3-branes with D5- and/or NS5-branes [6–9]? How do those
affect the self-energy of a test charge?
As a caution to the reader: we use a Lorentzian-signature metric in sections 2 and 3.1 and a
Euclidean-signature metric in sections 3.2 and 4, and in the appendices. Throughout the paper we
work exclusively in the Einstein frame of type IIB supergravity.
2 Holographic Conformal Interfaces
We will study N = 4 SYM with conformal interfaces, which preserve an SO(3, 2) subgroup of the
SO(4, 2) conformal group. The holographic duals will therefore include an AdS4 subspace, so let
us recall the AdS4 foliation, or AdS4 “slicing,” of AdS5. We begin with the metric of Lorentzian-
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signature AdS5, in Poincare´ slicing,
ds2AdS5 = R
2dr
2
r2
+
r2
R2
(−dt2 + dx21 + dx22 + dx23) , (2.1)
where R is the AdS5 radius of curvature, which is related to the string length squared α
′ as (in
Einstein frame) R4 = 4πNc α
′2, and r is the AdS5 radial coordinate. The Poincare´ horizon is at
r = 0, while the boundary is at r→∞. Introducing new coordinates u and x via
r = R2u cosh x, x3 =
tanhx
u
, (2.2)
puts the metric into AdS4 slicing,
ds2AdS5 = R
2
(
dx2 + cosh2 x ds2AdS4
)
, (2.3)
where the unit-radius AdS4 metric is
ds2AdS4 =
du2
u2
+ u2
(−dt2 + dx21 + dx22) . (2.4)
In AdS4 slicing, we can approach the Poincare´ horizon by fixing x and taking u → 0, which in
eq. (2.2) sends r → 0 and x3 → ∞. We can approach the boundary in three ways. If we take
x→ ±∞ with u fixed, then from eq. (2.2) we see that r →∞ with x3 > 0 or x3 < 0, respectively.
If we fix x and take u→∞, (the boundary of the AdS4 subspace), then r →∞ and x3 = 0.
2.1 Non-Supersymmetric Janus
The non-SUSY Janus solution of type IIB supergravity is a one-parameter dilatonic deformation
of the AdS5 × S5 solution in which only the metric, dilaton, and Ramond-Ramond (RR) five-form
are non-trivial [1, 13]. We begin by writing the AdS5 × S5 solution in AdS4 slicing, as in eq. (2.3),
but changing to a new x coordinate,
x→ − tanh−1 x, (2.5)
so that eq. (2.2) becomes
r =
R2u√
1− x2 , x3 = −
x
u
, (2.6)
and the boundary regions formerly at x→ ±∞ now correspond to x→ ∓1. The AdS5×S5 metric
then takes the form
ds2 = R2
(
1
(1− x2)2 dx
2 +
1
1− x2 ds
2
AdS4
)
+R2ds2S5 , (2.7)
with ds2S5 the metric of a unit-radius S
5. The dilaton, φ, is constant: φ = φ0.
To write the metric and dilaton of the non-SUSY Janus solution, we need some special functions.
First, we need the Weierstrass elliptic function ℘(x), defined by the equation
(∂x℘)
2 = 4℘3 − g2℘− g3, (2.8)
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with periods g2 and g3. Next, we need the Weierstrass sigma- and zeta-functions, σ(x) and ζ(x)
respectively, which are related to ℘(x) via
℘(x) = −ζ ′(x), ζ(x) = σ
′(x)
σ(x)
. (2.9)
The metric of the non-SUSY Janus solution is [1, 13]
ds2 = R2
(
γ−1h(x)2dx2 + h(x)ds2AdS4
)
+R2ds2S5 , (2.10)
with warp factor
h(x) = γ
(
1 +
4γ − 3
℘(x) + 1− 2γ
)
, (2.11)
where ℘(x) has periods
g2 = 16γ(1 − γ), g3 = 4(γ − 1). (2.12)
The dilaton of the non-SUSY Janus solution, φ(x), is
φ(x) = φ0 +
√
6(1− γ)
(
x+
4γ − 3
℘′(χ)
(
ln
σ(x+ χ)
σ(x− χ) − 2ζ(χ)x
))
, (2.13)
where the constant χ is defined by ℘(χ) = 2(1− γ).
Non-SUSY Janus also has a non-trivial RR five-form, with Nc units of flux on the S
5 [1,13]. To
compute Wilson loops we will introduce strings into non-SUSY Janus. In Einstein frame the string
action involves the dilaton and the pull-backs of the metric and Neveu-Schwarz (NS) two-form,
therefore we will not need the RR five-form, so we will omit it from our review.
The non-SUSY Janus solution is completely specified by the four real constants R, φ0, Nc, and
γ. We can constrain the value of γ as follows. When γ = 3/4 the warp factor h(x) = 1, and the
solution is a product geometry AdS4 × R × S5 with a linear dilaton. Solutions with γ < 3/4 are
generally singular, so we will impose γ > 3/4. On the other hand, to maintain reality of the dilaton
we must impose γ ≤ 1. When γ = 1, the warp factor becomes h(x) = 1
1−x2 , so the metric becomes
that of eq. (2.7), for AdS5 × S5 with radius of curvature R. Additionally, when γ = 1 the dilaton
becomes constant, φ(x) = φ0. In summary, we take γ ∈ (3/4, 1].
The boundary is defined as the location in x where the metric diverges. Clearly that will occur
where h(x) has a pole, which occurs at points with x = x0 obeying ℘(x0) = 2γ − 1. When γ = 1,
we find x0 = ±1, as expected for AdS5 × S5. More generally, since h(x) is an even function the
geometry will have two asymptotic boundaries at x = ±x0. To make the asymptotic boundaries
explicit, let us change variables. In the x→ ±x0 limits, we take
x ≡ ±x0 ∓ 2√γ e∓2xˆ, (2.14)
so that for large xˆ the Janus metric approaches
ds2 = R2
(
dxˆ2 +
e2xˆ
4
ds2AdS4 + ds
2
S5
)
, (2.15)
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which we recognize as the asymptotic form of the AdS4-sliced AdS5×S5 metric in eq. (2.3). Taking
x → ±x0 brings us to points on the boundary with x3 < 0 or x3 > 0, respectively. The geometry
thus has two asymptotic AdS5 × S5 regions at x = ±x0, corresponding to the two halves of space
in the dual CFT. Crucially, however, when γ 6= 1, the value of the dilaton is not the same in the
two regions. Let
φ± ≡ lim
x→∓x0
φ(x), δφ ≡ φ+ − φ−, (2.16)
so that the dilaton approaches φ± at boundary points with x3 > 0 or x3 < 0, respectively. A formula
for the jump in the dilaton δφ as a function of γ is straightforward to obtain but unilluminating,
so we will omit it. We will note however that δφ = 0 when γ = 1 (the AdS5 × S5 solution) and δφ
increases as γ decreases, with δφ→∞ as γ → 3/4 (where the dilaton is linear in x). We can thus
obtain a δφ of any size within the region γ ∈ (3/4, 1]. In short, non-SUSY Janus has one more free
parameter than AdS5 × S5, γ, which controls the size of the jump in φ at the boundary.
Clearly the field theory dual to the Janus solution is a deformation of N = 4 SYM with a g,
and hence a λ = g2Nc, whose value jumps at x3 = 0. To make a precise statement, we need the
dictionary between φ and g. We can fix the dictionary using the SL(2,R) transformation properties
of type IIB supergravity and large-Nc N = 4 SYM. On the supergravity side, the axio-dilaton,
τ ≡ C(0) + ie−2φ, (2.17)
where C(0) is the axion, transforms covariantly under SL(2,R),
τ → aτ + b
cτ + d
, (2.18)
where a, b, c, d ∈ R and ad− bc = 1. Notice that our φ gives the open string coupling, and hence is
related to the closed string coupling, gs, via e
2φ = gs.
To find the corresponding SL(2,R)-covariant object in N = 4 SYM, we need to fix the normal-
ization of the fields in the classical Lagrangian. The field content of N = 4 SU(Nc) SYM consists
of a gauge field, Aˆµ, six real scalars Φˆ
I with I = 1, 2, ..., 6, and four Weyl fermions, all in the adjoint
representation of SU(Nc). The hats on Aˆµ and Φˆ
I are meant to indicate that these objects are
matrices valued in the Lie algebra of SU(Nc). The scalars are in the 6 and the fermions are in
the 4 of the SO(6) R-symmetry. In what follows we will ignore the fermions. In the N = 4 SYM
Lagrangian, LN=4, the terms involving only the gauge fields and scalars are,6
LN=4 ⊃ − 1
4g2
trFˆµν Fˆ
µν +
θ
32π2
ǫµνρσtrFˆµν Fˆρσ − 1
2g2
tr(DµΦˆIDµΦˆ
I) +
1
4g2
tr([ΦˆI , ΦˆJ ][ΦˆI , ΦˆJ ]),
(2.19)
whereDµ is the gauge-covariant derivative and the traces are over color indices. We have normalized
the fields so that all terms (not involving θ) have an overall 1/g2. With that choice of normalization,
the SL(2,R)-covariant coupling of N = 4 SYM is
τ ≡ θ
2π
+ i
2π
g2
, (2.20)
6Our choice of orientation is ǫ0123 = +1.
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hence we obtain the dictionary: in each asymptotic AdS5 × S5 region, we have
C(0) =
θ
2π
, e2φ =
g2
2π
, (2.21)
and by extension λ = g2Nc = 2πNce
2φ. Given the asymptotic values φ± we can thus determine the
values of the coupling on the two sides of the interface, g± or λ±. Recalling that in the ’t Hooft
limit g2 is O (1/Nc), the natural scaling for θ in the ’t Hooft limit is O (Nc), so that both Re τ and
Im τ have the same O (Nc) scaling. Notice that with those scalings, g2θ is O
(
N0c
)
.
For the moment let us set θ = 0, and ask the following question: what is the classical Lagrangian
of the field theory dual to the non-SUSY Janus solution [2, 3]? To construct the most general
classical Lagrangian that includes a jumping coupling and that is consistent with the SO(3, 2) ×
SO(6) symmetry of the non-SUSY Janus solution, the first step is to promote g to a smooth function
of x3 in eq. (2.19). Generically, such a function will introduce at least one dimensionful scale, so to
recover scale invariance we will ultimately take a limit in which g becomes a step function. With
g a smooth function of x3, we next write the classical action as a sum of all possible operators
consistent with the SO(3, 2) × SO(6) symmetry, including operators involving powers of ∂3g. Via
field redefinitions and integration by parts, the action can be reduced to the sum of two terms,
namely the N = 4 SYM Lagrangian plus an additional non-trivial term involving the scalars and
fermions, which we call Lint, to which the scalars’ contribution is
Lint ⊃ κ∂3g
g3
ΦˆID3Φˆ
I , (2.22)
with some real constant κ [2, 3]. The fermions’ contribution to Lint introduces no other constants
beyond κ. Lint becomes localized to the interface when g becomes a step function. One ambiguity
remains: the symmetries do not fix the value of κ. No corresponding free parameter appears in the
Janus solution, so presumably the field theory dual to Janus has a specific value of κ. What that
value is remains an open question. The value κ = 1 is special, however. When κ = 1, integrating
the scalars’ bulk kinetic terms by parts produces an interface term that exactly cancels the term
in eq. (2.22). Moreover, as argued in ref. [2], κ = 1 might be the only value of κ for which SO(3, 2)
conformal symmetry will be preserved at the quantum level.
What is the physical meaning of κ? For test charges that couple to the scalars, κ controls the
size of image charges. In the presence of a jumping g, a test charge that couples to the scalars will
interact with an image charge via scalar exchange. Lint is quadratic in the scalars and so modifies
the scalar propagator, hence κ will influence the size of the image charge, as we will see in detail in
section 3.2. In particular, we will see that when κ = 0, the gauge and scalar propagators are of the
same form, and as a result their contributions to the image charges cancel, so that effectively a test
charge has no image charge. Our holographic calculation of the interaction potential will show that
test charges have nonzero image charges, however. That in turn suggests that the field theory dual
to the non-SUSY Janus solution must have non-zero κ. In other words, our holographic calculation
will provide suggestive evidence excluding a single value, κ = 0.
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If we begin with a jumping g, then SL(2,R) transformations can generate a jumping θ. For the
theory with a jumping θ, all possible interface-localized operators consistent with SO(3, 2) and an
SO(3)×SO(3) subgroup of the SO(6) symmetry were written in ref. [5]. These operators will then
appear in the action with coefficients that, in the absence of SUSY, are undetermined a priori.
2.2 Supersymmetric Janus
The SUSY Janus solution is a deformation of the AdS5 × S5 solution in which the metric, dilaton,
RR five-form, and RR and NS three-forms are non-trivial [15]. We begin with the AdS4 foliation
of AdS5 with radial coordinate x in eq. (2.3) (not the x coordinate in eq. (2.7)). Next we rewrite
the S5 as a pair of S2’s fibered over a line segment with coordinate y,
ds2S5 = dy
2 + cos2 y ds2S2 + sin
2 y ds2S2 , (2.23)
with ds2S2 the metric of a unit-radius S
2 and y ∈ [0, π/2]. The coordinates x and y together describe
a Riemann surface, which may be parameterized by a complex coordinate v ≡ x+ iy. The SUSY
Janus geometry is a fibration of the AdS4 and the two S
2’s over the Riemann surface. Notice that
the Riemann surface has the topology of a strip:
Re(v) = x ∈ (−∞,∞), Im(v) = y ∈ [0, π/2] . (2.24)
The metric and dilaton of the SUSY Janus solution are [15]
ds2 = f24 ds
2
AdS4 + f
2
1 ds
2
S2 + f
2
2 ds
2
S2 + ρ
2 dvdv¯, (2.25a)
e4φ = N2/N1, (2.25b)
where ds2AdS4 is the AdS4 metric in eq. (2.4). The functions f
2
4 , f
2
1 , f
2
2 , ρ
2, N1, and N2 all depend
on v and v¯. To write these functions, let us introduce h1(v, v¯) and h2(v, v¯), two real, harmonic
functions on the Riemann surface, which obey the boundary conditions
h1|y=0 = ∂yh2|y=0 = 0, h2|y=π/2 = ∂yh1|y=π/2 = 0. (2.26)
For SUSY Janus these harmonic functions are [15]
h1(v, v¯) = −iα1 sinh
(
v − δφ
2
)
+ c.c., h2(v, v¯) = α2 cosh
(
v +
δφ
2
)
+ c.c., (2.27)
which are completely specified by the three constants α1, α2 and δφ. The functions appearing in
the SUSY Janus solution are completely determined by h1(v, v¯) and h2(v, v¯) as follows [15]:
w ≡ ∂vh1 ∂v¯h2 + ∂v¯h1 ∂vh2, (2.28a)
N1 = 2h1h2 |∂vh1|2 − h21 w, N2 = 2h1h2 |∂vh2|2 − h22 w, (2.28b)
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f84 = 16
N1N2
w2
, ρ8 =
28N1N2 w
2
h41 h
4
2
, (2.28c)
f81 = 16h
8
1
N2w
2
N31
, f82 = 16h
8
2
N1 w
2
N32
. (2.28d)
The geometry has two asymptotically AdS5 × S5 regions, where Re(v) = x→ ±∞. To be explicit,
a change of coordinates as x→ ±∞,
x = xˆ± 1
2
ln cosh(δφ), (2.29)
puts the asymptotic SUSY Janus metric in the same form as the AdS4-sliced AdS5 × S5 metric in
eq. (2.3). The values of the AdS5 radius and the dilaton in the two asymptotic regions are
R4 = 16 |α1α2| cosh(δφ), e2φ± =
∣∣∣∣α2α1
∣∣∣∣ e±δφ. (2.30)
We thus see that the three parameters α1, α2, and δφ, map to the asymptotic AdS5 radius, the
overall background value of the dilaton, and the size of the jump in the dilaton at the boundary,
δφ = φ+ − φ−. To recover AdS5 × S5, we simply take δφ = 0 in all of the above.
The SUSY Janus solution also includes a non-trivial RR five-form with Nc units of flux on the
internal space as well as a non-trivial RR two-form with flux on one S2 and a non-trivial NS two-
form with flux on the other S2 [15]. To compute Wilson loops we will introduce strings into the
SUSY Janus spacetime. In Einstein frame the string action involves the dilaton and the pull-backs
of the metric and NS two-form. We will thus not need the RR five-form or two-form, so we will
omit them from our review. Furthermore, for the strings we will study in section 4 the pull-back
of the NS two-form will vanish, hence we will omit the NS two-form also.
What is the classical Lagrangian of the field theory dual to SUSY, jumping-coupling Janus? As
shown in ref. [3] the classical Lagrangian is LN=4, with θ = 0 and with g promoted to a function
of x3, plus a term Lint, to which the scalars’ contribution is
Lint ⊃ ∂3g
g3
tr
(
− 2
3
iǫIJKΦˆI [ΦˆJ , ΦˆK ] +D3(Φˆ
IΦˆI)
)
− (∂3g)
2
g4
2trΦˆIΦˆI , I, J,K = 1, 2, 3, (2.31)
in the limit where g approaches a step function. Here I, J,K run over 1, 2, 3, so that Lint involves
only three of the six scalars, and thus breaks the SO(6) R-symmetry down to SO(3) × SO(3),
which matches the isometry of the two S2’s of the SUSY Janus solution. Notice that SUSY fixes
the coefficients of the terms in Lint. Performing an SL(2,R) transformation will generate a jumping
θ-angle, as well as new interface-localized terms whose coefficients are again fixed by SUSY [5].
2.3 Janus and Topological Insulators
For both non-SUSY and SUSY Janus, we can generate new solutions with non-vanishing axion using
SL(2,R) transformations. An SL(2,R) transformation of the Janus solution leaves the Einstein
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metric unchanged, but produces a new dilaton, φ′, and a non-trivial axion, C(0):
C(0) =
b d+ a c e−4φ
d2 + c2 e−4φ
, e2φ
′
= d2e2φ + c2e−2φ, (2.32)
where a, b, c, d ∈ R and ad − bc = 1. The transformation appears to introduce three new param-
eters (four real numbers with a constraint), but by an appropriate constant shift of φ, which was
a symmetry of the C(0) = 0 solution, we can always set either c or d to one. The SL(2,R) trans-
formation thus introduces only two new parameters, the two asymptotic values of C(0). We can
easily construct solutions with the dilaton constant at the boundary but with a jumping axion by
demanding e2φ
′
+ = e2φ
′
− , or equivalently
d2e2φ+ + c2e−2φ+ = d2e2φ− + c2e−2φ− ⇒ c
2
d2
=
e2φ+ − e2φ−
e−2φ− − e−2φ+ . (2.33)
For the C(0) in eq. (2.32) to be finite and for a solution to eq. (2.33) to exist, c and d must
both be non-zero, which implies that e2φ
′
satisfies a bound, e2φ
′ ≥ 2|cd|. Recall that the string
coupling is gs = e
2φ′ . If we work with SL(2,Z), so that c and d are integers, then because of this
bound the string coupling will be order one or larger. To remain in the weakly-coupled regime, we
thus move outside of SL(2,Z), to SL(2,R), so that we can adjust c and d to keep gs sufficiently
small. Although we are then not guaranteed quantized charges in the full quantum theory, type
IIB string theory, at the classical level SL(2,R) transformations give us perfectly valid solutions of
supergravity. We can achieve a δC(0) of any size by suitable adjustments of a, b, c, and d.
As mentioned in the introduction, we can think of N = 4 SYM with a constant coupling and
a θ-angle jumping from zero to π (mod 2π) as the low-energy effective description of a (3+1)-
dimensional T-invariant fractional TI, as we will now explain in detail.
A TI is a physical system with
1. a U(1) symmetry for which we will study transport, for example the U(1) gauge invariance
of electromagnetism,
2. a mass gap in the sector charged under the U(1) (hence an insulator), and
3. a topological quantum number distinct from the vacuum, which appears at low energies as
a quantized, dissipationless transport coefficient. Here “topological” means invariant under
any continuous deformation that preserves all symmetries and does not close the mass gap.
Since 1980, the canonical example of a TI has been the integer QHS, which breaks time reversal
symmetry, T, and where the topological quantum number is the Hall conductivity. Since 2005 a
number of TIs have been discovered that preserve T. One example is HgTe, for which electronic
transport is effectively (2+1)-dimensional. In (3+1) dimensions, examples include Bi2Se3, Bi2Te3,
and Sb2Te3. For reviews of TIs, see for example refs. [32–35].
The physics of all the TIs mentioned above is simplest to understand via two levels of effective
field theory. We start at the shortest length scales, or highest energies, with a lattice Hamiltonian
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and associated band structure, which by assumption is that of an insulator, with a valence band
separated from a conduction band by a band gap. Here the topological quantum number appears
as a topological invariant associated with a Berry’s connection defined over momentum space (the
Brillouin zone) using the electronic Bloch wave-functions. In the integer QHS the topological
quantum number is the first Chern number of this (Abelian) Berry’s connection, summed over
all occupied bands [44] (the TKNN invariant), which is Z-valued. For the (3+1)-dimensional
T-invariant TIs, the topological quantum number is the Z2-valued integral of the (non-Abelian)
Chern-Simons form built from the Berry’s connection [37,38,45–47].
Integrating out all bands except the top-most band, we reach the first level of effective field theory:
a free Dirac Hamiltonian whose mass matrix, which may involve non-trivial Dirac matrices, encodes
the information about the symmetries of the state. For the integer QHS, the effective theory is some
number of Dirac fermions with real masses, which break T. Here the Z-valued topological invariant
appears simply as the number of Dirac fermions. For the (3+1)-dimensional T-invariant TIs, the
effective theory is a single Dirac fermion with a complex mass. Here the Z2-valued topological
invariant appears as the phase of that mass, which can be either of two values allowed by T-
invariance, zero or π (mod 2π). In other words, the mass is real but can be positive or negative.
Integrating out the massive Dirac fermion(s), we obtain the second, and lowest, level of effective
field theory, a topological term for external U(1) electric and magnetic fields.7 Here the topological
invariant appears as the coefficient of this term, and thus determines a dissipationless, quantized
transport coefficient associated with the U(1) charge. In the integer QHS, the ultimate low-energy
physics is described by Chern-Simons theory [36, 48, 49], whose coefficient determines the Hall
conductivity, which is thus Z-quantized. For the (3+1)-dimensional T-invariant TIs, the low-
energy physics is a θ-angle term, where T-invariance demands that the value of θ be either zero or
π (mod 2π) [37, 38] (the phase of the mass in the previous level of effective description). The θ-
angle term determines the magneto-electric response [37,38]: an applied magnetic field generates an
electric polarization and an applied electric field generates a magnetization. In a (3+1)-dimensional
T-invariant TI, the magneto-electric response is thus Z2-quantized.
An analysis of quantum anomalies in TI states reveals that gapless fermionic modes must neces-
sarily exist at the boundary between a TI and the vacuum, which we will call “edge modes” [50].8
Given that the bulk of the material is insulating, these edge modes are what give rise to quantized
U(1) response. Indeed, topology and symmetry forbid the edge modes from becoming localized,
hence they produce dissipationless U(1) response even in the presence of arbitrarily strong disorder,
so long as that disorder does not alter the symmetries [51]. In the integer QHS the edge modes are
(1+1)-dimensional chiral fermions [52, 53]. In (3+1)-dimensional T-invariant TI states, the edge
7If the U(1) is gauged, and the associated dynamical gauge field is gapless, then the effective description at any
scale must include gauge field kinetic terms, i.e. a Maxwell action. For simplicity, we will neglect the Maxwell
contribution to the low-energy effective action, so that all electric and magnetic fields are external/non-dynamical.
8More generally, such edge modes exist at the boundary between two TIs with different topological quantum
numbers. Notice that the anomaly analysis proves that the two definitions of TIs, the one we gave in the introduction,
in terms of gapless edge modes, and the one in this section, are equivalent.
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modes are (2+1)-dimensional Dirac fermions [47,54].
The edge modes appear in the first level of effective description as a Dirac mass that varies in
space with a zero at the location of the boundary, indicating the presence of boundary-localized
zero modes [37,54]. Reaching the lowest level of effective description requires giving the edge modes
a mass, for example by breaking some or all of the symmetry “locally”, at the boundary only, i.e.
somehow suppressing the transmission of symmetry-breaking effects to the bulk [37,54]. Integrating
out the now-massive edge modes, we reach the lowest level of effective description, a topological
term whose coefficient jumps at the boundary. For example, for (3+1)-dimensional T-invariant TIs,
the ultimate low-energy description of the boundary is a θ-angle term where θ jumps from zero to
π (mod 2π) at the boundary [37].
Remarkably, a complete classification exists for all TI states that can be described by Hamilto-
nians in the same universailty classes as the free Dirac Hamiltonians (i.e. connected by adiabatic
continuity) [50, 55–59]. What TI states are possible for Hamiltonians in other universality classes
remains an open question. To date, the only examples realized experimentally are fractional QHSs,
in which the Hall conductivity is quantized to be a rational number times the electron’s charge (in
units of Planck’s constant). A natural question is whether fractional T-invariant TIs exist.
To our knowledge, no precise definition of fractionalization exists.9 The concept of fraction-
alization is simple, however: in an interacting many-electron system, the low-energy emergent
degrees of freedom can carry a fraction of the electron’s charge. Indeed, that is what happens in
(1+1)-dimensional interacting many-electron systems, Luttinger liquids [61], where charge and spin
propagate independently, and is also what happens in fractional QHSs [62].
In one approach to fractionalization, which goes by various names, the “partonic,” “projective,”
or “slave particle” approach [36, 63–69], we begin by writing the electron creation operator as a
product of some number of other operators, i.e. some constituent “partons.” The statistics and
U(1) charges of these partons must be arranged such that their product is fermionic and has a
net U(1) charge equal to the electron’s. We must also enlarge the Hilbert space to account for
these new degrees of freedom, with a constraint that only electrons appear in physical states. Of
course, such a description, which introduces additional, redundant degrees of freedom, is always
possible, but usually is an unnecessary complication. A fractionalized phase, however, corresponds
to a “deconfined” phase for the partons, i.e. a phase in which the partons are eigenstates of the
Hamiltonian, rather than the electrons.
Suppose for example we want the electron to fractionalize into n constituent partons. We can
achieve that by extending the symmetry group from U(1) to U(1)×SU(n), with the partons in the
fundamental representation of SU(n). An electron is then a singlet of SU(n) but charged under
the U(1). At the first level of effective field theory we obtain not a free Dirac Hamiltonian for the
electron but a theory of partons interacting via emergent SU(n) gauge fields, which in this context
are called “statistical gauge fields” [36, 42]. A fractionalized state then is a deconfined, or at least
non-confined, state of this non-Abelian gauge theory. To describe a partonically fractionalized
9For a recent attempt to define an order parameter for fractionalization, see ref. [60].
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T-invariant TI [40–42], the partons must have complex masses whose phases are either zero or π
(mod 2π). Integrating out the partons, at the lowest level of effective theory we obtain SU(n) gauge
fields with a θ-angle equal to zero or π with periodicity 2π, and a U(1) θ-angle equal to zero or
π/n with a periodicity 2π/n, which guarantees T-invariance [40]. The fractional U(1) θ-angle will
clearly produce fractional magneto-electric response. Besides deconfined non-Abelian statistical
gauge fields (with gauge group SU(n) or otherwise), (3+1)-dimensional partonically fractionalized
T-invariant TIs can be described by non-Abelian statistical gauge fields with the gauge group
Higgsed to a discrete subgroup or by Abelian statistical gauge fields [42].
What are the edge modes in a (3+1)-dimensional partonically fractionalized T-invariant TI?
They are (2+1)-dimensional fermions in “half” of a fractional QHS, i.e. the Hall conductivity is
quantized to be 1/2 times a rational number times the electron’s charge [40]. Gapping these edge
modes and integrating out both the partons and the edge modes, we reach a description of the edge
at the lowest level of effective field theory, with an SU(n) θ-angle that jumps from zero to π (mod
2π) and a U(1) θ-angle that jumps from zero to π/n (mod 2π/n). In other words, on one side is
the vacuum, a state that is non-fractionalized and topologically trivial, while on the other side is
the TI, which is fractionalized and topologically non-trivial.
We can now state our main proposal: we can think of N = 4 SYM with a θ-angle that jumps
from zero to π as the low-energy effective description of a (3+1)-dimensional fractional T-invariant
TI, where the statistical gauge fields are the SU(Nc) gauge fields. Notice that N = 4 SYM
with a jumping θ-angle actually describes an interface between a state that is fractionalized and
topologically non-trivial and a state that is fractionalized and topologically trivial, i.e. both states
are fractionalized. Said another way, our topologically-trivial vacuum state is the conformally-
invariant vacuum of N = 4 SYM, which, being non-confining, we interpret as fractionalized.
Our proposal raises several important questions. Where is the U(1) symmetry that will have
fractional θ-angle, i.e. the U(1) mentioned in part 1 of our definition of TIs above?10 What kind of
edge modes did the system have, before we gapped them and integrated them out to obtain N = 4
SYM with a jumping θ-angle? We will not be able to answer these questions completely, but we
will take some first steps.
In previous constructions of holographic duals to (3+1)-dimensional fractional TIs [70, 71] the
U(1) was a global flavor symmetry. In particular, consider N = 4 SYM coupled to Nf N = 2
SUSY hypermultiplets in the fundamental representation of SU(Nc), i.e. flavor fields. The N = 2
hypermultiplet includes a Dirac fermion, a “quark”, and two complex scalars, the “squarks”.
N = 2 SUSY admits a constant complex hypermultiplet mass. We will assume that the mass
matrix in flavor space is proportional to the identity, so that the theory has a global U(Nf ) sym-
10We are not the first to propose that N = 4 SYM with a jumping θ-angle can be interpreted as the low-energy
effective description of a fractional TI. A similar proposal was made in ref. [43], however there the SU(Nc) was
identified as the generalization of the U(1) of electromagnetism, rather than as the gauge group of the statistical
gauge fields. Clearly that cannot be the case. In a TI the U(1) of electromagnetism has gauge-invariant currents
from which we can measure transport coefficients. The SU(Nc) gauge currents are not gauge-invariant, hence we
have no obvious way to define gauge-invariant transport coefficients from them.
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metry which we may decompose as U(1) × SU(Nf ). We will call the U(1) factor baryon number,
and henceforth ignore the SU(Nf ) factor.
If Nf ≪ Nc then we can take the probe limit, where we expand all observables in Nf/Nc ≪ 1
and retain terms only up to order NfNc. Physically, the probe limit corresponds to discarding
quantum effects due to the flavor fields. In diagrammatic perturbation theory in λ, the probe limit
consists of discarding diagrams with quark or squark loops.
The holographic dual of large-Nc, strongly-coupled N = 4 SYM coupled to Nf hypermultiplets,
in the probe limit, is type IIB supergravity in AdS5×S5 with Nf probe D7-branes extended along
AdS5 × S3 [72]. Roughly speaking, the magnitude and phase of the complex hypermultiplet mass
are dual to the two wordlvolume scalars on the D7-branes that describe the position of the D7-
branes in the two transverse directions on the S5. The conserved baryon number current is dual to
the D7-brane U(1) worldvolume gauge field [73,74].
A nonzero, real N = 2 SUSY-preserving mass M appears in the bulk, in the probe limit, as a
D7-brane that “ends” at some radial position [72]. More precisely, at the AdS5 boundary the D7-
branes wrap an equatorial S3 ⊂ S5, but as they extend into the bulk the S3 shrinks and eventually
collapses to a point at some radial position, where the D7-brane “ends”. The position where the
D7-brane ends corresponds to the mass scale M/
√
λ [75].
In the language of partonic fractionalization, the hypermultiplet fields are the partons and the
SU(Nc) gauge fields are the statistical gauge fields. Giving the hypermultiplets a mass whose phase
varies in one spatial direction as a step function, jumping from zero to π, will produce an edge
between fractionalized T-invariant TI states, as described above. Integrating out the partons, and
also gapping and integrating out the edge modes, we reach the lowest level of effective theory, in
which the baryon number U(1) acquires a θ-angle that jumps from zero to π/Nc while the SU(Nc)
gauge fields will acquire a θ-angle that jumps from zero to π. In the probe limit, however, the jump
in the SU(Nc) θ-angle is a sub-leading effect, and will not be apparent.
Remarkably, holographic duals of such an edge between fractional TI states have been found,
using probe D7-branes [70, 71]. These D7-branes have a more complicated embedding than the
simple “D7-brane that ends,” so we will not attempt to describe the embeddings in detail, rather
we will just highlight a few salient points. Two solutions have been found so far, one that breaks all
SUSY, in which only the worldvolume scalars are active [70], and another solution that preserves
four real supercharges of the AdS5 × S5 background, and in which both the worldvolume scalars
and the gauge field are active [71]. The baryon number U(1)’s fractional θ-angle can be extracted
from the probe D7-brane Wess-Zumino term [70]. The probe D7-brane does not affect any of the
background supergravity fields, including the axion, which indicates that in the field theory the
SU(Nc) θ-angle does not jump, as expected in the probe limit.
Most importantly, the edge modes are apparent in the bulk: near the interface, the D7-branes
bend and become extended along AdS4×S4 [70]. Such D7-branes along AdS4×S4 (in the absence
of worldvolume gauge field flux) break all SUSY, and are dual to (2+1)-dimensional fermions alone,
with no scalar superpartners, and with couplings only to the N = 4 SYM gauge field and one of
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the six real N = 4 SYM scalars, both restricted to the (2+1)-dimensional interface [76–81]. These
(2+1)-dimensional fermions are the edge modes of the holographic fractional TI states described
above. A combination of perturbation theory in λ and holographic calculations reveals that these
fermions exhibit a phase transition as a function of coupling [81]: at small λ, the vacuum preserves
parity and T , but above some critical λ the fermions pair, such that the Dirac mass operator
acquires a nonzero expectation value, spontaneously breaking parity and T .
The crucial observation for us is that the non-SUSY jumping-axion Janus solution carries D7-
brane charge, localized at the boundary at the point where the axion jumps, as can be detected
by the monodromy of the axion about that point. The Janus geometry actually has a conical
singularity there, associated with an angular excess [1], as expected for D7-branes. The fact that
non-SUSY jumping-axion Janus carries both D3- and D7-brane charge suggests that such a solution
could be constructed from an intersection of D3- and D7-branes, an obvious candidate being the
non-SUSY intersection of ref. [70]. To go from the probe D7-brane solutions of ref. [70] to non-SUSY
jumping-axion Janus, we would need to leave the probe limit, allowing the D7-branes to back-react
on the fields of supergravity, and require the D7-branes to end at (or near) the boundary, so that
in the field theory both the partons and the edge modes are, in effect, infinitely heavy, and can be
integrated out. If we performed those steps then we would expect the resulting solution to look
like non-SUSY jumping-axion Janus deep in the bulk (at very low energies).
Many things about such a construction are unclear and confusing to us, on both sides of the
correspondence, however. For example, on the supergravity side, the back-reaction of the D7-branes
will break the SO(6) isometry of the S5 to a subgroup, since as probes the D7-branes wrap only an
S3 ⊂ S5. How can the full SO(6) isometry be restored deep in the bulk? On the field theory side,
all SUSY and part of the R-symmetry are broken, so if we integrate out the hypermultiplets on
both sides of the interface, and gap the edge modes and integrate them out, we have little reason
to expect that the resulting effective Lagrangian would be precisely that of N = 4 SYM with a
jumping θ-angle. Such issues may be clearer if SUSY is restored: a D-brane construction of SUSY
jumping-axion Janus may be more straightforward, especially on the field theory side, where the
SUSY should provide greater control over allowed terms in a low-energy effective action.11
If we could determine an intersection of D3-branes and D7-branes that gives rise to non-SUSY
jumping-axion Janus, then we could determine the edge modes in the dual fractional TI. If we
assume that such a D-brane construction exists, then we can identify the “missing” U(1): the U(1)
with fractional θ-angle is the baryon number U(1). When the D7-branes are in a probe limit,
that U(1) appears in the open string sector in the bulk, as the U(1) worldvolume D7-brane gauge
field. Including the back-reaction of the D7-branes, and requiring that the D7-branes end at the
boundary, we expect to find a description in terms of closed strings alone, with the bulk degrees
of freedom that are dual to the U(1) localized at the boundary, at the point where the axion
11The SUSY probe D7-brane solution of ref. [71] cannot give rise to the SUSY jumping-axion Janus solution
reviewed in section 2.2, since the former preserves only four real supercharges while the latter preserves sixteen real
supercharges of the AdS5 × S5 solution.
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jumps. Such modes would be very much like singletons, in that they would be non-dynamical,
boundary-localized modes. Indeed, such modes would be similar to a familiar singleton: recall that
the worldvolume theory on a stack of Nc D3-branes is actually U(Nc), not just SU(Nc), where the
“extra” N = 4 U(1) vector multiplet appears in holography as a non-dynamical, boundary-localized
singleton mode (for a review, see section 3.1 of ref. [82]). In our case, since the baryon number
U(1) is global (unlike the U(1) ∈ U(Nc)), any effective low-energy description will include only the
jumping fractional θ-angle, and not a Maxwell term.
To summarize, our proposal is the following. Non-SUSY Janus with an axion that jumps from
zero to 1/2 (mod one) is the holographic dual of an interface CFT that we can interpret as the
low-energy effective description of an interface between two fractionalized states, a topologically
trivial vacuum and a T-invariant TI. More precisely, the interface CFT is N = 4 SYM with a
θ-angle that jumps from zero to π (mod 2π). We interpret the SU(Nc) gauge fields as statistical
gauge fields. The U(1) with fractional θ-angle is a global symmetry, namely a baryon number U(1)
associated with the partons and edge modes that we integrated out to obtain the interface CFT.
We leave several open questions for future research, chief among them being: what were the edge
modes that were integrated out?
3 Wilson Loops: Field Theory Calculation
Our goal is to calculate the potential V representing the self-energy of a single test charge or the
potential between heavy test charges in N = 4 SYM with a conformal interface, with gauge group
SU(Nc) and in the large-Nc limit. In subsection 3.1 we review the analogous calculation in ordinary
electromagnetism. In section 3.2 we turn to the calculation of V in N = 4 SYM using perturbation
theory in the ’t Hooft coupling. In section 4 we will compare our results for V in electromagnetism
and in perturbative N = 4 SYM to our holographic results.
3.1 Electromagnetism
The Lagrangian of (3+1)-dimensional electromagnetism, in the absence of sources, is
LEM = − 1
4g2
FµνF
µν − θ
32π2
ǫµνρσFµνFρσ , (3.1)
where Fµν is the U(1) field strength. In order to study an interface, we will allow g and θ to be
functions of position. Let us define the canonical momentum Gµν as
Gµν ≡ −2δLEM
δFµν
=
1
g2
Fµν +
θ
8π2
ǫµνρσF
ρσ, (3.2)
which is also known as a “constitutive relation.” Next we introduce electric and magnetic source
currents,
Jµe = 2π(ρe, j
i
e), J
µ
m = (ρm, j
i
m), (3.3)
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respectively, where the time components of the currents, ρe and ρm, are the electric and magnetic
charge densities, while jie and j
i
m are the spatial electric and magnetic currents, with i = 1, 2, 3.
The factor of 2π in our definition of Jµe is for later convenience. Including the sources, the equation
of motion and Bianchi identity may be written as
∂µG
µν = Jνe ,
1
2
ǫµνρσ∂µFρσ = J
ν
m. (3.4)
Next, let us introduce the electric field Ei, magnetic field Bi, electric displacement Di, and magnetic
displacement H i:
F i0 ≡ Ei, F ij ≡ −ǫijkBk, Gi0 ≡ Di, Gij ≡ −ǫijkHk. (3.5)
The explicit expressions for the fields ~D and ~H in terms of ~E and ~B are
~D =
1
g2
~E +
θ
4π2
~B, ~H =
1
g2
~B − θ
4π2
~E . (3.6)
For later use, let us also define a matrix M by rewriting the constitutive relation:(
2π ~D
~B
)
=M
(
~E
2π ~H
)
, M≡
(
2π
g2
+ g
2θ2
8π3
g2θ
4π2
g2θ
4π2
g2
2π
)
. (3.7)
Using ~E, ~B, ~D, and ~H, the equation of motion and Bianchi identity take familiar forms,
~∇ · ~D = ρe, ~∇ · ~B = ρm,
~∇× ~H = ∂
~D
∂t
+~je, −~∇× ~E = ∂
~B
∂t
+~jm. (3.8)
The net electric and magnetic charges are defined from the above equations as
Qe =
∫
d3x ~∇ · ~D, Qm =
∫
d3x ~∇ · ~B. (3.9)
We will consider an interface at x3 = 0, allowing both g and θ to jump there, with values g− and
θ− in the x3 < 0 region and values g+ and θ+ in the x3 > 0 region. We will calculate the potential
V in the two regions x3 > 0 and x3 < 0 using the method of image charges.
We begin by introducing a single test charge and determining the fields ~E, ~B, ~D, and ~H it
produces in the presence of the interface. From the equations of motion in eq. (3.8), we can show
that at the interface, the perpendicular components of (2π ~D, ~B) and the parallel components of
( ~E, 2π ~H) must be continuous. Explicitly, these matching conditions are
D3|x3→0− = D3|x3→0+ , B3|x3→0− = B3|x3→0+ ,
Ei|x3→0− = Ei|x3→0+ , Hi|x3→0− = Hi|x3→0+, i = 1, 2. (3.10)
We can reproduce these conditions by introducing image charges. To be concrete, consider a
dyonic test charge with electric charge Qe and magnetic charge Qm. We will arrange these into a
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column vector Q = (2πQe, Qm)T . We will place our test dyon at position ~x′ = (x′1, x
′
2, x
′
3), with
x′3 = L3 > 0, which is the side with coupling and θ-angle g+ and θ+, as depicted in fig. 2. Next we
introduce electric and magnetic potentials Φe and Φm, defined by
~D = −~∇Φe, ~B = −~∇Φm, (3.11)
and arrange these into a column vector also, Φ = (2πΦe,Φm)
T . We can then introduce the image
charges Q+ and Q− by writing
Φ(~x) =


Q
4π
1
r +
Q+
4π
1
r˜ x3 > 0, (same side as Q)
Q
4π
1
r +
Q−
4π
1
r x3 < 0, (side opposite to Q)
(3.12)
where
r =
∣∣~x− ~x′∣∣ , r˜ = ∣∣~x− ~x′ + 2L3xˆ3∣∣ , (3.13)
where xˆ3 is the unit vector in the x3 direction. In the x3 > 0 region, the image charge appears to be
in the x3 < 0 region, as depicted in fig. 2 (a), hence the distance to Q is r while the distance to Q
+
is r˜, which is larger than r. In the x3 < 0 region the test charge Q and its image Q
− are coincident,
hence only r appears in Φ(~x) in that region. In other words, in the x3 < 0 region, the effect of the
interface is to shift the charge Q → Q +Q−, as depicted in fig. 2 (b). A straightforward exercise
shows that the continuity/matching conditions on ~E, ~B, ~D, and ~H are satisfied if we choose [43]
Q+ =
(M+M−1− + 1)−1 (M+M−1− − 1)Q, Q− = −Q+, (3.14)
whereM± are the values ofM on the two sides of the interface. The image charges are completely
determined by Q and by the values of g and θ on each side of the interface. Notice that if g and θ
are the same on both sides of the interface, then M+M−1− = 1 and hence Q+ = 0 and Q− = 0.
Using the image charges Q+ and Q− in eq. (3.14), we can compute the potential energy between
test charges in the presence of an interface. The magnetic contribution to the potential energy comes
from Φm, while the electric contribution comes not from Φe but from the potential V defined in
terms of the electrostatic force, Qe ~E ≡ −~∇V . From eqs. (3.6) and (3.11) we have
~E = g2 ~D − g
2θ
4π2
~B = −g2~∇Φe + g
2θ
4π2
~∇Φm. (3.15)
Away from the interface, where g and θ are constant and hence commute with the gradient ~∇, we
thus find
V = Qe
(
g2Φe − g
2θ
4π2
Φm
)
. (3.16)
V is the appropriate potential to compare to our Wilson loop results.
Let us compute V first for the simplest case, with a single test charge Q that is purely electric,
Q = (2πQe, 0)T . We want to compute V in the x3 > 0 region, that is, we want to know the
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(a) (b)
Figure 2: Depiction of the image charges associated with a test charge Q in electromagnetism with
a jumping coupling and/or θ-angle. The horizontal axis is the x3 direction, with the interface at
x3 = 0: the coupling and θ-angle have values (g−, θ−) for x3 < 0 and (g+, θ+) for x3 > 0. We place
the test charge Q (the black dot) in the x3 > 0 region, at a position x3 = L3. (a) Observers in
the x3 > 0 region will detect an image charge Q
+ in the x3 < 0 region, a distance L3 from the
interface. (b) Observers in the x3 < 0 region will detect an image charge Q
− coincident with Q.
Equivalently, in the x3 < 0 region the interface effectively shifts the charge Q as Q→ Q+Q−.
interaction energy of Qe with its own image charge. Using eq. (3.14), we can easily compute the
values of the image charges,
Qe+ = Qe
16π4(g4− − g4+) + g4+g4−(θ2+ − θ2−)
16π4(g2+ + g
2−)2 + g4+g4−(θ+ − θ−)2
, (3.17a)
Qm+ = Qe
8π2g4+g
4−(θ+ − θ−)
16π4(g2+ + g
2−)2 + g4+g4−(θ+ − θ−)2
. (3.17b)
Notice that when θ+ 6= θ− the image charge is dyonic (both Qe+ and Qm+ are nonzero). The
electric and magnetic fields in the x3 > 0 region are then
~E(~x) =
g2+Q
e
4π
~x− ~x′
|~x− ~x′|3 +
g2+Q˜
e
4π
~x− ~x′ + 2L3 xˆ3
|~x− ~x′ + 2L3 xˆ3|3
, (3.18a)
~B(~x) =
Qm+
4π
~x− ~x′ + 2L3 xˆ3
|~x− ~x′ + 2L3 xˆ3|3
. (3.18b)
On the right-hand side in eq. (3.18a), the first term is the field produced by Qe itself while the
second term is the field produced by the image charges, which includes contributions from both
the electric and magnetic image charges Qe+ and Qm+, via eq. (3.15). We have labeled the net
contribution Q˜e. Explicitly, Q˜e is given by
Q˜e = Qe+ − θ+
4π2
Qm+ = Qe
[
g2− − g2+
g2− + g2+
− 2g
4
+g
6−(θ+ − θ−)2
16π4(g2− + g2+)3 + g4+g4−(g2− + g2+)(θ+ − θ−)2
]
. (3.19)
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The potential energy V between Qe and its image is thus simply
V (L3) =
g2+
4π
QeQ˜e
2L3
. (3.20)
Essentially all the physical effects of the interface can be deduced from eq. (3.20): since Maxwell
electrodynamics is a linear theory, the potential produced by a distribution of charges will ultimately
be some linear superposition of the potential for a single charge.
Consider two special cases. First consider a constant θ-angle, θ+ = θ−, with a jumping coupling.
If g+ > g−, that is, if we place Qe on the side with larger coupling, then from eq. (3.19) we see that
Q˜e will have the opposite sign to Qe, hence Qe will be attracted to the interface. Alternatively, if
g+ < g−, then Q˜e will have the same sign as Qe, hence Qe will be repelled from the interface. The
general lesson is that Qe is always attracted to the side with smaller coupling. The second special
case is a constant coupling, g+ = g−, with a jumping θ-angle. In this case, the Q˜e in eq. (3.19)
always has opposite sign to Qe: the last term in eq. (3.19) is Qe times a strictly negative number.
Whether θ+ > θ− or vice-versa doesn’t matter. We thus conclude that with constant coupling and
jumping θ-angle, Qe is always attracted towards the interface.
(a) (b)
Figure 3: Depictions of the analogues in electromagnetism of the rectangular Wilson loops of
N = 4 SYM shown in fig. 1. Our conventions are the same as in fig. 2. (a) The analogue of
the perpendicular rectangular Wilson loop of fig. 1 (a): two test charges Q1 and Q2 along a line
perpendicular to the interface, on opposite sides of the interface. For clarity, in this case we have
not depicted the image charges. (b) The analogue of the parallel rectangular Wilson loop of fig. 1
(b): two test charges Q1 and Q2 along a line parallel to the interface, in the x3 > 0 region. Also
depicted are the corresponding image charges Q+1 and Q
+
2 .
We can also consider the analogues in electromagnetism of the rectangular Wilson loops depicted
in fig. 1. The analogue of fig. 1 (a) is two purely electric test charges Qe1 and Q
e
2 along a line
perpendicular to the interface, on opposite sides of the interface, with Qe2 = −Qe1, as depicted in
fig. 3 (a). We take Qe1 to be at position x
R
3 > 0 and Q
e
2 to be at x
L
3 < 0, so that L = x
R
3 − xL3 > 0
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is the distance between the charges. We will also define Lav =
1
2 (x
R
3 + x
L
3 ), such that
Lav
L
=
1
2
xR3 + x
L
3
xR3 − xL3
∈
[
−1
2
,+
1
2
]
, (3.21)
where Lav/L ∈ [−1/2, 0) means xR3 < −xL3 , so that the charge on the right is closer to the interface
than the charge on the left, and Lav/L ∈ (0,+1/2] means x3R > −xL3 , so that the charge on the
left is closer. Lav/L = 0 means x
R
3 = −xL3 , so that the two test charges sit perfectly symmetrically
about the interface. The potential in this case is
V⊥(L,Lav) =
g2+
4π
Qe1Q
e
2
L
+
g2+
4π
Qe1Q˜
e
2
L
+
g2+
4π
Qe1Q˜
e
1
L+ 2Lav
+
g2−
4π
Qe2Qˆ
e
2
L− 2Lav , (3.22)
where Qˆe is simply Q˜e after swapping g+ and g−. On the right-hand-side of eq. (3.22), the first term
comes from the interaction of Qe1 with Q
e
2, which has nothing to do with the interface, the second
term is the interaction of Qe1 with Q
e
2’s image charge, which is in fact coincident with Q
e
2, the third
term comes from the interaction of Qe1 with its own image, and the fourth term comes from the
interaction of Qe2 with its own image. If Lav/L → −1/2, then xR3 /xL3 → 0, so that Qe1 approaches
the interface. From eq. (3.22) we can see that the dominant interaction (the smallest denominator)
will be the third term. Conversely, if Lav/L → +1/2 then Qe2 approaches the interface, and the
dominant interaction is the fourth term. Physically, in each limit the potential diverges because
a test charge sits exactly on top of its image. In each case we can invoke the lessons we learned
for the single test charge to determine whether the potential diverges to +∞ or −∞ (repulsion
or attraction, respectively). For example, if θ is constant and g+ > g− then we expect Qe1 to be
attracted to its image and Qe2 to be repelled, hence we expect V⊥ → ±∞ as Lav/L→ ±1/2. With
a constant g and jumping θ, we expect V⊥ → −∞ in both limits. In fig. 4 we plot V⊥(L,Lav) and
observe the expected behavior in each case.
The analogue of fig. 1 (b) is two purely electric test charges, Qe1 and Q
e
2, separated by a distance
L from each other and defining a line parallel to the interface at some position x′3 = L3 > 0, as
depicted in fig. 3 (b). Additionally, we take these charges to be equal and opposite, Qe2 = −Qe1,
and will thus treat them together as a dipole of length L. Each of Qe1 and Q
e
2 will induce an image
charge, Q˜e1 and Q˜
e
2 respectively, with values given by eq. (3.19). The potential V is then
V‖(L,L3) =
g2+
4π
[
Qe1Q
e
2
L
+
Qe1Q˜
e
1
2L3
+
Qe2Q˜
e
2
2L3
+
Qe1Q˜
e
2√
L2 + 4L23
]
. (3.23)
On the right-hand side in eq. (3.23), the first term comes from the interaction of Qe1 with Q
e
2, the
second and third terms come from the interactions of Qe1 and Q
e
2 with their own image charges,
respectively, and the fourth term comes from the interaction of Qe1 and Q
e
2 with each other’s image
charges. The fourth term on the right-hand-side is actually invariant under Qe1 ↔ Qe2 because
Q˜e2 ∝ Qe2 (recall eq. (3.19)). For a dipole parallel to the interface, each charge is closer to its own
image than to the other charge’s image:
√
L2 + 4L43 ≥ 2L3 (the hypotenuse of a right triangle
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Figure 4: The potential V⊥(L,Lav) of eq. (3.22) between two test electric charges along a line
perpendicular to the interface, as depicted in fig.3 (a), multiplied by L/(Qe1)
2g2+/4π, as a function
of Lav/L, for two cases: (a) constant θ and jumping g, with g
2− =
1
2g
2
+, (b) constant g and jumping
θ, with g2|θ− − θ+| ≡ g2∆θ = 102. In each case we see the potential diverging as a test charge
approaches its own image, as explained in detail in the accompanying text.
is longer than either side). We thus expect the interaction of each charge with its own image to
be larger than the interaction with the other charge’s image. The net result is that the general
rules we learned for the single test charge apply also for the dipole in this case, for example if
the θ-angle is constant but the coupling jumps, then the dipole will be attracted to the side with
smaller coupling. In fig. 5 we plot V‖(L,L3) in two cases, constant θ with jumping g, and constant
g with jumping θ, and observe the expected behavior in each case.
3.2 SU(Nc) N = 4 SYM at large Nc
In this subsection we compute the potential V between two heavy test charges in N = 4 SYM
with a conformal interface using perturbation theory in the ’t Hooft coupling. We present explicit
results for V in perturbation theory only in the case of a non-SUSY interface where the coupling
jumps, and only for test charges along a line parallel to the interface. In that case we show that
for a special value of the interface parameter κ defined in eq. (2.22), κ = 0, the self-energy of a
single test charge vanishes. Our results for V in perturbation theory are valid for any Nc. In the
large-Nc limit and large-coupling limits, and for κ = 0 only, we also compute the contribution to
V from the sum of ladder diagrams.
Following refs. [23, 24], we define the Wilson loop operator for N = 4 SYM with a conformal
interface, in Euclidean signature,12 as
WR[C] ≡ 1
Nc
trRP exp
∮
C
ds
(
iAˆµ(x(s))x˙
µ(s) + ΦˆI(x(s))
√
x˙2(s) θI(s)
)
, (3.24)
12We use Euclidean signature in the remainder of the paper, including the appendices.
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Figure 5: The potential V‖(L,L3) of eq. (3.23) of an electric dipole parallel to the interface at
x3 = L3, as depicted in fig.3 (b), multiplied by L/(Q
e
1)
2g2+/4π, as a function of L3/L, for two cases.
(a) Constant θ and jumping g, with g2− =
1
2g
2
+, where we see that the potential produces a force
towards the left, i.e. the dipole is attracted to the side with smaller coupling. When L3/L → 0,
the potential diverges because the test charges sit exactly on top of their images. (b.) Constant
g and jumping θ, with g2∆θ = 102, where we see that the potential produces a force towards the
interface, i.e. the dipole is attracted to the interface.
where on the right-hand side the factor of 1/Nc is our choice of normalization, the trace is taken in
representation R of SU(Nc), the P denotes path-ordering, C denotes a closed path parameterized
by s (where dots denote ∂∂s), and the θ
I are the components of a unit-norm vector in R6. Physically,
if we introduce an infinitely heavy test charge in representation R moving along C, the interaction
of the test charge with the gauge fields and scalars will produce an insertion of WR[C] into the path
integral of N = 4 SYM. The expectation value 〈WR[C]〉 is completely determined by the choices
of R, C, and the θI .
We will choose the θI to be s-independent constants. We will choose R to be the fundamental
representation of SU(Nc), so that the test charge is a quark. We will choose C to be a rectan-
gle, representing a source quark and anti-quark separated by a distance L propagating for some
(Euclidean) time T . Henceforth we will suppress the R and C notation, so WR[C] → W . The
expectation value of the rectangular Wilson loop is related to the potential between the heavy test
charges, V , as
V = − lim
T→∞
1
T
log〈W 〉. (3.25)
When the ’t Hooft coupling is small, λ ≪ 1, we can compute 〈W 〉 in perturbation theory.
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Expanding the Wilson loop expectation value, we find
〈W 〉 = 1 − Nc
2
∮
C
ds
∮
C
ds˜ x˙µ(s)x˙ν(s˜)〈Aµ(x(s))Aν(x(s˜))〉
+
Nc
2
∮
C
ds
∮
C
ds˜ |x˙(s)||x˙(s˜)|θIθJ〈ΦI(x(s))ΦJ(x(s˜))〉+ . . . , (3.26)
where we have stripped away the color factors by first writing Aˆµ(x) = A
a
µ(x)T
a with SU(Nc)
generators T a, and similarly for ΦˆI , then performing the trace using trT aT b = δabNc, and then
defining Aµ via
〈Aaµ(x)Abν(x˜)〉 ≡ δab〈Aµ(x)Aν(x˜)〉, (3.27)
and similarly for the scalars. The . . . in eq. (3.26) represents all terms of higher order in perturbation
theory. To compute 〈W 〉 at leading order, we need the gauge and scalar propagators.
We will compute the gauge and scalar propagators of N = 4 SYM only for an interface with a
jumping coupling. We take the θ-angle to vanish on both sides of the interface. Our calculation
will follow that of refs. [2, 25,26] very closely.
First let us recall the form of the gauge and scalar propagators for constant g. The standard
canonically-normalized scalar propagator, ∆(x, x˜), which satisfies −∂µ∂µ∆(x, 0) = δ(4)(x), is
∆(x, x˜) =
1
4π2
1
(x− x˜)2 . (3.28)
Following refs. [25, 26], we choose the covariant gauge condition ∂µAµ = 0 and Feynman gauge, in
which case the scalar and gauge propagators are almost identical:
〈ΦI(x)ΦJ(x˜)〉 = δIJg2∆(x, x˜), 〈Aµ(x)Aν(x˜)〉 = g2δµν∆(x, x˜). (3.29)
Now let us introduce a jumping coupling,
g(x3) = g−Θ(−x3) + g+Θ(x3), (3.30)
where Θ(x3) is the Heaviside step function,
Θ(x3) =
{
0 x3 < 0,
+1 x3 ≥ 0.
(3.31)
Anticipating the presence of image charges, let us introduce the matrix Rµν ,
Rµν = diag(1, 1, 1,−1)µν , (3.32)
which implements a reflection in the x3 direction.
To obtain the gauge propagator we follow the calculation of ref. [2]. We know that 〈Aµ(x)Aν(x˜)〉
must be a linear combination of the following terms:
δµν∆(x, x˜)Θ(±x3)Θ(±x˜3), Rµν∆(x,Rx˜)Θ(±x3)Θ(±x˜3), δµν∆(x, x˜)Θ(±x3)Θ(∓x˜3). (3.33)
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We can fix the coefficients of that linear combination as follows. In the presence of the jumping
coupling, we can again define fields ~E, ~B, ~D, and ~H as in eq. (3.5). Since we work to leading order
in the coupling, where we ignore the non-Abelian interactions, ~E, ~B, ~D, and ~H will satisfy the
equations of motion and Bianchi identity written in eq. (3.8), without sources. We can thus again
derive the matching conditions in eq. (3.10), which we can easily translate into conditions on Aµ
and hence on the Aµ propagator. Employing also the gauge constraint, we can write the final result
for the gauge propagator as
〈Aµ(x)Aν(x˜)〉 = g2+
(
δµν∆(x, x˜) +Q
+Rµν∆(x,Rx˜)
)
Θ(x3)Θ(x˜3)
+
2g2+g
2−
g2+ + g
2−
δµν∆(x, x˜) (Θ(x3)Θ(−x˜3) + Θ(−x3)Θ(x˜3))
+ g2−
(
δµν∆(x, x˜) +Q
−Rµν∆(x,Rx˜)
)
Θ(−x3)Θ(−x˜3), (3.34)
where the image charges are given by
Q+ =
g2− − g2+
g2+ + g
2−
, Q− =
g2+ − g2−
g2+ + g
2−
. (3.35)
The formula for Q+ is simply eq. (3.19) with θ+ = θ− and Qe = 1. Our result for the gauge
propagator agrees with that of ref. [2], and reduces to the result in eq. (3.29) when g+ = g−.
For the scalar propagator, we start by writing the most general form consistent with the sym-
metries, using arguments similar to those given above for the gauge field propagator,
〈ΦI(x)ΦJ(x˜)〉 = δIJ
(
g2+∆(x, x˜)Θ(x3) + g
2
−∆(x, x˜)Θ(−x3)
+g2+Q
++∆(x,Rx˜)Θ(x3)Θ(x˜3) + g
2
−Q
−−∆(x,Rx˜)Θ(−x3)Θ(−x˜3)
+Q−+∆(x, x˜)Θ(−x3)Θ(x˜3) +Q+−∆(x, x˜)Θ(x3)Θ(−x˜3)
)
, (3.36)
where Q±± and Q±∓ are image charges whose values are determined by the interface-localized
terms quadratic in the scalars, eqs. (2.22) and (2.31).
For the non-SUSY interface, Q±± and Q±∓ are determined by the value of κ, the coefficient of
the interface-localized term in eq. (2.22). For example, consider κ = 0. In that case, the gauge
field and the scalars obey the same equation of motion, and thus must obey the same matching
conditions. With our choice of gauge, they must thus have the same propagator, up to factors of
δµν , Rµν , and δ
IJ , so when κ = 0 we have Q++ = Q+− = Q+ and Q−− = Q−+ = Q−. More
generally, we can think of the interface term as a boundary term that imposes a boundary condition
on the propagator. The generic form of the propagator is that of eq. (3.36), but in order to satisfy
the boundary condition Q±± and Q±∓ must take certain values, and so must obviously depend on
κ. The general lesson is that κ controls the size of the image charges, along with g+ and g−.
For the SUSY interface, the interface-localized term in eq. (2.31) involves only three of the six
real scalars. The three scalars that do not appear in eq. (2.31) will have propagators of the same
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form as the non-SUSY case, with κ = 0. For the three scalars that do appear in eq. (2.31), the
interface-localized terms will modify the values of Q±± and Q±∓ relative to the non-SUSY, κ = 0
case. As a result, the Wilson loop expectation value will depend on the choice of the θI in eq. (3.26),
since these determine the scalars to which the test charges couple. For a SUSY interface, we will
only compute Wilson loop expectation values holographically, and we will indeed find that the
results depend sensitively on the choice of θI .
For the non-SUSY interface where the coupling jumps, we will now show that when κ = 0 a test
charge has no image charge. To do so, we will focus on a rectangular Wilson loop parallel to the
interface, W‖, depicted in fig. 1 (b). For such test charges, we will compute the expectation value
〈W‖〉, and from that extract V‖(L,L3) via eq. (3.25), in perturbation theory for arbitrary κ and
then show that when κ = 0 the image charge vanishes thanks to a cancellation between the gauge
fields and scalars. Moreover, for the special case κ = 0, and in the large-Nc limit, we will extend
the result for V‖(L,L3) beyond perturbation theory by performing the sum of ladder diagrams,
following refs. [25, 26].
For a rectangular Wilson loop parallel to the interface, we parameterize the path C as
x(s) = {s, 0, 0, L3}, −T/2 ≤ s ≤ T/2,
x(s) = {T − s, L, 0, L3}, T/2 ≤ s ≤ 3T/2, (3.37)
with L > 0, and we will neglect the segments {±T/2, s, 0, L3} with 0 ≤ s ≤ L (the short ends of the
rectangle) since to obtain V‖(L,L3) we will ultimately take the limit T ≫ L,L3. The contribution
to the expectation value 〈W‖〉 from the gauge fields is
−Nc
2
∮
C
ds
∮
C
ds˜ [x˙µ(s)x˙ν(s˜)〈PAµ(x(s))Aν(x(s˜))〉]
= −Nc
2
T
2π
[
lim
ǫ→0
g2±
ǫ
− g
2±
L
+
g2±Q±
2L3
− g
2±Q±√
L2 + 4L23
]
+O
(
L
T
,
L3
T
)
, (3.38)
where the + sign is for L3 > 0 and the − sign is for L3 < 0. We have introduced a cutoff, ǫ, to
regulate the divergent contribution to the self-energy of the test charges from the gauge fields, i.e.
the first term on the right-hand-side of eq. (3.38). Ignoring that divergent self-energy term and
applying eq. (3.25), we find that V‖(L,L3) is precisely that of electromagnetism, eq. (3.23), times
a factor of Nc, as expected. The contribution to 〈W‖〉 from the scalar fields is, for arbitrary κ,
+
Nc
2
∮
C
ds
∮
C
ds˜
[|x˙(s)||x˙(s˜)|θIθJ〈PΦI(x(s))ΦJ (x(s˜))〉]
= +
Nc
2
T
2π
[
lim
ǫ→0
g2±
ǫ
+
g2±
L
+
g2±Q±±
2L3
+
g2±Q±±√
L2 + 4L23
]
+O
(
L
T
,
L3
T
)
. (3.39)
The scalars also produce a divergent contribution to the self-energy, but with precisely the right
coefficient to cancel the divergent contribution from the gauge fields, as we expect for N = 4
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SYM without an interface, where a single test charge has vanishing self-energy. The final result for
V‖(L,L3) is finite,
V‖(L,L3) = −
Nc
4π
[
2g2±
L
+
g2± (−Q± +Q±±)
2L3
+
g2± (Q± +Q±±)√
L2 + 4L23
]
. (3.40)
The first term on the right-hand-side of eq. (3.40) is simply the λ ≪ 1 result for N = 4 SYM in
eq. (1.3), representing the interaction of the two test charges with one another. The other two
terms on the right-hand-side of eq. (3.40) represent interactions with image charges. If we send
L → ∞, effectively sending one test charge to infinity, then we isolate the self-energy of a single
test charge in the presence of the interface, the second term on the right-hand-side of eq. (3.40).
That term will be non-zero if (−Q± +Q±±) 6= 0, in which case the potential diverges when L3 → 0
because the test charge sits on top of its own image charge. As explained below eq. (3.36), if κ = 0
then Q±± = Q±, in which case (−Q± +Q±±) = 0: the interaction of each test charge with its own
image vanishes. We have thus proven that the cancellation of gauge field and scalar contributions
to the self-energy that occured in N = 4 SYM without an interface, due to SUSY, persists to N = 4
SYM with a jumping coupling that breaks SUSY, in the special case that κ = 0.
We can demonstrate that this effect persists beyond leading order in perturbation theory by
computing the contribution from the sum of ladder diagrams to the Wilson loop expectation value,
〈Wladder〉 ≡ Γ, in the large-Nc limit. For large-Nc N = 4 SYM without an interface, Γ obeys a
recursion relation, as shown in ref. [25, 26]. The proof of that fact relies crucially on the vanishing
self-energy of a single test charge in N = 4 SYM without an interface. For N = 4 SYM with
a non-SUSY interface where the coupling jumps, in the special case κ = 0 the self-energy again
vanishes. In that case, a straightforward exercise shows that Γ again obeys a recursion relation,
Γ(T, T ′) = 1 +
∫ T
0
ds
∫ T ′
0
ds˜
g2+N
2π2
[
1
(s− s˜)2 + L2 +
Q+
(s− s˜)2 + L2 + 4L23
]
Γ(s, s˜), (3.41)
which is of precisely the same form as in N = 4 SYM without an interface. In particular, the term
in brackets on the right-hand-side of eq. (3.41) is the sum of gauge and scalar propagators. The
ladder sum Γ(T, T ′) obeys the boundary conditions
Γ(T, 0) = Γ(0, T ′) = 1. (3.42)
Taking two derivatives of eq. (3.41), we obtain
∂2Γ(T, T ′)
∂T∂T ′
=
g2+N
2π2
[
1
(T − T ′)2 + L2 +
Q+
(T − T ′)2 + L2 + 4L23
]
Γ(T, T ′) . (3.43)
As in refs. [25, 26], at large T = T ′ and with large g2+Nc, the solution is of the form
Γ
(
T, T ′
) ∝ eTL
√
2g2+Nc
pi2
(
1+ Q
+
1+4(L3/L)
2
)
. (3.44)
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We thus find
V‖(L,L3) = −
1
π
√
2g2+Nc
L
√
1 +
Q+
1 + 4(L3/L)2
, sum of ladder diagrams. (3.45)
When g+ = g−, so that Q+ = 0, we recover the result in eq. (1.3) for N = 4 SYM without an
interface. In fig. 6 we show the V‖(L,L3) in eq. (3.45) for the case λ− = λ+/2. Notice the striking
difference from the analogous result in electromagnetism, shown in fig. 5 (a). In particular, in
electromagnetism, V‖(L,L3) diverges as L3/L → 0 because the test charges approach their image
charges, whereas the result in eq. (3.45) remains finite as L3/L→ 0 because the self-energy of each
test charge vanishes. Moreover, fig. 6 clearly shows that the dipole of test charges is attracted to
the side with larger coupling, again because the self-energy of each test charge vanishes, in stark
contrast to electromagnetism.
Λ-=
1
2
Λ+ Λ+
-2 -1 1 2
L3
L
-0.25
-0.5
-0.75
-1
Vþ L
2 Λ+  Π
Figure 6: The contribution from the sum of ladder diagrams to the potential V‖(L,L3), eq. (3.45),
between two heavy test charges along a line parallel to a non-SUSY interface where the coupling
jumps in large-Nc, strongly-coupled N = 4 SYM, for the special value κ = 0 of the constant defined
in eq. (2.22). More precisely, we chose λ− = λ+/2 and plotted V‖(L,L3)L/(
√
2λ+/π) as a function
of L3/L. In stark contrast to the analogous result in electromagnetism, shown in fig. 5 (a), here
V‖(L,L3) remains finite at L3/L = 0, and the dipole is attracted to the side with larger coupling
(to the right), because the self-energy of each test charge vanishes.
4 Wilson Loops: Holographic Calculation
To compute the expectation value of a Wilson loop in the fundamental representation holograph-
ically, we must introduce a fundamental string in the bulk with its endpoints on the boundary,
tracing out the loop [22, 23]. Our Wilson loops, and hence our strings, will be static, with time
extent T . We solve the string equations of motion with the given boundary conditions and evaluate
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the string action on the resulting solution. Generically, the on-shell action of a string with end-
points on the boundary is divergent due to the infinite distance to the boundary. The procedure to
render the on-shell action finite is called holographic renormalization [83–86]. We will denote the
renormalized on-shell string action as Sren. According to the AdS/CFT dictionary, the expectation
value of the Wilson loop, 〈W 〉, is then given by
〈W 〉 ∝ e−Sren . (4.1)
We can extract a potential V from either a straight timelike Wilson line or a rectangular Wilson
loop via eq. (3.25)
V = − lim
T→∞
1
T
log〈W 〉 = lim
T→∞
Sren
T
. (4.2)
In appendix A we write the action for strings in Janus spacetimes and describe our Ansa¨tze and
numerical methods for solving the equations of motion. In appendix B we perform the holographic
renormalization of the on-shell action of these strings. In sections 4.1, 4.2, and 4.3 we present
our results for V for straight, perpendicular and parallel Wilson lines/loops located away from the
interface (at finite x3), respectively. In each case we discuss both a jumping coupling and a jumping
θ-angle, with and without SUSY. In section 4.4 we consider the special case of Wilson loops located
exactly on the interface, where we can obtain analytic (rather than numerical) results for V .
4.1 Straight Wilson Lines
In this subsection we present our results for the expectation values of straight timelike Wilson lines
in N = 4 SYM with a jumping coupling or θ-angle, with and without SUSY. More precisely, we will
present the self-energy V of a single heavy test charge, obtained from the Wilson line expectation
value via eqs. (B.23a) and (4.2). In subsection 4.1.1 we present our numerical results, and in
subsection 4.1.2 we present some exact results for the SUSY case at leading order in a small jump
in the coupling or θ-angle.
4.1.1 Numerical Results
In fig. 7 we present our numerical results for N = 4 SYM with a jumping coupling:
• Non-SUSY, jumping coupling (fig. 7 (a)): For any jump in the coupling we find a non-zero
result for V , indicating that a non-zero image charge is present. Recalling our discussions from
sections 2.1 and 3.2, this indicates that the dual field theory has κ 6= 0, in agreement with the
claim of ref. [2]. Moreover, we find the same qualitative behavior as in electromagnetism: the
test charge is always attracted to the side with smaller coupling. In fact, for a test charge on the
side of the interface with smaller coupling (the blue dots in fig. 7 (a)) we find a linear dependence
on the jump in the coupling-squared, which is the same behavior as in electromagnetism (see
eqs. (3.19) and (3.20) with θ+ = θ−). Such linear dependence is non-trivial and surprising, given
that N = 4 SYM is a non-linear (i.e. interacting) theory.
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Figure 7: The self-energy V , expressed as V L3/
√
λ±, as a function of
λ+−λ−
λ++λ−
=
g2+−g2−
g2++g
2
−
for a single
heavy test charge in large-Nc, strongly-coupled N = 4 SYM with a jumping coupling. (a) Our
results for the non-SUSY interface, dual to non-SUSY Janus. The blue dots correspond to a test
charge to the left of the interface, L3 < 0, which has smaller coupling, λ− < λ+, and for which we
plot V L3/
√
λ−. The purple squares are our numerical results for a test charge with L3 > 0, where
we plot V L3/
√
λ+. (b) Our results for the SUSY interface, dual to SUSY Janus. The blue dots
and purple squares have the same meaning as in (a), and come from a straight string at y = π/2.
The black dots are for a straight string at y = 0 on either side of the interface, for which V = 0.
• SUSY, jumping coupling (fig. 7 (b)): Here we find the result for V depends sensitively
on y, the location of the straight string in the internal space, dual to the couplings θI in the
definition of the Wilson loop in eq. (3.24). For y = π/2, the results are qualitatively similar to
those in the non-SUSY case, although for a test charge on the side with smaller coupling, V ’s
dependence on the jump in the coupling-squared is no longer linear.
Our most surprising result comes from the string at y = 0, represented by the black dots in fig. 7
(b), where V = 0 exactly. To dispel any fear that this result may be a numerical artifact, in the
next subsection we consider a small jump in the coupling and, working to leading order in that
small jump, we show that V = 0 analytically. Additionally, the numerical results for a Wilson
loop perpendicular to the interface presented in section 4.2 will provide another, independent,
consistency check. Apparently for y = 0, the test charge has no image charge!
As discussed in the introduction, the vanishing of V for y = 0 has a number of potential
implications. First, for the rectangular Wilson loop, the sum of ladder diagrams may be relatively
easy to compute due to the vanishing self-energy, as discussed in section 3.2. Secondly, for a
theory with conformal symmetry we may map, by a conformal transformation, a straight Wilson
line with a trivial expectation value to a circular Wilson loop. A non-zero expectation value
for the latter may imply the existence of a matrix model, as in N = 4 SYM with constant
coupling [25, 29, 30]. Indeed, in ref. [27] a matrix model was derived for a circular Wilson loop
sitting exactly on the interface in Euclidean N = 4 SYM on S4. Our results suggests that
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something similar may be possible for a circular Wilson loop away from the interface.
In fig. 8 we present our numerical results for N = 4 SYM with a jumping θ-angle. Specifically,
we plot V L3/
√
λ as a function of g
4(∆θ)2
64π4+g4(∆θ)2
, which is the natural quantity to consider from the
point of view of electromagnetism with a jumping θ-angle: the image charge in eq. (3.19) depends
linearly on this quantity. In the ’t Hooft limit g2 = O (1/Nc) and we implicitly take θ+ = O (Nc),
so that g4 (∆θ)2 = O (1), as shown in fig. 8.
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(d) SUSY interface, jumping θ-angle, y = π/2 (close-
up)
Figure 8: The self-energy V , expressed as V L3/
√
λ, for a single heavy test charge in large-Nc,
strongly-coupled N = 4 SYM with a jumping θ-angle, computed from a straight string in Janus
spacetimes. The blue dots are for a test charge to the left of the interface, L3 < 0, while the purple
squares are for a test charge with L3 > 0. (a) Our results for the non-SUSY interface, dual to
non-SUSY Janus. (b) Our results for a SUSY interface, computed using a string with y = 0 in
SUSY Janus. (c) Our results for a SUSY interface, computed using a string with y = π/2 in SUSY
Janus. (d) Close-up of (c).
• Non-SUSY, jumping θ-angle (fig. 8 (a)): For any ∆θ we find a non-zero V , indicating that
a non-zero image charge is present. The qualitative behavior is similar to electromagnetism: the
test charge is always attracted towards the interface, however, in contrast with electromagnetism,
V L3 is not linear in
g4(∆θ)2
64π4+g4(∆θ)2
.
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• SUSY, jumping θ-angle (fig. 8 (b)): As in the jumping coupling case, the result for V
depends sensitively on y. For y = 0, we find that V is non-zero for any finite ∆θ. Two curious
features also appear, compared to the non-SUSY interface. First, in contrast to electromag-
netism, a test charge is always attracted to the side with larger θ: the image charge has the
“wrong” sign. Second, for a test charge on either side of the interface, we find that as ∆θ
increases, V L3 increases, reaches a maximum, and then eventually goes to zero as ∆θ → ∞,
suggesting that the image charge vanishes in this limit. Apparently, in our interacting theory,
the dyonic potential generated by a jumping θ-angle can be screened by additional forces, in
this case from exchange of adjoint scalars. Such behavior is dramatically different from that
proposed for conventional TIs [39].
For the y = π/2 case, shown in figs. 8 (c) and (d), we find that V is non-zero for any finite ∆θ,
but now a test charge is always attracted to the side with smaller θ. When the charge is on the
side with smaller θ-angle (the blue dots in fig. 8 (c) and (d)), V decreases, reaches a minimum,
and then increases to zero as ∆θ → ∞. When the charge is on the side with larger θ-angle, V
decreases monotonically.
As shown in ref. [27], for Euclidean N = 4 SYM on S4 with a SUSY interface where the coupling
jumps, the matrix model for the circular Wilson loop on the interface is of exactly the same form
as the pure (no interface) N = 4 SYM theory. The authors of ref. [27] also claimed that the same
is not true for an interface where the θ-angle jumps. The fact that we find vanishing self-energy in
the case with a jumping coupling and y = 0, while we find a non-vanishing self-energy in the case
with a jumping θ-angle and y = 0, is nicely consistent with the claim made in ref. [27].
4.1.2 Exact Results for Straight Strings in SUSY Janus
In fig. 7 (b) we presented numerical evidence that a straight string with y = 0 in jumping-dilaton
SUSY Janus gives rise to a trivial expectation value for a straight, timelike Wilson line, indicating
that the associated test charge has no image charge. In this subsection we will consider a small jump
in the coupling or θ-angle, meaning δφ≪ 1, and work analytically to leading order in perturbation
theory in that small parameter. Within this approximation, we will confirm the numerical results.
To proceed for the jumping-dilaton case, we use the equation of motion for the perpendicular
case, eq. (A.7b), with the gauge σ = u, so that we need to solve for x(u). When the jump in the
dilaton vanishes, δφ = 0, the background solution is AdS5 × S5, in which case a straight string
sits at constant (x1, x2, x3), and is spatially extended in the radial direction. Placing the string at
(x1, x2, x3) = (0, 0, L3), and using eq. (2.2), the solution for the straight string is
x(u) = tanh−1(L3u). (4.3)
Now introducing a small jump in the dilaton, δφ ≪ 1, we expand the equation of motion in δφ.
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The solution for the straight string is then straightforward to obtain to order δφ,
x(u) = tanh−1(L3u)− δφ
(
c1u
1− L23u2
+
c2
√
1− L23u2
3u2
+
1 + L23u
2
2(1 − L23u2)
)
+O (δφ2) , y = 0,
x(u) = tanh−1(L3u)− δφ
(
d1u
1− L23u2
+
d2
√
1− L23u2
3u2
− 1− 3L
2
3u
2
6L23u
2(1− L23u2)
)
+O (δφ2) , y = π
2
,
(4.4)
where c1, c2, d1, and d2 are integration constants, which we fix as follows. At the Poincare´ horizon,
u = 0, we find a quadratic pole in u. If the coefficient of that pole is non-zero, then the solution
will describe a string that bends and returns to the boundary, rather than a straight string. We
thus set the coefficient of that pole to zero by choosing c2 = 0 in the case y = 0 and d2 = 1/(2L
2
3)
in the case y = π/2. To fix c1 and d1, we require the string to intersect the boundary at x3 = L3,
which means c1 = −|L3| and d1 = −L3/3. We next insert these solutions into eq. (B.23a) to obtain
the renormalized on-shell action:
Sstraightren = O
(
δφ2
)
, y = 0,
Sstraightren = −
T
2πα′
R2eφ±
δφ
2L3
+O (δφ2) , y = π/2, (4.5)
where for y = π/2 we take φ± when L3 > 0 or L3 < 0, respectively. Our numerical results in fig. 7
(b) agree with eq. (4.5) when δφ≪ 1. In particular, V = 0 when y = 0 up to O (δφ2).
To proceed for the jumping-axion case, we begin with a jumping-dilaton SUSY Janus solution,
with some δφˆ≪ 1, and then perform an SL(2,R) transformation with
a =
1
1 + e2δφˆ
, b = e−(φˆ++φˆ−)
e2δφˆ
1 + e2δφˆ
, c = −eφˆ++φˆ− , d = 1. (4.6)
The resulting solution has zero jump in the dilaton, but a non-zero jump in the axion:
e2φ+ = e2φ− = e2φˆ+ + e2φˆ− , C(0)− = 0, C(0)+ = e−(φˆ++φˆ−) tanh(δφˆ). (4.7)
We next expand the equation of motion in δφˆ ≪ 1, which is equivalent to expanding in δC(0) =
C(0)+ − C(0)− ≪ 1. The solution for x(u), to order δφˆ, is
x(u) = tanh−1(L3u)− δφˆ
(
c1u
1− L23u2
+
c2
√
1− L23u2
3u2
+
1 + 3L43u
4
12L23u
2(1− L23u2)
)
+O
(
δφˆ2
)
, y = 0,
x(u) = tanh−1(L3u)− δφˆ
(
d1u
1− L23u2
+
d2
√
1− L23u2
3u2
− 1 + 3L
4
3u
4
12L23u
2(1− L23u2)
)
+O
(
δφˆ2
)
, y =
π
2
,
(4.8)
where c1, c2, d1, and d2 are integration constants. To avoid a quadratic pole in the solutions at
u = 0, we choose c2 = −1/(2L23) for the y = 0 case and d2 = 1/(2L23) for the y = π/2 case.
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Requiring that the string intersect the boundary at x3 = L3 fixes c1 = −|L3|/3 for the y = 0 case
and d1 = |L3|/3 for the y = π/2 case. Inserting these solutions into eq. (B.23a), we find
Sstraightren =
T
2πα′
R2eφ
δφˆ
4L3
+O
(
δφˆ2
)
=
T
2πα′
R2e3φ
δC(0)
8|L3| +O
(
δC2(0)
)
, y = 0,
Sstraightren = −
T
2πα′
R2eφ
δφˆ
4L3
+O
(
δφˆ2
)
= − T
2πα′
R2e3φ
δC(0)
8|L3| +O
(
δC2(0)
)
, y = π/2. (4.9)
We have confirmed that our numerical results, presented in figs. 8 (b), (c), and (d), agree with
eq. (4.9) in the δC(0) ≪ 1 regime.
In summary, we have shown that for a SUSY interface with either a small jump in the coupling
or a small jump in the θ-angle, in all cases the renormalized self-energy V is non-zero, with one
exception: a small jump in the coupling and y = 0. Our numerical results in figs. 7 and 8 suggest
that the same is also true for all finite values of the jump in the coupling or θ-angle.
4.2 Perpendicular Wilson Loops
In this subsection we present our numerical results for the expectation values of Wilson loops
perpendicular to the interface, depicted in fig. 1 (a), representing two test charges along a line
perpendicular to the interface, on opposite sides of the interface. In particular, we present our
results for the interaction potential V⊥(L,Lav) as determined from strings in Janus spacetimes via
eqs. (B.23a) and (4.2).
In electromagnetism with an interface, the V⊥(L,Lav) in eq. (3.22) is linear, i.e. is a sum of the
interaction energy between the two test charges and the interaction energies with the image charges.
In a non-Abelian gauge theory such as SU(Nc) N = 4 SYM, however, generically V⊥(L,Lav) will
not be linear. Indeed, strictly speaking, whether the method of image charges will be applicable
in SU(Nc) N = 4 SYM is not clear. To provide a measure of the deviation from linearity, we will
compare our numerical results for V⊥(L,Lav) to an ad hoc linear potential of the form
V lin⊥ (L,Lav) ≡ V int⊥ (L) + Vself(L,Lav), (4.10)
where for the “interaction potential” V int⊥ (L) we use the holographic result for V (L) in N = 4 SYM
with constant coupling, eq. (1.2), but replacing λ with an “effective ’t Hooft coupling,”
V int⊥ (L) = −
4π2
Γ (1/4)4
√
2λ+
L
√
1 + Q˜e/Qe, (4.11)
where Q˜e is defined in eq. (3.19). The self-energy Vself(L,Lav) is a sum of two terms, representing
the interaction of each test charge with its own image charge, which we obtain from our numerical
results in section 4.1.13 We shall see that the holographic results are well approximated by this
potential: the method of images is a good approximation even in strongly coupled N = 4 SYM.
13Our V lin⊥ (L,Lav) is designed to mimic the analogous potential V⊥(L,Lav) in electromagnetism, eq. (3.22), but
with modifications for the λ ≫ 1 regime, in which V (L) ∝ √λ/L rather than V (L) ∝ λ/L as in the λ ≪ 1 regime.
Specifically, V int⊥ (L) is designed to mimic the first two terms on the right-hand-side of eq. (3.22), while Vself(L,Lav)
is designed to mimic the last two terms.
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(a) Non-SUSY interface, jumping coupling.
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(b) Non-SUSY interface, jumping θ-angle.
Figure 9: The potential V⊥(L,Lav) between two test charges separated along a line perpendicular
to a non-SUSY interface. (a) V⊥L/(λ+λ−)1/4 for a jumping coupling. The blue dots are our
numerical results for a jump with log(λ+/λ−) = 1 while the purple squares are for a jump with
log(λ+/λ−) = 3. (b) V⊥L/
√
λ for a jumping θ-angle. The blue dots, purple squares, and golden
crosses are our numerical results for g2∆θ = 2π2, 4π2, and 40π2, respectively. In both (a) and (b)
the red dot-dashed lines are our results for the ad hoc linear potential V lin⊥ defined in eq. (4.10). For
both (a) and (b), our results are qualitatively similar to the analogous results in electromagnetism
shown in fig. 4.
• Non-SUSY, jumping coupling/θ-angle (fig. 9): In figs. 9 (a) and (b) we present our
numerical results for a non-SUSY interface with jumping coupling or θ-angle, respectively. In
each case, notice the striking similarity to the analogous results in electromagnetism shown in
fig. 4: for a jumping coupling, a test charge is attracted to the side with smaller coupling, while
for a jumping θ-angle, a test charge is attracted to the interface. We also see that in most cases
our ad hoc linear potential V lin⊥ provides a surprisingly good approximation to the holographic
results, especially for small values in the jump.
• SUSY, jumping coupling (fig. 10): Here we find that the results depend sensitively on y. For
y = 0, our holographic result for V⊥L, depicted in fig. 10 (a), remains finite at Lav/L = ±1/2,
in stark contrast to electromagnetism. This is consistent with our results in section 4.1 for the
vanishing of the image charges. For the case with y = π/2, we see behavior qualitatively similar
to that in electromagnetism: compare fig. 10 (b) to fig. 4 (a).
• SUSY, jumping θ-angle (fig. 11): Again the results depend on the value of y and the
behavior of the potential is qualitatively different than in electromagnetism: compare to fig. 4
(b). For both y = 0 and y = π/2, the behavior of V⊥ is consistent with our results for a single
test charge in figs. 8 (b) and (c) and with the interpretation in terms of non-zero image charges.
We also see from figs. 10 and 11 that in all cases with a SUSY interface V lin⊥ (the red dot-dashed
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(a) SUSY interface, jumping coupling, y = 0
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(b) SUSY interface, jumping coupling, y = π/2
Figure 10: The potential V⊥(L,Lav) between two test charges along a line perpendicular to a SUSY
interface with jumping coupling. We plot V⊥L/(λ+λ−)1/4 versus Lav/L, as computed from a string
at (a) y = 0 or (b) y = π/2. In both (a) and (b), the blue dots and purple squares are our numerical
results for a jump with log(λ+/λ−) = 1 or 3, respectively, while the red dot-dashed lines are our
numerical results for the ad hoc linear potential V lin⊥ defined in eq. (4.10).
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(a) SUSY interface, jumping θ-angle, y = 0
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(b) SUSY interface, jumping θ-angle, y = π/2
Figure 11: The potential V⊥(L,Lav) between two test charges along a line perpendicular to a SUSY
interface with jumping θ-angle. More precisely we plot V⊥L/
√
λ versus Lav/L as computed from
a string at (a) y = 0 or (b) y = π/2. In both (a) and (b), the blue dots, purple squares, and
golden crosses are our numerical results for g2∆θ = 2π2, 12π2, and 40π2, respectively, while the
red dot-dashed lines are our results for the ad hoc linear potential V lin⊥ defined in eq. (4.10).
lines in the figures) again provides a surprisingly good approximation to the holographic results,
with one exception: an interface with a jumping coupling and a test charge with y = 0, fig. 10 (a.).
In that case, the fact that Vself = 0 means V
lin
⊥ = V
int
⊥ , which is constant in Lav/L. The holographic
results are clearly not constant in Lav/L.
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4.3 Parallel Wilson Loops
In this subsection we present our numerical results for the expectation values of Wilson loops
parallel to the interface, depicted in fig. 1 (b), representing two test charges along a line parallel
to the interface. In particular, we present our results for the interaction potential V‖(L,L3) as
determined from strings in Janus spacetimes via eqs. (B.23b) and (4.2).
As in the previous subsection, we will compare our holographic results to an ad hoc linear
potential, V lin‖ (L,L3), defined similarly to V
lin
⊥ (L,Lav),
V lin‖ (L,L3) ≡ V int‖ (L,L3) + Vself(L3), (4.12)
where, for L3 > 0,
V int‖ (L,L3) ≡ −
4π2
Γ (1/4)4
√
2λ+
L
√
1 +
Q˜e/Qe√
1 + 4L23/L
2
, (4.13)
and the same for L3 < 0 but with g+ ↔ g− and θ+ ↔ θ−. The self-energy Vself(L3) is a sum of
two terms, representing the interaction of each test charge with its own image charge, which we
obtain from our numerical results in section 4.1. As in the previous subsection, our ad hoc linear
potential is designed to mimic the analogous potential V‖(L,L3) in electromagnetism, eq. (3.23).
Specifically, V int‖ (L,L3) is designed to mimic the first and fourth terms on the right-hand-side of
eq. (3.23), while Vself(L3) is designed to mimic the second and third terms.
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(a) Non-SUSY interface, jumping coupling
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Figure 12: The potential V‖(L,L3) between two test charges along a line parallel to a non-SUSY
interface with a jumping coupling. (a) The blue dots are our numerical results for log(λ+/λ−) = 1.
(b) The purple squares are our numerical results for log(λ+/λ−) = 3. In both (a) and (b), the
horizontal green dashed lines are the result for N = 4 SYM without an interface, eq. (1.2). In both
(a) and (b) the red dot-dashed lines are the ad hoc linear potential V lin‖ defined in eq. (4.12).
• Non-SUSY, jumping coupling (fig. 12): As in the previous cases with non-SUSY interfaces,
we find a striking similarity to the analogous results in electromagnetism, fig. 5 (a). Moreover,
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the fact that the results in fig. 12 are qualitatively different from the potential obtained from
the sum of ladder diagrams when κ = 0, shown in fig. 6, provides additional evidence that the
field theory dual to non-SUSY, jumping-dilaton Janus has non-zero κ.14 If we make the distance
between the charges much less than the distance to the interface, L3/L→ ±∞, then we should
recover the result for N = 4 SYM without an interface, eq. (1.2), with the appropriate value of
λ for that side of the interface, λ±. In fig. 12 we depict the result of eq. (1.2) for the two sides
of the interface as horizontal green dashed lines. Our holographic results for V‖(L,L3) indeed
approach these limiting values as L3/L→ ±∞.
• Non-SUSY, jumping θ-angle (fig. 13): Once again we find a striking similarity to the
analogous results in electromagnetism, fig. 5 (b). In particular, we see that the dipole is attracted
to the interface. Again we see that our holographic results approach the result in eq. (1.2),
depicted as the horizontal green dashed line in fig. 13, in the limits L3/L→ ±∞.
æ æ æ æ æ æææææææææææææææææææææææææææææ
æ
æ
æ
æ
æ
ææ
æ
æ
æ
æ
æ
ææ
æææ
ææææææ
æææææææææææææææ
æææ æ æ æ æ æ
à à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à
à à
à
-1.0 -0.5 0.5 1.0
L3
L
-1.0
-0.8
-0.6
-0.4
Vþ L
Λ
Figure 13: The potential V‖(L,L3) between two test charges along a line parallel to a non-SUSY
interface with jumping θ-angle. The blue dots and purple squares are our numerical results for
g2∆θ = 2π2 and 40π2, respectively. The horizontal green dashed line is the result for N = 4
SYM without an interface, eq. (1.2). The red dot-dashed lines are our results for the ad hoc linear
potential V lin‖ defined in eq. (4.12).
From figs. 12 and 13 we see that V lin‖ (L,L3) again provides a surprisingly good approximation
to the holographic results, and that, as also occurred for V⊥(L,Lav) for non-SUSY interfaces, that
approximation grows worse as the jump in the coupling or θ-angle increases.
We will not present results for V‖(L,L3) for SUSY interfaces. In contrast to all previous cases,
here we found the matching between our numerical string solutions in SUSY Janus and the near-
boundary asymptotics in eq. (B.17) prohibitively difficult.
14Of course, we must bear in mind that even in N = 4 SYM without an interface, other diagrams besides the ladders
contribute to V‖(L,L3) [25,26], so the comparison between figs. 6 and 12, though suggestive, is not conclusive.
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4.4 Wilson Loops on the Interface
In this subsection, we consider rectangular Wilson loops located precisely on the interface, at x3 = 0.
We can obtain these by taking the L3 → 0 limit of the parallel Wilson loops we considered in the
previous subsection. In electromagnetism, in such a limit the potential between two test charges
diverges because the test charges approach the interface and eventually coincide with their image
charges: recall fig. 5. In other words, in that limit the self-energy of each test charge diverges. Our
results of the previous subsections for the self-energy of a single test charge, figs. 7 and 8, show
that the same divergence occurs for either a non-SUSY or SUSY interface in N = 4 SYM at large
Nc and large coupling, with one exception, a test charge with y = 0 in the presence of a SUSY
interface where the coupling jumps.
The divergence of the self-energy at the interface has a simple, intuitive explanation from the
gravity point of view. As mentioned in section 2.3, the boundary of the Janus solutions is not
globally flat, but rather has an angular excess at the point where the axio-dilaton jumps. As
a result, the Janus metrics do not admit a globally well-defined Fefferman-Graham expansion,
so holographic renormalization must be performed separately in each of the two asymptotically
AdS5 × S5 regions. In each region, the Fefferman-Graham expansion is an expansion in z/x3, as
explained in appendix B (specifically eqs. (B.8) and (B.12)), which clearly must break down in the
limit x3 → 0.15 Consequently, the entire holographic renormalization procedure breaks down, and
hence we can obtain a divergent result for the self-energy.
To obtain a finite result for the expectation values of rectangular Wilson loops precisely on the
interface, we need a prescription to subtract the divergent self-energies of the test charges. The dual
gravity description suggests a natural prescription. The strings describing the rectangular Wilson
loops will sit at fixed x, and so will effectively behave as strings in AdS4. We can thus perform
holographic renormalization directly in that AdS4, that is, using the counterterm of eq. (B.21), but
for AdS4 rather than AdS5.
We are considering conformal interfaces in N = 4 SYM, so after renormalization the expectation
value of a rectangular Wilson loop sitting on the interface will depend on only one scale, the
separation L between the test charges. As a result, the potential V (L) ∝ 1/L, with a proportionality
constant that will depend on the values of the coupling or θ-angle on the two sides of the interface,
λ± and θ±. Indeed, the holographic result will provide us with a value of the “effective coupling”
precisely on the interface, as defined within our renormalization prescription.
To compute V (L) holographically, we need solutions of the string equations of motion, eqs. (A.8a),
(A.8b), and (A.8c), describing strings with both endpoints on the boundary at x3 = 0. From
eq. (2.2), we see that the simplest such string will sit at fixed x and y and hence will move only in
x1 and u, or in other words will move only along an AdS4 slice. The endpoints of such a string will
15For a detailed analysis of the breakdown of the Fefferman-Graham expansion in non-SUSY Janus in the x3 → 0
limit, see appendix B of ref. [87].
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thus end at the AdS4 boundary, which is x3 = 0. The equations of motion for such a string require
∂x(e
φf24 ) = 0, ∂y(e
φf24 ) = 0. (4.14)
If we can solve eq. (4.14), then we obtain a string that moves only in AdS4, hence we can compute
S
‖
ren following the procedure of refs. [22, 23]. The resulting renormalized on-shell string action is
Sintren = −
T
2πα′
4 I2eφf24
L
. (4.15)
Using eq. (4.2), we then find the potential V (L), which is almost identical in form to that of N = 4
SYM without an interface, eq. (1.2), except for the value of the “effective ’t Hooft coupling” on the
interface, λeff,
V (L) = − 4π
2
Γ (1/4)4
√
2λeff
L
, λeff ≡ 2π e2φNc f
4
4
R4
. (4.16)
To determine λeff requires solving eq. (4.14), which we do numerically. Our results appear in
fig. 14. We compare our numerical results against the effective ’t Hooft coupling λ+(1 + Q˜
e/Qe)
that we used in eq. (4.11), and whose form is motivated by the result for the potential in electro-
magnetism, eq. (3.23), ignoring the self-energy contributions and setting L3 = 0.
For either a non-SUSY or SUSY interface where the coupling jumps, shown in figs. 14 (a) and
(b), we find that our numerical results for λeff agree remarkably well with λ+(1 + Q˜
e/Qe). Indeed,
for the SUSY interface and a test charge with y = 0, the agreement appears to be exact. For
either non-SUSY or SUSY interfaces where the θ-angle jumps, however, the holographic results
only approach λ+(1 + Q˜
e/Qe) in the limits ∆θ → 0 or → ∞. For any finite ∆θ, the holographic
result is larger than λ+(1 + Q˜
e/Qe).
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Figure 14: The effective ’t Hooft coupling λeff, defined in eq. (4.16). (a) λeff/
√
λ+λ− as a function
of λ+−λ−λ++λ− for a non-SUSY interface where the coupling jumps. The purple solid line is our numerical
result, while the red dashed line is λ+(1 + Q˜
e/Qe)/
√
λ+λ− with Q˜e defined in eq. (3.19). The two
lines are nearly coincident. (b) The same as (a), but for a SUSY interface where the coupling
jumps. Here the upper blue solid line is our numerical result for y = 0 while the lower purple solid
line is our numerical result for y = π/2. The upper blue line is coincident with the red dashed line.
(c) λeff/λ as a function of
g4(∆θ)2
64π4+g4(∆θ)2
for a non-SUSY interface where the θ-angle jumps. The
blue solid and red dashed lines have the same meaning as in (a). (d) The same as (c), but for a
SUSY interface where the θ-angle jumps. Our numerical results for y = 0 and y = π/2, the blue
solid lines, are identical.
A String Equations of Motion and Solutions
To accommodate both non-SUSY and SUSY Janus, we write both metrics in the same general form
as that of SUSY Janus, eq. (2.25a),
ds2 = GMNdx
MdxN = f24
(
du2
u2
+ u2(dt2 + dx21 + dx
2
2)
)
+ρ21dx
2+ρ22dy
2+f21ds
2
S2+f
2
2ds
2
S2 , (A.1)
with M,N = 0, . . . , 9, and where for SUSY Janus the warp factors f24 , f
2
1 , f
2
2 , ρ
2
1, and ρ
2
2 are
functions of x and y, while for non-SUSY Janus f24 and ρ
2
1 depend only on x while f
2
1 and f
2
2
depend only on y, and ρ22 = R
2, as we can see from eqs. (2.10) and (2.23).
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At leading order in α′, the string action includes two terms. The first is the Nambu-Goto term,
representing the area of the string worldsheet times the string tension. The second is a term
involving the pull-back of the NS two-form. The non-SUSY Janus solution has a vanishing NS
two-form, but the SUSY Janus solution includes a non-trivial NS two-form. We will argue below
that for our string solutions in SUSY Janus, the pull-back of the NS two-form vanishes. We thus
only present the Nambu-Goto term explicitly, which in Euclidean signature and Einstein frame is
S =
1
2πα′
∫
dτ dσ
√
det eφGMN ∂mXM∂nXN , (A.2)
where XM (τ, σ) are the worldsheet scalars, and the determinant is over the worldsheet coordinates
m,n = τ, σ. We employ static gauge, τ = t in all that follows. In that gauge, the integration over
τ in eq. (A.2) always trivially produces a factor of T .
As explained in section 2.3, we will use SL(2,R) transformations to convert jumping-dilaton
Janus into jumping-axion Janus. The only way that our strings will “know” about these SL(2,R)
transformations is via their coupling to φ in eq. (A.2), since they do not couple directly to C(0) and
the Einstein-frame metric GMN is SL(2,R)-invariant.
We can use the isometries of the bulk metric to simplify the string action. Using the SO(3) ×
SO(3) symmetry of the internal space, we may place the string at a fixed point on each S2. For
a string in SUSY Janus, which has NS two-form flux on one S2, the pull-back of the NS two-form
to the worldsheet then vanishes, as advertised. Using the symmetries of the (x1, x2) plane, we may
place the string at x2 = 0. After these simplifications, the most general Ansatz we can write is
u = u(σ), x = x(σ), y = y(σ), x1 = x1(σ), in which case the Nambu-Goto action becomes
S =
T
2πα′
∫
dσ eφ
√
f44u
4(∂σx1)2 + f44 (∂σu)
2 + f24 u
2
[
ρ21(∂σx)
2 + ρ22(∂σy)
2
]
. (A.3)
This action depends only on the derivative of x1(σ), hence the system has a conserved charge, C,
obeying ∂σC = 0,
C ≡ − e
φf44 u
4∂σx1√
f44u
4(∂σx1)2 + f44 (∂σu)
2 + f24 u
2
[
ρ21(∂σx)
2 + ρ22(∂σy)
2
] . (A.4)
The following rescaling of the coordinates is an isometry of the bulk metric:
u→ µ−1 u, (t, x1, x2)→ µ (t, x1, x2), (x, y)→ (x, y), (A.5)
with µ a real, positive constant. This rescaling isometry is dual to the field theory dilatation
symmetry. Letting σ transform with arbitrary weight α under this rescaling, σ → µασ, the action
transforms only by an overall constant, S → µ−1S, hence this rescaling will be a symmetry of the
string equations of motion. Notice that C → µ−2C under this rescaling.
The straight timelike Wilson line and the rectangular Wilson loop perpendicular to the interface
are both localized in the (x1, x2) plane, and the corresponding strings both preserve the same
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subgroup of the isometries, while the rectangular Wilson loop parallel to the interface is extended
in one direction in the (x1, x2) plane, and so the corresponding string preserves a different subgroup
of the isometries. To simplify the string action and equations of motion any further we must treat
these two cases separately.
For the timelike line and the perpendicular loop, depicted in fig. 1 (a), we can choose x1 to be
constant, ∂σx1 = 0. In that case the conserved charge C = 0 trivially. To write the equations of
motion in a simple form, let us define
F ≡
√
(∂σu)2 + u2
[
ρ21(∂σx)
2 + ρ22(∂σy)
2
]
/f24 . (A.6)
The equations of motion arising from the action in eq. (A.3) then take the form
∂σ
(
eφf24
F
∂σu
)
− e
φ u
F
[
ρ21(∂σx)
2 + ρ22(∂σy)
2
]
= 0, (A.7a)
∂σ
[
u2ρ21e
φ
F
∂σx
]
− ∂x(eφf24F ) = 0, (A.7b)
∂σ
[
u2ρ22e
φ
F
∂σy
]
− ∂y(eφf24F ) = 0. (A.7c)
We will first solve y’s equation of motion, eq. (A.7c), although not in complete generality. We
will restrict to a special subset of solutions that are particularly simple: we consider constant y,
meaning ∂σy = 0. Eq. (A.7c) then reduces to ∂y(e
φf24F ) = 0. For non-SUSY Janus, this condition
is satisfied for any constant y. For SUSY Janus this condition is only satisfied for y = 0 or y = π/2,
meaning the string sits at a point where one or the other S2 collapses to zero size.
Strings sitting at different values of y translate into heavy test charges that couple to different
subsets of the adjoint scalars, i.e. different values of the θI in eq. (3.24). In non-SUSY Janus, a
choice of y breaks the SO(6) isometry but does not change the solutions for the remaining fields,
u(σ) and x(σ), or the on-shell action. The corresponding field theory statements are that a choice
of the θI breaks SO(6) but does not otherwise affect the Wilson loop expectation value. In SUSY
Janus, where the SO(6) is broken to SO(3) × SO(3), each of our y solutions, y = 0 or y = π/2,
breaks one SO(3) but preserves the other. Here the choice of y will affect the solutions for u(σ)
and x(σ), since the metric and dilaton factors appearing in their equations of motion depend on
the value of y. The on-shell action will also depend on the value of y. In the field theory, we divide
the six adjoint scalars into two subsets of three, those that appear in the interface-localized term
in eq. (2.31) and those that do not. The choice of y corresponds to a choice of the θI such that the
test charge couples to one subset but not the other, and hence breaks one SO(3) but preserves the
other. Clearly the associated Wilson loop expectation value will depend on that choice.
What remains is to solve the equations of motion for u(σ) and x(σ). As a gauge choice we take
x(σ) = σ, in which case a straightforward exercise shows that eqs. (A.7a) and (A.7b) are equivalent.
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We thus obtain a single second-order, non-linear, ordinary differential equation, eq. (A.7a), for a
single function, u(σ) = u(x).
We solve eq. (A.7a) numerically as follows. Strings describing a perpendicular loop will have a
“turn-around point” at some value of x, which we call x, where ∂xu(x) = 0. The existence of a
turn-around point is intuitively obvious from fig. 1 (a): the string will emerge from the boundary
at the point xR3 and extend in the x3 direction as it dips into the bulk, eventually turning around
and rising back up to intersect the boundary at the point xL3 . A solution of the second-order
eq. (A.7a) will be completely specified by two boundary conditions, which we take to be the values
of x and u(x). Thanks to the rescaling symmetry of eq. (A.5), under which u rescales but x does
not, we can obtain all physically inequivalent solutions by fixing u(x) and scaning through values
of x. The solutions are thus distinguished only by a single number, x, which is consistent with the
parameter counting in the field theory: as explained in the introduction, for the perpendicular loop
the potential V depends only on the single dimensionless ratio Lav/L. For a given x, we numerically
integrate eq. (A.7a) up to some values of u and x near the boundary, and extract the x3 values of
the endpoints (in units of the asymptotic AdS5×S5 radius) using either eq. (2.2) or eqs. (B.6) and
(B.10). Those x3 values then give us Lav/L.
For the straight Wilson line, we look for solutions with the turn-around point at the Poincare´
horizon, i.e. ∂xu(x) = 0 occurs at u(x) = 0. These describe “straight strings” that extend from
a point at the boundary to the Poincare´ horizon. Intuitively, such strings represent perpendicular
Wilson loops with one of the test charges sent to the “point at infinity,” leaving behind a single
test charge. In practice, we “shoot from the boundary”: we pick a value of u(x) near the boundary,
which fixes the x3 value of the endpoint at the boundary, pick a value of ∂xu(x) at that point,
integrate eq. (A.7a) up to x = x such that ∂xu(x) = 0, and then check whether u(x) = 0.
Now let us consider the parallel loop, depicted in fig. 1 (b). Using x1(σ)’s equation of motion,
∂σC = 0, and making the gauge choice x1(σ) = σ, in which case C is nonzero, we can write the
remaining equations of motion as
∂2σu− 3
(∂σu)
2
u
− e
2φf44u
7
C2
− u3 = 0, (A.8a)
∂σ
(
ρ21
f24
∂σx
u2
)
− u
4
2C2
∂x
(
e2φf44
)
− 1
2u2
[(
∂x
ρ21
f24
)
(∂σx)
2 +
(
∂x
ρ22
f24
)
(∂σy)
2
]
= 0, (A.8b)
∂σ
(
ρ22
f24
∂σy
u2
)
− u
4
2C2
∂y
(
e2φf44
)
− 1
2u2
[(
∂y
ρ21
f24
)
(∂σx)
2 +
(
∂y
ρ22
f24
)
(∂σy)
2
]
= 0. (A.8c)
Again we will only consider y solutions with ∂σy = 0, in which case in eq. (A.8c) two terms
remain. We will only consider solutions for which each of these terms vanishes independently,
∂y
(
e2φf44
)
= 0, ∂y
(
ρ21
f24
)
= 0. (A.9)
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For non-SUSY Janus, the conditions in eq. (A.9) are satisfied for any constant value of y. For SUSY
Janus, the conditions in eq. (A.9) are only satisfied for y = 0 or y = π/2. All of our comments
above about constant y solutions apply to these solutions as well.
We solve eqs. (A.8a) and (A.8b) for u(σ) = u(x1) and x(σ) = x(x1) numerically as follows.
Strings describing a parallel loop will have a turn-around point at some x1, which we can take to
be x1 = 0. To guarantee that both ends of the string have the same position in x3, we impose
∂x1u(0) = 0 and ∂x1x(0) = 0. The existence of a turn-around point is obvious from fig. 1 (b.): the
string will emerge from the boundary and extend in the x1 direction as it dips into the bulk before
turning around and rising up to intersect the boundary again. Notice that with our gauge choice
x1 ∈ [−L/2,+L/2]. Solutions of the second-order eqs. (A.8a) and (A.8b) are completely specified
by four boundary conditions: ∂x1u(0) = 0 and ∂x1x(0) = 0 and the values of u(0) and x(0). Thanks
to the rescaling symmetry of eq. (A.5) we can obtain all physically inequivalent solutions by fixing
u(0) and scanning through values of x(0). The solutions are thus distinguished only by a single
number, x(0), which is consistent with the parameter counting in the field theory: as explained
in the introduction, for the parallel loop the potential V depends only on the single dimensionless
ratio L3/L. Notice that eqs. (A.8a) and (A.8b) depend on the value of C. Once we pick a gauge,
solve for y, and pick our values of u(0) and x(0), the value of C is fixed. For a given x(0), we
numerically integrate eqs. (A.8a) and (A.8b) up to values of u and x near the boundary, and then
extract the x1 and x3 values of the endpoints (in units of the asymptotic AdS5 × S5 radius) using
either eq. (2.2) or eqs. (B.6) and (B.10). These x1 and x3 values then give us L3/L.
B Holographic Renormalization
In this appendix, we show how to remove divergences of the on-shell string action. Three meth-
ods exist to accomplish that. The first method is holographic renormalization, in which we add
counterterms to the string action to cancel divergences [83–86]. The second method, proposed in
ref. [24], is to perform a Legendre transform of the string action. The third method is to subtract
from the on-shell action the (divergent) action of a straight string extending from the boundary to
the Poincare´ horizon [22, 23]. In field theory terms, that means computing, not the renormalized
expectation value of a Wilson loop, but the difference between the expectation values of a Wilson
loop and straight timelike Wilson line(s). Although these three methods are distinct in principle,
for strings in AdS5 × S5 they all produce the same result: they all cancel the divergence of the
on-shell action, and nothing more. In particular they make no finite contribution to the on-shell
action. We will consider only holographic renormalization, although at the end of this appendix
we compare to the other two methods.
In principle we could work with the coordinates u and x, however, holographic renormalization
is dramatically simpler in Fefferman-Graham coordinates. Any asymptotically AdS5 metric can,
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near the boundary, be written in Fefferman-Graham form,
ds2 =
R2
z2
(
dz2 + gµν(z, x
ρ) dxµdxν
)
, (B.1)
where z is the radial coordinate and the boundary is at z = 0. The coordinate z is related to the
radial coordinate r of the Poincare´ slicing in eq. (2.1) by z = R2/r. Expanding the metric near
the boundary, i.e. in powers of z, the leading term, gµν(z = 0, x
ρ), corresponds to the metric of
the spacetime in which the field theory “lives”. We use Euclidean-signature Poincare´ slicing, so
gµν(z = 0, x
ρ) = δµν . The metric is the source for the the stress-energy tensor. In most cases,
holographic renormalization reveals that the coefficient of the order z4 term is proportional to
the expectation value of the stress-energy tensor [83–86]. Similarly, the leading term in the near-
boundary expansion of the dilaton corresponds to the source for the Lagrangian, 1/g2, while the
coefficient of the order z4 term corresponds to the expectation value of the Lagrangian [86].
Crucially, the above statements assume that the AdS5 solution arises in a consistent Kaluza-
Klein truncation of a ten-dimensional solution. As emphasized in ref. [88], extracting field theory
expectation values directly from a ten-dimensional solution is often subtle, and may require more
than just the lowest Kaluza-Klein modes retained in a consistent truncation. In particular, given
a ten-dimensional solution for the metric and dilaton, the field theory expectation values may not
be given simply by the coefficients of their order z4 terms in a near-boundary expansion [88].
The holographic renormalization of non-SUSY Janus was performed in ref. [87]. We will not
attempt the holographic renormalization of SUSY Janus here. Instead, in section B.1 we will just
present the change of coordinates from those of the Janus metrics in eq. (A.1) to Fefferman-Graham
coordinates. Along the way, we will make some comments about holographic renormalization of
the expectation values of the stress-energy tensor and Lagrangian for these cases. We then perform
the holographic renormalization of the string action in section B.2.
B.1 On Holographic Renormalization in Janus Spacetimes
In going from AdS5 to the Janus spacetimes, translations in x3 are broken, hence unlike AdS5 the
near-boundary Fefferman-Graham forms of the Janus metrics can depend on x3. The rescaling
isometry of eq. (A.5) remains unbroken in Janus space times, however, so the Fefferman-Graham
form of the Janus metric must depend on x3 only in the combination z/x3. We can thus write the
Fefferman-Graham form of the Janus metrics as
ds2 =
R2
z2
(
dz2 + g11(z/x3)(−dt2 + dx21 + dx22) + g33(z/x3)dx23
)
. (B.2)
In the coordinates of the metric in eq. (A.1), all the string solutions we study in section 4 have
constant y = 0, π/2. In our conversion to Fefferman-Graham coordinates, we will thus restrict to
the cases y = 0, π/2 in which case we can write the metric of eq. (A.1) in the form
ds2 = f4(x)
2
(
du2
u2
+ u2(−dt2 + dx21 + dx22)
)
+ ρ2(x)dx2. (B.3)
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The change of coordinates
z ≡ k1(x)
u
, x3 ≡ k2(x)
u
, (B.4a)
k1(x) ≡ exp
[
∓
∫
dx
ρ(x)
f4(x)
√
f4(x)2
R2
− 1
]
, k2(x) ≡ exp

± ∫ dx ρ(x)
f4(x)
1√
f4(x)2
R2 − 1

 , (B.4b)
puts the metric in the Fefferman-Graham form of eq. (B.2), with
g11(z/x3) =
f4(x)
2
R2
k1(x)
2, g33(z/x3) =
(
f4(x)
2
R2
− 1
)
k1(x)
2
k2(x)2
. (B.5)
To recover a flat boundary metric, we impose g11(0) = g33(0) = 1. What remains is to express x in
terms of z/x3.
For the non-SUSY Janus metric in eq. (2.10), near the boundaries x → ±x0 the expansions of
the z and x3 in eq. (B.4a) are
z =
1
u
(
1√
h(x)
+
√
2(γ − 1)γ 34 (x0 ∓ x)
9
2 +O
(
(x0 ∓ x)
11
2
))
, (B.6a)
x3 = ±1
u
(
1− 1√
γ
(x0 ∓ x) + 4
15
(γ − 1)(x0 ∓ x)6 +O
(
(x0 ∓ x)7
))
. (B.6b)
Inverting these, we find u and x in terms of z/x3,
u = ± 1
x3
[
1− 1
2
(
z
x3
)2
+
3
8
(
z
x3
)4
− 5
16
(
z
x3
)6
+
35
128
(
z
x3
)8
−315 + 16γ
3 − 16γ4
1280
(
z
x3
)10
+O ((z/x3)12)
]
, (B.7a)
x = ±
[
x0 −
√
γ
2
(
z
x3
)2
+
3
√
γ
8
(
z
x3
)4
− 5
√
γ
16
(
z
x3
)6
+
35
√
γ
128
(
z
x3
)8
+
√
γ(16γ4 − 16γ3 − 315)
1280
(
z
x3
)10
+O ((z/x3)12)
]
. (B.7b)
and hence the expansions of the metric factors in eq. (B.5) are
g11(z/x3) = 1 +
(γ − 1)γ3
8
(
z
x3
)8
+O ((z/x3)10) , (B.8a)
g33(z/x3) = 1 +
(γ − 1)γ3
8
(
z
x3
)8
+O ((z/x3)10) . (B.8b)
The Fefferman-Graham expansion of the non-SUSY Janus dilaton in eq. (2.13) is
φ(z/x3) = φ± ∓
√
3
2
γ
3
2
√
1− γ
2
(
z
x3
)4
+O ((z/x3)6) . (B.9)
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In the field theory, SO(3, 2) conformal symmetry forbids the field theory stress-energy tensor
from acquiring an expectation value, but allows a scalar field of conformal dimension ∆ to acquire
an expectation value proportional to 1/|x3|∆ [89]. Notice that the expansions of g11(z/x3) and
g33(z/x3) in eq. (B.8) have no z
4 term, indicating that the one-point function of the stress-energy
tensor is indeed zero [2, 87]. In the expansion of the dilaton in eq. (B.9), the z4 term has a
nonzero coefficient, indicating that the Lagrangian acquires a nonzero expectation value that goes
as 1/|x3|4 [2,87]. Such a straightforward identification of the coefficients of the order z4 terms with
field theory one-point functions is possible because the non-SUSY Janus metric and dilaton are
solutions of a consistent trunctation of type IIB supergravity on S5 [1, 90].
For the SUSY Janus metric in eq. (2.25a), near the boundaries x → ±∞ the expansions of the
z and x3 in eq. (B.4a) are
z =
1
u
[
1
cosh(x∓ 12 ln cosh δϕ)
±
√
cosh δϕ
(
cos 2y sinh δϕ
2
e∓3x
−8 cos 2y sinh 2δϕ ± (cos 4y − 3) sin
2 δϕ
16
e∓5x +O (e∓7x))] , (B.10a)
x3 =
1
u
[
tanh(x∓ 1
2
ln cosh δϕ) +
(
cos 2y sinh 2δϕ
4
e∓4x (B.10b)
−cosh δϕ sinh δϕ[24 cos 2y cosh δϕ± (13 + 5 cos 4y) sinh δϕ]
24
e∓6x +O (e∓8x))] .
Inverting these, we find u and x in terms of z/x3,
u = ± 1
x3
[
1− 1
2
(
z
x3
)2
+
3(4± cos 2y tanh δϕ)
32
(
z
x3
)4
(B.11a)
− 919 + 1001 cosh 2δϕ + 98 cos 4y sinh
2 δϕ± 672 cos 2y sinh 2δϕ
6144 cosh2 δϕ
(
z
x3
)6
+O ((z/x3)8)
]
,
x = ±1
2
ln
(
4 cosh δϕ
(x3
z
)2)± 4± cos 2y tanh δϕ
16
(
z
x3
)2
(B.11b)
∓96 + tanh δϕ(7 cos 4y tanh δϕ ± 112 cos 2y − tanh δϕ)
1024
(
z
x3
)4
+O ((z/x3)6) ,
and hence the expansions of the metric factors in eq. (B.5) are
g11(z/x3) = 1± 3 cos 2y tanh δϕ
8
(
z
x3
)2
(B.12a)
∓tanh δϕ[240 cos 2y ± (5 + 13 cos 4y) tanh δϕ]
512
(
z
x3
)4
+O ((z/x3)6) ,
g33(z/x3) = 1± 3 cos 2y tanh δϕ
8
(
z
x3
)2
(B.12b)
∓tanh δϕ[144 cos 2y ± (5 + 13 cos 4y) tanh δϕ]
512
(
z
x3
)4
+O ((z/x3)6) .
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The expansion of the SUSY Janus dilaton in eq. (2.25b) is
φ = φ± ∓ 3 tanh δϕ
16
(
z
x3
)4
± tanh δϕ(20 ± 11 cos 2y tanh δϕ)
64
(
z
x3
)6
+O ((z/x3)8) . (B.13)
In eqs. (B.10), (B.7), (B.12), and (B.13), y only takes the values y = 0, π/2 to which we restricted.
The expansions of g11(z/x3) and g33(z/x3) in eq. (B.12) include nonzero coefficients for the z
4
terms. Na¨ıvely, that suggests the field theory stress-energy tensor has a nonzero expectation value.
Notice, however, that the coefficients of the order z4 terms depend explicitly on y: they are different
when y = 0 or y = π/2. In the field theory that suggests the expectation value of the stress-energy
tensor has some R-charge, which is clearly unphysical: the stress-energy tensor is invariant under
all global symmetries. Clearly, we cannot simply identify the coefficient of the order z4 term in
the metric with the stress-energy tensor one-point function. Indeed, the SUSY Janus metric is
genuinely ten-dimensional, i.e. is not obtained as the consistent truncation of a ten-dimensional
solution, so extracting the one-point function of the stress-energy tensor may take more work, as
emphasized in ref. [88]. Similar statements apply for the expansion of the dilaton in eq. (B.13).
B.2 Holographic Renormalization of the String Action
The near-boundary, small z/x3 expansions of the functions g11(z/x3) and g33(z/x3) in eqs. (B.8)
and (B.12) are of the form
g11(z/x3) = 1 +
(
z
x3
)n ∞∑
i=0
A(±)i
(
z
x3
)i
, g33(z/x3) = 1 +
(
z
x3
)n ∞∑
i=0
B(±)i
(
z
x3
)i
, (B.14)
with coefficients A(±)i and B(±)i that depend on the size of the jump in the axio-dilaton, and that go
to zero if the jump in the axio-dilaton goes to zero. The superscripts ± on A(±)i and B(±)i indicate
that in general these coefficients take different values in the two distinct asymptotic AdS5 × S5
regions of a Janus spacetime, in which the dilaton approaches the values φ+ and φ−. The first
non-trivial power n of z/x3 in the expansions is n = 8 for non-SUSY Janus and n = 2 for SUSY
Janus. The near-boundary expansion of the dilaton takes the form (see eqs. (B.9) and (B.13))
φ (z/x3) = φ± +
(
z
x3
)4 ∞∑
i=0
C(±)i
(
z
x3
)i
, (B.15)
where again the coefficients C(±)i depend on the size of the jump in the axio-dilaton, and go to
zero if the jump in the axio-dilaton goes to zero. Notice that the first non-trivial power of z/x3 in
eq. (B.15) is four for both non-SUSY and SUSY Janus.
Let us again simplify the string action of eq. (A.2) using isometries, but now using Fefferman-
Graham coordinates. We use the symmetries of the (x1, x2) plane to set x2 = 0. The most general
Ansatz we can then write is z(σ), x1(σ), x3(σ). In static gauge, τ = t, the string action then
reduces to
S =
T
2πα′
∫
dσ eφ
R2
z2
√
g11
√
(∂σz)2 + g11(∂σx1)2 + g33(∂σx3)2. (B.16)
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Notice that if the jump in the axio-dilaton is zero, in which case g11(z/x3) = 1 and g33(z/x3) = 1,
then our string action reduces to that of refs. [22, 23], for a string in AdS5 × S5. As a gauge
choice we now take z(σ) = σ. The equations of motion for x1(σ) = x1(z) and x3(σ) = x3(z) are
straightforward to obtain but unilluminating, so we will omit them. What we need for holographic
renormalization are the small-z asymptotic expansions of the on-shell x1(z) and x3(z),
x1(z) = x
(0)
1 + x
(1)
1 z
3 + ..., x3(z) = x
(0)
3 + x
(1)
3 z
3 + ..., (B.17)
where x
(0)
1 , x
(1)
1 , x
(0)
3 , and x
(1)
3 are independent of z. In each case, the . . . represent terms of higher
order in z. In AdS5, for both x1(z) and x3(z) the first sub-leading term is order z
7. In non-SUSY
Janus, for x1(z) the first sub-leading term is again order z
7, but for x3(z) the first sub-leading term
is order z6, with a coefficient proportional to the coefficient C±0 from eq. (B.15). In SUSY Janus,
for x1(z) the first sub-leading term is order z
5 and for x3(z) the first sub-leading term is order z
4,
both with coefficients proportional to the coefficient A±0 from eq. (B.14).
In holographic renormalization, we proceed as follows [83–86]. First, in the action we introduce
a cutoff on the z integration to regulate any divergences: we integrate not to z = 0 but to some
small but finite z = ε. The result is a regulated on-shell action, Sreg. Next, we insert the solutions
for x1(z) and x3(z) into the action, expand the integrand in powers of z, perform the integration in
z, and then isolate all terms that diverge in the ε→ 0 limit. Finally, we add a counterterm action,
SCT , consisting of terms localized at z = ε, built from the induced metric on the z = ε surface and
designed to cancel all divergences in the ε→ 0 limit. The renormalized action is then
Sren = lim
ε→0
(Sreg + SCT ) . (B.18)
Plugging eq. (B.17) into eq. (B.16) and expanding in z, we find
Sreg =
T
2πα′
∫
ε
dz
[
eφ±
R2
z2
+ . . .
]
= +
T
2πα′
eφ±
R2
ε
+ . . . , (B.19)
where the . . . represents all non-divergent terms. After the z integration (i.e. in the second equality),
that includes terms that remain finite or that vanish as ε→ 0. For both AdS5×S5 and non-SUSY
Janus, among the terms that vanish as ε → 0, the leading term is O (ε3), while for SUSY Janus,
the leading term is O (ε), with a coefficient proportional to the coefficient A±0 from eq. (B.14).
Now we need counterterms. In our case, these are built from the induced metric on the z = ε
surface, which we denote γtt,
γtt dt
2 = +
R2
ε2
g11(ε/x3(ε)) dt
2 = +
R2
ε2
dt2 +O(εn−2), (B.20)
where n was defined in eq. (B.14). The counterterm we need is then
SCT = − R
2πα′
eφ(ε/x3)
∫
dt
√
γtt = − T
2πα′
eφ±
R2
ε
+ . . . . (B.21)
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We introduced an overall factor of R to make SCT dimensionless, like Sreg. In our case SCT involves
an integral over dt, but more generally the integral will be over the worldline of the endpoint of
the string. In AdS5 × S5, the 1/ε divergent term is the only contribution to SCT . In the Janus
spacetimes, additional terms appear, but these vanish as ε → 0. These terms are represented by
the . . . in eq. (B.21). For non-SUSY Janus, the first sub-leading term is O(ε3), with coefficient
proportional to the coefficient C±0 from eq. (B.15). For SUSY Janus, the first sub-leading term is
O(ε), with coefficient proportional to the coefficient A±0 from eq. (B.14). With our counterterm,
the Sren defined in eq. (B.18) will be finite.
Crucially, notice that the divergence in Sreg and the counterterm are not only independent of
the solutions x1(z) and x3(z), but are also independent of the size of the jump in the axio-dilaton:
the divergence or counterterm in each asymptotically AdS5×S5 region depends on the value of the
dilaton φ± in that region, but not on the difference φ+ − φ−. The holographic renormalization of
the string action in Janus spacetimes is identical to that in AdS5 × S5, up to terms that vanish as
ε→ 0. A priori that is intuitively obvious, if we recall that the AdS5 radial direction corresponds
to the field theory energy scale, with the boundary corresponding to the UV: deforming N = 4
SYM by a conformal interface should not affect any field theory physics in the extreme UV, includ-
ing in particular UV divergences of Wilson loop expectation values. Translating that statement
into the bulk, we expect the divergences of the on-shell string action, and hence its holographic
renormalization, to be identical in the Janus and AdS5 × S5 spacetimes.
Additionally, no finite counterterms are possible in our cases. Finite counterterms can produce
ambiguities in the value of the on-shell action, since we cannot fix their coefficients by demanding
cancellation of divergences. If we think of x1(z) and x3(z) as scalar fields in AdS, then in our cases
the only candidates for finite counterterms that are allowed by covariance are of the form
eφ(ε/x3)
∫
dt
√
γtt x1(ε)
p x3(ε)
q = T eφ±
R
ε
(x
(0)
1 )
p(x
(0)
3 )
q +O(ε2), (B.22)
where p and q are non-negative integers, and never both zero. Clearly, in cases where x
(0)
1 and/or
x
(0)
3 are nonzero, which includes all the cases we consider in subsections 4.1 to 4.3, such counterterms
will introduce divergences beyond those in Sreg, and hence the coefficients of these counterterms
must be set to zero. The upshot is that in our cases covariance forbids any finite counterterms.
Using the counterterm in eq. (B.21) we obtain the renormalized string actions,
S⊥ren =
T
2πα′
3R2
(
eφ−x
(0)
3 x
(1)
3
∣∣
x(1)
+ eφ+x
(0)
3 x
(1)
3
∣∣
x(2)
)
, (B.23a)
S‖ren = 2
T
2πα′
eφ± 3R2 (x
(0)
1 x
(1)
1 + x
(0)
3 x
(1)
3 )
∣∣
+L/2
. (B.23b)
Our procedure to calculate S⊥ren and S
‖
ren numerically is the following. We find string solutions as
explained in appendix A, using u(σ) and x(σ), up to some finite cutoff near the asymptotic AdS5
boundary. We then convert those solutions for u(σ) and x(σ) into solutions for x1(z) and x3(z)
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using eqs. (B.6) and (B.10). In Fefferman-Graham coordinates, the cutoff is simply z = ε. We then
fit the numerical solutions for x1(z) and x3(z) to the asymptotic solution given in eq. (B.17). (In
fact, in our numerics we work to higher order in z than in eq. (B.17), to improve the the quality of
the fits.) From these fits we obtain the values of x
(0)
1 , x
(1)
1 , x
(0)
3 and x
(1)
3 for each endpoint of the
string. We then extract from these constants the values of L, Lav, and S
⊥
ren for the perpendicular
string, and L, L3, and S
‖
ren for the parallel string.
For the straight string dual to the straight Wilson line, one subtlety arises: in this case, only one
endpoint of the string reaches the boundary, while the other endpoint lies on the Poincare´ horizon,
u = 0. We have numerically confirmed that the contribution from the Poincare´ horizon vanishes.
For these strings the renormalized action is thus the S⊥ren in eq. (B.23a), with x(1) corresponding
to the boundary endpoint and the contribution from x(2) set to zero.
Finally, let us compare holographic renormalization to the Legendre transform and to subtracting
a straight string. A straightforward exercise shows that for both non-SUSY and SUSY Janus space-
times, as in AdS5×S5, the Legendre transform has the same effect as holographic renormalization:
each subtracts the divergence in eq. (B.19), and nothing more. Subtracting a straight string has
dramatically different consequences in AdS5 × S5 and Janus spacetimes, however. In AdS5 × S5,
subtracting a straight string again simply subtracts the divergence in eq. (B.19), and nothing more.
In Janus spacetimes, however, subtracting the straight string additionally subtracts a finite term.
In field theory language, holographic renormalization or the Legendre transform each correspond to
subtracting the infinite self-energy of a test charge, while subtracting a straight string corresponds
to subtracting not only the infinite self-energy of a test charge but also the finite interaction energy
of the test charge with its image. In all of our holographic calculations of Wilson loop expectation
values from strings in Janus spacetimes, we used holographic renormalization or equivalently the
Legendre transform to obtain a finite on-shell string action.
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