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The paper studies the input queued switch that is a good model for data center networks, operating under
the MaxWeight algorithm. The heavy-traffic scaled mean queue length was characterized in Maguluri et al.
(2018), Maguluri and Srikant (2016) when the arrivals are i.i.d.. This paper characterizes the heavy-traffic
scaled mean sum queue length under Markov modulated arrivals in the heavy-traffic limit, and shows that it
is within a factor of less than 2 from a universal lower bound. Moreover, the paper obtains lower and upper
bounds, that are applicable in all traffic regimes, and they become tight in heavy-traffic regime.
The paper obtains these results by generalizing the drift method that was developed in Eryilmaz and
Srikant (2012), Maguluri and Srikant (2016) to the case of Markovian arrivals. The paper illustrates this
generalization by first obtaining the heavy-traffic mean queue length in a single server queue under Markovian
arrivals. The paper also illustrates the generalization of the transform method Hurtado-Lange and Maguluri
(2018) to obtain the queue length distribution in a single server queue under Markovian arrivals. The key
ideas are the use of geometric mixing of finite-state Markov chains, and studying the drift of a test function
over a time window that depends on the heavy-traffic parameter.
Key words : switch, heavy traffic limit, Drift method, Transform Method, single server queue, Markov
chain, mixing
1. Introduction.
Big data and machine learning revolution are powered by large scale data centers. With the growing
size of data centers, design and operation of efficient networks that facilitate exchange of data has
become important Singh et al. (2015). A goal in the design of a data center network is to create a
network that has full bisection bandwidth Perry et al. (2014). In other words, the goal is to design
a network that is logically equivalent to an input queued switch. An operational challenge in such a
data center is to schedule packets in order to maximize throughput and minimize delay.
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2The focus of this paper is on the problem of scheduling packets in an input queued switch. In addi-
tion to serving as a model for data center networks, input queued switches are important because they
form building blocks of any data network. MaxWeight algorithm Tassiulas and Ephremides (1990),
which was first proposed in the context of wireless networks is known to maximize throughput in an
input queued switch McKeown et al. (1999). Understanding the delay or queue-length performance
in general, in such a system is much more challenging, and so asymptotic analysis are explored. The
heavy-traffic mean queue length under the MaxWeight algorithm was characterized in Maguluri et al.
(2018), Maguluri and Srikant (2016), and it was shown that MaxWeight has the optimal scaling.
While the results in Maguluri et al. (2018), Maguluri and Srikant (2016) assume i.i.d arrivals, it is
known that real data centers experience short bursts of high traffic and other patterns. The focus of
this paper is to consider more general arrivals in an input queued switch, and we focus on arrivals
that are modulated by a Markov chain. It is known that in a continuous-time setting, a Markovian
arrival process approximates any marked point process to an arbitrary degree of accuracy Asmussen
and Koole (1993). Even though we will consider a discrete-time model, this result suggests that a
Markovian arrival process can model a rich class of arrival patterns.
Heavy traffic analysis of queuing systems is studied in literature using fluid and diffusion limits
Gamarnik and Zeevi (2006), Harrison (1988, 1998), Harrison and López (1999), Stolyar et al. (2004),
Williams (1998). Systems with Markovian arrivals can also be studied using such an approach.
However, most of these results are applicable only when the systems satisfy a condition called the
Complete Resource Pooling (CRP). Under the CRP condition, the system behaves as a single server
queue. This is usually proved formally by a state space collapse result, which shows that in the
heavy-traffic limit, the multidimensional system state collapses to a single dimension. However, the
input queued switch does not satisfy the CRP condition in general, and the state space collapse
occurs to a multi-dimensional subspace. Moreover, input queued switch is one of the simplest such
systems, and so has served as a guidepost to study general queuing systems Shah et al. (2011) that
do not satisfy CRP.
An alternate method for heavy-traffic analysis based on drift arguments was introduced in Eryilmaz
and Srikant (2012) to study CRP systems. This Drift method was generalized to study the switch
system when the CRP condition is not met, in Maguluri et al. (2018), Maguluri and Srikant (2016).
More recently, Hurtado Lange and Maguluri (2019) characterized the heavy-traffic behaviour in the
so-called generalized switch (that includes wireless networks, cloud computing, data center networks
and many other queuing models) by generalizing the drift arguments in Maguluri et al. (2018),
Maguluri and Srikant (2016). However, all these models assume that the arrivals are iid across time.
The main contribution of this work is that we exactly characterize the heavy-traffic mean queue-
length behaviour in an input queued switch operating under the MaxWeight algorithm, with Markov
3modulated arrivals, when the CRP condition is not met. We also present a universal lower bound that
is a factor of less than 2 away. Thus, MaxWeight is very close to the optimal algorithm in heavy-traffic
even under Markovian arrivals. Moreover, in addition to the asymptotic results, we obtain lower and
upper bounds that are valid in all regimes. However, the bounds become tight in the heavy-traffic
limit. We obtain these results by generalizing the drift method to the case of Markov modulated
arrivals. While a loose upper bound on queue lengths was obtained in Neely (2008) and a state space
collapse results were established in Sharifnassab et al. (2018), to the best of our knowledge, the exact
heavy-traffic queue lengths for a system when without CRP, under Markovian arrivals are not known
in the literature.
In order to present our results, we first illustrate the use of the drift method under Markovian
arrivals in a single server queue in Section 3. The key challenge in studying Markovian arrivals is in
getting a handle on the correlation between the queue length and the arrivals (these are independent
in the case of i.i.d. arrivals). The main idea in the proofs is to note that this correlation decays
geometrically with time due to the geometric mixing of finite-state Markov chains. The drift of a
test function is considered, and it is expanded into drift over m-steps, in order to take advantage
of the geometric decay of the correlation. A key trick is to pick this window m as a function of the
heavy-traffic parameter.
More recently, in Hurtado-Lange and Maguluri (2018), the drift method for heavy traffic analysis
was generalized into the transform method, which was used to study CRP systems. Such an approach
gives the complete distribution of the heavy-traffic scaled queue lengths in the heavy traffic limit,
and is simpler than both the diffusion limits approach and the drift method. In Section 3, we also
extend the transform method to the case of Markovian arrivals in the case of a single server queue,
and we characterize the heavy traffic limiting stationary distribution.
Then, in Section 4, we present the main result of the paper for the input queued switch, and prove
it using the ideas developed in Section 3. We first present a state space collapse result, which is then
used to characterize the heavy-traffic mean sum queue length. To get started, we first present some
preliminary results on Markov chains, that will be used throughout the paper.
2. Preliminaries.
Throughout the paper, we denote a random variable by an upper case letter, for example, X; the
realization of a random variable X by a lowercase letter x. If they are vectors, we use their corre-
sponding boldface letter, for example,X and x. We denote a distribution or a parameter using Greek
alphabet, for example pi. We define X ∼ pi as X follows the distribution pi and X d= Y as X follows
the same distribution as Y . N+ denotes the set of positive integers, N denotes the set of non-negative
integers. R+ denotes the set of positive real number.
42.1. Moment bounds from Lyapunov-type drift conditions.
The results in this paper are based on studying the drift of functions of Markov chains. A Lemma
from Hajek (1982) is usually used to get moment bounds based on conditions on one-step drift.
However, in this paper, we will work with the m-step drift instead, and so we need the following
generalization of the Lemma from Hajek (1982), which is proved in Appendix A.1.
Lemma 1. For an irreducible, aperiodic and positive recurrent Markov chain {Qt,Xt}t≥0 over a
countable state space (Q,X ), suppose Z : X → R+ is a nonnegative Lyapunov function. We define
the m-step drift of Z at (q,x) as
∆mZ(q,x),
[
Z
(
Qt+m,Xt+m
)−Z (Qt,Xt)]I ((Qt,Xt) = (q,x)) ,
where I(·) is the indicator function. Thus, ∆mZ(q,x) is a random variable that measures the
amount of change in the value of Z in m steps, starting from state (q,x). This drift is assumed to
satisfy the following conditions:
1. There exists a η > 0, and a κ > 0 such that for any t= 1,2, ... and for all (q,x) ∈ (Q,X ) with
Z(q,x)≥ κ,
E [∆mZ(q,x) | (Qt,Xt) = (q,x)]≤−η.
2. There exists a D<∞ such that for all (q,x)∈ (Q,X )
P (|∆mZ(q,x)| ≤D) = 1.
Then, there exists a θ∗ > 0 and a C∗ <∞ such that
lim sup
t→∞
E
[
eθ
∗Z(Qt,Xt)]≤C?.
If the Markov chain is positive recurrent, then Z (Qt,Xt) converges in distribution to a random
variable Z for which
E
[
eθ
∗Z
]
≤C?,
which implies that all moments of Z exist and are finite.
2.2. Geometric mixing of finite-state Markov chains.
The following two lemmas on geometric mixing of finite-state Markov chains will be exploited to
obtain the results in the paper.
5Lemma 2. Let {Xt} t≥0 be an irreducible, positive recurrent and aperiodic Markov chain on a
finite-state space Ω. Let pi denotes its stationary distribution. Let f(·) be a real-valued function, i.e.,
f : Ω→R+. Let λ be the stationary mean of f (Xt), i.e.,
λ=E [f(X)|X ∼ pi] .
Then, for any m∈N+, there exist constants α ∈ (0,1) and C > 0 such that, for any initial distribution
X0 ∼ pi0, we have
|E[(f(Xm)−λ) |X0 ∼ pi0]| ≤ 2LCαm,
where L= maxx∈Ω f(x).
The lemma is proved in Appendix A.2.
Lemma 3. Let {Xt} t≥0 be an irreducible, positive recurrent and aperiodic Markov chain with
finite-state space Ω and stationary distribution pi. Let f(·) be a real-valued function, i.e., f : Ω→R+.
Let λ be the stationary mean of f(Xt), i.e.,
λ=Epi [f(X)] .
Then,
lim
m→∞
V ar (
∑m
t=1 f(Xt) |X0 ∼ pi)
m
= γ(0) + 2 lim
m→∞
m∑
t=1
m− t
m
γ(t) = γ(0) + 2 lim
m→∞
m∑
t=1
γ(t),
where
γ(t) =E
[
(f (Xt)−λ) (f (X0)−λ) |X0 ∼ pi]
is the auto correlation function.
The lemma is proved in Appendix A.3.
3. Single Server Queue.
In this section, we consider a single server queue operating in discrete-time. Under i.i.d. arrivals,
queue length in such a system is equivalent to the waiting time in a G/G/1 queue. Drift arguments
were used to study the heavy-traffic mean queue length in Eryilmaz and Srikant (2012), Kingman
(1961), Srikant and Ying (2013), and transform method was used to study the heavy-traffic stationary
distribution in Hurtado-Lange and Maguluri (2018). In this section, we consider the discrete-time
single server queue under Markov modulated arrivals, and extend both the drift method and the
transform method. The key ingredients are to consider the m-step drift and exploit the geometric
mixing of finite-state space Markov chains.
63.1. Mathematical Model.
Consider a single server queue operating in discrete-time. Let Qt be the number of customers in
the system at the beginning of time slot t. Arrivals occur according to an underlying Markov chain
{Xt} t≥0 where the number of arrivals in the time slot t is given by At = f(Xt) for some non-negative
integer-valued function f(·). Potential service St is assumed to be i.i.d. with mean µ and variance
σ2s .
Assume that {Xt} t≥0 is irreducible, positive recurrent and aperiodic on a finite-state space Ω.
Thus {Xt} t≥0 converges to its stationary distribution pi with geometric rate. Assume that At and
St are bounded above by Amax and Smax respectively.
In each time slot, we assume that the service occurs after arrivals, and the system evolves as
follows: for each t= 1, 2, ...
Qt+1 = max {Qt +At−St,0}=Qt +At−St +U t, (1)
where U t denotes the unused service and is defined by U t =Qt+1−(Qt +At−St). From the definition
of the unused service, we have
Qt+1U t = 0. (2)
In order to study the heavy-traffic behavior of the single server queue, we will consider a sequence of
arrival processes such that the arrival rate approaches the service rate µ. To this end, let {Xt}()t≥0 be
a set of irreducible, positive recurrent and aperiodic underlying Markov chains indexed by the heavy-
traffic parameter ∈ (0, µ). Assume that the arrival process is such that the two dimensional Markov
chain
{(
(Qt)() , (Xt)()
)}
t≥0
is irreducible and aperiodic. For any fixed , let X() be the steady
state variable to which (Xt)() converges in distribution with E
[
A
()]= [f (X())]= λ() = µ− .
Let γ()(t) to be the auto correlation function of the arrival process starting from steady state
A
() = f
(
X
()) and (At)() = f ((Xt)()) indexed by , i.e.,
γ()(t) =E
[(
(At)()−λ
)((
A0
)()−λ) |X0 d=X()] .
Let (
σ()a
)2
= lim
m→∞
V ar
(∑m
t=1 (At)
() |X0 d=X()
)
m
= γ()(0) + 2 lim
m→∞
m∑
t=1
γ()(t),
where the equality follows from Lemma 3. Assume that ∀t∈N,
lim
→0
γ()(t) = γ(t). (3)
Let
σ2a = γ(0) + 2 limm→∞
m∑
t=1
γ(t).
73.2. Heavy Traffic Limit of the Mean Queue Length.
We now present the generalization of the Kingman’s heavy-traffic bound Kingman (1961) in a single
server queue under Markovian arrivals. In other words, we characterize the steady state mean queue
length in a single server queue in the heavy-traffic regime.
Theorem 1. Let (At)() be a set of arrival processes determined by the corresponding Markov
chains,
{
(Xt)()
}
t≥0
as described before, with steady-state arrival rates λ() = µ− . Let α() and C()
be the corresponding geometric mixing parameters as mentioned in Lemma 2. Assume supα() ≤ α<
1 and supC() ≤C <∞. Then we have
1. For each ∈ (0, µ), the two dimensional Markov chain
{(
(Qt)() , (Xt)()
)}
t≥0
is positive recurrent.
2. Let Q() be a steady-state random variable to which the queue length processes {Qt}()t≥1 converges
in distribution. We have
lim
→0
E
[
Q
()]= σ2a +σ2s2 .
Proof of Theorem 1. To prove the first part of the theorem, we use m-step Foster-Lyapunov
theorem (Theorem 2.2.4 in Fayolle et al. (1995) ). We consider the quadratic Lyapunov function,(
Q()
)2, and show that its m-step drift is negative except in a finite set. Consider a fixed  ∈ (0, µ).
For ease of exposition, we suppress the superscript (·)().
Claim 1. For any ∈ (0, µ) and m∈N+
E
[(
Qt+m
)2− (Qt)2 | (Qt,Xt) = (q, x)]
≤E
[
2Qt
(
m∑
i=1
(At+m−i−λ)
)
− 2mQt +mK0(m) | (Qt,Xt) = (q, x)
]
,
where
K0(m) = 2m(Amax +Smax)(Amax +Smax) + (Amax +Smax)2.
The proof of Claim 1 is in Appendix B.1.
We now consider the first term on the RHS. The main challenge in bounding this term is the
correlation between queue length and arrival at the same time slot, due to the Markovian nature of
the arrival process. We use the geometric mixing of the underlying Markov chain as stated in Lemma
2, to get
E
[
2Qt
(
At+m−λ) | (Qt,Xt) = (q, x)]≤ ∣∣E [2Qt (At+m−λ) | (Qt,Xt) = (q, x)]∣∣≤ 4AmaxCαmq. (4)
8Thus,
E
[
2Qt
(
m∑
i=1
(At+m−i−λ)
)
− 2mQt | (Qt,Xt) = (q, x)
]
≤ 2q
[(
2AmaxC
1−αm
1−α
)
−m
]
.
Define m() = min
{
m∈N+ : 2AmaxC 1−αm1−α < 12m
}
. Such an m() exists because 2AmaxC 1−α
m
1−α is
finite and 12m→∞ as m→∞. Let K1() = m()2 . Then, we have,
E
[(
Qt+m()
)2− (Qt)2 | (Qt,Xt) = (q, x)]≤−2K1()q+m()K0(m()),
Let B=
{
q : q≤ m()K0(m())
K1()
}
denote a finite set. Then, we have
E
[(
Qt+m()
)2− (Qt)2 | (Qt,Xt) = (q, x)]≤−m()K0(m())I(q ∈Bc) +m()K0(m())I(q ∈B).
Positive recurrence of the two dimensional Markov chain {(Qt, Xt), t≥ 0} then follows from the
m-step Foster-Lyapunov theorem.
Therefore, using irreducibility and aperiodicty of the two dimensional Markov chain {(Qt, Xt), t≥
0}, we know that a unique stationary distribution exists. To prove the second part of the theorem,
we will set the m-step drift of the quadratic test function to zero under the stationary distribution.
In order to do this, we should first ensure that the stationary expectation of the quadratic function
is finite, which is given by the following claim:
Claim 2. For any  > 0 in steady-state,
E
[(
Q
())2]
<∞.
The proof of Claim 2 is in B.2.
In the rest of the proof, we consider the system is in its steady-state, and so for every time t,
(Qt)() d=Q(). For ease of exposition, we again drop the superscript (·)() and just use Qt. Then, At
denotes the arrival in steady state, and the queue length at time t+m, is Qt+m =Qt +
∑m−1
l=0 A
t+l−∑m−1
l=0 S
t+l +
∑m−1
l=0 U
t+l, which has the same distribution as Qt for all m ∈ N+. We can set the
one-step drift equal to zero:
0 =E
[(
Qt+1
)2− (Qt)2]=E [(Qt +At−St +U t)2− (Qt)2] , (5)
where the last equation follows from (1). Expand (5) and apply (2), we have
2E [Qt] =E [2Qt(At−λ)]−E
[
(U t)2
]
+E
[
(At−λ)2]+σ2s + 2. (6)
Eq 6 can be obtained using standard arguments. The heavy traffic limit of scaled queue length
E [Qt] is typically obtained by bounding the RHS and then letting → 0. The main challenge here
9is bounding the E [2Qt(At−λ)] term since the queue length and the arrival are correlated due to the
Markov modulated arrival process. We bound this term by recursively expanding Qt using (1), and
using Markov chain mixing result from Lemma 2. We then obtain the following claim, the proof of
which can be found in Appendix B.3.
Claim 3. For any ∈ (0, µ) and m∈N+, we have
2
(
1− 2AmaxCα
m

)
E [Qt]≤ γ(0) + 2
m∑
i=1
γ(i) +σ2s + 2m(Amax +λ)+ 2
2
(
1 + 2AmaxC
αm

)
E [Qt]≥ γ(0) + 2
m∑
i=1
γ(i) +σ2s − 2m(Amax +λ)−Smax+ 2,
Note that the claim is true for all  and m. Put (·)() back. For a given , we now pick m=
⌊
1√

⌋
,
and take the limit as → 0 to get
lim
→0
E[Q()] = lim→0 γ
()(0) + limm()→∞ 2
∑m()
t=1 γ
()(t) +σ2s
2 . (7)
The following claim, which is proved in Appendix B.4 is useful to evaluate limm()→∞
∑m()
i=1 γ
()(t).
Claim 4. For any ∈ (0, µ) and m() =
⌊
1√

⌋
, we have
lim
m()→∞
m()∑
t=1
γ()(t) = lim
M→∞
M∑
t=1
γ(t). (8)
Finally, combining (7) and Claim 4, we have
lim
→0
E
[
Q
()]= 2 limM→∞∑Mi=1 γ(t) + lim→0 γ()(0) +σ2s2 = σ
2
a +σ2s
2 .
Note that the key idea in the proof is to consider m-step drift where m is picked to be a function of
the heavy-traffic parameter . In addition, mixing time bounds on the underlying Markov chain are
exploited.
3.3. Heavy Traffic Limit of Queue Length Distribution.
In this subsection, we will obtain the heavy-traffic limiting steady state distribution of Q(). One
way of doing this is to use qk+1 as the test function to obtain the kth moment of the queue length.
Once all the moments are obtained, the distribution can be inferred. Such an approach was used in
Eryilmaz and Srikant (2012). Here, we instead using the transform method that was presented in
Hurtado-Lange and Maguluri (2018). The key contribution is to extend the result in Hurtado-Lange
and Maguluri (2018) to the case of Markovian arrivals in a single server queue.
Theorem 2. Consider the same setting in Theorem 1. Let Q() be a steady-state random variable
to which the queue length processes {Qt}()t≥1 converges in distribution. Then for any θ≤ 0,
lim
→0
E
[
eθQ
()
]
= 1
1− θ σ2a+σ2s2
.
Therefore, we have that Q() converges in distribution to an exponential variable with mean σ
2
a+σ
2
s
2 .
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The proof is presented in Appendix C.2. The key idea is to consider them-step drift of the exponential
test function, eθq. As in the proof of Theorem 1, we again pick m as a function of , and exploit the
mixing rate of the underlying Markov chain. In addition, we use the following lemma to compare the
arrival process with an independent Markov modulated process with the same transition probabilities.
This lemma, which is proved in Appendix C.1 enables us to asymptotically decouple of the queue
length and arrival process in the heavy traffic regime.
Lemma 4. For every  ∈ (0, µ), let {Y t}()t≥0 be a Markov chain that is independent of the chain
{Xt}()t≥0, but is defined on the same state space Ω, and with the same transition probability matrix P ,
and consequently has the same stationary distribution, i.e. Y () d=X() ∼ pi(). Let (bt)() = f
(
(Y t)()
)
and (Y 0)() ∼ pi(). Then,∣∣∣∣∣
m−1∑
l=0
{
E
[((
At+l
)()−λ())((At+m)()−λ())− ((bm−l)()−λ())((b0)()−λ()) | (Xt)()]}∣∣∣∣∣
≤ 4
(
Amax +λ()
)
Amax
(
C()
)2
m
(
α()
)m
,
and
∣∣∣∣E [((At+m)()−λ())2− ((b0)()−λ())2 | (Xt)()]∣∣∣∣≤ 2 (Amax +λ())2 (C()) (α())m .
4. Input Queued Switch.
In this section, we will study an input queued switch operating under Markov modulated arrivals,
and present an exact characterization of mean sum of the queue lengths in heavy-traffic. In this
section, we first introduce the mathematical model of a switch under Markov modulated arrival and
the MaxWeight algorithm. Then, we present throughput optimality, state space collapse and asymp-
totically tight upper and lower bounds under the MaxWeight scheduling algorithm, which are proved
using the m-step Lyapunov-type drift argument developed in the previous section. For completeness,
the universal lower bound under Markov modulated arrival under any feasible scheduling algorithm
is also presented here.
Note on Notation. We adopt the notation and definitions in (Maguluri and Srikant 2016). We
restrict our discussion in Euclidean space RN2 . For ease of exposition and understanding, we express
our elements x in RN2 in two equivalent ways. First, as
a N2-dimensional vectors which is the standard representation in Euclidean space. Second, as
a N ×N matrix with the (i, j) element denoted by xij . For any two vectors x and y, the inner
product is defined by,
〈x,y〉,
N∑
i=1
N∑
j=1
xijyij .
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We say that X =Y if Xij = Yij ,∀i, j ∈ {1,2, ...,N}. We use 1 to denote the vector with its elements
are all ones. Define e(i) as the matrix with ones in the i-th row and zeros else where, and similarly,
e˜(j) is the matrix with ones in the j-th column and zeros everywhere else, i.e.,
e
(i)
i,j = 1 ∀j, e(i)i′,j = 0 ∀i′ 6= i, ∀j.
e˜
(j)
i,j = 1 ∀i, e˜(j)i,j′ = 0 ∀j′ 6= j, ∀i.
4.1. Mathematical Model of a Switch.
An N ×N crossbar switch, also known as an input queued switch has N input ports and N output
ports with a separate queue for each input-output pair. Such a system can be modeled as an N ×N
matrix of queues, with the (i, j)th queue for packets that arrive at input port i that are destined to
putput port j. The four key elements in the mathematical model of switch under Markov modulated
arrivals are as follows:
At ∈RN2 : the vector of all arrivals at time slot t, of which the (i, j)th element corresponds to the
number of packets arriving at the i-th input port and to be delivered to the j-th output port.
St ∈ RN2 : the vector of all services at time slot t. In each time slot, in each column and row, at
most one queue can be served and the service is at most 1.
U t ∈RN2 : the vector of unused services at time slot t.
Qt ∈RN2 : the vector of all queue lengths at time slot t.
The arrival process Atij is determined by an underlying Markov chain {Xt}t≥0 by Atij = f
(
Xtij
)
.
The multidimensional Markov chain {Xt}t≥0 is assumed to be irreducible, positive recurrent and
aperiodic with finite-state space Ω. Thus {Xt}t≥0 converges to its stationary distribution pi with
geometric rate. Define λ = E
[
A
]
= E
[
f
(
X
)]
, where A and X are the steady state variables to
which At and Xt converges in distribution. We further assume that the underlying Markov chains
are independent across input-output pairs. The independence assumption may further be relaxed
using the approach in Hurtado-Lange et al. (2020), but we do not explore it here.
The set of feasible schedules S can be written as,
S =
s∈ {0,1}N2 :
N∑
i=1
sij ≤ 1,
N∑
j=1
sij ≤ 1 ∀i, j ∈ {1,2, ..., n}
 .
The system operates as follows.
At the beginning of every time slot, the service St is determined based on the queue length Qt,
according to the scheduling algorithm. Then, the arrivals At occur according to the underlying
Markov chain. Finally the packets are served and this may result in unused service if there are no
packets in a scheduled queue. The queue length evolves as follows:
Qt+1ij =
[
Qtij +Atij −Stij
]+
=Qtij +Atij −Stij +U tij ,
12
or
Qt+1 =Qt +At−St +U t.
where [x]+ = max(0, x). Assume that the Markov chain {(Qt,Xt)}t≥0 is irreducible. For the unused
service U t, we have ∀i, j ∈ {1,2, ...,N}
U tijA
t
ij = 0, U tijStij = 0, U tijQt+1ij = 0.
Moreover, we have the natural constraints on U tij :
U tij <S
t
ij ,∑
i
U tij ∈ {0,1} ∀i∈ {1,2, ..., n},∑
j
U tij ∈ {0,1} ∀j ∈ {1,2, ..., n}.
4.2. MaxWeight algorithm.
The MaxWeight algorithm is a well-studied scheduling algorithm for switches Srikant and Ying
(2013). In each time slot, MaxWeight algorithm picks a service vector St such that the weighted
summation of service is maximized, where the weight vector is the current queue length vector, i.e.,
St = arg max
s∈S
∑
ij
Qij(t)sij = arg max
s∈S
〈Qt,s〉.
In MaxWeight algorithm, ties are broken uniformly random. The set of maximal feasible schedules
or perfect matchings, S∗ is defined as follows:
S∗ =
s∈ {0,1}N2 :
N∑
i=1
sij = 1,
N∑
j=1
sij = 1 ∀i, j ∈ {1,2, ..., n}
 .
Without loss of generality, we assume that the MaxWeight algorithm always picks a perfect matching,
i.e.,
St ∈ S∗, ∀t > 0.
Note that this is without loss of generality because under MaxWeight scheduling algorithm, we can
always choose the maximal schedule. Only when the queue length at some queue (i, j) are zero, then
sij = 0 and s∗ij = 1. In this case, we can pretend that sij = 1 and uij = 1.
Once a Markovian scheduling algorithm is fixed, the switch can be modeled by the Markov Chain,
{(Qt,Xt)}t≥0. We assume that the arrival process is such that under the MaxWeight algorithm, this
Markov chain is irreducible and aperiodic. A switch is said to be stable under a scheduling algorithm
if the Markov chain {(Qt,Xt)}t≥0 is positive recurrent. The capacity region is defined as the set of
arrival rates λ under which the switch is stabilizable by some algorithm.
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For a switch under i.i.d. arrivals, it is known Srikant and Ying (2013) that the capacity region C
is the convex hull of the feasible schedule set, i.e., C = Conv(S). It can also be written as,
C =
λ∈RN2+ :
N∑
i=1
λij ≤ 1,
N∑
j=1
λij ≤ 1 ∀i, j ∈ {1,2, ..., n}

=
{
λ∈RN2+ :
〈
λ,e(i)
〉
= 1,
〈
λ, e˜(j)
〉
= 1 ∀i, j ∈ {1,2, ..., n}
}
.
If a scheduling algorithm stabilizes the switch under any arrival rate in the capacity region, then it is
said to be throughput optimal. Moreover, it is known that the MaxWeight algorithm is throughput
optimal Srikant and Ying (2013). We will establish similar results under Markov modulated arrivals
in Section 4.3. Before that, we first present some geometric observations about the capacity region
from Maguluri and Srikant (2016).
4.2.1. Some geometric observations The capacity region C is a convex polytope with dimen-
sion N2. Let F denote the face of C, where all input and output ports are all saturated, defined
by
F =
λ∈RN2+ :
N∑
i=1
λij = 1,
N∑
j=1
= 1∀i, j ∈ {1,2, ..., n}

=
{
λ∈RN2+ :
〈
λ,e(i)
〉
≤ 1,
〈
λ, e˜(j)
〉
≤ 1 ∀i, j ∈ {1,2, ..., n}
}
.
Note that F = Conv(S∗). Let K denote the normal cone of the face F , which can explicitly be written
as
K=
x∈RN2 :x=
N∑
i=1
wie
(i) +
N∑
j=1
w˜je˜
(j), wi, w˜j ∈R+∀i, j
 .
It can be verified that this is indeed the normal cone, and so we have ∀x,y ∈F , ∀z ∈K
〈x−y,z〉= 0. (9)
The polar cone Ko of cone K is defined as
Ko =
{
x∈RN2 : 〈x,y〉 ≤ 0 ∀y ∈K
}
.
Let L denote the subspace spanned by the cone K, and so we have,
L=
x∈RN2 :x=
N∑
i=1
wie
(i) +
N∑
j=1
λijw˜je˜
(j), where wi, w˜j ∈R, ∀i, j
 ,
For any x∈RN2 , and any convex set W , the projection of x on to the set W is denoted as x‖W and
defined as,
x‖W = arg min
y∈W
‖y−x‖
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and consequently,
x⊥W =x−x‖W .
The projection of x on to the subspace L is given by(
x‖L
)
ij
=
∑
i xij
N
+
∑
j xij
N
−
∑
ij xij
N2
,
and its `2-norm is
∥∥x‖L∥∥2 = 1
N
∑
j
(∑
i
xij
)2
+
∑
i
∑
j
xij
2− 1
N
∑
j
∑
ij
xij
2
 .
For any x‖L and y‖L, we have
〈x‖L,y‖L〉= 〈x,y‖L〉=
∑
ij
xij
 1
N
∑
j′
yij′ +
1
N
∑
i′
yi′j − 1
N2
∑
i′j′
yi′j′
 (10)
4.3. Throughput optimality.
In this section, we show that under Markov modulated arrivals, C is indeed the capacity region and
that MaxWeight is throughput optimal.
Proposition 1. If λ /∈ C, no scheduling algorithm can support arrival rate matrix λ.
The proof follows from Theorem 4.2.1 in Srikant and Ying (2013) after using the Markov chain
ergodic theorem instead of the strong law of large numbers.
Proposition 2. For an input queued switch operating under Markov modulated arrivals, the
MaxWeight scheduling algorithm can support any arrival rate matrix λ in the interior of C, i.e.,
λ∈ int(C). Thus, MaxWeight is throughput optimal.
Proof: Note {(Qt,Xt)}t≥0 is an irreducible Markov chain under MaxWeight scheduling. We prove
this theorem by demonstrating that {(Qt,Xt)}t≥0 is positive recurrent, which can be done using
Foster-Lyapunov theorem (Theorem 2.2.4 in Fayolle et al. (1995)). Consider the Lyapunov function,
V (Qt,Xt) = ‖Qt‖2.
We will consider the m-step drift of this Lyapunov function, and bound it as follows.
Claim 5. Let Cmax = maxij Cij and αmax = maxij αij where Cij and αij are the geometric mixing
parameters given by Lemma 2 for the (i, j)th underlying Markov Chain
{
Xtij
}
t≥0
. There exist  > 0
such that λ+ 1∈ C, let m() = min
{
m∈N+ | 2NAmaxCmax 1−α
m
max
1−αmax <
m
2
}
, then
E
[
V
(
Qt+m(),Xt+m()
)
−V (Qt,Xt) | (Qt,Xt) = (q,x)
]
≤−m()2 ‖q‖+
K2(m())
2 ,
where
K2(m()) =m()N2(Amax +Smax)2 + 2m()2N2(Amax +Smax) (+Amax +λmax) .
15
Then, the theorem follows from the Foster-Lyapunov theorem (Theorem 2.2.4 in Fayolle et al. (1995)).
The detailed proof of the claim is in Appendix D.
4.4. Heavy Traffic Analysis.
We will now study the switch in the heavy-traffic, as the arrival rate approaches the face F on
the boundary of the capacity region C. To this end, consider {Xt}()t≥0, a set of irreducible, posi-
tive recurrent and aperiodic underlying vector valued Markov chains indexed by the heavy-traffic
parameter  ∈ (0,1) taking values in ΩN2 for a finite set Ω. As mentioend before, we assume that
the markov chains are independent across the indices (i, j). The arrival process for the system in-
dexed by  is given
(
Atij
)()
= f
((
Xtij
)())
indexed by  for a non-negative valued function, f(·).
For any fixed , let X() be the steady state variable to which (Xt)() converges in distribution with
E
[
A
()]= [f (X())]= λ() = (1− )v, where v is an arrival rate on the boundary of the capacity
region C such that vij > 0 for all i, j, and all the input and output ports are saturated. In other words,
we assume v ∈F . Let γ()ij (t) to be the auto correlation function of the arrival process starting from
steady state Aij
() = f
(
Xij
()) , i.e.,
γ
()
ij (t) =E
[((
Atij
)()−λij)((A0ij)()−λij) |X0 d=X()] .
Assume that ∀t∈N,
lim
→0
γ
()
ij (t) = γij(t). (11)
Let
σ2ij = γij(0) + 2 limm→∞
m∑
t=1
γij(t).
For any scheduling algorithm under which the switch system is stable, let
((
Q
)()
,
(
X
)())
be a
steady-state random variable to which the process
{(
(Q)() , (X)()
)}
t≥0
converges in distribution.
Assume for any ∈ (0,1) and for any i, j, supα()ij <αmax < 1 and supC()ij <Cmax <∞.
4.4.1. Universal lower bound In this section, we will give a lower bound on average queue
length under heavy traffic, which is valid under any stable scheduling algorithm.
Proposition 3. Consider a set of switch systems parameterized by heavy traffic parameter 0 <
< 1 described before. Consider a scheduling algorithm under which the switch system is stable. Then,
under heavy traffic, we have
lim inf
→0
E
∑
ij
Q()
≥ ‖σ‖22
Using a coupling argument, it was shown in Maguluri and Srikant (2016) that the row sum of queue
lengths under any policy is lower bounded by a single server queue with an arrival process that is
sum of the arrivals to all the queues in the row. The result then follows from using Theorem 1 for a
single server queue, and so we omit the proof.
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4.4.2. State space collapse under MaxWeight policy A key step in characterizing the
heavy-traffic behaviour is to establish state space collapse. It was shown in Maguluri and Srikant
(2016) that under MaxWeight algorithms, the queue lengths collapse into the cone K in heavy-traffic.
In this subsection, we establish the same resulty under Markov modulated arrivals. More formally, we
will show that under the MaxWeight algorithm, q()⊥K can be bounded by some constant independent
of . Thus, when the heavy traffic parameter  goes to zero (the mean arrival rate vector λ approaches
the boundary F of the capacity region C), q()⊥K is negligible compared to q()‖K, which is Ω(1/) from
the universal lower bound.
We define the following quadratic Lyapunov functions and their corresponding m-step drifts:
V (q,x), ‖q‖2 =
∑
ij
q2ij , W⊥K(q,x), ‖q⊥K‖,
V⊥K(q,x), ‖q⊥K‖2 =
∑
ij
q2⊥Kij , V‖K(q,x),
∥∥q‖K∥∥2 =∑
ij
q2‖Kij ,
∆mV (q,x) ,
[
V
(
Qt+m,Xt+m
)−V (Qt,Xt)]I ((Qt,Xt) = (q,x)),
∆mW⊥K(q,x) ,
[
W⊥K
(
Qt+m,Xt+m
)−W⊥K (Qt,Xt)]I ((Qt,Xt) = (q,x)) ,
∆mV⊥K(q,x) ,
[
V⊥K
(
Qt+m,Xt+m
)−V⊥K (Qt,Xt)]I ((Qt,Xt) = (q,x)) ,
∆mV‖K(q,x) ,
[
V‖K
(
Qt+m,Xt+m
)−V‖K (Qt,Xt)]I ((Qt,Xt) = (q,x)) .
The next proposition states the state space collapse.
Proposition 4. Consider a set of switch systems under MaxWeight scheduling algorithm param-
eterized by heavy traffic parameter 0< < 1 described before, further assume that vmin ,minij vij > 0.
Then, for each system with  < vmin/2‖v‖, the steady state queue length vector satisfies
E
[∥∥∥∥(Q⊥L)()∥∥∥∥2
]
≤E
[∥∥∥∥(Q⊥K)()∥∥∥∥2
]
≤K??,
where K?? is a constant that does not depend on .
To prove the proposition, we need the following two lemmas.
Lemma 5. Under MaxWeight algorithm, for any q ∈RN2 ,
v+ vmin‖q⊥K‖q⊥K ∈ C.
This Lemma was proved in Maguluri and Srikant (2016, Claim 2).
Lemma 6. Drift of W⊥K(·) can be bounded in terms of drift of V (·) and V‖K(·) as follows:
∆mW⊥K(q,x)≤ 12‖q⊥K‖ (∆
mV (q,x)−∆mV⊥K(q,x)) , ∀ (q,x)∈RN2 .
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The proofs of this lemma is almost identical to Lemma 7 in Eryilmaz and Srikant (2012), and so we
skip it here.
Proof of Proposition 4 For ease of exposition, the superscript  in this proof is skipped, i.e., we
will use Qt and λ to denote (Qt)() and λ() respectively. The proof is based on using Lemma 1, by
verifying that the two conditions are satisfied. First we start with the following claim which is proved
in Appendix E.1.
Claim 6. For any m∈N+,
|∆mW⊥K(q,x)| ≤Nm(Amax +Smax).
Note that this claim verified Condition (2) of Lemma 1 with D = Nm(Amax + Smax). To verify
Condition (1), we need the following claim, which is proved in Appendix E.2.
Claim 7. For any m∈N+,
E [∆mW⊥K(q,x) | (Qt,Xt) = (q,x)]
≤E
[
m∑
l=1
∥∥At+m−l−λ∥∥ | (Qt,Xt) = (q,x)]+ K3(m)2‖Qt⊥K‖ +m(‖v‖− vmin),
where
K3(m) = 2Nm2 (Amax +Smax) (N(Amax +λ) + ‖v‖+ vmin) +N2m(Amax +Smax)2.
We can use Lemma 2 to bound the first term on the RHS above, as follows.
E
[
m∑
l=1
∥∥At+m−l−λ∥∥ | (Qt,Xt) = (q,x)]
≤
m∑
l=1
√∑
ij
4A2maxC2ijα
2(m−l)
ij
≤
m−1∑
l=0
2NAmaxCmaxαlmax
= 2NAmaxCmax
1−αmmax
1−αmax
Let
m0 = min
{
m∈N+ | 2NAmaxCmax1−αmax ≤
mvmin
4
}
.
Clearly, such a m0 ∈N+ exists.
Therefore, we have for m≥m0,
E
[
m∑
l=1
∥∥At+m−l−λ∥∥ | (Qt,Xt) = (q,x)]≤ mvmin4
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So, using this with Claim 7, when ≤ vmin4‖v‖ , we have
E [∆m0W⊥K(q,x) | (Qt,Xt) = (q,x)]≤ K3(m0)2‖qt⊥K‖
− m0vmin2
≤−vmin4 ∀q such that W⊥K(q,x)≥
2K3(m0)
m0vmin
.
Then from Lemma 1, let Z(q,x) =W⊥K(q,x), we have that there exists a K?? such that
E
[∥∥∥∥(Q⊥K)()∥∥∥∥2
]
≤K??.
Since K∈L, we conclude that
E
[∥∥∥∥(Q⊥L)()∥∥∥∥2
]
≤E
[∥∥∥∥(Q⊥K)()∥∥∥∥2
]
≤K??
Since the parameters D,η and κ in the two conditions of the Lemma do not involve , we have that
K?? does not depend on .
4.4.3. Asymptotically tight upper and lower bounds under the MaxWeight policy
We now use the state space collapse result from the previous section to obtain an exact expression for
the heavy-traffic scaled mean sum of the queue lengths in an input queued switch under Markovian
arrivals. In particular, we will obtain lower and upper bounds on the steady-state mean queue lengths
that differ by only o(1/), and so are negligible in the heavy-traffic limit. We will again use them-step
drift argument from Section 3. We will use V ′(q,x) =
∥∥∥q‖L∥∥∥2 as the Lyapunov function to this end.
This Lyapunov function was introduced in the iid case in Maguluri et al. (2018).
The 1-step drift of V ′(q) is defined as
∆V ′(q,x),
[
V ′
(
Qt+1,Xt+1
)−V ′ (Qt,Xt)]I ((Qt,Xt) = (q,x)) . (12)
Lemma 7. For any arrival rate vector λ in the interior of the capacity region λ ∈ int(C), the
steady state mean E
[∥∥∥Q∥∥∥2] is finite and consequently E[V ′(Q,X)] is finite for the input queued
switch under MaxWeight algorithm.
This lemma is needed to set the drift of V ′(q,x) to zero in steady-state. The lemma is proved in
Appendix F. We will now state and prove the main result of this paper.
Theorem 3. Consider a set of switch systems under MaxWeight scheduling algorithm, parame-
terized by heavy traffic parameter 0<  < 1 described before. For each system with  < vmin/2‖v‖, in
the heavy traffic limit, as → 0, we have
lim
→0
E
∑
ij
Q

ij
= (1− 12N )‖σ‖2
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Proof of Theorem 3 Fix an  ∈ (0, vmin/2‖v‖) and we consider the system with index . In the
rest of the proof, we consider the system is in its steady-state, and so for every time t, (Qt)() d=Q().
We again skip the superscript (·)() in this proof and use Qt to denote the steady state queue length
vector. Then At denotes the arrival vector in steady state and the queue length at time t + m,
Qt +
∑m−1
l=0 A
t+l−∑m−1l=0 St+l +∑m−1l=0 U t+l which has the same distribution as Qt for all m∈N+.
The steady state mean V ′(Qt) is finite from Lemma 7. Therefore, we can set the mean drift of
V ′(·) in steady state to zero,
E [∆V ′(q,x)] =−2E
[〈
Qt‖L,S
t
‖L−At‖L
〉]
︸ ︷︷ ︸
T1
+E
[∥∥∥At‖L−St‖L∥∥∥2]︸ ︷︷ ︸
T2
−E
[∥∥∥U t‖L∥∥∥2]︸ ︷︷ ︸
T3
+ 2E
[〈
Qt+1‖L ,U
t
‖L
〉]
︸ ︷︷ ︸
T4
= 0.
(13)
We will now bound each of those four terms. In the steady state, we have
E [〈Qt,At〉] =E [〈Qt+m,At+m〉]
since the steady state mean E [〈Qt,At〉]≤
√
E
[
‖Qt‖2
]
E
[
‖At‖2
]
<∞ according to Lemma 7.
T1 = 2E
[〈
Qt‖L,S
t
‖L−λ‖L
〉]
+ 2E
[〈
Qt‖L,λ‖L−At‖L
〉]
= 2E
[〈
Qt‖L,S
t
‖L−λ‖L
〉]
+ 2E
[〈
Qt+m‖L ,λ‖L−At+m‖L
〉]
= 2E
[〈
Qt‖L,S
t
‖L−λ‖L
〉]
+ 2E
[〈
Qt‖L+
m∑
l=1
At+m−l‖L −St+m−l‖L +U t−m+l‖L ,λ‖L−At+m‖L
〉]
= 2E
[〈
Qt‖L,S
t
‖L−λ‖L
〉]
+ 2E
[〈
Qt‖L,λ‖L−At+m‖L
〉]
+ 2E
[〈
m∑
l=1
At+m−l‖L −λ‖L,λ‖L−At+m‖L
〉]
+ 2E
[〈
m∑
l=1
λ‖L−St+m−l‖L ,λ‖L−At+m‖L
〉]
+ 2E
[〈
m∑
l=1
U t−m+l‖L ,λ‖L−At+m‖L
〉]
(14)
We will now bound each of the terms on the RHS of (14). The first term can be simplified as
following. Since we assumed that the schedule is always perfect matching, we have,
∑
i sij =
∑
j sij =
1. Since λ = (1− )v and v ∈F , ∑i λij =∑j λij = 1− , according to (10) we have
E
[〈
Qt‖L,S
t
‖L−λ‖L
〉]
= 
N
E
∑
ij
Qtij
 .
For second term in the RHS of (14), according to (10) we have
E
[〈
Qt‖L,λ‖L−At+m‖L
〉]
= 1
N
E
∑
ij
Qtij
∑
j′
(
λij′ −At+mij′
)+ 1
N
E
∑
ij
Qtij
(∑
i′
(
λi′j −At+mi′j
))
− 1
N2
E
∑
ij
Qtij
∑
i′j′
(
λi′j′ −At+mi′j′
) .
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According to Lemma 2, due to geometric mixing of the Markov chain underlying the arrivals, we
have ∣∣∣∣∣∣E
∑
ij
Qtij
∑
j′
(
λij′ −At+mij′
)∣∣∣∣∣∣≤E
∑
ij
Qtij
∑
j′
2AmaxCijαmij

≤ 2NAmaxCmaxαmmaxE
∑
ij
Qtij
 .
where Cmax = maxij{Cij} and αmax = maxij{αij}. Thus the second term in the RHS (14) can be
bounded as follows,
∣∣∣E [〈Qt‖L,λ‖L−At+m‖L 〉]∣∣∣≤ 6AmaxCmaxαmmaxE
∑
ij
Qtij
 .
For the third term in the RHS of (14), since the arrivals Ati,j are independent across the input-port
and output-port pairs, according to (10) we have
E
[〈
m∑
l=1
At+m−l‖L −λt+m−l‖L ,λ‖L−At+m‖L
〉]
=−( 2
N
− 1
N2
)
∑
ij
m∑
l=1
E[(At+m−lij −λij)(At+mij −λij)].
For the fourth term in the RHS of (14), since the future arrival is independent of past service, and
the Markov chain is in steady state, according to (10) we have
E
[〈
m∑
l=1
λt+m−l‖L −St+m−l‖L ,λ‖L−At+m‖L
〉]
= 0.
Now we bound the fifth term in the RHS (14). From Lemma 7, we have E
[∥∥∥Q∥∥∥
2
]
<∞. Since∣∣∣E [∑ijQij]∣∣∣= ∥∥∥Q∥∥∥1 ≤N2E [∥∥∥Q∥∥∥2], we conclude that E [∑ijQij] is finite. Thus the drift is zero in
steady state,
E
∑
ij
(
Qt+1ij −Qtij
)=E
∑
ij
(
Atij −Stij +U tij
)=E
N(1− )−N +∑
ij
U tij
= 0,
which gives
E
∑
ij
U tij
=N.
Since
∣∣∣∑j′ (λij′ −At+mij′ )∣∣∣≤ 1 +NAmax, according to (10), we have∣∣∣∣∣E
[〈
m∑
l=1
U t−m+l‖L ,λ‖L−At+m‖L
〉]∣∣∣∣∣≤ 3m(1 +NAmax).
Putting all terms back in (14), we conclude that
T1 ≥2
( 1
N
− 6AmaxCmaxα
m
max

)
E
∑
ij
Qtij

− 4
( 1
N
− 12N2
)∑
ij
m∑
l=1
γij(l)− 6m(1 +NAmax),
(15)
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and
T1 ≤2
( 1
N
+ 6AmaxCmax
αmmax

)
E
∑
ij
Qtij

− 4
( 1
N
− 12N2
)∑
ij
m∑
l=1
γij(l) + 6m(1 +NAmax).
(16)
In bounding T2, T3 and T4, we do not have to deal with the correlation between Q and A, and
so they can be bounded in the same manner as in Maguluri and Srikant (2016). We present a brief
overview here. It can be shown as in Maguluri and Srikant (2016), Maguluri et al. (2018) that
T2 =E
[∥∥∥At‖L−St‖L∥∥∥2]= 2 +( 2N − 1N2
)∑
ij
γij(0). (17)
The term T3 can be bounded as
0≤T3 =E
[∥∥∥U t‖L∥∥∥2] ≤E [‖U t‖2] =E
∑
ij
(
U tij
)2 (a)= E
∑
ij
U tij
 =N (18)
where (a) follows from uij ∈ {0,1}, and the last equality follows from (27). Now for the term T4, we
have
T4 =2E
[〈
Qt+1‖L ,U
t
‖L
〉]
=2E
[〈
Qt+1‖L ,U
t
〉]
=2E
[〈
Qt+1,U t
〉]− 2E [〈Qt+1⊥L ,U t〉]
(a)= − 2E [〈Qt+1⊥L ,U t〉] (19)
where (a) follows from the definition of unused service. Using Cauchy–Schwartz inequality, we have∣∣2E [〈Qt+1⊥L ,U t〉]∣∣≤ 2√E [∥∥Qt+1⊥L ∥∥2]E [‖U t‖2]
≤ 2
√
K??N (20)
where the last inequality follows from Proposition 4. Substitute (15-20) into (13) and put back the
superscript (·)() and pick m() = b1/√c, we get
2
(
1
N
− 6AmaxCmaxα
m()
max

)
E
∑
ij
Q
()
ij
≤4( 1
N
− 12N2
)∑
ij
m()∑
l=1
γ
()
ij (l) + 6m()(1 +NAmax)
+ 2 +
( 2
N
− 1
N2
)∑
ij
γ
()
ij (0) +N+ 2
√
K??N,
2
(
1
N
+ 6AmaxCmax
αm()max

)
E
∑
ij
Q
()
ij
≥4( 1
N
− 12N2
)∑
ij
m()∑
l=1
γ
()
ij (l)− 6m()(1 +NAmax)
+ 2 +
( 2
N
− 1
N2
)∑
ij
γ
()
ij (0)− 2
√
K??N.
Let → 0, we have lim→0 E
[∑
ijQ
()
ij
]
=
(
1− 12N
) [∑
ij
(
γ
()
ij (0) + 2
∑ 1b1/√c
t=1 γ
()
ij (t)
)]
. The proof is
now complete after using Claim 4.
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5. Conclusion.
In this paper, we analysed the heavy traffic behaviour in a switch operating under the MaxWeight
Scheduling algorithm when the arrivals are Markovian. The steady state sum queue length was
obtained, which is consistent with the result in i.i.d. case. This paper generalized the drift method
that was developed in Eryilmaz and Srikant (2012), Maguluri and Srikant (2016) and the transform
method in Hurtado-Lange and Maguluri (2018) to the case of Markovian arrivals. The key ideas
are to consider drift over a time window whose size depends on the heavy-traffic parameter, and to
exploit geometric mixing of Markov chains to get a handle on the Markovian correlations.
There are several possible future directions. An immediate future direction is to generalize the
result to the so-called ‘Generalized switch model’ Stolyar et al. (2004), Hurtado Lange and Maguluri
(2019) when the complete resource pooling condition is not satisfied. This is a general queueing model
that includes a switch that is incompletely saturated, a switch where the arrivals across the ports
are saturated, wireless networks under interference and fading, cloud computing scheduling etc. A
second future direction is to establish the generality of Markov modulated arrivals in discrete-time
systems. It was shown in Asmussen and Koole (1993) that Markovian arrival processes approximate
any marked point process to an arbitrary degree of accuracy. Exploring the validity of such a result
for discrete-time arrival processes is an open question.
Acknowledgments.
The authors thank Ms. Daniela Hurtado Lange for her discussions and kind help.
References
Asmussen S, Koole G (1993) Marked point processes as limits of Markovian arrival streams. Journal of
Applied Probability 30(2):365–372.
Braverman A, Dai J, Miyazawa M (2017) Heavy traffic approximation for the stationary distribution of a
generalized Jackson network: The bar approach. Stochastic Systems 7(1):143–196.
Eryilmaz A, Srikant R (2012) Asymptotically tight steady-state queue length bounds implied by drift con-
ditions. Queueing Systems 72(3-4):311–359.
Fayolle G, Malyshev VA, Menshikov MVe (1995) Topics in the constructive theory of countable Markov
chains (Cambridge university press).
Gamarnik D, Zeevi A (2006) Validity of heavy traffic steady-state approximations in generalized Jackson
networks. The Annals of Applied Probability 56–90.
Hajek B (1982) Hitting-time and occupation-time bounds implied by drift analysis with applications. Ad-
vances in Applied probability 14(3):502–525.
Harrison J (1988) Brownian models of queueing networks with heterogeneous customer populations. Stochas-
tic Differential Systems, Stochastic Control Theory and Applications, 147–186 (Springer).
23
Harrison JM (1998) Heavy traffic analysis of a system with parallel servers: Asymptotic optimality of discrete
review policies. Ann. App. Probab. 822–848.
Harrison JM, López MJ (1999) Heavy traffic resource pooling in parallel-server systems. Queueing Systems
339–368.
Hurtado-Lange D, Maguluri ST (2018) Transform methods for heavy-traffic analysis. arXiv preprint
arXiv:1811.05595 .
Hurtado Lange D, Maguluri ST (2019) Heavy-traffic analysis of queueing systems with no complete resource
pooling. arXiv preprint arXiv: 1904.10096 .
Hurtado-Lange D, Varma SM, Maguluri ST (2020) Logarithmic heavy traffic error bounds in generalized
switch and load balancing systems. arXiv preprint arXiv:2003.07821 .
Kingman J (1961) The single server queue in heavy traffic. Mathematical Proceedings of the Cambridge
Philosophical Society, volume 57, 902–904 (Cambridge University Press).
Levin DA, Peres Y (2017) Markov chains and mixing times, volume 107 (American Mathematical Soc.).
Maguluri ST, Burle SK, Srikant R (2018) Optimal heavy-traffic queue length scaling in an incompletely
saturated switch. Queueing Systems 88(3-4):279–309.
Maguluri ST, Srikant R (2016) Heavy traffic queue length behavior in a switch under the maxweight algo-
rithm. Stochastic Systems 6(1):211–250.
McKeown N, Mekkittikul A, Anantharam V, Walrand J (1999) Achieving 100% throughput in an input-
queued switch. IEEE Transactions on Communications 47(8):1260–1267.
Neely MJ (2008) Delay analysis for maximal scheduling with flow control in wireless networks with bursty
traffic. IEEE/ACM Transactions on Networking 17(4):1146–1159.
Perry J, Ousterhout A, Balakrishnan H, Shah D, Fugal H (2014) Fastpass: A centralized zero-queue data-
center network. ACM SIGCOMM Computer Communication Review, volume 44, 307–318 (ACM).
Shah D, Tsitsiklis JN, Zhong Y (2011) Optimal scaling of average queue sizes in an input-queued switch: an
open problem. Queueing Systems 68(3-4):375–384.
Sharifnassab A, Tsitsiklis JN, Golestani SJ (2018) Fluctuation bounds for the max-weight policy, with
applications to state space collapse. arXiv preprint arXiv:1810.09180 .
Singh A, Ong J, Agarwal A, Anderson G, Armistead A, Bannon R, Boving S, Desai G, Felderman B,
Germano P, et al. (2015) Jupiter rising: A decade of clos topologies and centralized control in google’s
datacenter network. ACM SIGCOMM computer communication review 45(4):183–197.
Srikant R, Ying L (2013) Communication networks: an optimization, control, and stochastic networks per-
spective (Cambridge University Press).
Stolyar AL, et al. (2004) Maxweight scheduling in a generalized switch: State space collapse and workload
minimization in heavy traffic. The Annals of Applied Probability 14(1):1–53.
24
Tassiulas L, Ephremides A (1990) Stability properties of constrained queueing systems and scheduling policies
for maximum throughput in multihop radio networks. 29th IEEE Conference on Decision and Control,
2130–2132 (IEEE).
Williams RJ (1998) Diffusion approximations for open multiclass queueing networks: Sufficient conditions
involving state space collapse. Queueing Systems Theory and Applications 27 – 88.
Appendix A: Proof of Lemmas in Section 2.
A.1. Proof of Lemma 1.
Proof of Lemma 1 Let θ ∈ (0,1), applying Taylor expansion and using Condition (2) in the Lemma, we
have
E
[
eθ∆
mZ(q,x) | (Qt,Xt)= (q,x)]
≤E
[
1 + θ∆mZ(q,x) +
∞∑
l=2
θlDl
l! |
(
Qt,Xt
)
= (q,x)
]
= 1 + θE
[
∆mZ(q,x) | (Qt,Xt)= (q,x)]+ ∞∑
l=2
θlDl
l! .
(21)
According to Conditions (1) and (2), we have,
E
[
∆mZ(q,x) | (Qt,Xt)= (q,x)]≤−ηI ((q,x)∈B) +DI ((q,x)∈Bc) , (22)
where
B= {(q,x)∈ (Q,X ) :Z(q,x)≥ κ} .
Since θ ∈ (0,1), we have,
∞∑
l=2
θlDl
l! = θ
2
∞∑
l=2
θl−2Dl
l! ≤ θ
2
∞∑
l=2
Dl
l! = θ
2(eD − 1−D). (23)
Combining (21-23), we have,
E
[
eθ∆
mZ(q,x) | (Qt,Xt)= (q,x)]
≤ [1− θη+ θ2 (eD − 1−D)]I ((q,x)∈B) + [1 + θD+ θ2 (eD − 1−D)]I ((q,x)∈Bc)
≤ δ1I ((q,x)∈B) + δ2I ((q,x)∈Bc) ,
(24)
where
δ1 = 1− θη+ θ2
(
eD − 1−D)< 1
for sufficient small θ≤ 1
η
and
δ2 = 1 + θD+ θ2
(
eD − 1−D) .
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According to (24), we have
E
[
eθZ(Q(t+m),X(t+m))
]
=
∑
(q,x)∈(Q,X )
E
[
eθ∆
mZ(q,x)eθZ(Q
t,Xt) | (Qt,Xt)= (q,x)]P ((Qt,Xt)= (q,x))
=
∑
(q,x)∈B
eθZ(Q
t,Xt)E
[
eθ∆
mZ(Qt,Xt) | (Qt,Xt)= (q,x)]P ((Qt,Xt)= (q,x))
+
∑
(q,x)∈Bc
eθZ(Q
t,Xt)E
[
eθ∆
mZ(Qt,Xt) | (Qt,Xt)= (q,x)]P ((Qt,Xt)= (q,x))
≤δ1
∑
(Q,X )
eθZ(Q
t,Xt)P
((
Qt,Xt
)
= (q,x)
)
+
∑
Bc
(δ2− δ1)eθZ(Q
t,Xt)P
((
Qt,Xt
)
= (q,x)
)
≤δ1E
[
eθZ(Q
t,Xt)
]
+ θ(D+ η)eθκ.
By induction, we have ∀t∈ [0,m] and l ∈N+,
E
[
eθZ(Q
t0+lm,Xt0+lm)
]
≤ δl1E
[
eθZ(Q
t0 ,Xt0)
]
+ 1− δ
l
1
1− δ1 θ (D+ η)e
θκ.
Note that E
[
eθZ(Q
t0 ,Xt0)
]
<∞ for all t0 ∈ [0,m], according to Condition (2). Since {t ∈R : t ≥ 0} = {t =
t0 + lm : t0 ∈ [0,m] and l ∈N+}, we have,
lim sup
t→∞
E
[
eθZ(Q
t,Xt)
]
≤ θ (D+ η)e
θκ
1− δ1 ,C
?.
A.2. Proof of Lemma 2.
Proof of Lemma 2 Define the total variance difference between two distribution pi1 and pi2 on Ω as
‖pi1−pi2‖TV =
1
2
∑
x∈Ω
|pi1(x)−pi2(x)|. (25)
It has been shown in Levin and Peres (2017) (Theorem 4.9 of Chapter 4, Page 52) that, for an irreducible,
positive recurrent and aperiodic finite-state Markov chain with transition probability matrix P and stationary
distribution pi, ∀m∈N+, there exist constants α∈ (0,1) and C > 0 such that
max
x∈Ω
‖P (x, ·)−pi‖TV ≤Cαm. (26)
Thus, for any initial distribution X0 ∼ pi0∣∣E [f(Xm)−λ |X0 ∼ pi0]∣∣
≤
∑
y∈Ω
f(y)
∣∣(pi0Pm) (y)−pi(y)∣∣
≤
∑
y∈Ω
f(y)
∑
x∈Ω
pi0(x)|Pm(x, y)−pi(y)|
≤L
∑
y∈Ω
∑
x∈Ω
pi0(x)|Pm(x, y)−pi(y)|
=L
∑
x∈Ω
pi0(x)
∑
y∈Ω
|Pm(x, y)−pi(y)|
≤2L
∑
x∈Ω
pi0(x) max
x∈Ω
‖P (x, ·)−pi‖TV
≤2LCαm.
Thus, ∣∣E [f(Xm)−λ |X0 ∼ α0]∣∣≤ 2LCαm.
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A.3. Proof of Lemma 3
Proof of Lemma 3
|γ(t)|=∣∣E [(f (Xt)−λ) (f (X0)−λ)]∣∣
=
∣∣Epi [(f (X0)−λ)E [(f (Xt)−λ) |X0 ∼ pi]]∣∣
(a)
≤Epi
[∣∣(f (X0)−λ)E [(f (Xt)−λ) |X0 ∼ pi]∣∣]
=Epi
[∣∣f (X0)−λ∣∣∣∣E [(f (Xt)−λ) |X0 ∼ pi]∣∣]
≤2(Amax +λ)AmaxCαk
where (a) follows from Jensen’s and the last follows from Lemma 2. Let’s consider
|V1−V2|= lim
m→∞
∣∣∣∣∣
m∑
t=1
t
m
γ(t)
∣∣∣∣∣
= lim
m→∞
∣∣∣∣∣
m∑
t=1
m− t
m
γ(t)−
m∑
t=1
γ(t)
∣∣∣∣∣
≤ lim
m→∞
m∑
t=1
t
m
|γ(t)|
≤ lim
m→∞
2(Amax +λ)AmaxC
m∑
t=1
t
m
αt
≤ lim
m→∞
2(Amax +λ)AmaxC
(
α−αm+1
m(1−α2) −
αm+1
1−α
)
.
Since α≤ 1, we have |V1−V2| ≤ 0. Thus, V1 = V2.
Appendix B: Details in proof of Theorem 1.
B.1. Proof of Claim 1.
We first use the queue evolution equation (1) to recursively expand Qt+m.
E
[(
Qt+m
)2− (Qt)2 | (Qt,Xt)= (q,x)]
≤E
[
(Qt+m−1 +At+m−1 +St+m−1)2− (Qt)2 | (Qt,Xt)= (q,x)]
=E
[(
Qt+m−1
)2 + 2Qt+m−1(At+m−1−St+m−1) + (At+m−1−St+m−1)2− (Qt)2] | (Qt,Xt)= (q,x)]
=E
[
2
(
Qt +
m−2∑
i=0
At+m−i−
m−2∑
i=0
St+m−i +
m−2∑
i=0
U t+m−i
)(
At+m−1−St+m−1)
+
(
Qt+m−1
)2 + (At+m−1−St+m−1)2− (Qt)2 | (Qt,Xt)= (q,x)]
≤E[2Qt(At+m−1−St+m−1) + 2m(Amax +Smax)(Amax +Smax)
+
(
Qt+m−1
)2 + (Amax +Smax)2− (Qt)2 | (Qt,Xt)= (q,x)]
=E
[(
Qt+m−1
)2 + 2Qt(At+m−1−St+m−1)− (Qt)2 +K0(m) | (Qt,Xt)= (q,x)] ,
where
K0(m) = 2m(Amax +Smax)(Amax +Smax) + (Amax +Smax)2.
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By induction we have
E
[(
Qt+m
)2− (Qt)2 | (Qt,Xt)= (q,x)]
≤E
[
2Qt
(
m∑
i=1
At+m−i−
m∑
i=1
St+m−i
)
+mK0(m) |
(
Qt,Xt
)
= (q,x)
]
=E
[
2Qt
m∑
i=1
(At+m−i−λ)− 2mQt +mK0(m) |
(
Qt,Xt
)
= (q,x)
]
.
B.2. Proof of Claim 2.
Fix , let’s take Z(Qt,Xt) =Qt as the test function,
∆m()Z(q,x) =
(
Qt+m()−Qt)I(Qt = q)
=
(√
(Qt+m())2−
√
(Qt)2
)
I(Qt = q)
≤ 12Qt
((
Qt+m()
)2− (Qt)2)I(Qt = q)
where the follows from the fact that f(x) =
√
x is a concave function for x ≥ 0 so that f(y) − f(x) ≤
(y−x)f ′(x) = y−x2√x with y=
(
Qt+m()
)2 and x= (Qt)2 Eryilmaz and Srikant (2012). Therefore,
E
[
∆m()Z(q,x) | (Qt,Xt)= (q,x)]
≤E
[
1
2Qt
((
Qt+m()
)2− (Qt)2) | (Qt,Xt)= (q,x)]
≤−K1() + 12Qtm()K0(m()),
Let κ= m()K0(m())
K1() and η=
K1()
2 . Then, we have for all (q,x)∈ (Q,X ) with Z(q,x)≥ κ,
E
[
∆mZ(q,x) | (Qt,Xt)= (q,x)]≤−η.
Moreover, we have P
(
∆m()Z(Q,X)≤m(Amax +Smax)
)
= 1. Using Lemma 1, we conclude that
E
[(
Q
())2]
<∞.
B.3. Proof of Claim 3.
We will prove the claim by bounding the terms on the RHS of (6). Firstly, setting drift of Qt to zero in
steady-state, we have ∀i∈N+
E
[
U t+i
]
=E
(
Qt+i+1−Qt+i +St+i−At+i)= µ−λ= . (27)
Thus,
− =−(µ−λ)Smax ≤E
[−U tSt]≤E [− (U t)2]≤ 0. (28)
This bounds one of the terms in (6). Also note that this implies the following bound, which we will use
shortly. ∣∣∣∣∣
m∑
i=1
E[2U t+m−i
(
At+m−λ)]∣∣∣∣∣≤ 2m(Amax +λ). (29)
Now we will bound the first term on the RHS of (6) which is the most challenging term. Notice that,
E
[
2Qt(At−λ)]≤ 2(Amax +λ)E [Qt]<∞.
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Since we are in the steady state, we have ∀m∈N+,
E
[
2Qt(At−λ)]=E [2Qt+m (At+m−λ)] . (30)
According to (1), we have
E
[
2Qt+m
(
At+m−λ)]
=E
[
2(Qt+m−1 +At+m−1−St+m−1 +U t+m−1) (At+m−λ)]
=E
[
2Qt+m−1
(
At+m−λ)]+E [2(At+m−1−λ) (At+m−λ)]+E [2U t+m−1 (At+m−λ)] ,
(31)
where the last equality uses the independence of St+m−1 and At+m. By repeating these steps recursively, we
have, ∀m∈N+,
E
[
2Qt(At−λ)]=E [2Qt (At+m−λ)]+ 2 m∑
i=1
γ(i) +
m∑
i=1
E
[
2U t+m−i
(
At+m−λ)] , (32)
where
γ(i) =E
[(
At+m−i−λ) (At+m−λ)]=E [(At+i−λ) (At−λ)] .
According to Lemma 2,
∣∣E [2Qt (At+m−λ)]∣∣≤E [2Qt∣∣E [(At+m−λ) | (Xt,Qt)]∣∣]≤ 4AmaxCαmE[Qt].
Thus, we have from (32) and (29),
− 4AmaxCαmE[2Qt]− 2m(Amax +λ)+ 2
m∑
i=1
γ(i)
≤E[2Qt(At−λ)]
≤4AmaxCαmE[2Qt] + 2m(Amax +λ)+ 2
m∑
i=1
γ(i).
Now, substitute this and (28) in (6), we have, ∀m∈N+,
2
(
1− 2AmaxCα
m

)
E
[
Qt
]≤ γ(0) + 2 m∑
i=1
γ(i) +σ2s + 2m(Amax +λ)+ 2
2
(
1 + 2AmaxC
αm

)
E
[
Qt
]≥ γ(0) + 2 m∑
i=1
γ(i) +σ2s − 2m(Amax +λ)−Smax+ 2.
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B.4. Proof of Claim 4.
We will prove the claim using dominated convergence theorem to justify a certain interchange of limit
and summation. Towards this end, note that for any  > 0 and an integer M ≥ d 1√

e, we have,
∣∣∣∣∣
M∑
i=1
E
[((
Ai
)()−λ())((A0)()−λ()) |X0 d=X()]−
⌊
1√

⌋∑
i=1
E
[((
Ai
)()−λ())((A0)()−λ()) |X0 d=X()] ∣∣∣∣∣
=
∣∣∣∣∣
M∑
i=d 1√

e
E
[((
Ai
)()−λ())((A0)()−λ()) |X0 d=X()] ∣∣∣∣∣
=
∣∣∣∣∣
M∑
i=
⌈
1√

⌉E
[((
A0
)()−λ())E [((Ai)()−λ()) |X0 d=X()]] ∣∣∣∣∣
≤
M∑
i=d 1√

e
E
[∣∣∣((A0)()−λ())∣∣∣∣∣∣E [((Ai)()−λ()) |X0 d=X()]∣∣∣]
(a)
≤
M∑
i=d 1√

e
(Amax +λ)2AmaxCαt
≤ 2AmaxC(Amax +λ)α
1√
 −αM+1
1−α
≤ 2AmaxC(Amax +λ) α
1√

1−α.
where we used Lemma 2 to get (a). Let M →∞, we have ∀ > 0,
b 1√

c∑
i=1
E
[((
Ai
)()−λ())((A0)()−λ()) |X0 d=X()]
≥ lim
M→∞
M∑
i=1
E
[((
Ai
)()−λ())((A0)()−λ()) |X0 d=X()]− 2AmaxC(Amax +λ) α 1√1−α
(33)
and ⌊
1√

⌋∑
i=1
E
[((
Ai
)()−λ())((A0)()−λ()) |X0 d=X()]
≤ lim
M→∞
M∑
i=1
E
[((
Ai
)()−λ())((A0)()−λ()) |X0 d=X()]+ 2AmaxC(Amax +λ) α 1√1−α.
(34)
Let → 0 and combine (33) and (34) we have
lim
→0
⌊
1√

⌋∑
i=1
E
[((
Ai
)()−λ())((A0)()−λ()) |X0 d=X()]
= lim
→0
lim
M→∞
M∑
i=1
E
[((
Ai
)()−λ())((A0)()−λ()) |X0 d=X()] .
Notice that
lim
M→∞
M∑
i=1
∣∣∣E [((Ai)()−λ())((A0)()−λ()) |X0 d=X()]∣∣∣≤ 2AmaxC(Amax +λ)α 11−α.
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It follows from Lebesgue’s dominated convergence theorem that
lim
→0
lim
M→∞
M∑
i=1
E
[((
Ai
)()−λ())((A0)()−λ()) |X0 d=X()]
= lim
M→∞
M∑
i=1
lim
→0
E
[((
Ai
)()−λ())((A0)()−λ()) |X0 d=X()] . (35)
According to the weak convergence of the underlying Markov chain (Eq 3), we have
lim
→0
E
[((
Ai
)()−λ())((A0)()−λ()) |X0 d=X()]= γ(i). (36)
Thus, combining (35) and (36), we have
lim
m()→∞
m()∑
i=1
γ()(i) = lim
M→∞
M∑
i=1
γ(i).
Appendix C: Details in Proof of Theorem 2.
C.1. Proof of Lemma 4.
Proof of Lemma 4 Since  is fixed, we drop (·)() for simplicity. First, let Xt = x0, let αt+l denote
the conditional distribution of Xt+l and let P denote the transition matrix of {Xt}t≥0. Then, for any l ∈
{0,1, ...,m− 1},
E
[((
At+l−λ) (At+m−λ) |Xt =x0)]=∑
x∈Ω
αt+l (x) [f(x)−λ]
[∑
y∈Ω
Pm−lxy f(y)−λ
]
=
∑
x∈Ω
αt+l(x) [f(x)−λ]
[∑
y∈Ω
(
Pm−lxy −pi(y)
)
f(y)
]
.
Similarly, we have
E
[(
b0−λ) (bm−l−λ)]=∑
x∈Ω
pi(x) [f(x)−λ]
[∑
y∈Ω
Pm−lxy f(y)−λ
]
=
∑
x∈Ω
pi(x)[f(x)−λ]
[∑
y∈Ω
(
Pm−lxy −pi(y)
)
f(y)
]
.
Thus, ∣∣∣∣∣
m−1∑
l=0
(
E
[(
At+l−λ) (At+m−λ) |Xt =x0]−E [(bm−l−λ) (b0−λ)])
∣∣∣∣∣
=
∣∣∣∣∣
m−1∑
l=0
∑
x∈Ω
(
αt+l(x)−pi(x)) (f(x)−λ)∑
y∈Ω
[
Pm−lxy −pi(y)
]
f(y)
∣∣∣∣∣
=
∣∣∣∣∣
m−1∑
l=0
∑
x∈Ω
∑
z∈Ω
αt(z)
[
P lzx(x)−pi(x)
]
[f(x)−λ]
∑
y∈Ω
[
Pm−lxy −pi(y)
]
f(y)
∣∣∣∣∣
≤(Amax +λ)Amax
m−1∑
l=0
∑
x∈Ω
∑
z∈Ω
αt(z)
∣∣P lzx(x)−pi(x)∣∣∑
y∈Ω
∣∣Pm−lxy −pi(y)∣∣
and ∣∣∣E [(At+m−λ)2− (b0−λ)2 |Xt =x0]∣∣∣=
∣∣∣∣∣∑
x∈Ω
(
αt+m(x)−pi(x)) (f(x)−λ)2∣∣∣∣∣
=
∣∣∣∣∣∑
x∈Ω
∑
y∈Ω
pi(y)
(
Pmyx−pi(x)
)
(f(x)−λ)2
∣∣∣∣∣
≤2(Amax +λ)2Cαm.
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According to (25) and (26), we have ∀x0 ∈Ω,∣∣∣∣∣
m−1∑
l=0
(
E
[(
At+l−λ) (At+m−λ) |Xt =x0]−E [(bm−l−λ) (b0−λ)])
∣∣∣∣∣≤ 4 (Amax +λ)AmaxC2mαm∣∣∣E [(At+m−λ)2− (b0−λ)2 |Xt =x0]∣∣∣≤ 2(Amax +λ)2Cαm.
Since these bounds are true for all x0 ∈Ω, and since the bounds do not depend on x0, we have the lemma.
C.2. Proof of Theorem 2.
Proof of Theorem 2 In the rest of the proof, we consider the system is in its steady-state, and so for
every time t, (Qt)() d=Q(). For ease of exposition, we again drop the superscript (·)() and just use Qt. Then,
At denotes the arrival in steady state, and the queue length at time t+m, is Qt+m = Qt +
∑m−1
l=0 A
t+l −∑m−1
l=0 S
t+l+
∑m−1
l=0 U
t+l, which has the same distribution as Qt for all m∈N+. Note that, from the definition
of the unused service and (2), it can be easily shown (by considering the cases of U = 0 and U 6= 0) that(
eθQ
t+1 − 1
)(
e−θU
t − 1
)
= 0
eθQ
t+1 = 1− e−θUt + eθ(Qt+At−St).
Taking expectation with respect to the stationary distribution on both sides, we have
E
[
eθQ
t+1
]
= 1−E
[
e−θU
t
]
+E
[
eθ(Q
t+At−St)
]
. (37)
Since θ ≤ 0, we have that eθQt ≤ 1. Therefore, in steady-state E
[
eθQ
t
]
is bounded, and so we can set its
drift to zero:
E
[
eθQ
t+1
]
−E
[
eθQ
t
]
= 0. (38)
Combining (37) and (38), we have
E
[
eθQ
t
]
= 1−E
[
e−θU
t
]
+E
[
eθ(Q
t+At−St)
]
E
[
eθQ
t
(
eθ(A
t−St)− 1
)]
=E
[
e−θU
t
]
− 1.
Therefore, since we are in steady-state and so we can replace index t by t+m and get,
E
[
eθQ
t+m
(
eθ(A
t+m−St+m)− 1
)]
=E
[
e−θU
t+m
]
− 1 =E
[
e−θU
t
]
− 1,
where the last equality is because of steady-state, and the fact that E
[
e−θU
t
]
is bounded in steady-state.
Boundedness follows from the observation that U t is bounded by Smax. Expanding Qt+m using (1), we get
E
[
eθQ
t
e
θ
(∑m−1
l=0
At+l−
∑m−1
l=0
St+l+
∑m−1
l=0
Ut+l
) (
eθ(A
t+m−St+m)− 1
)]
=E
[
e−θU
t
]
− 1. (39)
Taking Taylor expansion of RHS of (39) with respect to θ, we have
E
[
e−θU
t
]
− 1 =−E [−θU t]+E [2θ2 (U t)22
]
+E
[
− (U t)3 θˆ3
6
]
(a)= − 2θ+
2θ2E
[
(U t)2
]
2 +E
[
− (U t)3 θˆ3
6
]
=2θ
−1 + θE
[
(U t)2
]
2
+E [− (U t)3 θˆ36
]
,
(40)
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where (a) is due to (27).
Since θˆ ∈ (θ,0], and U t ≤ Smax, the absolute value of last term in (40) can be upper bounded by K3 where
K is a constant. Therefore, for ease of exposition, we can write (40) as:
E
[
e−θU
t
]
− 1 = 2θ
−1 + θE
[
(U t)2
]
2
+O (3)= 2θ(−1 + θO()2
)
+O
(
3
)
.
where the last equation comes from: E
[
(U t)2
]
≤E [(U tSt)]≤ SmaxE [U t]≤ Smax using (27). Taking Taylor
expansion of LHS of (39) with respect to θ, for the same reason, we have
E
[
eθQ
t
e
θ
(∑m−1
l=0
At+l−
∑m−1
l=0
St+l+
∑m−1
l=0
Ut+l
) (
eθ(A
t+m−St+m)− 1
)]
=2θE
[
eθQ
t
(
1 + θ
(
m−1∑
l=0
At+l−
m−1∑
l=0
St+l +
m−1∑
l=0
U t+l
)
+O
(
2
))
(
−1
(
At+m−St+m)+ θ2 (At+m−St+m)2 +O ()
)]
It can be divided into seven terms as follows:
2θ
{
E
[
eθQ
t
−1
(
At+m−St+m)]︸ ︷︷ ︸
T5
+E
[
eθQ
t
θ
(
m−1∑
l=0
At+l−
m−1∑
l=0
St+l +
m−1∑
l=0
U t+l
)(
At+m−St+m)]︸ ︷︷ ︸
T6
+E
[
O()eθQt
(
At+m−St+m)]︸ ︷︷ ︸
T7
+E
[
eθQ
t θ
2
(
At+m−St+m)2]︸ ︷︷ ︸
T8
+E
[
eθQ
t θ2
2
(
m−1∑
l=0
At+l−
m−1∑
l=0
St+l +
m−1∑
l=0
U t+l
)(
At+m−St+m)2]︸ ︷︷ ︸
T9
+E
[
O
(
2
) θ
2
(
At+m−St+m)2]︸ ︷︷ ︸
T10
+E
[
eθQ
t
(
1 + θ
(
m−1∑
l=0
At+l−
m−1∑
l=0
St+l +
m−1∑
l=0
U t+l
)
+O(2)
)
O()
]
︸ ︷︷ ︸
T11
}
.
According to Lemma 2, we have
T5 =E
[
eθQ
t
−1
(
At+m−λ)]+E [eθQt−1 (λ−St+m)]
=E
[
eθQ
t
−1
(
At+m−λ)]−E [eθQt] .
Since ∣∣∣E [eθQt−1 (At+m−λ)]∣∣∣≤ αm

,
we have
−E
[
eθQ
t
]
− α
m

≤T5 ≤−E
[
eθQ
t
]
+ α
m

.
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T6 =E
[
eθQ
t
θ
(
m−1∑
l=0
At+l−
m−1∑
l=0
St+l +
m−1∑
l=0
U t+l
)(
At+m−St+m)]
=θE
[
eθQ
t
(
m−1∑
l=0
At+l−
m−1∑
l=0
St+l
)(
At+m−St+m)]+ θE [eθQt m−1∑
l=0
U t+l
(
At+m−St+m)] .
Since ∣∣∣∣∣θE
[
eθQ
t
m−1∑
l=0
U t+l
(
At+m−St+m)]∣∣∣∣∣
≤|θ|
√
E
[
e2θQt (At+m−St+m)2
]√√√√(m−1∑
l=0
U t+l
)2
≤|θ|m√(Amax +Smax)
√
Smax,
We have
T6 = θE
[
eθQ
t
(
m−1∑
l=0
At+l−
m−1∑
l=0
St+l
)(
At+m−St+m)]+mO(√)
Also, |T7|, |T9|, |T10|, |T11| can be bounded as follows:
|T7|=O(),
|T9| ≤ θ
2
2 m(Amax +Smax)(Amax +Smax)
2 =mO(),
|T10| ≤ | θ |2 (Amax +Smax)
2O
(
2
)
=O(2),
|T11| ≤O().
Now consider:
T6 + T8 =θE
[
eθQ
t
m−1∑
l=0
(At+l−λ) (At+m−λ)]− θE [eθQt m−1∑
l=0
(At+l−λ)(St+m−λ)
]
− θE
[
eθQ
t
m−1∑
l=0
(St+l−λ) (At+m−λ)]+ θE [eθQt m−1∑
l=0
(St+l−λ)(St+m−λ)
]
+mO(
√
)
+ θ2E
[
eθQ
t
((
At+m−λ)2 +σ2s)]+ θ2E [eθQt (2 (At+m−λ) (λ−St+m)+ 2)]
=θE
[
eθQ
t
m−1∑
l=0
(At+l−λ) (At+m−λ)]+ θ2E [eθQt ((At+m−λ)2 +σ2s)]+mO() +mO(√),
where the last equation comes from the independence between the current service process and the previous
arrival, queue length and service process. According to Lemma 4, we have
T6 + T8 ≤θ2E
[
eθQ
t
](
2
m−1∑
l=0
E
[(
bm−l−λ) (b0−λ)]+E [(b0−λ)2]+σ2s)
+mO(
√
) +mO () +L1mαm +L2αm,
T6 + T8 ≥θ2E
[
eθQ
t
](
2
m−1∑
l=0
E
[(
bm−l−λ) (b0−λ)]+E [(b0−λ)2]+σ2s)
+mO(
√
) +mO ()−L1mαm−L2αm.
(41)
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where L1 = 4 (Amax +λ)AmaxC2 and L2 = 2(Amax +λ)2C. Combine (39) to (41), we have
E
[
eθQ
t
](
−1 + θ2
(
2
m−1∑
l=0
E
[(
bm−l−λ) (b0−λ)]+E [(b0−λ)2]+σ2s)
)
+mO(
√
) +mO () + α
m

−L1mαm−L2αm
≤O()− 1.
E
[
eθQ
t
](
−1 + θ2
(
2
m−1∑
l=0
E
[(
bm−l−λ) (b0−λ)]+E [(b0−λ)2]+σ2s)
)
+mO(
√
) +mO () + α
m

+L1mαm +L2αm
≥O()− 1.
Let m= − 14 and let → 0, we have
lim
→0
E[eθQt ] = 1
1− 2 limm→∞
∑m−1
l=0
E[(bm−l−λ)(b0−λ)]+E[(b0−λ)2]+σ2s
2
.
Put the (·)() notation back. We have
lim
→0
E
[
eθQ
()]
= 1
1−
2 limm()→∞
∑m()
l=1
E
[(
b
()
l
−λ()
)
((b0)()−λ())
]
+lim→0E
[(
b
()
l
−λ()
)2]
+σ2s
2
= 1
1− lim→0 γ
()(0)+limm()→∞ 2
∑m()
i=1
γ()(t)+σ2s
2
.
Similarly as the proof in part 2 of Theorem 1, using Claim 4, we have
lim
→0
E
[
eθQ
()]
= 1
1− θ σ2a+σ2s2
.
Note that 1
1−θ σ
2
a+σ
2
s
2
is the one-sided Laplace transform of an exponential random variable with mean σ
2
a+σ
2
s
2 .
Then, according to Lemma 6.1 in Braverman et al. (2017), this implies that Q() converge in distribution
to an exponential random variable with mean σ
2
a+σ
2
s
2 , this completing the proof.
Appendix D: Proof of Claim 5.
Similar to the proof for Theorem 1, we consider the m-stip drift of the Lyapunov function, V (·). For
any m∈N+,
E
[
∆mV (q,x) | (Qt,Xt)= (q,x)]
≤E
[
m∑
l=1
(
2
〈
Qt+m−l,At+m−1−λ〉+ ∥∥At+m−l−St+m−l∥∥2 + 2〈Qt+m−l,λ−St+m−l〉) | (Qt,Xt)= (q,x)] .
(42)
The first term in the RHS of (42) can be simplified as follows,
E
[〈
Qt+m−l,At+m−1−λ〉 | (Qt,Xt)= (q,x)]
=E
[〈
Qt +
m−l∑
i=0
(
At+i−St+i +U t+i) ,At+m−1−λ〉 | (Qt,Xt)= (q,x)]
≤〈q,E [At+m−l−λ | (Qt,Xt)= (q,x)]〉+mN2(Amax +Smax)(Amax +λmax)
(a)
≤‖q‖∥∥E [At+m−l−λ | (Qt,Xt]= (q,x)]∥∥+mN2(Amax +Smax)(Amax +λmax)
(b)
≤2NAmaxCmaxαm−lmax‖q‖+mN2(Amax +Smax)(Amax +λmax),
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where (a) follows from Cauchy–Schwarz Inequality and (b) follows from Lemma 2. The second term in the
RHS of (42) can be bounded from above as follows,
E
[∥∥At+m−l−St+m−l∥∥2 | (Qt,Xt)= (q,x)]≤N2(Amax +Smax)2.
The last term in the RHS of (42) can be written as,
E
[〈Qt+m−l,λ−St+m−l〉 | (Qt,Xt)= (q,x)]
=E
[
E
[〈Qt+m−l,λ−St+m−l〉 | (Qt+m−l,Xt+m−l) ] | (Qt,Xt)= (q,x)]
(a)
≤E
[
min
r∈C
〈Qt+m−l,λ− r〉 | (Qt,Xt)= (q,x)]
(b)
≤E [〈Qt+m−l,λ− (λ+ 1)〉 | (Qt,Xt)= (q,x)]
=− E
[〈
Qt +
m−l∑
i=0
(
At+i−St+i +U t+i) ,1)〉 | (Qt,Xt)= (q,x)] ,
≤− ‖q‖1 + mN2(Amax +Smax)
≤− ‖q‖+ mN2(Amax +Smax),
where (a) follows from MaxWeight scheduling. Since λ ∈ int(C), there exist a positive number  such that
λ+ 1 ∈ int(C). This gives (b). The last Inequality comes from that for any vector x, its l1 norm is no less
than its l2 norm. According to the discussion above, we have
E
[
∆mV (q,x) | (Qt,Xt)= (q,x)]≤ K2(m)2 +
(
2NAmaxCmax
1−αmmax
1−αmax −m
)
‖q‖
≤ K2(m())2 −
m()
2 ‖q‖
where,
m() = min
{
m∈N+ | 2NAmaxCmax 1−α
m
max
1−αmax <
m
2
}
and
K2(m()) =m()N2(Amax +Smax)2 + 2m()2N2(Amax +Smax) (+Amax +λmax)
Appendix E: Details in Proof of Proposition 4.
E.1. Proof of Claim 6.
The detailed proof of Claim 6 is shown as follows.
|∆mW⊥K(q,x)|=
∣∣[W⊥K (Qt+m,xt+m)−W⊥K (Qt,Xt)]∣∣I ((Qt,Xt)= (q,x))
(a)
≤ ∥∥Qt+m⊥K −Qt⊥K∥∥
(b)
≤ ∥∥Qt+m−Qt∥∥
=
√∑
ij
(
Qt+mij −Qtij
)2
(c)
≤
√∑
ij
(m (Amax +Smax))2
=Nm (Amax +Smax) .
where (a) follows from the triangle and (b) follows from the contraction property of projection. (c) is valid
because ∣∣Qt+mij −Qtij∣∣=
∣∣∣∣∣
m∑
t=1
At−St +U t
∣∣∣∣∣≤m (Amax +Smax) .
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E.2. Proof of Claim 7.
We will use Lemma 6 to bound the m-step drift ∆mW⊥K(q). To this end, we will first bound the drift
∆mV (q,x) and then bound ∆mV‖K(q,x). Forst, consider the drift ∆mV‖K(q,x):
E
[
∆mV (q,x) | (Qt,Xt)= (q,x)]
=E
[∥∥Qt+m∥∥2−∥∥Qt∥∥2 | (Qt,Xt)= (q,x)]
≤E
[∥∥Qt+m−1 +At+m−1−St+m−1∥∥2−∥∥Qt∥∥2 | (Qt,Xt)= (q,x)]
=E
[∥∥Qt+m−1∥∥2−∥∥Qt∥∥2 + 2〈Qt+m−1,At+m−1−St+m−1〉+∥∥At+m−1−St+m−1∥∥2 | (Qt,Xt)= (q,x)]
=E
[
m∑
l=1
2
〈
Qt+m−l,At+m−1−λ〉 | (Qt,Xt)= (q,x)]+E [ m∑
l=1
∥∥At+m−l−St+m−l∥∥2 | (Qt,Xt)= (q,x)]
+
m∑
l=1
E
[
2
〈
Qt+m−l,λ−St+m−l〉 | (Qt,Xt)= (q,x)] ,
(43)
where the last equation follows from repeating the previous step inductively. By tower property, the last
term in (43) can be written as
m∑
l=1
E
[
2
〈
Qt+m−l,λ−St+m−l〉 | (Qt,Xt)= (q,x)]
=
m∑
l=1
E
[
E
[
2
〈
Qt+m−l, (1− )v−St+m−l〉 | (Qt+m−l,Xt+m−l)] | (Qt,Xt)= (q,x)]
=
m∑
l=1
−2E [〈Qt+m−l,v〉 | (Qt,Xt)= (q,x)]
+
m∑
l=1
E
[
E
[
2
〈
Qt+m−l,v−St+m−l〉 | (Qt+m−l,Xt+m−l)= (q′,x′)] | (Qt,Xt)= (q,x)].
(44)
Since we use MaxWeight scheduling, using Lemma 5, we have
E
[
2
〈
Qt+m−l,v−St+m−l〉 | (Qt+m−l,Xt+m−l)= (q′,x′)]
≤E
[
2
〈
Qt+m−l,v−
(
v+ vmin‖q⊥K‖q⊥K)
)〉
| (Qt+m−l,Xt+m−l)= (q′,x′)]
≤−2vmin
∥∥Qt+m−l⊥K ∥∥
≤−2vmin
∥∥Qt⊥K∥∥+ 2vmin∥∥Qt+m−l⊥K −Qt⊥K∥∥
≤−2vmin
∥∥Qt⊥K∥∥+ 2vmin∥∥Qt+m−l−Qt∥∥
≤−2vmin
∥∥Qt⊥K∥∥+ 2vminNm (Amax +Smax) .
(45)
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Combining (43-45), we have
E[∆mV (q,x) | (Qt,Xt)= (q,x)]
≤E[
m∑
l=1
2
〈
Qt+m−l,At+m−l−λ〉 | (Qt,Xt)= (q,x)] +E[ m∑
l=1
∥∥At+m−l−St+m−l∥∥2 | (Qt,Xt)= (q,x)]
+
m∑
l=1
−2E[〈Qt+m−l,v〉 | (Qt,Xt)= (q,x)]− 2mvmin‖Q⊥K‖+ 2Nm2vmin (Amax +Smax)
≤E[
m∑
l=1
2
〈
Qt+m−l,At+m−l−λ〉 | (Qt,Xt)= (q,x)] + m∑
l=1
−2E[〈Qt+m−l,v〉 | (Qt,Xt)= (q,x)]
+ 2Nm2vmin (Amax +Smax) +N2m(Amax +Smax)2− 2mvmin‖Q⊥K‖.
(46)
Next, we will bound the drift of ∆mV‖K(q,x).
E
[
∆mV‖K(q,x) |
(
Qt,Xt
)
= (q,x)
]
=E
[∥∥∥Qt+m‖K ∥∥∥2−∥∥Qt‖K∥∥2 | (Qt,Xt)= (q,x)]
=E
[∥∥∥Qt+m‖K −Qt+m−1‖K ∥∥∥2 | (Qt,Xt)= (q,x)]+E [2〈Qt+m−1‖K ,Qt+m‖K −Qt+m−1‖K 〉 | (Qt,Xt)= (q,x)]
+E
[∥∥∥Qt+m−1‖K ∥∥∥2−∥∥Qt‖K∥∥2 | (Qt,Xt)= (q,x)]
≥E
[
2
〈
Qt+m−1‖K ,Q
t+m
‖K −Qt+m−1‖K
〉
| (Qt,Xt)= (q,x)]+E [∥∥∥Qt+m−1‖K ∥∥∥2−∥∥Qt‖K∥∥2 | (Qt,Xt)= (q,x)]
(47)
The first term can be lower bounded as follows:
E
[
2
〈
Qt+m−1‖K ,Q
t+m
‖K −Qt+m−1‖K
〉
| (Qt,Xt)= (q,x)]
=
[
2
〈
Qt+m−1‖K ,Q
t+m−Qt+m⊥K −
(
Qt+m−1−Qt+m−1‖K
)〉
| (Qt,Xt)= (q,x)]
≥E
[
2
〈
Qt+m−1‖K ,Q
t+m−Qt+m−1
〉
| (Qt,Xt)= (q,x)]
(48)
The last follows the fact that since Qt+m−1‖K ∈ K, Qt+m⊥K ∈ Ko, we have
〈
Qt+m−1‖K ,Q
t+m
⊥K
〉
≤ 0 and also〈
Qt+m−1‖K ,Q
t+m−1
⊥K
〉
= 0.
Substituting (48) into (47), we have
E
[
∆mV‖K(q,x) |
(
Qt,Xt
)
= (q,x)
]
≥E
[
2
〈
Qt+m−1‖K ,A
t+m−1−St+m−1 +U t+m−1
〉
+
∥∥∥Qt+m−1‖K ∥∥∥2−∥∥Qt‖K∥∥2 | (Qt,Xt)= (q,x)]
(a)
≥
m∑
l=1
E
[
2
〈
Qt+m−l‖K ,A
t+m−l−λ
〉
| (Qt,Xt)= (q,x)]+ m∑
l=1
E
[
2
〈
Qt+m−l‖K ,λ−St+m−l
〉
| (Qt,Xt)= (q,x)]
(b)=
m∑
l=1
E
[
2
〈
Qt+m−l‖K ,A
t+m−l−λ
〉
| (Qt,Xt)= (q,x)]+ m∑
l=1
E
[
−2
〈
Qt+m−l‖K ,v
〉
| (Qt,Xt)= (q,x)]
+
m∑
l=1
E
[
−2
〈
Qt+m−l‖K ,S
t+m−l−v
〉
| (Qt,Xt)= (q,x)]
=
m∑
l=1
E
[
2
〈
Qt+m−l‖K ,A
t+m−l−λ
〉
| (Qt,Xt)= (q,x)]+ m∑
l=1
E
[
−2
〈
Qt+m−l‖K ,v
〉
| (Qt,Xt)= (q,x)] .
(49)
where (a) follows by recursively opening up the previous and by noting that 〈Qt+m−1,U t+m−1〉 ≥ 0 since
each component of Qt+m−1 and U t+m−1 are non-negative. Equality (b) follows from λ = (1 − )v. Since
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q‖K ∈K and s,v ∈F , according to (9), we have
〈
Qt+m−l‖K ,S
t+m−l−v
〉
= 0, which gives us the last equation.
Combining (46) and (49), we have
E
[
∆mV (q,x)−∆mV (q⊥K) |
(
Qt,Xt
)
= (q,x)
]
≤E
[
m∑
l=1
2
〈
Qt+m−l⊥K ,A
t+m−l−λ〉 | (Qt,Xt)= (q,x)]+ 2Nm2Amax +N2m(Amax +Smax)2
+
m∑
l=1
−2E [〈Qt+m−l⊥K ,v〉 | (Qt,Xt)= (q,x)]− 2mvmin∥∥Qt⊥K∥∥
(a)
≤2∥∥Qt⊥K∥∥E
[
m∑
l=1
∥∥At+m−l−λ∥∥ | (Qt,Xt)= (q,x)]+ 2Nm2Amax(N(Amax +λ) + ‖v‖)− 2mvmin∥∥Qt⊥K∥∥
+ 2m
∥∥Qt⊥K∥∥‖v‖+ 2Nm2vmin (Amax +Smax) +N2m(Amax +Smax)2
=2
∥∥Qt⊥K∥∥E
[
m∑
l=1
∥∥At+m−l−λ∥∥ | (Qt,Xt)= (q,x)]+ 2∥∥Qt⊥K∥∥ (m‖v‖−mvmin) +K3(m),
(50)
where (a) follows by using Cauchy–Schwarz Inequality and,
K3(m) = 2Nm2 (Amax +Smax) (N(Amax +λ) + ‖v‖+ vmin) +N2m(Amax +Smax)2,
According to Lemma 6, we conclude
E
[
∆mW⊥K(q,x) |
(
Qt,Xt
)
= (q,x)
]
≤E
[
1
2‖q⊥K‖ (∆
mV (q,x)−∆mV (q⊥K)) |
(
Qt,Xt
)
= (q,x)
]
≤E
[
m∑
l=1
∥∥At+m−l−λ∥∥ | (Qt,Xt)= (q,x)]+ K3(m)2‖Qt⊥K‖ +m(‖v‖− vmin)
Appendix F: Proof of Lemma 7.
Proof of Lemma 7 Note that V ′(q,x) =
∥∥q‖L∥∥2 ≤ ‖q‖2 = V (q,x). Therefore, in order to prove the lemma,
we will show that E[V (Q,X)] is finite in steady-state. We do this using Lemma 1 on the Lyapunov function
W (q,x) = ‖q‖=√V (q,x). Note that its m-step drift is
∆mW (q,x),
[
W
(
Qt+m,Xt+m
)−W (Qt,Xt)]I ((Qt,Xt)= (q,x)) .
To use Lemma 1, we first check that the condition (C2) of Lemma 1.
|∆mW (q,x)|= ∣∣∥∥Qt+m∥∥−∥∥Qt∥∥∣∣ | I((Qt,Xt)= (q,x))
≤ ∥∥Qt+m−Qt∥∥
=
√∑
ij
(
Qt+mij −Qtij
)2
≤
√∑
ij
(m(Amax +Smax))2
=Nm(Amax +Smax).
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We will now verify condition (C1).
E
[
∆mW (q,x) | (Qt,Xt)= (q,x)]
=E
[∥∥Qt+m∥∥− ∥∥Qt∥∥ | (Qt,Xt)= (q,x)]
≤E
[
1
2‖Qt‖
(∥∥Qt+m∥∥2−∥∥Qt∥∥2) | (Qt,Xt)= (q,x)]
≤ 12‖q‖E
[
∆mV (q,x) | (Qt,Xt)= (q,x)]
(a)
≤ − m()4 for all q such that W (q)≥
2K2(m())

where, (a) follows from Claim 5,
m() = min
{
m∈N+ | 2NAmaxCmax 1−α
m
max
1−αmax <
m
2
}
and
K2(m()) =m()N2(Amax +Smax)2 + 2m()2N2(Amax +Smax) (+Amax +λmax) .
Therefore, condition (C1) is also verified. According to Lemma 1, we conclude that all moments of W (Q,X)
are finite in steady state. The lemma follows by noting that V ′(q,x) =
∥∥q‖L∥∥2 is the norm of projection of
q onto S.
