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Abstract
It is shown that a vertex-transitive graph of valency p + 1, p a prime, admitting a transitive action of
a {2,p}-group, has a non-identity semiregular automorphism. As a consequence, it is proved that a quar-
tic vertex-transitive graph has a non-identity semiregular automorphism, thus giving a partial affirmative
answer to the conjecture that all vertex-transitive graphs have such an automorphism and, more generally,
that all 2-closed transitive permutation groups contain such an element (see [D. Marušicˇ, On vertex sym-
metric digraphs, Discrete Math. 36 (1981) 69–81; P.J. Cameron (Ed.), Problems from the Fifteenth British
Combinatorial Conference, Discrete Math. 167/168 (1997) 605–615]).
© 2006 Elsevier Inc. All rights reserved.
Keywords: Vertex-transitive graph; Semiregular automorphism; 2-Closed group; Transitive permutation group
1. Introductory remarks
Let G be a permutation group on a finite set V . A non-identity element of G is semiregular
if it has all orbits of equal size. It is known that each finite transitive permutation group contains
a fixed-point-free element of prime power order [4, Theorem 1], but not necessarily a fixed-
point-free element of prime order, that is, a semiregular element of prime order. A permutation
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equivalent to requiring that it does not contain semiregular elements at all. The name is intended
to suggest that such groups appear to be quite rare. Indeed, a first construction of elusive groups
(associated with Mersenne primes) was described in [4]. Fairly recently, infinite families of such
groups were given in [2].
One would expect “nice” combinatorial objects, for example graphs, to have non-elusive au-
tomorphism groups. Indeed, the problem first arose in a graph-theoretic context in 1981 when the
third author asked if every vertex-transitive digraph has a semiregular automorphism [7, Prob-
lem 2.4]. The now commonly accepted, and more general, version of this question involves the
whole class of 2-closed transitive groups and is due to Klin [1,6]. Recall that, following [10],
the 2-closure G(2) of a permutation group G is the largest subgroup of the symmetric group SV
having the same orbits on V ×V as G; alternatively, G(2) is the intersection of the automorphism
groups of all orbital digraphs associated with the action of G on V . The group G is said to be
2-closed if it coincides with G(2). We remark that the 2-closures of all elusive groups mentioned
in [2,5] are non-elusive, thus supporting the above conjecture.
Only some partial results are known thus far. For instance, if p is a prime then vertex-transitive
digraphs on pk (k  1) or mp (m  p) or 2p2 vertices have non-elusive automorphism groups
[7,8]. (The first two cases hold true in a more general setting of transitive permutation groups hav-
ing these degrees.) Very recently, it was shown in [3] that 2-closed groups of square-free degree
are non-elusive. Also, it follows by the work of Giudici [5] that, with the exception of a certain
family of groups associated with M11, all quasiprimitive permutation groups are non-elusive.
(A permutation group is quasiprimitive if every non-trivial normal subgroup is transitive.) As
for vertex-transitive graphs of specific valencies, it was proved in [8] that cubic vertex-transitive
graphs have non-elusive automorphism groups. It is the main object of this paper to generalize
this result to quartic vertex-transitive graphs.
Theorem 1.1. A quartic vertex-transitive graph has a semiregular automorphism.
The proof of Theorem 1.1, given in Section 5, is a direct consequence of a slightly more gen-
eral result about existence of semiregular automorphisms in vertex-transitive graphs of valency
p + 1, p a prime, admitting a transitive {2,p}-group that we prove in Section 4 (Theorem 4.2).
The machinery for the proof of Theorem 4.2 is developed in Section 2, where we prove a lemma
about certain subsets of permutations in groups of degree n2, and in Section 3, where we give
in-depth analysis of a certain recursively defined family of graphs associated with lexicographic
products. These graphs play a major role in the proof of Theorem 4.2.
2. A group-theoretic lemma
Given a positive integer n, we shall use the symbol Zn to denote the ring of residues modulo
n as well as the cyclic group of order n. This should cause no confusion. We shall be needing a
lemma about groups of degree n2, where n 2 is a natural number, acting on V = Vn = Zn×Zn.
Let Σ = Σn denote the set of all those permutations σ on V which have the property that for
all i ∈ Zn the image set of each of the sets Ri = {(i, j) | j ∈ Zn} has precisely one element in
each Ri . In other words, given any i ∈ Zn we have that if (i, j)σ = (a, b) and (i, j ′)σ = (a, b′),
then j = j ′ and b = b′. Further, let Φn be the group consisting of all those permutations on
V which fix the first component, that is, Φn = {ϕ ∈ SV | (i, j)ϕ = (i, j ′), i ∈ Zn}. Note that
Φn ∼=∏n−1i=0 Sn.
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Lemma 2.1. For any σ ∈ Σ = Σn, the double coset ΦnσΦn coincides with the set Σ .
Proof. Let Φ = Φn. Since Φ ∼=∏n−1i=0 Sn the cardinality of the group Φ is (n!)n. An elementary
counting argument gives us that the cardinality of the set Σ is |Φ|2 = (n!)2n. Indeed, there are n
choices for selecting which Ri the point (0,0) is mapped to, while there are n choices of points
within the chosen Ri to map (0,0) to. Similarly, there are n − 1 choices for selecting which Ri
the point (0,1) is mapped, while there are still n choices of points within the chosen Ri to map
(0,1) to. Continuing inductively, there are n!nn choices of points to which the elements of R0
can be mapped to. Similarly, there are n choices for selecting which Ri the point (1,0) is mapped
to, while there are now n− 1 choices of which point within an Ri (1,0) is mapped to. There are
then n − 1 choices for which Ri the point (1,1) is mapped to, while there are n − 1 choices
of which point within an Ri (1,0) is mapped to. Continuing inductively, there are n!(n − 1)n
choices of points to which the elements of R1 can be mapped to after the elements of R0 have
been mapped. Continuing inductively, there are
∏n−1
i=0 n!(n− i)n = (n!)2n elements of Σ .
Next, for an arbitrary σ ∈ Σ , we have that both the left coset σΦ and the right coset Φσ are
subsets of Σ . Consequently, so is the corresponding double coset, ΦσΦ ⊆ Σ . The lemma will be
proved if we show that the cardinality of ΦσΦ is equal to that of Σ . But since the cardinalities of
both σΦ and Φσ are equal to (n!)n, it suffices to show that in the double coset ΦσΦ ⊆ Σ there
are no “repetitions,” that is, for distinct pairs ϕ1, ϕ2 ∈ Φ and ϕ3, ϕ4 ∈ Φ , the elements ϕ1σϕ2 and
ϕ3σϕ4 are distinct. To see this we just need to show that for non-identity elements ϕ,ϕ′ ∈ Φ , we
have that ϕσϕ′ = σ .
Assume on the contrary that ϕσϕ′ = σ . In particular, this implies that the conjugate σ−1ϕσ
of the non-identity element ϕ belongs to Φ . But then there are (i, j) and (i, j ′), where j = j ′,
such that (i, j)ϕ = (i, j ′), and moreover, there is j ′′ = j ′ such that (i, j ′)ϕ = (i, j ′′). But then
σ−1ϕσ takes (i, j)σ to (i, j ′)σ and it takes (i, j ′)σ to (i, j ′′)σ , and so (in view of the definition
of Σ ) it clearly is not an element of Φ , a contradiction, completing the proof of Lemma 2.1. 
3. A class of graphs associated with lexicographic products
For non-negative integers m  2 and d  2 let X (m,d) be the graph of order 2md and va-
lency d + 1 with vertex set V0 ∪ V1 ∪ · · · ∪ V2m−2 ∪ V2m−1, where Vi = {x0i , x1i , . . . , xd−1i }, and
adjacencies xr2i ∼ xr2i+1 (i ∈ Zm, r ∈ Zd) and xr2i+1 ∼ xs2i+2 (i ∈ Zm; r, s ∈ Zd ). In other words,X (m,d) is obtained from the wreath product Cm Kcd by expanding each vertex into an edge, in
a natural way, so that each of the two blown-up endvertices inherits half of the neighbors of the
original vertex.
For X = X (m,d) let E(X) denote the set of all graphs obtained from X by blowing up each
vertex into d vertices in the following way. First, the vertex xri , r ∈ Zd , is blown up into vertices
x
r,s
i , s ∈ Zd . Next, associate to each V2i+1, that is, to each left half-set of a copy of Kd,d in X
(in the natural ascending orientation of the indices of sets Vj ), a permutation σ2i+1 ∈ Σd (recall
the definition from Section 2). The blown up graph Y = Exp(X,σ1, σ3, . . . , σ2m−1) ∈ E(X) has
vertices of the form xsj , for j ∈ Z2m and vectors s ∈ Z2d , and the adjacencies obeying the following
rules.
First, each edge of the form xr2ix
r
2i+1 (i ∈ Zm, r ∈ Zd) in X is blown up into a copy of Kd,d
in Y ; more precisely, for each i ∈ Zm and r, s ∈ Zd , the vertex xr,s2i of Y is adjacent to each
vertex of the form xr,t , where t ∈ Zd . And second, each edge e of the form xr xs , with2i+1 2i+1 2i+2
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i ∈ Zm, r, s ∈ Zd), that is, each edge e that lives inside a copy of Kd,d in X gives rise to a
single edge connecting two copies of Kd,d in Y corresponding to the endvertices of e in X. More
precisely, for each i ∈ Zm and r, s ∈ Zd , the vertex xr,s2i+1 is adjacent to the vertex xr
′,s′
2i+2, where
(r ′, s′) = (r, s)σ2i+1 . The graphs in E(X) are therefore in a 1–1 correspondence with permutations
in Σmd . However, all of these graphs are isomorphic, as we prove below.
For simplicity reasons all edges inside a copy of Kd,d will be referred to as Kd,d -edges, and
all other edges as single edges.
Proposition 3.1. Let m,d  2. Then all the graphs in E(X (m,d)) are isomorphic.
Proof. The use of Lemma 2.1 is crucial here. Let Y = Exp(X,σ1, σ3, . . . , σ2m−1) and
Z = Exp(X,ρ1, ρ3, . . . , ρ2m−1) be arbitrary graphs in E(X), where X = X (m,d). Then by
Lemma 2.1 there are φ2i+1, φ′2i+1 ∈ Φd , i = 1,3, . . . ,2m+1, such that σ2i+1 = φ2i+1ρ2i+1φ′2i+1
for i = 1,3, . . . ,2m + 1. Relabel now the vertices of Z inside each V2i+1 following the
permutation φ2i+1, that is, xr,s2i+1 becomes x
r∗,s∗
2i+1 , where (r∗, s∗) = (r, s)φ2i+1 , and inside








. The isomorphism Z ∼= Y is then clear. (See also Fig. 1 where the permuta-
tions are explicitly given for a particular case: φ = (00,01,02)(10)(11,12)(20,21)(22),
ρ = (00)(01,10)(02,20)(11)(12,21)(22), φ′ = (00)(01,02)(10,11,12)(20)(21,22), σ =
(00,11,22,21,01,20,10,02)(12). 
In order to identify the unique (up to isomorphism) member of E(X (m,d)) we choose all of
the permutations φ2i+1 ∈ Φd to be the same involution τ mapping according to the following
rule:
(r, s)τ = (s, r) for all (r, s) ∈ Z2d . (1)
Letting X (m,d,1) = X (m,d) we may denote the corresponding graph in E(X (m,d)) by
X (m,d,2). We therefore have that, for each i ∈ Zm and r, s ∈ Zd , the vertex xr,s2i of X (m,d,2)
is adjacent to each vertex of the form xr,t2i+1, t ∈ Zd . And second, for each i ∈ Zm and r, s ∈ Zd ,
the vertex xr,s2i+1 is adjacent to the vertex xs,r2i+2, with reversed superscripts (see Fig. 2).
We may now continue this process recursively by forming, for every k  2, the expansion
graph X (m,d, k + 1) of X (m,d, k), which is unique up to isomorphism as may be seen using
an approach analogous to that of Proposition 3.1. (We omit the technical details of the proof.) As
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opposed to the graph X (m,d,1), two adjacent copies of Kd,d in X (m,d, k), k  2, are joined
with a single edge. Namely, these graphs are obtained recursively with the same vertex expansion
at every step: each Kd,d -edge in X (m,d, k) becomes a single edge between two adjacent copies
of Kd,d in X (m,d, k + 1), and a single edge between two adjacent copies of Kd,d in X (m,d, k)
becomes a Kd,d -edge in X (m,d, k+1), with a technical difference depending on the parity of k,
on which we elaborate further below. Note that the number of permutations ofZ2d used here grows
up by d at every step, with each copy of a Kd,d in X (m,d, k), and the corresponding last two
components of the superscripts of the d2 vertices in the expanded counterpart in X (m,d, k + 1),
giving rise to a permutation of Z2d . All of these permutations may be chosen to be the same, say,
in analogy with (1), equal to the one which reverses the last two components of the superscripts.
If k  3 is odd then each single edge in X (m,d, k), that is, an edge of the form xr12i xr22i+1, for
i ∈ Zm, r1, r2 ∈ Zkd , is blown up into a copy of Kd,d ; more precisely, if xr12i xr22i+1 ∈ X (m,d, k),
then each vertex xr1,s2i of X (m,d, k+1) is adjacent to each vertex of the form xr2,t2i+1, for s, t ∈ Zd .
And second, each edge e of the form xr12i+1x
r2
2i+2, where i ∈ Zm, r1, r2 ∈ Zkd , that is, each Kd,d -
edge in X (m,d, k), gives rise to a single edge connecting two copies of Kd,d in X (m,d, k + 1)
corresponding to the endvertices of e in X (m,d, k). More precisely, setting r1 = (x1, . . . , xk),
r2 = (y1, . . . , yk), r′1 = (x1, . . . , xk−1), r′2 = (y1, . . . , yk−1), r = xk and letting s ∈ Zd , the vertex
x
r′1,r,s
2i+1 = xr1,s2i+1 is adjacent to the vertex x
r′2,s,r
2i+2 .
If k  2 is even, then the only difference comes from the fact that the roles of even and
odd labeled vertices, and single and Kd,d -edges, is now reversed. For example, each edge of
the form xr2ix
s
2i+1, for i ∈ Zm, r, s ∈ Zkd , is a Kd,d -edge in X (m,d, k) and it gives rise to a
single edge in X (m,d, k + 1) following the above explained rule. On the other hand, each edge
xr2i+1x
s
2i+2, for i ∈ Zm, r, s ∈ Zkd , is a single edge in X (m,d, k) and it gives rise to a copy of Kd,d
in X (m,d, k + 1) as explained in the preceding paragraph.
There is a simple rule for the adjacencies in the graphs X (m,d, k) which follows a “reversal
in pairs.” Here are two self-explaining examples. Say the superscript of a vertex (with subscript
2i ∈ Zm) is s = 1 234 103. Then the d neighbors on the left (one block to the left with subscript
2i − 1) have superscripts 214 301s, for all s ∈ Zd , and the sole neighbor on the right (with
subscript 2i +1) has superscript 1 321 430. If, on the other hand, the superscript of a vertex (with
subscript 2i ∈ Zm) is of even length, say 123 410, then its sole neighbor on the left has superscript
214 301, and the d neighbors on the right have superscripts 13 214s, for all s ∈ Zd .
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automorphism.
Proof. The result is clearly true for k = 1 for a 2-step rotation mapping xri into xri+2 is a semi-
regular automorphism. Similarly, so is the permutation fixing setwise the sets Vi for all i ∈ Z2m
and mapping each xri into x
r+1
i . The same holds also for the “reflection” interchanging x
r
i with
xr2m−1−i . (In fact this shows that X (m,d,1) is a Cayley graph, and so vertex-transitive.)
Now we suppose that it is also true for X (m,d, k) and prove it for X (m,d, k + 1). It suffices
to do this for the 2-step rotation. So assume that a 2-step rotation mapping each vertex two
steps to the right and preserving their level (that is, mapping xri into xri+2 for all i, r) is an
automorphism of X (m,d, k). Note that, for i and k of different parity, the neighbors of xri are




i+1, . . . , x
sd
i+1, where s1, s2, . . . sd differ only in the last component,






i−1, . . . , x
sd
i−1,
where s1, s2, . . . , sd differ only in the last component. In fact, we may inductively assume that
the “vectors” s1, s2, . . . , sd are independent of i (which clearly forces the 2-step rotation to be an
automorphism). Then the k → k+1 step preserves (the way it is done) this property of “vectors”
s1, s2, . . . , sd , and so the result follows. 
A similar approach will also prove that the “reflection” interchanging Vi with V2m−1−i is an
automorphism too, giving rise to a regular action of a dihedral group D2m on the set of all Vi ,
i ∈ Z2m in X (m,d, k). As for vertex-transitivity of the graphs X (m,d, k), m 2, d  2, k  1,
it is dealt with in Proposition 3.3.
By fixG(B) = {g ∈ G | g(B) = B, for all B ∈ B} we denote the fixer of B in G, that is, the
kernel of the action of G on B. By G/B = {g/B: g ∈ G} we denote the induced action of G on
the set of blocks B. Let X be a graph and let U be a partition of its vertex set V . The quotient
graph X/U has vertex set U , with an edge joining two subsets U1,U2 ∈ U if and only if there is
an edge in X with one endvertex in U1 and the other endvertex in U2.
Proposition 3.3. Let d  2, k  1, and m 2. Then X (m,d, k) is vertex-transitive if k m and,
moreover, if d is prime, X (m,d, k) is vertex-transitive if and only if k m.
Proof. For 1  k  m, inductively define a permutation ρk :V (X (m,d, k)) → V (X (m,d, k))
in the following fashion. If m is even, then let ρ1(xrm) = xr+1m , ρ1(xrm+1) = xr+1m+1, and
ρ1(x
r
	 ) = xr	 if 	 = m,m + 1. If m is odd, then let ρ1(xrm−1) = xr+1m−1, ρ1(xrm) = xr+1m , and
ρ1(x
r
	 ) = xr	 if 	 = m − 1,m. Given ρk :V (X (m,d, k)) → V (X (m,d, k)), k  m − 1, define
ρk+1 :V (X (m,d, k)) → V (X (m,d, k)) in the following fashion: If m is even and 	 = m− k+ 1
or m + k, then ρk+1(xr,s	 ) = xt,s	 , where ρk(xr	) = xt	, while ρk+1(xr,sm−k+1) = xr,s+1m−k+1 and
ρk+1(xr,sm+k) = xr,s+1m+k . If m is odd and 	 = m − k or m + k − 1, then ρk+1(xr,s	 ) = xt,s	 , where
ρk(x
r
	) = xt	, while ρk+1(xr,sm−k+1) = xr,s+1m−k+1 and ρk+1(xr,sm+k−1) = xr,s+1m+k−1. Note that if k > m,
then the definition of ρk given above is not well-defined. We now show that ρk is an automor-
phism of X (m,d, k) provided that k m.
We proceed by induction on k. It is easy to see that ρ1 is an automorphism of X (m,d,1).
Assume that 1 k <m and ρk is an automorphism of X (m,d, k). We show, of course, that ρk+1
is an automorphism of X (m,d, k + 1). We consider the case where m is even, the case where m
is odd being analogous.





	+1) = xt2	+1, then by the induction hypothesis, xt1	 xt2	+1 ∈ E(X (m,d, k)). If k + 1
is odd and 	 is even or k + 1 is even and 	 is odd, then xt1,u1	 xt2,u2	+1 ∈ E(X (m,d, k + 1)) for
every u1, u2 ∈ Zd . We conclude that ρk+1(e) ∈ E(X (m,d, k + 1)) in these cases. If k + 1 is
odd and 	 is odd or k + 1 is even and 	 is even, then write r1 = (v1, . . . , vk) = (u1, vk) and
r2 = (w1, . . . ,wk) = (u2,wk). Also, by definition, wk = s1 and s2 = vk .
If neither 	 nor 	+1 are between m−k+1 and m+k+1, inclusive, then ρk+1 fixes both xr1,s1	
and xr2,s2	+1 so that ρk+1(e) = e ∈ E(X (m,d, k + 1)). Note that xr1,s1	 = xu1,vk,s1	 and xr2,s2	+1 =
x
u2,wk,s2
	+1 = xu2,s1,vk	+1 . If 	 = m − k + 1, then ρk+1(xu1,vk,s1	 xu2,s1,vk	+1 ) = xu1,vk,s1+1	 xu2,s1+1,vk	+1 ∈
E(X (m,d, k + 1)). If 	 = m + k, then ρk+1(xu1,vk,s1	 xu2,s1,vk	+1 ) = xu1,vk+1,s1	 xu2,s1,vk+1	+1 ∈
E(X (m,d, k+1)). If m−k+1 < 	<m+k, then k  3 and ρk−2(xu1	 xu2	+1) ∈ E(X (m,d, k−1))
by the induction hypothesis. Set ρk−2(xu1	 ) = xv1	 and ρk−2(xu2	+1) = xv2	+1. Then xv1,vk	 xv2,s1	+1 ∈
E(X (m,d, k)), and xv1,vk,s1	 xv2,s1,vk	+1 = ρk+1(xr1,s1	 xr2,s2	+1 ) ∈ E(X (m,d, k + 1)). Thus ρk+1 ∈
Aut(X (m,d, k + 1)) so that ρk ∈ Aut(X (m,d, k)) for every 1 k m by induction.
Finally, as Aut(X (m,d, k)) acts transitively on the sets Vi , it is easy to see that
StabAut(X (m,d,k))(Vi) is transitive on Vi as ρk (and all of its conjugates) is contained in
Aut(X (m,d, k)). This then implies that Aut(X (m,d, k)) is transitive. It now only remains to
show that if d is prime and X (m,d, k) is transitive, then k m.
If Aut(X (m,d, k)) is transitive, then it is easy to see that Aut(X (m,d, k)) takes canonical
Kd,d ’s to canonical Kd,d ’s. Similarly, Aut(X (m,d, k)) also maps an independent set of size d
within a canonical Kd,d (call it a chunk), to another chunk. Note that such an independent set is
of the form {xr,s	 : s ∈ Zd}, r ∈ Zk−1d . Hence the set of all chunks forms a complete block system
Bk with blocks of size d . Notice also that Aut(X (m,d, k)) also forms a complete block system
Ck where Ck = {{xr	 : r ∈ Zkd}: 	 ∈ Z2m} (so that each C ∈ Ck is a union of chunks, and if k = 1,
then Bk = Ck). As Aut(X (m,d, k)) is transitive, fixAut(X (m,d,k))(Ck)|C is transitive for C ∈ Ck ,
so that dk divides |fixAut(X (m,d,k))(Ck)|.
Let B ∈ Bk be a chunk, and γ ∈ Aut(X (m,d, k)) such that γ (B) = B but γ |B = 1. If
k  2, then γ permutes at least two elements x and y of B , and x and y are adjacent by
single edges to two different chunks Bx and By . As γ (x) = x and γ (y) = y, γ (Bx) = Bx
and γ (By) = By . We thus have that fixAut(X (m,d,k))(Bk) = 1 if k  2. It is not hard to see
that X (m,d, k)/Bk = X (m,d, k − 1), provided k  2. Inductively applying the preceding ar-
gument, we see that dk divide |fixAut(X (m,d,1))(B1)| (also recall that C1 = B1). Now, conjugating
ρ1 ∈ fixAut(X (m,d,1))(B1) by all powers of the 2-step rotation mapping xri to xri+2, we see that a
Sylow d-subgroup of fixAut(X (m,d,1))(B1) has order dm. We conclude that dk  dm so that k m
as required. 
4. Graphs of valency p+ 1 and semiregularity
Let G be a permutation group acting on a set Ω . If H G is a subgroup and Δ ⊆ Ω a subset
invariant under the action of H , we let HΔ denote the restriction of H to Δ, and for h ∈ H we
let hΔ denote the corresponding restriction of h to Δ. Let the above action of G be transitive and
imprimitive, and let B be a corresponding complete block system of G. Let B ∈ B. By StabG(B)
we denote the setwise stabilizer {g ∈ G | g(B) = B} of B in G, and by G(B) the pointwise
stabilizer of B in G.
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complete block system (of a transitive permutation group) arising from a normal subgroup of a
certain kind.
Proposition 4.1. Let B be a complete block system of a transitive group G arising from a normal
subgroup N of G. Then
(i) for any two blocks B,B ′ ∈ B we have |NB ′(B)| = |NB(B ′)|;





Now let G be a transitive permutation group with a complete block system B such that fixG(B)
contains a subgroup K ∼= Us , for some s  1, such that, for all blocks B ∈ B, the restriction
KB ∼= Ur , 1  r  s, acts transitively on B . Then in view of Proposition 4.1 we can define a
pseudometric on B by letting







In particular, we shall apply the above concept to the special case when U ∼= Zp , p a prime, in
which case we will have that DistK(B,B ′) = logp |KB ′(B)|.
For p, q primes, a {p,q}-group is a group of order paqb , where a and b are positive integers.
By a well-known theorem of Burnside [9, 12.3.3], such a group is solvable.
Theorem 4.2. Let p be an odd prime and let X be a connected vertex-transitive graph of va-
lency p + 1 admitting a vertex-transitive action of a {2,p}-group G. Then X has a semiregular
automorphism.
Proof. Since G is a solvable group, there exists a minimal normal subgroup M ∼= Zkq , q ∈ {2,p}.
We may assume that M is intransitive. Let B be the corresponding imprimitivity block system
of M and let Dist = DistM be the associated pseudometric on B. If for any two adjacent blocks B
and B ′, the distance Dist(B,B ′) is 0, then clearly M contains a semiregular element of order q .
We may therefore assume that there are adjacent blocks B and B ′ (in the corresponding quotient
graph X/B) such that d = Dist(B,B ′) 1. Furthermore, we may assume that Gv , for v ∈ V (X),
contains involutions as well as elements of order p. Fix a vertex v ∈ B .
We distinguish two different cases.
Case 1. q = 2.
Since d  1, we have that the valency of [B,B ′], the bipartite graph induced by the edges
of X joining B and B ′, is a positive even number, and so is at least 2. By assumption, there exists
an element γ ∈ Gv of order p which fixes one neighbor of v, say u, and cyclically permutes
the remaining p neighbors w0,w1, . . . ,wp−1 of v. Either these vertices all belong to B ′ or they
belong to pairwise distinct blocks. The latter, however, cannot occur since B ′ contains at least two
neighbors (and an even number of them) of v. It follows that u as well as each of wi belongs to B ′.
Therefore B = {B,B ′} and so X is a bipartite graph (with bipartition {B,B ′}). Since d  1, there
are involutions σ, τ ∈ M such that σ is semiregular on B and trivial on B ′ and τ is semiregular
on B ′ and trivial on B . Clearly the product στ is a desired semiregular automorphism.
Case 2. q = p.
Again, since d  1, we have that the valency of [B,B ′] is a multiple of p, and so precisely p.
This means that p neighbors of v are in B ′, while the remaining neighbor of v is in a block
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an even number. We will now show that X ∼= X (l,p, k) for some l, k, and consequently has a
semiregular automorphism.
Letting B0 = B ′, B1 = B , B2 = B ′′ and so on, and using the fact that G acts transitively
on V (X), we have that the quotient group G/M acts transitively on the blocks B, and must be
isomorphic to the dihedral group D2m, generated by a 2-step cyclic permutation of the blocks
mapping each Bi to Bi+2 and by a reflection interchanging each Bi with B2m−i . This follows
as X/B must be a cycle, and so G/M  Aut(X/B) and Aut(X/B) is dihedral group D4m. But
clearly G/B cannot contain a 1-step cyclic permutation of the blocks mapping each Bi to Bi+1
as each vertex of B0 is adjacent to p vertices of B1, while each vertex of B1 is adjacent to just
one vertex of B2.
As for further analysis of the graph X, clearly the bipartite graphs [B2i−1,B2i], i ∈ Z2m, are
isomorphic to pkK2. We now show that the bipartite graphs [B2i ,B2i+1], i ∈ Z2m, are isomorphic
to pk−1Kp,p . To do this, take γ ∈ Mv of order p and let ui = γ i(u) for some u ∈ B ′ be the
corresponding p neighbors of v in B ′. Since M is abelian, its action on B is regular and so γ fixes
every vertex in B . We then just take the remaining p − 1 neighbors of u in B . Clearly they must
also be neighbors of each ui , inducing (together with all ui and v) a subgraph isomorphic to Kp,p .
Since the choice of v was arbitrary, our claim about the structure of the graphs [B2i ,B2i+1],
i ∈ Z2m, follows.
Next, we note that in any of the graphs [B2i ,B2i+1], each chunk, that is, half of a bipartition
of a given copy of Kp,p , is a block of imprimitivity of G. Let C be the corresponding complete
block system consisting of all chunks in X. Consider two adjacent chunks, say C and C′, in some
graph [B2i−1,B2i], i ∈ Z2m. Suppose that there are at least two edges, say e = xx′ and f = yy′,
joining vertices x, y ∈ C with vertices x′, y′ ∈ C′, respectively. Take an element π ∈ M of order
p mapping x to y. Clearly π maps x′ to y′. Since C and C′ are blocks of G, it follows that π fixes
both C and C′ (setwise) and consequently a bipartite graph [C,C′] is the perfect matching pK2.
Of course, the transitivity of the group G now implies that either all of such pairs of adjacent
chunks induce a perfect matching pK2 or for all such pairs of adjacent chunks there is precisely
one edge joining them.
In the first case, using connectedness of X, it follows that X is isomorphic to the graph
X (mpk−1,p).
If the second case occurs, consider the quotient graph X/C, a graph of valency p + 1. Note
that each copy of Kp,p in X becomes an edge in X/C, and that each remaining non-Kp,p-edge
of X becomes an edge of a copy of Kp,p in X/C, as we shall see below. In short, we show that
X is an expansion of X/C. Now, if X/C is isomorphic to X (mpk−2,p) then we are done. If that
is not the case then we need to show that X/C has the same structure as X. First, we observe that
the group G acts faithfully on C.
Now take an arbitrary chunk, say C ⊆ B2i−1, for some i ∈ Z2m, and an adjacent chunk
C′ ⊆ B2i . As M is transitive and abelian on each B ∈ B, M/C is transitive and abelian on each
B/C. Thus there is an element σ ∈ M of order p fixing setwise all of the chunks in B2i−1. Clearly,
σ does not fix the chunk C′, in fact it permutes cyclically the p chunks in B2i which are adjacent
to C, namely the chunks C′l = σ l(C′), l ∈ Zp . Similarly, there is an element τ ∈ M of order p
fixing setwise all of the chunks in B2i and permuting cyclically the p chunks inside B2i−1 which
are adjacent to C′, namely Cj = τ j (C), j ∈ Zp . Now applying the automorphisms σ and τ on all
of the above chunks, we easily see that each Cj is adjacent to each C′l . This shows that X/C con-
tains a copy of Kp,p . For symmetry reasons, applying the action of G/C ∼= G, we see that each
[B2i−1,B2i] collapses to pk−2Kp,p in X/C, while [B2i ,B2i+1] collapses to pk−1K2. Notice that
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chunks correspond to unions of chunks in X, and the fact that if G admits complete block system
C′ and B′ is a complete block system of G/C′, then the union of all blocks of C′ contained in a
block of B′ is a block of G). Now applying the argument used earlier in the proof we can deduce
that two distinct, but adjacent, copies of Kp,p are either joined by a matching, in which case X/C
is isomorphic to X (mpk−2,p), or are joined by a single edge, in which case a further reduction
is in order. Now either the quotient graph of X/C with respect to the block system of the new
chunks is the graph X (mpk−3,p), or else we have to consider the structure of chunks in this
new quotient graph. Continuing this way, we eventually end up, say after s  k − 1 steps, with a
base graph isomorphic to X (mpk−s−1,p). In other words, reversing this process, we see that X
is obtained from X (mpk−s−1,p) following a sequence of s expansions and is hence isomorphic
to the graph X (mpk−s−1,p, s + 1). In particular X has a semiregular automorphism. 
5. Proving Theorem 1.1
Theorem 1.1 is now a direct consequence of Theorem 4.2.
Proof of Theorem 1.1. Let X be a quartic vertex-transitive graph and let G = AutX be its
automorphism group. If there exists a prime number q greater than 3 which divides |G|, then
clearly G contains an element of order q with no fixed vertices and therefore a semiregular
element of that order. We may therefore assume that G is a {2,3}-group. In particular, this implies
that 2 and 3 are the only primes dividing the order of X and Theorem 4.2 implies that G has a
semiregular element. 
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