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Abstract
This paper is devoted to prove the controllability to trajectories of a system of n one-dimensional
parabolic equations when the control is exerted on a part of the boundary by means of m controls.
We give a general Kalman condition (necessary and sufficient) and also present a construction and
sharp estimates of a biothorgonal family in L2(0, T ;C) to {tje−Λkt}.
Re´sume´
Cet article a pour but de prouver la controˆlabilite´ aux trajectoires d’un syste`me de n e´quations
paraboliques en une dimension d’espace par m controˆles exerce´s sur une une partie du bord. Nous
obtenons une condition de Kalman (ne´cessaire et suffisante). La preuve passe par la construction
dans L2 (0, T ;C) d’une famille biorthogonale a` la suite {tje−Λkt} et par une estimation de la norme
de ses e´le´ments.
Keywords: Parabolic systems, Boundary Controllability, Biorthogonal families, Kalman Rank
condition.
1. Statement of the problem. Main results
This work is devoted to the study of the controllability properties of the following parabolic
system 
yt = yxx +Ay in Q = (0, pi)× (0, T ),
y(0, ·) = Bv, y(pi, ·) = 0 on (0, T ),
y(·, 0) = y0 in (0, pi),
(1)
where T > 0 is given, A ∈ L(Cn) and B ∈ L(Cm;Cn) are two given matrices and y0 ∈
H−1(0, pi;Cn) is the initial datum. In system (1), v ∈ L2(0, T ;Cm) is a control function (to
be determined) which acts on the system by means of the Dirichlet boundary condition at point
x = 0.
The aim of this work is to give a necessary and sufficient condition for the exact controllability to
trajectories of system (1). Let us remark that, for every v ∈ L2(0, T ;Cm) and y0 ∈ H−1(0, pi;Cn),
system (1) possesses a unique solution (defined by transposition; see Section 2) which satisfies
y ∈ L2(Q;Cn) ∩ C0([0, T ];H−1(0, pi;Cn))
∗Corresponding author
Email addresses: fammarkh@univ-fcomte.fr (F. Ammar-Khodja ), assia@cmi.univ-mrs.fr (A. Benabdallah),
manoloburgos@us.es (M. Gonza´lez-Burgos), deteresa@matem.unam.mx (L. de Teresa )
1Supported by l’Agence Nationale de la Recherche under grant ANR-07-JCJC-0139-01
2Supported by grant MTM2006-07932 of the D.G.E.S. (Spain).
3Supported by CONACyT (Mexico).
Preprint submitted to Elsevier November 12, 2011
and depends continuously on the data v and y0, i.e., there exists a constant C = C(T ) > 0 such
that
‖y‖L2(Q;Cn) + ‖y‖C0([0,T ];H−1(0,pi;Cn)) ≤ C
(‖y0‖H−1(0,pi;Cn) + ‖v‖L2(0,T ;Cm)) .
It will be said that system (1) is approximately controllable in H−1(0, pi;Cn) at time T if for
every y0, yd ∈ H−1(0, pi;Cn) and for every ε > 0, there exists a control v ∈ L2(0, T ;Cm) such that
the solution y to (1) satisfies
‖y(·, T )− yd‖H−1(0,pi;Cn) ≤ ε.
Also, it will be said that system (1) is exactly controllable to trajectories at time T if, for every
initial datum y0 ∈ H−1(0, pi;Cn) and every trajectory ŷ ∈ L2(Q;Cn) ∩ C0([0, T ];H−1(0, pi;Cn))
of system (1) (i.e., a solution to (1) associated to fixed v̂ ∈ L2(0, T ;Cm) and ŷ0 ∈ H−1(0, pi;Cn)),
there exists a control v ∈ L2(0, T ;Cm) such that the corresponding solution y of (1) satisfies
y(·, T ) = ŷ(·, T ) in H−1(0, pi;Cn).
Thanks to the linear character of system (1), this last property is equivalent to the null control-
lability at time T . That is, for every y0 ∈ H−1(0, pi;Cn) there exists a control v ∈ L2(0, T ;Cm)
such that the solution y to (1) satisfies
y(·, T ) = 0 in H−1(0, pi;Cn).
It is interesting to point out that we want to control the system (1), which has n equations,
by means of the control v, which has m components. Of course, the most interesting case is the
case in which the number of controls is less than the number of equations: m < n.
Nowadays, the controllability properties of system (1) are well known in the scalar case, i.e.,
in the case n = 1 (see for instance [12, 13, 29, 11, 25, 17, 16]). Thus, when n = 1 and B 6≡ 0,
system (1) is exactly controllable to trajectories, null controllable and approximately controllable
in H−1(0, pi;Cn) at time T (see for instance [25, 17]). In fact, the boundary controllability results
for system (1) can be easily obtained from the corresponding distributed controllability results
and vice versa. As it is proved in [14, 15], the situation is quite different when n ≥ 2. More details
will be given below.
On the other hand, controllability of linear ordinary differential systems is well-known. In par-
ticular we have at our disposal the famous Kalman rank condition (see for example [23, Chapter 2,
p. 35]), that is to say, if n,m ∈ N with n,m ≥ 1 and A ∈ L(Cn) and B ∈ L(Cm;Cn), then the
linear ordinary differential system Y ′ = AY +Bu is controllable at time T > 0 if and only if
rank [A |B] = rank [An−1B , An−2B , · · · , B] = n, (2)
where [An−1B , An−2B , · · · , B] ∈ L(Cmn;Cn).
In the framework of distributed controllability, an extension of this algebraic condition to a
class of coupled second order parabolic equations has been obtained in [6] and [5]. Let us describe
the Kalman condition and the result of controllability proved in [6]. Let R be a scalar second order
elliptic selfadjoint operator. Let us also consider the matrices D = diag (d1, d2, ..., dn) ∈ L(Rn)
(where di > 0 for every i : 1 ≤ i ≤ n), A ∈ L(Rn) and B ∈ L (Rm;Rn). Let Ω be a bounded and
regular domain of Rd and ω ⊂⊂ Ω a nonempty open subset. Denoting by L the operator given
by L := DR + A, the authors define the Kalman operator associated with (L,B) by the matrix
operator {
K := [L |B] : D(K) ⊂ L2(Ω)nm → L2(Ω)n, with
D(K) := {u ∈ L2(Ω)nm : Ku ∈ L2(Ω)n},
where
[L |B] = [Ln−1B , Ln−2B , ... , LB , B] .
They prove that the following system{
∂ty = (DR+A)y +Bv1ω in ΩT = Ω× (0, T ),
y = 0 on ΣT = ∂Ω× (0, T ), y(·, 0) = y0(·) in Ω,
(3)
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is null controllable if and only if
Ker (K∗) = {0} . (4)
Let us point out that when D = Id, this last condition is equivalent to the algebraic Kalman
condition (2). In fact, in [5] the authors study this case and consider an operator L and coupling
matrices A and B which depend on t.
In [14, 15], the authors study the controllability properties of system (1) when n = 2 and m = 1.
They prove that, unlike of system (3) with D = Id, the algebraic Kalman rank condition (2) is
not a sufficient condition for the null controllability of system (1). They also exhibit an additional
condition which is equivalent to the exact controllability to trajectories of system (1) (n = 2
and m = 1): Denote by µ1 and µ2 the eigenvalues of A
∗. Then, (1) is exactly controllable to
trajectories at any time T if and only if rank [A |B] = 2 and
µ1 − µ2 6= k2 − l2, ∀k, l ∈ N with k 6= l.
This work is an extension of both [6] and [15]. For n,m ∈ N∗, we give a suitable extension of the
finite-dimensional Kalman rank condition. We show that the exact controllability to trajectories
for system (1) is equivalent to this Kalman condition (see Theorem 1.1).
In the last ten years, the study of the controllability properties of coupled parabolic systems
has had an increasing interest (see for instance [31], [3], [9], [7], [4], [19], [21], [5], [6], [20], [24]
and [10]). In these papers, almost all the results have been established for 2 × 2 systems where
the distributed control is exerted on one equation (n = 2 and m = 1). The most general results
in this context seem to be those in [20], [5] and [6]. In [20], the authors study a cascade parabolic
system of n equations (n ≥ 2) controlled with one single distributed control.
To our knowledge, the unique works that study the boundary controllability problem for general
coupled parabolic systems are [14] and [15]. It is also worth mentioning the paper [1] where a
boundary controllability result for a particular hyperbolic coupled system is proved.
In this work we will use the following notation: Given z ∈ L(CN ;CM ), N,M ≥ 1, z∗ ∈
L(CM ;CN ) stands for the conjugate transpose of z. If N = M = 1, i.e., if z = a + bi ∈ C, then
z∗ = z = a− bi is the complex conjugate of z.
Let us now precise our controllability result.
It is well known that the operator −∂xx on (0, pi) with homogenous Dirichlet boundary condi-
tions admits a sequence of eigenvalues and normalized eigenfunctions given by
λk = k
2, φk(x) =
√
2
pi
sin kx, k ≥ 1, x ∈ (0, pi), (5)
which is a Hilbert basis of L2(0, pi). Thus, if y ∈ L2(0, pi;Cn) there exists a unique sequence
{yk}k≥1 ⊂ Cn such that
y =
∑
k≥1
ykφk .
Let L : D(L) ⊂ L2(0, pi;Cn)→ L2(0, pi;Cn) the unbounded linear operator defined by
L = Id ∂xx +A, D(L) = H
2(0, pi;Cn) ∩H10 (0, pi;Cn).
Its adjoint operator is given by
L∗ = Id ∂xx +A∗, D(L∗) = H2(0, pi;Cn) ∩H10 (0, pi;Cn).
Then for any y =
∑
k≥1 ykφk ∈ D(L) = D(L∗), we have
Ly =
∑
k≥1
[(−λkId +A) yk]φk, L∗y =
∑
k≥1
[(−λpId +A∗) yk]φk.
In what follows, we set:
Lk = −λkId +A ∈ L(Cn) and L∗k = −λkId +A∗ ∈ L(Cn), ∀k ≥ 1. (6)
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For k ≥ 1, let us introduce the matrices
Bk =
 B...
B
 ∈ L(Cm;Cnk), Lk =

L1 0 · · · 0
0 L2 · · · 0
... · · · . . . ...
0 · · · 0 Lk
 ∈ L(Cnk), (7)
and let us write the Kalman matrix associated with the pair (Lk, Bk):
Kk = [Lk |Bk] = [Bk , LkBk , L2kBk , · · · , Lnk−2k Bk , Lnk−1k Bk] ∈ L(Cmnk;Cnk). (8)
The main result of this work is the following characterization of the exact controllability to tra-
jectories at time T of system (1):
Theorem 1.1. Let us fix A ∈ L(Cn) and B ∈ L(Cm;Cn). Then, system (1) is exactly controllable
to trajectories at any time T if and only if the pair (Lk, Bk) is controllable for all k ≥ 1, i.e., if
and only if
rankKk = nk, ∀k ≥ 1. (9)
Remark 1.1. 1. Actually, condition (9) only has to be checked for a frequency. In Corol-
lary 3.3, we will show that there exists a positive integer k0, only depending on A, such that
rankKk0 = nk0 if and only if rankKk = nk for every k ≥ 1.
2. Note that the algebraic Kalman condition, rank [A |B] = n, corresponds to k = 1 and then,
it is a necessary condition for the exact controllability to trajectories of system (1).
3. We will see that when B ∈ Cn, i.e., when m = 1 (one control force), condition (9) is
equivalent to the algebraic Kalman condition, rank [A |B] = n and
µi − µj 6= λk − λl, ∀(k, i), (l, j) ∈ N× {1, 2, ..., p} with (k, i) 6= (l, j),
where {µl}1≤l≤p ⊂ C is the set of distinct eigenvalues of A∗. In this sense, Theorem 1.1
generalizes the results obtained in [14] and [15].
4. We will also see that if rankB = n (and therefore m ≥ n), then the pair (A,B) fulfills
condition (9) and system (1) is exactly controllable to trajectories at time T . This boundary
controllability result has been obtained in [15] in the N -dimensional case.
5. From Theorem 1.1 we can conclude that, unlike the scalar case, n = 1, the distributed
controllability property of parabolic systems in not equivalent to the boundary control property:
the Kalman rank condition is a necessary condition for the controllability of both systems
but is not a sufficient condition for the boundary controllability of system (1). This shows
that there is an important difference between the controllability properties for scalar parabolic
problems and coupled parabolic systems.
The sufficient part of Theorem 1.1 is proved through a moment problem. This method has
been successfully used to prove the boundary controllability problem for the scalar heat equation
(see [12]). Let us briefly remember this method in the case of the scalar heat equation.
Let us fix y0 ∈ H−1(0, pi). Then, there exists v ∈ L2(0, T ) such that the solution to
yt − yxx = 0 in Q,
y(0, ·) = v, y(pi, ·) = 0 on (0, T ),
y(·, 0) = y0 in (0, pi),
satisfies y(·, T ) = 0 in (0, pi) if and only if v ∈ L2(0, T ) satisfies
−〈y0, e−λkTφk〉H−1(0,pi),H10 (0,pi) =
∫ T
0
v(t)e−λk(T−t)∂xφk(0) dt, ∀k ≥ 1.
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In the previous equality λk and φk are given in (5).
Using the Fourier decomposition of y0, y0 =
∑
k≥1 y0,kφk, it will be sufficient to find a control
v ∈ L2(0, T ) such that
k
√
2
pi
∫ T
0
e−λk(T−t)v(t) dt = −e−λkT y0,k , ∀k ≥ 1.
This problem is called a moment problem.
Let us recall that a family {pk}k≥1 ⊂ L2(0, T ) is biorthogonal to {e−λkt}k≥1 if it satisfies∫ T
0
e−λktpl(t) = δkl, ∀(k, l) : k, l ≥ 1.
In [12] and [13], the authors solve the previous moment problem by proving the existence of
a biorthogonal family {pk}k≥1 to {e−λkt}k≥1 which satisfies the additional property: for every
 > 0, there exists a constant C(, T ) > 0 such that
‖pk‖L2(0,T ) ≤ C(, T )eλk .
In fact, the control v is obtained as a linear combination of {pk}k≥1 and the previous bounds are
used to prove that this combination converges in L2(0, T ).
In this paper we will follow the previous technique for proving the sufficient part of Theorem 1.1.
In the case considered here, we have two difficulties: first, the control v may act only on some
of the n equations of the system (in general m < n); second, the spectrum of the operator
L∗ = ∂xxId +A∗ may be complex with eigenvalues of multiplicity greater than 1. This leads to a
moment problem associated to families as {tje−Λkt}k≥1,0≤j≤η−1 with η ≥ 1 a positive integer.
In [15], the authors considered the case η = 2 and proved the existence of a suitable family
{qk, q˜k : k ≥ 1} biorthogonal to {e−Λkt, te−Λkt : k ≥ 1}. We extend this result to any η ≥ 1 and
to a large class of sequences {Λk}k≥1 ⊂ C. To our knowledge, this construction produces a new
and interesting result by itself and it is our second main result.
Let us fix η > 1, a positive integer, and let us consider a sequence of complex numbers
Λ = {Λk}k≥1 ⊂ C+ = {λ ∈ C : <λ > 0}. Throughout this work we will use the notation:
ek,j(t) = t
je−Λkt, ∀t > 0,
with k ≥ 1 and j : 0 ≤ j ≤ η − 1.
Given T ∈ (0,∞], we define
A(Λ, η, T ) = span {ek,j : k ≥ 1, 0 ≤ j ≤ η − 1}L
2(0,T ;C)
.
Let us recall that the family {ϕk,j}k≥1,0≤j≤η−1 ⊂ A(Λ, η, T ) is biorthogonal to {ek,j}k≥1,0≤j≤η−1
if the equalities
(ek,j , ϕl,i)L2(0,T ;C) :=
∫ T
0
tje−Λktϕ∗l,i(t) dt = δklδij , ∀(k, j), (l, i) : k, l ≥ 1, 0 ≤ i, j ≤ η−1, (10)
holds.
Our second main result is the following one:
Theorem 1.2. Let us fix η ≥ 1, a positive integer, and T ∈ (0,∞]. Assume that {Λk}k≥1 is a
sequence of complex numbers such that,
<Λk ≥ δ|Λk|, |Λk − Λl| ≥ ρ|k − l|, ∀k, l ≥ 1,∑
k≥1
1
|Λk| <∞,
(11)
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for two positive constants δ and ρ. Then, there exists a family {ϕk,j}k≥1,0≤j≤η−1 ⊂ A(Λ, η, T )
biorthogonal to {ek,j}k≥1,0≤j≤η−1 such that, for every ε > 0, there exists C(ε, T ) > 0 for which
‖ϕk,j‖L2(0,T ;C) ≤ C(ε, T )eε<Λk , ∀(k, j) : k ≥ 1, 0 ≤ j ≤ η − 1. (12)
The plan of the paper is the following: In Section 2, we will address some preliminary results. In
Section 3 we will study the Kalman condition (9) in some interesting cases. Section 4 concerns one
of the main results, the construction and estimates of a biorthogonal family (proof of Theorem 1.2).
Section 5 is devoted to the proof of Theorem 1.1. Finally, in Section 6 we give some comments
and open problems.
2. Preliminary results
We devote this section to recalling some known results that will be used below.
We begin by recalling some results for system (1). First, we introduce the concept of solution
by transposition to system (1). To this end, let us consider the linear backward in time problem
−ϕt − ϕxx = A∗ϕ+ g in Q,
ϕ(0, ·) = 0, ϕ(pi, ·) = 0 in (0, T ),
ϕ(· , T ) = 0 in (0, 1),
(13)
where g ∈ L2(Q;Cn) is given. It is well known that, for every g ∈ L2(Q;Cn), this problem has a
unique strong solution
ϕ ∈ L2(0, T ;H2(0, pi;Cn)) ∩ C0([0, T ];H10 (0, pi;Cn)),
which depends continuously on g, i.e., there exists a constant C = C(T ) > 0 such that
‖ϕ‖L2(0,T ;H2(0,pi;Cn)) + ‖ϕ‖C0([0,T ];H10 (0,pi;Cn)) ≤ C‖g‖L2(Q;Cn).
Thanks to the previous properties, we can introduce the following definition:
Definition 2.1. Let y0 ∈ H−1(0, pi;Cn) and v ∈ L2(0, T ;Cm) be given. It will be said that
y ∈ L2(Q;Cn) is a solution by transposition to (1) if, for each g ∈ L2(Q;Cn), one has∫∫
Q
(y , g)Cn dx dt = 〈y0, ϕ(·, 0)〉+
∫ T
0
(v(t) , B∗ϕx(0, t))Cm dt,
where ϕ is the solution to (13) associated to g and 〈· , ·〉, (·, ·)Cn and (·, ·)Cm stands for, resp., the
usual duality pairing between H−1(0, pi;Cn) and H10 (0, pi;Cn) and the scalar products in Cn and
Cm.
We can now state the existence and uniqueness of solution to system (1). One has:
Proposition 2.2. Assume that y0 ∈ H−1(0, pi;Cn) and v ∈ L2(0, T ;Cm) are given. Then prob-
lem (1) admits a unique solution by transposition y that satisfies:
y ∈ L2(Q;Cn) ∩ C0([0, T ];H−1(0, pi;Cn)), yt ∈ L2(0, T ;D(−∆;Cn)′),
yt − yxx = Ay in L2(0, T ;D(−∆;Cn)′),
y(· , 0) = y0 in H−1(0, pi;Cn) and
‖y‖L2(Q;Cn) + ‖yt‖L2(0,T ;D(−∆;Cn)′) ≤ C
(‖y0‖H−1(0,pi;Cn) + ‖v‖L2(0,T ;Cm)) ,
for a positive constant C = C(T ).
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This result can be proved using standard arguments. Anyway, for a detailed proof of the result,
see for instance [15].
As it is well-known, the controllability properties of system (1) are equivalent to appropriate
properties of the following adjoint system
−ϕt = ϕxx +A∗ϕ in Q,
ϕ(0, ·) = 0, ϕ(pi, ·) = 0 on (0, T ),
ϕ(·, T ) = ϕ0 in (0, pi),
(14)
where ϕ0 ∈ H10 (0, pi;Cn). Let us observe that, for every ϕ0 ∈ H10 (0, pi;Cn), system (14) admits a
unique solution ϕ ∈ L2(0, T ;H2(0, pi;Cn)) ∩ C0([0, T ];H10 (0, pi;Cn)) and, for a positive constant
C = C(T ), one has
‖ϕ‖L2(0,T ;H2(0,pi;Cn)) + ‖ϕ‖C0([0,T ];H10 (0,pi;Cn)) ≤ C‖ϕ0‖H10 (0,pi;Cn).
The solutions y to problem (1) and ϕ to the adjoint system (14) are related by means of the
following result:
Proposition 2.3. Let y0 ∈ H−1(0, pi;Cn), ϕ0 ∈ H10 (0, pi;Cn) and v ∈ L2(0, T ;Cm) be given.
Let y and ϕ be, resp., the solution to (1) associated to y0 and v and the solution to the adjoint
system (14) associated to ϕ0. Then:
〈y(·, t), ϕ(·, t)〉 − 〈y0, ϕ(·, 0)〉 =
∫ t
0
(v(s) , B∗ϕx(0, s))Cm ds, ∀t ∈ [0, T ]. (15)
This proposition is an easy consequence of Proposition 2.2 and the details are left to the reader.
As said above, the controllability properties of (1) can be characterized in terms of appropriate
properties of the solutions to (14). More precisely, we have:
Proposition 2.4. The following properties are equivalent:
1. There exists a positive constant C such that, for any y0 ∈ H−1(0, pi;Cn), there exists a
control v ∈ L2(0, T ;Cm) such that
‖v‖2L2(0,T ;Cm) ≤ C‖y0‖2H−1(0,pi;Cn)
and the associated solution to (1) satisfies y(·, T ) = 0 in H−1(0, pi;Cn).
2. There exists a positive constant C such that, for any trajectory ŷ ∈ C0([0, T ];H−1(0, pi;Cn))
of (1) and any y0 ∈ H−1(0, pi;Cn), there exists a control v ∈ L2(0, T ;Cm) such that
‖v − v̂‖2L2(0,T ;Cm) ≤ C‖y0 − ŷ(· , 0)‖2H−1(0,pi;Cn)
and the associated solution y to (1) satisfies y(· , T ) = ŷ(· , T ) in H−1(0, pi;Cn).
3. There exists a positive constant C such that the observability inequality
‖ϕ(·, 0)‖2H10 (0,pi;Cn) ≤ C
∫ T
0
|B∗ϕx(0, t)|2 dt (16)
holds for every ϕ0 ∈ H10 (0, pi;Cn). In (16), ϕ is the solution to the adjoint system (14)
associated to ϕ0.
Again, this result is well known and is a consequence of formula (15). For its proof, see for
instance [15].
Remark 2.1. It is also well known that the approximate controllability of (1) can be characterized
in terms of a property of the solutions to (14). More precisely, (1) is approximately controllable if
and only if the following unique continuation property holds:
“Let ϕ0 ∈ H10 (0, pi;Cn) be given and let ϕ be the associated adjoint state. Then, if B∗ϕx(0, t) =
0 on (0, T ), one has ϕ ≡ 0 on Q.”
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3. The Kalman condition
We will devote this section to showing some properties related to the Kalman condition (9).
To be precise, we will give equivalent conditions to (9) in two important cases, m = 1 and m ≥ n,
and will clarify Remark 1.1.
Throughout this work we will use the following notation:
Notation: Let us denote by {µl}1≤l≤p ⊂ C the set of distinct eigenvalues of A∗. For l : 1 ≤ l ≤ p,
we denote by nl the geometric multiplicity of µl and assume that we have
n1 ≥ nl, 2 ≤ l ≤ p.
The sequence {vl,j}1≤j≤nl will denote a basis of eigenvectors of A∗ associated to µl, i.e., a
basis of the eigenspace associated to µl. To each eigenvector vl,j we associate its Jordan chain (of
dimension τl,j) and the corresponding set of generalized eigenvectors {vil,j}1≤i≤τl,j defined by:{
A∗vil,j = µlv
i
l + v
i+1
l , 1 ≤ i < τl,j ,
A∗vτl,jl,j = µlv
τl,j
l,j
(so that v
τl,j
l,j = vl,j).
We will first present an equivalent condition to the Kalman rank condition that will be used
later. To this end, let us consider A ∈ L(CN ) and B ∈ L(CM ;CN ) two matrices, (N and M are
positive integers). Let {θl}1≤l≤pˆ ⊂ C be the set of distinct eigenvalues of A∗. For l : 1 ≤ l ≤ pˆ,
we denote by ml the geometric multiplicity of θl. The sequence {wl,j}1≤j≤ml will denote a basis
of eigenvectors of A∗ associated to θl, i.e., a basis of the eigenspace associated to θl. With this
notation, one has:
Proposition 3.1. Under the previous notations for the pair (A,B), the following conditions are
equivalent:
1. rank [A |B] = rank [B , AB , A2B , · · · , AN−1B] = N .
2. The set {B∗wl,1,B∗wl,2, · · · ,B∗wl,ml} ⊂ CM is linearly independent (i.e.
rank [B∗wl,1 , B∗wl,2 , · · · , B∗wl,ml ] = ml)
for every l, with 1 ≤ l ≤ pˆ.
Proof: We will deduce the proof from the Hautus test which is an equivalent condition to the
Kalman rank condition. Indeed, it is well known (for instance, see [32], page 15) that rank [A |B] =
N if and only if
rank
(
A∗ − θlId
B∗
)
= N, ∀l : 1 ≤ l ≤ pˆ. (17)
Let us assume that the Kalman rank condition holds and let us proof that the set
{B∗wl,j}1≤j≤ml ⊂ CM
is linearly independent for every l : 1 ≤ l ≤ pˆ. To this end, let us suppose that for {αj}1≤j≤ml ⊂ C
one has
ml∑
j=1
αjB
∗wl,j = 0.
In particular, w =
∑ml
j=1 αjwl,j ∈ Cn is an eigenvector of A∗ associated to θl and is a solution to
the linear system (
A∗ − θlId
B∗
)
w = 0.
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Using (17), we conclude w =
∑ml
j=1 αjwl,j ≡ 0, i.e., αj ≡ 0, for every j : 1 ≤ j ≤ ml.
Let us now assume that the set {B∗wl,j}1≤j≤ml ⊂ CM is linearly independent for every l : 1 ≤
l ≤ pˆ and let us proof that (A,B) fulfills condition (17). Thus, we consider w ∈ CN a solution to
the previous linear system. In particular, B∗w = 0 and w is an eigenvector of A∗ associated to
θl. As a consequence, w can be written as w =
∑ml
j=1 αjwl,j , with αj ∈ C. Evidently, the equality
B∗w = 0 implies αj = 0 for every j whence w ≡ 0. This finalizes the proof.
Our next task will be to clarify the first point in Remark 1.1. Before let us prove the following
result:
Proposition 3.2. Let A ∈ L(Cn) be given and let us denote by {µl}1≤l≤p ⊂ C the set of distinct
eigenvalues of A∗. Then, there exists an integer k0 = k0(A) ∈ N, only depending on A, such that,
µi − µj 6= λk − λl, (18)
for every k > k0, l ≥ 1, k 6= l, and i, j : 1 ≤ i, j ≤ p.
Proof: First, let us observe that λk is given by (5) and then, for ρ0 = 1 and K0 = 1, one has
|λk − λl| ≥ ρ0|k2 − l2|, ∀k, l ≥ K0.
Let us consider
k0 = max
{
K0,
[
1
ρ0
max
1≤i,j≤p
|µi − µj |
]
+ 1
}
,
and let us take k > k0, l ≥ 1, with k 6= l, and i, j, with 1 ≤ i, j ≤ p. Then, if µi − µj 6∈ R, we can
conclude the result. If µi − µj ∈ R and, for instance, k > l,
µi − µj ≤ |µi − µj | ≤ ρ0k0 < ρ0(k + l) ≤ ρ0(k + l)(k − l) = ρ0(k2 − l2) ≤ λk − λl.
Finally, if µi − µj ∈ R and k < l, one has
µj − µi ≤ |µi − µj | ≤ ρ0k0 < ρ0(k + l) ≤ ρ0(k + l)(l − k) ≤ λl − λk.
We have thus the proof.
By means of the previous result we can establish an equivalent condition to (9). Thus, one
has:
Corollary 3.3. Let A ∈ L(Cn) and B ∈ L(Cm;Cn) be given and let us consider k0 ≥ 1 provided
by Proposition 3.2. Then, the three following conditions are equivalent:
1. rankKk = nk for every k ≥ 1.
2. rankKk = nk for every k : 1 ≤ k ≤ k0.
3. rankKk0 = nk0.
Proof: Of course, condition 1 implies condition 2 and this one implies condition 3.
Let us now prove that condition 3 implies condition 1 and, to this end, let us take k0 such
that (18) holds. In order to prove the result, let us denote by σ(L∗k) the set of eigenvalues of the
matrix L∗k ∈ L(Cnk). From the definition of Lk (see (6) and (7)) we get
σ(Lk) = {−λl + µi : 1 ≤ l ≤ k, 1 ≤ i ≤ p},
(remember that {µi}1≤i≤p ⊂ C is the set of distinct eigenvalues of A∗).
Let us start with the case k < k0. Actually, we can prove that if rankKk = nk, then
rankKk−1 = n(k − 1). Indeed, by contradiction, if rankKk−1 < n(k − 1), using Proposition 3.1,
there exists an eigenvector V ∈ Cn(k−1) of the matrix L∗k−1 associated to θ ∈ C such that
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B∗k−1V = 0. It is easy to check that θ is also an eigenvalue of L
∗
k which has as associated
eigenvector
V˜ =
(
V
0
)
∈ Cnk
and B∗kV˜ = 0. This contradicts the previous assumption. In particular rank [A |B] = rankK1 = n.
Let us now prove the case k = k0 + 1. By contradiction, let us suppose that rankKk0+1 <
n(k0 + 1). It is clear that
σ(L∗k0+1) = σ(L
∗
k0) ∪ {−λk0+1 + µi : 1 ≤ i ≤ p}.
Using the Hautus criterium (17) for the couple (L∗k0+1, Bk0+1) and taking into account that
rankKk0 = nk0 we deduce that there exists an eigenvector V ∈ Cn(k0+1) of L∗k0+1 associated
to −λk0+1 + µi, with i : 1 ≤ i ≤ p, such that
B∗k0+1V = 0. (19)
From Proposition 3.2, we deduce that σ(L∗k0) ∩ {−λk0+1 + µi : 1 ≤ i ≤ p} = ∅ and therefore, the
vector V = (Vj)1≤j≤k0+1 ∈ Cn(k0+1) is an eigenvector of L∗k0+1 associated to −λk0+1 + µi if and
only if
Vj = 0, ∀j 6= k0 + 1, and Vk0+1 = v,
where v ∈ Cn is an eigenvector of A∗ associated to µi. Thus, condition (19) implies that v belongs
to the kernel of B∗. Using again the Hautus test (17), this time applied to (A,B), we infer that
rank [A |B] = rankK1 < n. But this last inequality contradicts condition 2.
The general case k ≥ k0 can be obtained combining an induction argument and the previous
reasoning. This ends the proof.
In the next result we will study the Kalman condition (9) in the particular case m = 1. Thus,
one has
Proposition 3.4. Let us fix A ∈ L(Cn) and B ∈ Cn (m = 1). Then, the following conditions are
equivalent:
1. rankKk = nk for every k ≥ 1.
2. rank [A |B] = n and
µi − µj 6= λk − λl, ∀(k, i), (l, j) ∈ N× {1, 2, ..., p} with (k, i) 6= (l, j).
Proof: Let us assume that rankKk = nk for every k ≥ 1. It is then clear that rank [A |B] = n.
By contradiction, assume that there exist k, l ≥ 1, with k > l, and i, j : 1 ≤ i, j ≤ p such that
−λk + µi = −λl + µj := θ.
Then, θ ∈ σ(K∗k). Let us take w1 ∈ Cn and w2 ∈ Cn eigenvectors of A∗ associated, resp., to µi
and µj . Then, V1 = (V1,`)1≤`≤k, V2 = (V2,`)1≤`≤k ∈ Cnk, with{
V1,k = w1 and V1,` = 0, ∀` 6= k,
V2,l = w2 and V2,` = 0, ∀` 6= l,
are two independent eigenvectors of K∗k associated to θ. Using Proposition 3.1 we deduce that the
set {B∗kV1, B∗kV2} ⊂ C is linearly independent (m = 1). This is evidently absurd. So, we have
condition 2.
On the other hand, let us assume that (A,B) satisfies condition 2. We deduce that (18) holds
with k0 ≡ 1. Applying directly Corollary 3.3 with k0 = 1 we obtain rankKk = nk for every k ≥ 1.
This ends the proof.
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Remark 3.1. As said in Remark 1.1 and in view of this last result, we deduce that Theorem 1.1
generalizes the controllability result for system (1) stated in [14] and [15] for n = 2 and m = 1.
Let us now analyze condition (9) when m ≥ n (at least the same number of controls than
equations) and the matrix B ∈ L(Cm;Cn) satisfies rankB = n. One has:
Proposition 3.5. Let us fix A ∈ L(Cn) and B ∈ L(Cm;Cn) such that rankB = n. Then, the
pair (A,B) satisfies condition (9) for any k ≥ 1.
Proof: Let us fix k ≥ 1. In order to prove (9), we will use Proposition 3.1 for the pair (Lk, Bk)
(see (7) for the definition of these matrices). Therefore, let us consider θ ∈ σ(L∗k), an eigenvalue
of L∗k, and the set
I(θ) = {(l, i) : 1 ≤ l ≤ k, 1 ≤ i ≤ p, θ = −λl + µi}.
Aided by this set we can obtain a basis of eigenvectors of L∗k associated to θ:
EV (θ) =
⋃
(l,i)∈I(θ)
{V li,j ∈ Ckn : 1 ≤ j ≤ ni},
with V li,j = (V
l,`
i,j )1≤`≤k and V
l,`
i,j ∈ Cn given by V l,`i,j = δl,`vi,j .
The set {B∗kV : V ∈ EV (θ)} can be written as
{B∗kV : V ∈ EV (θ)} = {B∗vi,j : i such that, for l ≥ 1, (l, i) ∈ I(θ) and 1 ≤ j ≤ ni}
⊂ {B∗vi,j : 1 ≤ i ≤ p, 1 ≤ j ≤ ni}.
Taking into account that rankB∗ = n and the set {vi,j : 1 ≤ i ≤ p, 1 ≤ j ≤ ni} ⊂ Cn is linearly
independent, we deduce that {B∗kV : V ∈ EV (θ)} is also linearly independent. This finalizes the
proof of the result.
4. Biorthogonal families: construction and estimates
This section will be devoted to proving Theorem 1.2. To this end, we will follow here the
strategy based on the Laplace transform which explicitly constructs the biorthogonal family from
the fixed complex sequence. This strategy has been used for instance in [30] in order to construct
a biorthogonal family to the set
{
e−Λkt
}
k≥1, where {Λk}k≥1 is a real positive sequence satisfying
suitable properties.
Throughout this section η ≥ 1 will denote a positive integer and Λ = {Λk}k≥1 ⊂ C+ =
{λ ∈ C : <λ > 0} is a complex sequence satisfying
Λk 6= Λj , ∀k, j ∈ N with k 6= j. (20)
We will obtain the proof of the Theorem 1.2 reasoning as follows:
1. First, we will prove the existence of a biorthogonal family {ϕk,j}k≥1,0≤j≤η−1 ⊂ A(Λ, η,∞) to{
tje−Λkt
}
k≥1,0≤j≤η−1 (see Proposition 4.1). In view of other applications, we will consider
more general Λk than those satisfying condition (11) in Theorem 1.2. In this proposition we
will also give an estimate of the norm in L2(0,∞;C) of ϕk,j in terms of a Blaschke product
associated to the sequence Λ (see (22)).
2. Secondly, we will use assumptions (11) in order to get an estimate of the Blaschke product
Pk in (22) (see Proposition 4.5).
3. Finally, we will directly prove Theorem 1.2 when T = ∞ and will deduce the general case
T ∈ (0,∞) using a well known argument (see Corollary 4.6).
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For T ∈ (0,∞], let us recall that A(Λ, η, T ) is the space given by
A(Λ, η, T ) = span {tje−Λkt : k ≥ 1, 0 ≤ j ≤ η − 1}L
2(0,T ;C)
and is a closed subspace of L2(0, T ;C).
Let us also recall that the function ek,j is given by
ek,j(t) = t
je−Λkt, t ≥ 0,
with (k, j) such that k ≥ 1 and 0 ≤ j ≤ η − 1.
We will obtain the proof of Theorem 1.2 from several previous results. Let us start with the
following one:
Proposition 4.1. Assume that Λ = {Λk}k≥1 ⊂ C+ satisfies (20) and the assumption∑
k≥1
<Λk
(1 + <Λk)2 + (=Λk)2
<∞. (21)
Then, there exists a biorthogonal family {ϕk,j}k≥1,0≤j≤η−1 ⊂ A(Λ, η,∞) to {ek,j}k≥1,0≤j≤η−1
such that
‖ϕk,j‖L2(0,∞;C) ≤ C
[
1 +
(
1
<Λk
)(2η−j)(η−j−1)+1]
(<Λk)η(η−j) |1 + Λk|2η(η−j)Pη(η−j)k , (22)
where C is a positive constant, only depending on η, and Pk is given by
Pk :=
∏
`≥1
` 6=k
∣∣∣∣1 + Λk/Λ∗`1− Λk/Λ`
∣∣∣∣ .
To prove this result, we need some preliminary lemmata.
Lemma 4.2. Under the assumptions of Proposition 4.1, let us consider the Blaschke product
associated to Λ, W : C+ → C, defined by:
W (λ) = W (λ,Λ) =
∏
k≥1
δk
1− λ/Λk
1 + λ/Λ∗k
, λ ∈ C+
δk =
Λk
Λ∗k
|Λk − 1|
|Λk + 1|
Λ∗k + 1
Λ∗k − 1
(δk = 1 if Λk = 1).
Then, W ∈ H∞(C+), the space of bounded and holomorphic functions defined on C+, is defined
almost everywhere on iR and satisfies |W (λ)| < 1 for <λ > 0, |W (iτ)| = 1 for almost every τ ∈ R
and
W (λ0) = 0⇐⇒ λ0 = Λk with k ≥ 1.
Moreover, Λk is a simple root of W , for any k ≥ 1.
Proof: Let U be the unit ball of C and let us consider a sequence {αk}k≥1 ⊂ U such that∑
k≥1
(1− |αk|) <∞.
Then, it is well known (see for instance [28]) that the following function
C(z) =
∏
k≥1
|αk|
αk
αk − z
1− α∗kz
, with z ∈ U,
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is well defined in U and everywhere on ∂U and satisfies C ∈ H∞(U) and |C(eiθ)| = 1 for almost
all θ ∈ (−pi, pi).
We will obtain the proof of the lemma from the previous properties of the function C. Indeed,
it is not difficult to check that
h : z ∈ U 7→ h(z) = 1 + z
1− z ∈ C+
is a bijective map. In addition, h is holomorphic in U and W (λ) = C(h−1(λ)) with αk = h−1(Λk).
Observe that
(1− |αk|) = 1−
(
1− 4RΛK
(1 +RΛK)
2
+ (IΛk)
2
)1/2
and
∑
k≥1 (1− |αk|) <∞ if and only if (21) holds. Combining the previous properties we conclude
that W ∈ H∞(C+) if (21) is fulfilled.
Finally, it can be easily checked that |W (λ)| < 1 for <λ > 0, |W (iτ)| = 1 for almost all τ ∈ R
and the two last properties.
As a direct consequence of the previous result we deduce:
Corollary 4.3. Under the assumptions of Proposition 4.1, one has that A (Λ, η,∞) is a proper
closed subspace of L2 (0,∞;C).
Proof: Since conditions (20) and (21) are assumed, it follows that W ∈ H∞(C+), given by
Lemma 4.2, satisfies W 6≡ 0. Let us set
Φ(λ) =
[
W (λ)
(1 + λ)
2
]η
, for λ ∈ C+ . (23)
Simple computations immediately show that Φ ∈ H2(C+), the space of holomorphic functions
on C+ such that ∫ +∞
−∞
|Φ(σ + iτ)|2 dτ <∞, ∀σ > 0,
with norm
‖Φ‖H2(C+) =
(∫ +∞
−∞
|Φ (iτ)|2 dτ
)1/2
.
Using the properties of the function W , it is not difficult to check that, for a positive constant Cη
(only depending on η), one has
‖Φ‖H2(C+) ≤ Cη.
It is well known that the Laplace transform is a homeomorphism4 from L2(0,∞;C) into
H2(C+). Therefore, there exists a nontrivial function ϕ ∈ L2(0,∞;C) such that
Φ(λ) =
1
2pi
∫ ∞
0
e−λtϕ∗(t) dt.
Observe that, thanks to Lemma 4.2, {Λk}k≥1 are the zeros of Φ and have multiplicity η. In
particular Φ(j)(Λk) = 0 for every k ≥ 1 and j : 0 ≤ j ≤ η − 1. Thus∫ ∞
0
tje−Λktϕ∗(t) dt = (ek,j , ϕ)L2(0,∞;C) = 0, ∀(k, j) : k ≥ 1, 0 ≤ j ≤ η − 1.
We have then proved that there exists ϕ ∈ L2(0,∞;C), with ϕ 6≡ 0, such that ϕ ∈ A(Λ, η,∞)⊥.
This finalizes the proof.
Starting from the function Φ defined in (23), we would like to construct a family of functions
{Φk,j} ⊂ H2(C+) satisfying some additional conditions. These are given in the following result:
4For the space H2(C+) and the properties of the Laplace transform, see for instance [30, pp. 19–20]).
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Lemma 4.4. Assume that the sequence {Λk}k≥1 satisfies (20) and (21). Then, there exists a
family {Φk,j}k≥1,1≤j≤η ⊂ H2(C+) such that
Φ
(ν)
k,j (Λl) = (−1)νδklδjν , ∀(k, j), (l, ν) : k, l ≥ 1, 0 ≤ j, ν ≤ η − 1, (24)
and
‖Φk,j‖H2(C+) ≤ C
Hj(Λk)∣∣Φ(η)(Λk)∣∣η−j , ∀(k, j) : k ≥ 1, 0 ≤ j ≤ η − 1, (25)
where C is a positive constant, only depending on η, and Φ and Hj(Λk) are respectively given
by (23) and
Hj(Λk) = 1 +
(
1
<Λk
)(2η−j)(η−j−1)+1
.
Before presenting the proof of this lemma, let us complete the proof of Proposition 4.1.
Proof of Proposition 4.1: From Lemma 4.4 we deduce that Φk,j ∈ H2(C+) for every (k, j) : k ≥
1 and 0 ≤ j ≤ η−1. Thus, using again the Laplace transform, for any k ≥ 1 and j : 0 ≤ j ≤ η−1,
there exists a nontrivial function ϕ˜k,j ∈ L2(0,∞;C) such that
Φk,j(λ) =
1
2pi
∫ ∞
0
e−λtϕ˜∗k,j(t) dt, ∀λ ∈ C+ ,
and ‖ϕ˜k,j‖L2(0,∞;C) ≤ C‖Φk,j‖H2(C+) for a positive constant C. We also have
Φ
(ν)
k,j(λ) = (−1)ν
1
2pi
∫ ∞
0
tνe−λtϕ˜∗k,j(t) dt, ∀λ ∈ C+ , ∀ν ≥ 0.
Let us consider the projection operator ΠΛ : L
2(0,∞;C)→ A(Λ, η,∞). One has∫ ∞
0
tje−ΛktΠΛϕ∗(t) dt =
∫ ∞
0
tje−Λktϕ∗(t) dt, ∀(k, j) : k ≥ 1, 0 ≤ j ≤ η−1, ∀ϕ ∈ L2(0,∞;C).
Taking into account (24) and the two previous equalities, we deduce that the set {ϕk,j}k≥1,0≤j≤η,
with ϕk,j = ΠΛϕ˜k,j/2pi, is a biorthogonal family associated to {tje−Λk}k≥1,0≤j≤η and
‖ϕk,j‖L2(0,∞;C) ≤ C‖Φk,j‖H2(C+)
for a positive constant C.
From (25) and in order to prove (22), let us calculate |Φ(η)(Λk)|. First, the function Φ can be
written as Φ(λ) = [f(λ)]η with f a holomorphic function on C+. Since Λk is a simple zero of f ,
we get Φ(η)(Λk) = η![f
′(Λk)]η, i.e.,
Φ(η)(Λk) = η!
[
W ′(Λk)
(1 + Λk)
2
]η
,
where W is given in Lemma 4.2. On the other hand, a simple calculation gives
W ′(Λk) = −δk −Λ
∗
k
2Λk<Λk
∏
`≥1
6`=k
δ`
1− Λk/Λ`
1 + Λk/Λ∗`
,
and therefore
|Φ(η)(Λk)| = η!
 1
2|1 + Λk|2<Λk
∏
` 6=k
∣∣∣∣ 1− Λk/Λ`1 + Λk/Λ∗`
∣∣∣∣
η .
Finally, from (25) we get (22). This ends the proof.
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Proof of Lemma 4.4: Let us fix k ≥ 1 and j : 0 ≤ j ≤ η − 1 and let us set
fk,j(λ) :=
Φ(λ)
(λ− Λk)η−j
, ∀λ ∈ C+ , (26)
where Φ is given by (23). From the properties of the function Φ, we get
f
(ν)
k,j (Λl) = 0, ∀l ≥ 1 with l 6= k, ∀ν : 0 ≤ ν ≤ η − 1,
f
(ν)
k,j (Λk) = 0, ∀ν : 0 ≤ ν ≤ j − 1,
f
(j+ν)
k,j (Λk) =
(j + ν)!
(η + ν)!
Φ(η+ν)(Λk), ∀ν : ν ≥ 0.
(27)
In particular, f
(j)
k,j (Λk) =
j!
η!Φ
(η)(Λk) 6= 0 (remember that Λk is a zero of Φ of multiplicity η;
see (23)).
We will obtain the proof after several steps.
Step 1: In this first step we will prove that there exists a polynomial function p = pk,j of degree
η − j − 1 such that the function defined by
Φk,j(λ) := p(λ)fk,j(λ), ∀λ ∈ C+ , (28)
satisfies (24).
Clearly, for any polynomial p we have{
Φ
(ν)
k,j(Λl) = 0, ∀l : l 6= k, ∀ν : 0 ≤ ν ≤ η − 1,
Φ
(ν)
k,j(Λk) = 0, ∀ν : 0 ≤ ν < j ≤ η − 1.
Thus, in order to get (24), we have to show that there is a polynomial p such that Φ
(j)
k,j(Λk) = (−1)j
and Φ
(j+ν)
k,j (Λk) = 0 for 1 ≤ ν ≤ η − j − 1. In view of (27)), these relations lead to
p(Λk) =
(−1)j
f
(j)
k,j (Λk)
=
η!
j!
(−1)j
Φ(η)(Λk)
,
ν−1∑
`=0
aν`p
(`)(Λk) + p
(ν)(Λk) = 0, ∀ν : 1 ≤ ν ≤ η − j − 1,
(29)
where
aν` =
(
j + ν
`
)
(
j + ν
ν
) f (j+ν−`)k,j (Λk)
f
(j)
k,j (Λk)
=
ν!η!
`!(η + ν − `)!
Φ(η+ν−`)(Λk)
Φ(η)(Λk)
. (30)
for every ν, ` : 0 ≤ ` < ν ≤ η − j − 1.
These relations allow us to compute p(ν)(Λk) for 0 ≤ ν ≤ η − j − 1 and thus
p(λ) =
η−j−1∑
ν=0
p(ν)(Λk)
ν!
(λ− Λk)ν .
Evidently Φk,j(λ) := p(λ)fk,j(λ) satisfies (24).
Step 2: Let us now prove some estimates of the polynomial p constructed in the previous step.
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We can rewrite the identities in (29) as a linear system of the form AP = B with
A =

1 0 · · · 0 0
a10 1 · · · 0 0
a20 a21
. . . 0 0
...
...
. . .
. . . 0
aη−j−1,0 aη−j−1,1 · · · aη−j−1,η−j−2 1
 ∈ L(C
η−j), B =

(−1)jη!
j!Φ(η)(Λk)
0
...
0
 ∈ Cη−j
and P =
(
p(ν)(Λk)
)
0≤ν≤η−j−1 ∈ Cη−j .
Thus P = A−1B and |P |Cη−j ≤
∥∥A−1∥∥ | B|Cη−j , where ‖ · ‖ stands for the Hilbert-Schmidt
norm of a matrix, i.e., if M ∈ L(Cη−j), then
‖M‖ =
 ∑
1≤r,s≤η−j
|mrs|2
1/2 .
Let us write A = Id − V . Then (see [18, Theorem 1.4.1, p. 6]):
‖ A−1‖ ≤
(‖V ‖2 + η − j
η − j − 1
)(η−j−1)/2
.
Recall that V = Id− A. Taking into account the expression of the elements aν` of V (see (30))
we have:
η − j + ‖V ‖2 = η − j +
∑
0≤`<ν≤η−j−1
|aν`|2 = η − j +
∑
0≤`<ν≤η−j−1
ν!η!
`!(η + ν − `)!
∣∣∣∣Φ(η+ν−`)(Λk)Φ(η)(Λk)
∣∣∣∣2
=
∑
0≤`≤ν≤η−j−1
ν!η!
`!(η + ν − `)!
∣∣∣∣Φ(η+ν−`)(Λk)Φ(η)(Λk)
∣∣∣∣2 .
Coming back to P , one has:
|P |Cη−j ≤
∥∥A−1∥∥ | B|Cη−j ≤ C
 ∑
0≤`≤ν≤η−j−1
∣∣∣Φ(η+ν−`)(Λk)∣∣∣2

η−j−1
2
1∣∣Φ(η)(Λk)∣∣η−j , (31)
for a positive constant C which only depends on η.
Finally, let us estimate |Φ(η+ν−`)(Λk)| for (ν, `) : 0 ≤ ` ≤ ν ≤ η−j−1. Since Φ is a holomorphic
function on C+, we can write:
Φ(m)(Λk) =
m!
2ipi
∮
|z−Λk|=r
Φ(z)
(z − Λk)m+1 dz, ∀m ≥ 0,
where r > 0 is such that {z ∈ C : |z − Λk| = r} ⊂ C+. Observe that we can take r = <Λk/2.
On the other hand, from the definition of Φ (see (23)) and the properties of W (Lemma 4.2), we
deduce
|Φ (z)| ≤ 1|1 + z|2η ≤ 1, ∀z ∈ C+.
Thus: ∣∣∣Φ(m)(Λk)∣∣∣ ≤ m!
2pirm+1
∮
|z−λk|=r
dz =
m!
rm
, ∀m ≥ 0,
with r = <Λk/2.
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Going back to (31), we get
|P |Cη−j ≤ C
 ∑
0≤`≤η−j−1
1
(<Λk)2(η+`)
(η−j−1)/2 1∣∣Φ(η)(Λk)∣∣η−j ≤ C H0j(Λk)∣∣Φ(η)(Λk)∣∣η−j , (32)
for a new positive constant C only depending on η and where H0,j(Λk) given by
H0j(Λk) = 1 +
(
1
<Λk
)(2η−j−1)(η−j−1)
.
Indeed, ∑
0≤`≤η−j−1
1
(<Λk)2(η+`)
≤
2(2η−j−1)∑
`=0
1
(<Λk)`
= Pη,j(1/<Λk)
with Pη,j a polynomial of degree 2(2η− j−1). On the other hand, there exists a positive constant
Cη,j (only depending on η and j) such that
Pη,j(x) ≤ Cη,j
(
1 + x2(2η−j−1)
)
, ∀x ∈ (0,∞).
From this last inequality it is not difficult to obtain (32).
Step 3: We finalize the proof of Lemma 4.4 showing that the function
Φk,j(λ) = p(λ)fk,j(λ) =
Φ(λ)
(λ− Λk)η−j
η−j−1∑
ν=0
p(ν)(Λk)
ν!
(λ− Λk), ∀λ ∈ C+ ,
(the function Φ is given by (23)) satisfies Φk,j ∈ H2(C+) and (25).
On the one hand, taking into account (32), we can infer
|p(iτ)| ≤ C H0j(Λk)∣∣Φ(η)(Λk)∣∣η−j
η−j−1∑
ν=0
|iτ − Λk|ν ≤ C H0j(Λk)∣∣Φ(η)(Λk)∣∣η−j
(
1 + |iτ − Λk|η−j−1
)
,
with C a positive constant only depending on η. On the other hand, we can estimate,
‖Φk,j‖2H2(C+) ≤ C2
H0j(Λk)
2∣∣Φ(η)(Λk)∣∣2(η−j)
∫ ∞
−∞
(
1 + |iτ − Λk|η−j−1
)2
|iτ − Λk|2(η−j) |Φ(iτ)|
2 dτ ≤
≤ C2 H0j(Λk)
2∣∣Φ(η)(Λk)∣∣2(η−j)
(
1
(<Λk)η−j +
1
<Λk
)2
‖Φ‖2H2(C+)
≤ C2 Hj(Λk)
2∣∣Φ(η)(Λk)∣∣2(η−j) ,
where Hj is given in the statement of Lemma 4.4 and C is a new positive constant only depending
on η. This last inequality shows that Φk,j ∈ H2(C+), inequality (25) and finishes the proof of
Lemma 4.4.
In Proposition 4.1 we have proved that, under assumptions (20) and (21) on the sequence
Λ = {Λk}k≥1 ⊂ C+, there exists a biorthogonal family {ϕk,j}k≥1,0≤j≤η−1 ⊂ A(Λ, η,∞) to the set{
tje−Λkt
}
k≥1,0≤j≤η−1 (η ≥ 1 is fixed) which satisfies (22). Now, we will see that if we impose
slightly stronger assumptions upon the sequence Λ (see assumptions in Theorem 1.2) we can
estimate the infinite product Pk given in the statement of Proposition 4.1. One has:
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Proposition 4.5. Let {Λk}k≥1 be a sequence of complex numbers satisfying (11). Then, for every
ε > 0 there exists a constant C(ε) > 0 such that
Pk :=
∏
`≥1
` 6=k
∣∣∣∣1 + Λk/Λ∗`1− Λk/Λ`
∣∣∣∣ ≤ C(ε)eε<Λk , ∀k ≥ 1.
The proof of this result can be found for instance in [27], [13] and [15] (see (25), p. 1730 in the
last reference). See also [22] where a slightly stronger inequality is proved under assumptions on
{Λk}k≥1 which, in particular, imply (11).
Proof of Theorem 1.2: Let us start proving Theorem 1.2 in the case T =∞.
First, if {Λk}k≥1 satisfies (11), then one has (20) and there exists a positive constant Cδ such
that <Λk
(1 + <Λk)2 + (=Λk)2
≤ 1<Λk ≤
1
δ
1
|Λk| .
Therefore (21) holds and we can apply Proposition 4.1 to the sequence {Λk}k≥1 deducing the
existence of a family {ϕk,j}k≥1,0≤j≤η−1 ⊂ A(Λ, η,∞) biorthogonal to
{
tje−Λkt
}
k≥1,0≤j≤η−1 which
satisfies (22).
Secondly, taking ε > 0 and using that <Λk →∞ we infer that for a positive constant C(η, ε)
one has [
1 +
(
1
<Λk
)(2η−j)(η−j−1)+1]
(<Λk)η(η−j) |1 + Λk|2η(η−j) ≤ C1(η, ε)eε<Λk/2,
for any (k, j) with k ≥ 1 and 0 ≤ j ≤ η − 1.
Finally, applying Proposition 4.5, with ε/(2η(η − j)), instead of ε and taking into account the
previous inequality and (22) we obtain (12). This finalizes the proof in the case T =∞.
Before continuing the proof of Theorem 1.2, let us present a consequence of the result proved
for T =∞:
Corollary 4.6. Let us assume the assumptions of Theorem 1.2. Then, for any T ∈ (0,∞) the
restriction operator RT : A(Λ, η,∞)→ A(Λ, η, T ) defined by
RTϕ = ϕ|(0,T ), ∀ϕ ∈ A(Λ, η,∞)
is a topological isomorphism. In particular, there exists a constant C(T ) > 0 such that
‖ϕ‖L2(0,∞;C) ≤ C(T )‖RTϕ‖L2(0,T ;C), ∀ϕ ∈ A(Λ, η,∞).
This result can be proved following the ideas in [13], [22] or [15]. For the sake of completeness,
we include the proof in an appendix at the end of the paper.
Let us now go back to the proof of Theorem 1.2 and so, let us assume that T ∈ (0,∞). If
we apply the previous case, we deduce the existence of a family {ϕ˜k,j}k≥1,0≤j≤η−1 ⊂ A(Λ, η,∞)
biorthogonal to
{
tje−Λkt
}
k≥1,0≤j≤η−1 in L
2(0,∞;C) which satisfies (12).
Let us set
ϕk,j =
(
R−1T
)∗
ϕ˜k,j ∈ A(Λ, η, T ), ∀(k, j) : k ≥ 1, 0 ≤ j ≤ η − 1.
From Corollary 4.6 and the properties of the family {ϕ˜k,j}k≥1,0≤j≤η−1, it is clear that ϕk,j satis-
fies (12) for any (k, j).
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On the other hand, with the notation ek,j(t) = t
je−Λkt, we can write{
δklδij = (ek,j , ϕ˜l,i)L2(0,∞;C) = (R
−1
T RT ek,j , ϕ˜l,i)L2(0,∞;C)
= (RT ek,j ,
(
R−1T
)∗
ϕ˜l,i)L2(0,T ;C) = (ek,j , ϕl,i)L2(0,T ;C), ∀(k, j), (l, i),
i.e., {ϕk,j}k≥1,0≤j≤η−1 ⊂ A(Λ, η, T ) is a biorthogonal family to {ek,j}k≥1,0≤j≤η−1 in L2(0, T ;C)
which also satisfies estimate (12). This ends the proof of Theorem 1.2.
Remark 4.1. In Corollary 4.3 we have proved that, under assumption (21), A(Λ, η,∞) is a closed
proper subspace of L2(0,∞;C). In fact, from the results proved in Proposition 4.1 it is clear that
{ek,j : k ≥ 1, 1 ≤ j ≤ η} form a strongly independent set, i.e., each element ek,j of this set is
outside the closure of the space spanned by the other functions of the set. This two results can be
easily generalized to the case T ∈ (0,∞):
“Let us assume that hypotheses in Proposition 4.1 holds. Then A(Λ, η, T ) is a closed proper
subspace of L2(0, T ;C). In addition, the set {ek,j : k ≥ 1, 0 ≤ j ≤ η − 1} forms a strongly inde-
pendent set.
5. Exact controllability to trajectories. Proof of Theorem 1.1
We will devote this section to proving Theorem 1.1. Using Proposition 2.4, we will just prove
the null controllability at time T of the system. To this end, we will follow the method used
by Fattorini and Russell in [12] and [13] for the study of the null controllability of a scalar heat
equation. By means of this method we will reduce the controllability problem for system (1) to a
moment problem.
In subsection 5.1, we explain the moment method and derive the moment problems that must
be satisfied by the components of the control v. We end this section with the proof of Theorem 1.1.
All along this section we will assume that the coupling matrices A and B fulfill conditions (9).
Recall that {µl}1≤l≤p ⊂ C is the set of distinct eigenvalues of A∗. In this section we will use
the notation introduced in Section 3 (see p. 8).
5.1. The moment problem
In this subsection we will see that, under assumption (9), the null controllability problem for
system (1) is equivalent to a problem (the moment problem) for the unknown control v.
Let us now fix y0 ∈ H−1(0, pi;Cn). Using formula (15) for t = T , we deduce that, if ϕ is the
solution of the adjoint system (14) corresponding to ϕ0 ∈ H10 (0, pi;Cn), then the null controllability
problem for system (1) is equivalent to the problem
Find v ∈ L2 (0, T ;Cm) such that
−〈y0, ϕ(·, 0)〉 =
∫ T
0
(v(t) , B∗ϕx(0, t))Cm dt, ∀ϕ0 ∈ H10 (0, pi;Cn) .
(33)
If ϕ0 ∈ H10 (0, pi;Cn) is given, then the corresponding solution to (14) is given by
ϕ(x, t) =
∑
k≥1
e(−λkId+A
∗)(T−t)φk(x)ϕ0,k, with ϕ0,k =
∫ pi
0
ϕ0(x)φk(x) dx ∈ Cn, (34)
(φk given in (5)).
Let us fix k0 ≥ 1 as in Proposition 3.2 and let us consider the finite-dimensional space
X0 = {w : w =
∑
1≤k≤k0
wkφk with wk ∈ Cn}.
In general, given y ∈ H−1(0, pi;Cn) (resp. y ∈ L2(0, pi;Cn)), we will use the notation
yk = 〈y, φk〉 ∈ Cn, (resp. yk = (y, φk)L2(0,pi)),
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where 〈·, ·〉 stands for the usual duality pairing between H−1(0, pi) and H10 (0, pi). With this nota-
tion, we consider
Y0 =
( √
pi
k
√
2
y0,k
)
1≤k≤k0
∈ Cnk0 , with y0,k = 〈y0, φk〉 ∈ Cn, (35)
and Φ0 =
(
k
√
2
piϕ0,k
)
1≤k≤k0
∈ Cnk0 . Then, it is not difficult to see that

B∗ϕx(0, t) = B∗k0e
L∗k0 (T−t)Φ0 +
∑
k>k0
k
√
2
pi
B∗e(−λkId+A
∗)(T−t)ϕ0,k , t ∈ (0, T ),
−〈y0, ϕ(·, 0)〉 = −(Y0 , eL
∗
k0
TΦ0)Cnk0 −
∑
k>k0
(y0,k , e
(−λkId+A∗)Tϕ0,k)Cn ,
with (Bk0 ,Lk0) given by (7).
Taking first ϕ0 arbitrary in X0 and then ϕ0 = aφk, with a ∈ Cn and k > k0, and using that
{φk}k≥1 is an orthonormal basis of L2 (0, pi), (33) transforms into the problem
Find v ∈ L2 (0, T ;Cm) such that∫ T
0
(v(T − t) , B∗k0eL
∗
k0
tΦ0)Cm dt = F(Y0,Φ0), ∀Φ0 ∈ Cnk0 ,∫ T
0
(v(T − t) , B∗e(−λkId+A∗)ta)Cm dt = fk(y0, a), ∀a ∈ Cn, ∀k > k0,
(36)
where we have introduced the bilinear forms F : Cnk0×Cnk0 → C and fk : H−1(0, pi;Cn)×Cn → C
given by
F (Y0,Φ0) = −(Y0 , eL
∗
k0
TΦ0)Cnk0 , ∀(Y0,Φ0) ∈ Cnk0 × Cnk0 ,
fk(y0, a) = −1
k
√
pi
2
(y0,k , e
(−λkId+A∗)Ta)Cn , ∀(y0, a) ∈ H−1(0, pi;Cn)× Cn.
(37)
So we have reduced our control problem to a vector moment problem. In order to analyze this
moment problem, let us first introduce the Jordan structure of the matrix L∗k0 : Let {γ`}1≤`≤p˜ ⊂ C
be the set of distinct eigenvalues of L∗k0 . Following the notation that we have introduced for the
matrix A∗ (see p. 8), for ` : 1 ≤ ` ≤ p˜, we denote by N` the geometric multiplicity of γ` and we
assume that we have numbered the eigenvalues in such a way that
N1 ≥ N`, 2 ≤ ` ≤ p˜.
Also, the sequence {V`,j}1≤j≤N` will denote a basis of eigenvectors of L∗k0 associated to γ`. To
each eigenvector V`,j we associate its Jordan chain (of dimension τ˜`,j) and the corresponding set
of generalized eigenvectors {V i`,j}1≤i≤τ˜`,j defined by:{
L∗k0V
i
`,j = γ`V
i
` + V
i+1
` , 1 ≤ i < τ˜`,j ,
L∗k0V
τ˜`,j
`,j = γ`V
τ˜`,j
`,j
(so that V
τ˜`,j
`,j = V`,j).
In fact, the eigenvalues, eigenvectors and the Jordan canonical form of the matrix L∗k0 is
determined by the eigenvalues, eigenvectors and the Jordan canonical form of A∗. Thus, γ`, with
1 ≤ ` ≤ p˜, is an eigenvalue of L∗k0 if and only if for k : 1 ≤ k ≤ k0 and l : 1 ≤ l ≤ p, one
has γ` = −λk + µl. In this last case, the vector V = (Vi)1≤i≤k0 ∈ Cnk0 is an eigenvector of L∗k0
associated to γ` if and only if
Vi = 0, ∀i 6= k, and Vk = vl,j with j : 1 ≤ j ≤ nl.
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On the other hand, it is also clear that the following properties hold:
p ≤ p˜ ≤ pk0, N1 = max{N` : 1 ≤ ` ≤ p˜} ≥ n1 = max{nl : 1 ≤ l ≤ p}. (38)
With the previous notation, if t ∈ R, we can write:
etL
∗
k0V ı`, = e
γ`t
τ˜`,−ı∑
σ=0
tσ
σ!
V ı+σ`, , ∀(`, , ı) : 1 ≤ ` ≤ p˜, 1 ≤  ≤ N`, 1 ≤ ı ≤ τ˜`, ,
etA
∗
vil,j = e
µlt
τl,j−i∑
σ=0
tσ
σ!
vi+σl,j , ∀(l, j, i) : 1 ≤ l ≤ p, 1 ≤ j ≤ nl, 1 ≤ i ≤ τl,j .
(39)
We will present the moment method under the assumption:
τl,j = τl, ∀l, j : 1 ≤ l ≤ p, 1 ≤ j ≤ nl ,
i.e., we will suppose that the Jordan blocks associated to the eigenvalues of A∗ have the same
dimension. This assumption will not be a restriction because we will only apply the moment
method in this case. Observe that it also implies τ˜`, = τ˜` for every `, , with 1 ≤ ` ≤ p˜ and
1 ≤  ≤ N` .
Now, let us fix (`, , ı) and (l, j, i) with 1 ≤ ` ≤ p˜, 1 ≤  ≤ N`, 1 ≤ ı ≤ τ˜`,j ≡ τ˜`, 1 ≤ l ≤ p,
1 ≤ j ≤ nl and 1 ≤ i ≤ τl,j ≡ τl, and let us take Φ0 = V ı`, and a = vil,j in (36). So, from (39) and
taking into account that {V ı`, : 1 ≤ ` ≤ p˜, 1 ≤  ≤ N`, 1 ≤ ı ≤ τ˜`} and {vil,j : 1 ≤ l ≤ p, 1 ≤ j ≤
nl, 1 ≤ i ≤ τl} are basis of Cnk0 and Cn (resp.), we deduce that (36) is equivalent to
Find v˜ ∈ L2(0, T ;Cm) such that
τ˜`−ı∑
σ=0
(
∫ T
0
tσ
σ!
eγ
∗
` t v˜(t) dt , B∗k0V
ı+σ
`, )Cm = F (Y0, V
ı
`,), ∀(`, , ı) :
1 ≤ ` ≤ p˜, 1 ≤  ≤ N` and 1 ≤ ı ≤ τ˜` ,
τl−i∑
σ=0
(
∫ T
0
tσ
σ!
e(−λk+µ
∗
l )t v˜(t) dt , B∗vi+σl,j )Cm = fk(y0, v
i
l,j), ∀(k, l, j, i) :
k > k0, 1 ≤ l ≤ p, 1 ≤ j ≤ nl and 1 ≤ i ≤ τl ,
(40)
where v˜(t) = v(T − t), for t ∈ [0, T ].
From Proposition 3.1 applied to C ≡ Lk0 and D ≡ Bk0 , we know that condition (9) (with
k = k0) is equivalent to
rank [B∗k0V`,1 , B
∗
k0V`,2 , · · · , B∗k0V`,N` ] = N`, ∀` : 1 ≤ ` ≤ p˜. (41)
In particular, we infer that m ≥ N` for every ` : 1 ≤ ` ≤ p˜ and from (38) also m ≥ nl for all
l : 1 ≤ l ≤ p. Thus, the set {B∗k0V1,j}1≤j≤N1 ⊂ Cm is linearly independent. We complete the
previous set with the vectors {V̂j}1≤j≤m−N1 ⊂ Cm in order to have a basis of Cm:
B ≡ {B∗k0V1,j}1≤j≤N1 ∪ {V̂j}1≤j≤m−N1 . (42)
We can associate with each vector B∗k0V
ı
`, and B
∗vil,j of Cm, its coordinates in this basis:
B∗k0V
ı
`, =
N1∑
q=1
αq`,,ıB
∗
k0V1,q +
m−N1∑
q=1
α̂q`,,ıV̂q, 1 ≤ ` ≤ p˜, 1 ≤  ≤ N`, 1 ≤ ı ≤ τ˜` ,
B∗vil,j =
N1∑
q=1
βql,j,iB
∗
k0V1,q +
m−N1∑
q=1
β̂ql,j,iV̂q, 1 ≤ l ≤ p, 1 ≤ j ≤ nl, 1 ≤ i ≤ τl .
(43)
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Thus, coming back to (40), we obtain that this problem is equivalent to
Find v˜ ∈ L2(0, T ;Cm) such that
τ˜`−ı∑
σ=0
N1∑
q=1
αq,∗`,,ı+σ(
∫ T
0
tσ
σ!
eγ
∗
` t v˜(t) dt , B∗k0V1,q)Cm
+
τ˜`−ı∑
σ=0
m−N1∑
q=1
α̂q,∗l,,ı+σ(
∫ T
0
tσ
σ!
eγ
∗
` t v˜(t) dt , V̂q)Cm = F (Y0, V
ı
`,),
∀(`, , ı) with 1 ≤ ` ≤ p˜, 1 ≤  ≤ N` and 1 ≤ ı ≤ τ˜` ,
τl−i∑
σ=0
N1∑
q=1
βq,∗l,j,i+σ(
∫ T
0
tσ
σ!
e(−λk+µ
∗
l )t v˜(t) dt , B∗k0V1,q)Cm
+
τl−i∑
σ=0
m−N1∑
q=1
β̂q,∗l,j,i+σ(
∫ T
0
tσ
σ!
e(−λk+µ
∗
l )t v˜(t) dt , V̂q)Cm = fk(y0, v
i
l,j),
∀(k, l, j, i) with k > k0, 1 ≤ l ≤ p, 1 ≤ j ≤ nl and 1 ≤ i ≤ τl .
Let us now consider {Φ1,q}1≤q≤N1 ∪ {Φ̂1,q}1≤q≤m−N1 a biorthogonal basis associated to the
previous basis B of Cm. We will look for a control v˜ given by
v˜(t) =
N1∑
q=1
uq(t)Φ1,q , (44)
with uq ∈ L2(0, T ;C) for q : 1 ≤ q ≤ N1 .
Using the equalities (Φ1,q , B
∗
k0
V1,i)Cm = δqi and (Φ1,q , V̂j)Cm = 0, valid for every (q, i, j) :
1 ≤ q, i ≤ N1 and 1 ≤ j ≤ m−N1, we can rewrite the previous moment problem as
Find uq ∈ L2(0, T ;C), with 1 ≤ q ≤ N1, such that
τ˜`−ı∑
σ=0
N1∑
q=1
αq,∗`,,ı+σ
∫ T
0
tσ
σ!
eγ
∗
` t uq(t) dt = F (Y0, V
ı
`,),
∀(`, , ı) with 1 ≤ ` ≤ p˜, 1 ≤  ≤ N` and 1 ≤ ı ≤ τ˜` ,
τl−i∑
σ=0
N1∑
q=1
βq,∗l,j,i+σ
∫ T
0
tσ
σ!
e(−λk+µ
∗
l )t uq(t) dt = fk(y0, v
i
l,j),
∀(k, l, j, i) with k > k0, 1 ≤ l ≤ p, 1 ≤ j ≤ nl and 1 ≤ i ≤ τl .
(45)
Our aim is to prove that the previous moment problem admits, for every q, a solution uq which
lies in L2(0, T ;C). The previous reasoning shows that the corresponding control v(t) = v˜(T − t),
with v˜ given by (44), is in L2(0, T ;Cm) and solves the null controllability problem for system (1).
For (`, ν) and (l, σ) such that 1 ≤ ` ≤ p˜, 0 ≤ ν ≤ τ˜` − 1, 1 ≤ l ≤ p and 0 ≤ σ ≤ τl − 1, let us
set
X`,ν =
(∫ T
0
tν
ν!
eγ
∗
` t uq(t) dt
)
1≤q≤N1
, Y kl,σ =
(∫ T
0
tσ
σ!
e(−λk+µ
∗
l )t uq(t) dt
)
1≤q≤N1
∈ CN1 ,
F`,ν(Y0) =
(
F (Y0, V
τ˜`−ν
`,j )
)
1≤j≤N`
∈ CN` , F kl,σ(y0) =
(
fk(y0, v
τl−σ
l,j )
)
1≤j≤nl
∈ Cnl and
A`,ν =
(
αq,∗`,j,τ˜`−ν
)
1≤j≤N`
1≤q≤N1
∈ L(CN1 ;CN`), Bl,σ =
(
βq,∗l,j,τl−σ
)
1≤j≤nl
1≤q≤N1
∈ L(CN1 ;Cnl),
(46)
where F (Y0,Φ0) and fk(y0, a) are given in (37).
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Step 1: Let us first consider the case ` = 1. Let us recall that
(
αq`,j,i
)
1≤q≤N1
are the coordinates
of B∗k0V
i
`,j with respect to the basis B = {B∗k0V1,j}1≤j≤N1 ∪ {V̂j}1≤j≤m−N1 of Cm. In particular,
B∗k0V
τ˜1
1, =
N1∑
q=1
αq1,,τ˜1B
∗
k0V1,q +
m−N1∑
q=1
α̂q1,,τ˜1 V̂q, ∀ : 1 ≤  ≤ N1 .
Since V τ˜``,j = V`,j for every `, j, if ` = 1 we get{
αq1,j,τ˜1 = δqj , ∀j, q : 1 ≤ j, q ≤ N1 and
α̂q1,j,τ˜1 = 0, ∀j, q : 1 ≤ j, q ≤ m−N1 .
From (45) and using the previous equalities (` = 1) we obtain:
ı = τ˜1,
∫ T
0
eγ
∗
1 t uj(t) dt = F (Y0, V
τ˜1
1,j),
ı = τ˜1 − 1,
N1∑
q=1
αq,∗1,j,τ˜1−1
∫ T
0
eγ
∗
1 t uq(t) dt+
∫ T
0
teγ
∗
1 t uj(t) dt = F (Y0, V
τ˜1−1
1,j ),
...
...
ı = 1,
τ˜1−1∑
σ=0
N1∑
q=1
αq,∗1,j,1+σ
∫ T
0
tσ
σ!
eγ
∗
1 t uq(t) dt = F (Y0, V
1
1,j).
Using (46), we infer that, for ` = 1, the first part of system (45) is equivalent to the linear algebraic
system 
X1,0 = F1,0(Y0),
A1,1X1,0 +X1,1 = F1,1(Y0),
...
A1,τ˜1−1X1,0 +A1,τ˜1−2X1,1 + · · ·+X1,τ˜1−1 = F1,τ˜1−1(Y0),
or in matrix form:
Id 0 0 · · · 0
A1,1 Id 0 · · · 0
A1,2 A1,1 Id · · · 0
...
...
...
. . .
...
A1,τ˜1−1 A1,τ˜1−2 A1,τ˜1−3 · · · Id

︸ ︷︷ ︸
=M1

X1,0
X1,1
X1,2
...
X1,τ˜1−1
 =

F1,0(Y0)
F1,1(Y0)
F1,2(Y0)
...
F1,τ˜1−1(Y0)
 .
Clearly this system possesses a unique solution given by
X1,0
X1,1
...
X1,τ˜1−1
 = M−11

F1,0(Y0)
F1,1(Y0)
...
F1,τ˜1−1(Y0)
 ≡

C1,0(y0)
C1,1(y0)
...
C1,τ˜1−1(y0)
 ,
(Y0 given in (35)). Observe that the matrix M1 ∈ L(Cτ˜1N1) only depends on the coupling matrices
A and B and can be computed independently of the initial datum y0.
In other words, if we write C1,σ(y0) = (c1,σ,q(y0))1≤q≤N1 ∈ CN1 , we have established that the
components of uq of the control v˜ with respect to the set {Φ1,q}1≤q≤N1 must solve the following
first family of moment problems:∫ T
0
tσ
σ!
eγ
∗
1 t uq(t) dt = c1,σ,q(y0), ∀(σ, q) : 0 ≤ σ ≤ τ˜1 − 1, 1 ≤ q ≤ N1 .
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Finally, taking into account the expressions of C1,σ(y0), F1,σ(Y0) (see (46)) and F (Y0,Φ0) (see (37)),
we deduce the existence of a positive constant C = C(A,B) for which
|c1,σ,q(y0)| ≤ C‖eL
∗
k0
T ‖L(Cnk0 )‖y0‖H−1(0,pi;Cn) , ∀(σ, q) : 0 ≤ σ ≤ τ˜1 − 1, 1 ≤ q ≤ N1.
Step 2: Consider now the case 2 ≤ ` ≤ p˜. Following the same reasoning as before, we find that
the first equation of system (45) can be equivalently rewritten as:
A`,0X`,0 = F`,0(Y0),
A`,1X`,0 +A`,0X`,1 = F`,1(Y0),
...
A`,τ˜`−1X`,0 +A`,τ˜`−2X`,1 + · · ·+A`,0X`,τ˜`−1 = F`,τ˜`−1(Y0).
(47)
Let us show that this linear system (which has τ˜`N1 unknowns and τ˜`N` ≤ τ˜`N1 equations) is
compatible.
Indeed, remember that A`,0 ∈ L(CN1 ;CN`) (see (46)) and its components αq`,j,τ˜` are the coordi-
nates of the vectors B∗k0V
τ˜`
`,j = B
∗
k0
V`,j with respect to the basis B (see (43)). Again condition (41)
implies that the set {B∗k0V`,j : 1 ≤ j ≤ N`} ⊂ Cm is linearly independent and, evidently, also
rankA`,0 = N`. Then, there exists a permutation matrix P` ∈ L(RN1) (only depending on A`,0,
i.e., on `, A and B) such that A`,0P` =
[
A˜`,0 | D˜`,0
]
with A˜`,0 ∈ L(CN`) a squared matrix and
rank A˜`,0 = rankA`,0 = N`. For each σ with 0 ≤ σ ≤ τ˜` − 1, we also set A`,σP` =
[
A˜`,σ | D˜`,σ
]
with A˜`,σ ∈ L(Cn`). If we look for a solution under the form X`,σ = P`
[
X˜`,σ
0
]
, the previous
system transforms into:
A˜`,0X˜`,0 = F`,0(Y0),
A˜`,1X˜`,0 + A˜`,0X˜`,1 = F`,1(Y0),
...
A˜`,τ˜`−1X˜`,0 + A˜`,τ˜`−2X˜`,1 + · · ·+ A˜`,0X˜l,τ˜`−1 = F`,τ˜`−1(Y0).
This system has a unique solution which can be written as X˜`,σ = C˜`,σ(y0) (0 ≤ σ ≤ τ˜` − 1) with
C˜`,0(y0)
C˜`,1(y0)
...
C˜`,τ˜`−1(y0)
 = M−1`

F`,0(Y0)
F`,1(Y0)
...
F`,τ˜`−1(Y0)
 , (48)
whereM` ∈ L(Cτ˜`N`) is the coefficient matrix of the linear system (which, once again, only depends
on ` and the coupling matrices A and B) and F`,σ(Y0) ∈ CN` and Y0 are given in (46) and (35).
This proves that the system (47) is compatible and, in fact, we have obtained a particular solution.
We can repeat the arguments shown in the case ` = 1 and deduce that the components of the
previous solution of system (47) satisfy the family of moment problems∫ T
0
tσ
σ!
eγ
∗
` t uq(t) dt = c`,σ,q(y0), ∀(`, σ, q) : 2 ≤ ` ≤ p˜, 0 ≤ σ ≤ τ˜` − 1, 1 ≤ q ≤ N1 ,
where the coefficients c`,σ,q(y0) are given by (c`,σ,q(y0))1≤q≤N1 = P`
[
C˜`,σ(y0)
0
]
.
24
Again, taking into account the expressions of F`,σ(Y0) and F (Y0,Φ0) (see (46) and (37)), we
deduce again the existence of a positive constant C = C(A,B) such that, for every (`, σ, q) with
2 ≤ ` ≤ p˜, 0 ≤ σ ≤ τ˜` − 1 and 1 ≤ q ≤ N1, one has
|c`,σ,q(y0)| ≤ C‖eL
∗
k0
T ‖L(Cnk0 )‖y0‖H−1(0,pi;Cn). (49)
Step 3: Now, we are going to obtain an infinite family of moment problems using the second
identity in (45). We fix k > k0 and l : 1 ≤ l ≤ p. Following the same ideas as before, we obtain
that the second identity in (45) is equivalent to
Bl,0Y
k
l,0 = F
k
l,0(y0),
Bl,1Y
k
l,0 +Bl,0Y
k
l,1 = F
k
l,1(y0),
...
Bl,τl−1Y
k
l,0 +Bl,τl−2Y
k
l,1 + · · ·+Bl,0Y kl,τl−1 = F kl,τl−1(y0),
(50)
where Bl,σ and F
k
l,σ are given in (46).
Again, we have a compatible system of dimension (τlnl)× (τlN1) (nl ≤ N1, see (38)). Indeed,
from the Kalman rank condition (2) we deduce
rank [B∗vl,1 , B∗vl,2 , · · · , B∗vl,nl ] = nl, ∀l : 1 ≤ l ≤ p,
and also rankBl,0 = nl . Therefore, for a permutation matrix Ql ∈ L(RN1) (only depending on
l, A and B), we can write Bl,0Ql =
[
B˜l,0 | D̂l,0
]
with B˜l,0 ∈ L(Cnl) and rank B˜l,0 = nl . We also
write Bl,σQl =
[
B˜l,σ | D̂l,σ
]
, with B˜l,σ ∈ L(Cnl) (0 ≤ σ ≤ τl−1), and we obtain a solution to (50)
as Y kl,σ = Ql
[
Y˜ kl,σ
0
]
with Y˜ kl,σ ∈ Cnl solution to

B˜l,0Y˜
k
l,0 = F
k
l,0(y0),
B˜l,1Y˜
k
l,0 + B˜l,0Y˜
k
l,1 = F
k
l,1(y0),
...
B˜l,τl−1Y˜
k
l,0 + B˜l,τl−2Y˜
k
l,1 + · · ·+ B˜l,0Y˜ kl,τl−1 = F kl,τl−1(y0).
If we denote by means of M˜l ∈ L(Cτlnl) the previous coefficient matrix (which only depends
on l, A and B), then we have managed to obtain a solution of the system (50) under the form
Y kl,σ = D
k
l,σ(y0) with D
k
l,σ(y0) = Ql
[
D˜kl,σ(y0)
0
]
and
(
D˜kl,σ(y0)
)
1≤σ≤τl−1
(y0) = M˜
−1
l
(
F kl,σ(y0)
)
1≤σ≤τl−1 . (51)
Finally, let us remark that, from the expressions of F kl,σ(y0) and fk(y0, a) (see (46) and (37)),
we have the existence of a positive constant C = C(A,B) such that the components dk1,σ,q(y0)
(q : 1 ≤ q ≤ N1) of Dkl,σ(y0) satisfy
|dk1,σ,q(y0)| ≤
C
k
‖e(−λkId+A∗)T ‖L(Cn)|y0,k| (52)
for every (k, l, σ, q) with k > k0, 1 ≤ l ≤ p, 0 ≤ σ ≤ τl − 1 and 1 ≤ q ≤ N1.
Summarizing, with the previous notation and assuming that τl,j = τl, for all l, j : 1 ≤ l ≤ p
and 1 ≤ j ≤ nl, we have proved:
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Proposition 5.1. Assume that condition (9) holds and let us consider the integer k0 provided
by Proposition 3.2. Let us also fix y0 ∈ H−1(0, pi;Cn). Then, for every (`, l) with 1 ≤ ` ≤ p˜
and 1 ≤ l ≤ p, there exist matrices M` ∈ L(Cτ˜`N`), M˜l ∈ L(Cτlnl) and permutation matrices
P`, Ql ∈ L(RN1), which only depend on the coupling matrices A and B, such that, if for every q,
with 1 ≤ q ≤ N1, the function uq ∈ L2(0, T ;C) satisfies the family of moment problems:
∫ T
0
tν
ν!
eγ
∗
` t uq(t) dt = c`,ν,q(y0), ∀(`, ν) : 1 ≤ ` ≤ p˜, 0 ≤ ν ≤ τ˜` − 1,∫ T
0
tσ
σ!
e(−λk+µ
∗
l )t uq(t) dt = d
k
l,σ,q(y0), ∀(k, l, σ) : k > k0, 1 ≤ l ≤ p, 0 ≤ σ ≤ τl − 1,
(53)
then the control v given by v(t) = v˜(T−t) (t ∈ (0, T )), with v˜ given by (44), is in L2(0, T ;Cm) and
solves the null controllability problem for system (1). In (53) the coefficients c`,ν,q and d
k
l,σ,q(y0)
are respectively given by
(c`,ν,q(y0))1≤q≤N1 = P`
[
C˜`,ν(y0)
0
]
,
(
dkl,σ,q(y0)
)
1≤q≤N1 = Ql
[
D˜kl,σ(y0)
0
]
and D˜kl,σ(y0) and C˜`,ν(y0) by (48) and (51). Finally, there exists a positive constant C, only
depending on A and B, such that (49) and (52) hold.
Remark 5.1. Let us now assume that y0 ∈ X⊥0 with
X0 = {w : w =
∑
1≤k≤k0
wkφk with wk ∈ Cn}.
and k0 given by Proposition 3.2. In this case the moment problem reduces to (40) with Y0 ≡ 0
(see (35)) and, evidently, F (Y0, V
ı
`,) ≡ 0 for every (`, , ı). If we assume the algebraic Kalman con-
dition (2) then, using Proposition 3.1, we conclude that the set {B∗v1,j : 1 ≤ j ≤ n1} ⊂ Cm
is linearly independent. This set can be completed in order to have a basis of Cm: B˜ =
{B∗v1,j}1≤j≤n1 ∪ {v̂j}1≤j≤m−n1 . We can work with this basis B˜ and its biorthogonal basis
{Φ˜1,q}1≤q≤n1 ∪{Φ1,q}1≤q≤m−n1 instead of B (see (42)) and its biorthogonal basis {Φ1,q}1≤q≤N1 ∪
{Φ̂1,q}1≤q≤m−N1 . If we follow the previous arguments, it is possible to rewrite the moment prob-
lem as (45) with n1, α˜
q,∗
`,,ı+σ, β˜
q,∗
l,j,i+σ and F (Y0, V
ı
`,) ≡ 0 instead of N1, αq,∗`,,ı+σ and βq,∗l,j,i+σ. The
first family of equalities can be always solved. Adapting all the previous arguments, we can obtain
the property: If uq ∈ L2(0, T ;C) satisfies the family of moment problems (compare with (53))
∫ T
0
tν
ν!
eγ
∗
` t uq(t) dt = 0, ∀(`, ν) : 1 ≤ ` ≤ p˜, 0 ≤ ν ≤ τ˜` − 1,∫ T
0
tσ
σ!
e(−λk+µ
∗
l )t uq(t) dt = d˜
k
l,σ,q(y0), ∀(k, l, σ) : k > k0, 1 ≤ l ≤ p, 0 ≤ σ ≤ τl − 1,
then the control v given by v(t) =
∑n1
q=1 uq(T − t)Φ˜1,q is in L2(0, T ;Cm) and solves the null
controllability problem for system (1).
5.2. Proof of Theorem 1.1
In this subsection we are going to prove Theorem 1.1.
Necessary condition: Let us show that condition (9) is necessary in order to get the exact
controllability to the trajectories of system (1). To this end, we will use Proposition 2.4. To be
precise, let us assume that, for k0 ≥ 1, one has
rankKk0 = rank [Bk0 , Lk0Bk0 , L
2
k0Bk0 , · · · , Lnk0−2k0 Bk0 , Lnk0−1k0 Bk] < nk0 ,
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and let us prove that the observability inequality (16) fails (Lk and Bk are given in (7)).
Indeed, using the Kalman rank condition for ordinary differential systems, we deduce that the
pair (L∗k0 , B
∗
k0
) is not observable, i.e., there exists Φ0 ∈ Cnk0 with Φ0 6≡ 0 such that the solution
Φ to the system {
−Φ′ = L∗k0Φ in (0, T ),
Φ(T ) = Φ0 ∈ Cnk0 ,
satisfies
B∗k0Φ(t) = 0, ∀t ∈ (0, T ).
Now if we do Φ0 =
(
k
√
2
piϕ0,k
)
1≤k≤k0
(with ϕ0,k ∈ Cn for every k : 1 ≤ k ≤ k0) and we take
ϕ0(x) =
k0∑
k=1
ϕ0,kφk(x),
then, ϕ0 ∈ H10 (0, pi;Cn), ϕ0 6≡ 0 and the corresponding solution ϕ to (14) is given by
ϕ(x, t) =
√
2
pi
k0∑
k=1
e(−λk+A
∗)(T−t)ϕ0,k sin(kx), ∀(x, t) ∈ Q
and satisfies
B∗ϕx(0, t) =
√
2
pi
k0∑
k=1
B∗e(−λk+A
∗)(T−t)kϕ0,k = B∗k0e
L∗k0 (T−t)Φ0 = B∗k0Φ(t) = 0 on (0, T ).
Evidently, this proves that inequality (16) fails.
Sufficient condition: Let us assume that the pair (A,B) satisfies condition (9) and let us prove
that system (1) is exactly controllable to trajectories at time T or, equivalently, is null controllable
at time T (T ∈ (0,∞) is given). To this end, let us fix y0 ∈ H−1(0, pi;Cn).
As said before, we will follow the technique from [12] and we will prove the result as a conse-
quence of Proposition 5.1 and Theorem 1.2.
Case 1: With the notation of Section 3 and Subsection 5.1, let us first assume that the matrix A
is such that τl,j = τl, for all l, j : 1 ≤ l ≤ p and 1 ≤ j ≤ nl.
Let us also take k0 ≥ 1 provided by Proposition 3.2. Recall that {γ`}1≤`≤p˜ ⊂ C and
{µl}1≤l≤p ⊂ C are, resp., the set of distinct eigenvalues of the matrices L∗k0 and A∗. Let us
fix µ > 0 such that <(λ1 − µl + µ) > 0 for every l : 1 ≤ l ≤ p. With this notation, let us set{
Λ` = −γ` + µ, for 1 ≤ ` ≤ p˜,
Λp˜+(i−1)p+l = λi+k0 − µl + µ, for i ≥ 1, 1 ≤ l ≤ p.
Recall that, given ` : 1 ≤ ` ≤ p˜, one has γ` = −λk + µl, with 1 ≤ k ≤ k0 and 1 ≤ l ≤ p. Thanks
to Proposition 3.2 we also have that the sequence Λ = {Λk}k≥1 satisfies (20). On the other hand,
from the property satisfied by µ, we deduce that <Λk > 0, i.e.,
{Λk}k≥1 ⊂ C+ .
Our next task will be to prove that the sequence {Λk}k≥1 satisfies (11):
(a) <Λk ≥ δ|Λk| for a positive δ wich only depends on A. Indeed,
lim
k→∞
<Λk
|Λk| = 1,
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whence we deduce the existence of K0 ≥ 1 (only depending on {µl}1≤l≤p) such that <Λk > 12 |Λk|
for every k ≥ K0. Taking
δ = min
{
1
2
,
<Λk
|Λk| : 1 ≤ k ≤ K0
}
,
we deduce this first property.
(b) Let us recall that λk = k
2 (see (5)). Therefore, the second property∑
k≥1
1
|Λk| <∞,
can be easily deduced.
(c) Finally, let us prove that there exists ρ > 0 (which only depends on A) such that |Λk − Λl| ≥
ρ|k− l| for every k > l ≥ 1. Let us first consider k ≥ p˜+1 and l < k. Then, for some ν : 1 ≤ ν ≤ p,
we can write k = p˜+ (i− 1)p+ ν and Λk = λi+k20 − µν + µ. Let us take,
M0 = max
1≤ν,σ≤p
|µν − µσ|, M1 = max
1≤ν≤p,1≤`≤p˜
|γ` − µν | ≥ λk0 ,
and 
I0 = max {0, [M0 + 2(p− k0 − 1)]}+ 1,
I1 = max
{
0,
[
1
2
(
p− 2k0 +
√
(p− 2k0)2 + 4(M1 − k20 + p˜− 1)
)]}
+ 1,
K0 = p˜+ I0p and K1 = p˜+ I1p.
Observe that M1 ≥ k20 and, thus, I1 is well defined. It is also clear that the constants M0, M1,
K0 and K1 only depend on the matrix A.
Then, if k ≥ K0 and p˜ < l < k, that is to say, if k ≥ K0 and l = p˜+ (j−1)p+σ with 1 ≤ j < i
and σ : 1 ≤ σ ≤ p, we have i ≥ I0 and Λl = λj+k20 − µσ + µ. From the definition of I0, we get
(i+ j + 2k0 − p)(i− j) ≥ i+ 1 + 2k0 − p ≥M0 + p− 1,
i.e., (i− j)p+ p− 1 ≤ (i+ j + 2k0)(i− j)−M0. So,{
|k − l| = (i− j)p+ ν − σ ≤ (i− j)p+ p− 1 ≤ (i+ j + 2k0)(i− j)−M0
≤ (i+ k0)2 − (j + k0)2 − |µσ − µν | ≤ |Λk − Λl|.
Let us now assume that k ≥ K1 and 1 ≤ l ≤ p˜. In particular, i ≥ I1, Λl = −γl + µ. From the
definition of I1 we can write
i2 + (2k0 − p)i− (M1 − k20 + p˜− 1) ≥ 0,
i.e., ν − l ≤ p˜+ ip− 1 ≤ (i+ k0)2 −M1. Therefore,{
|k − l| = p˜+ (i− 1)p+ ν − l ≤ p˜+ ip− 1 ≤ (i+ k0)2 −M1
≤ (i+ k0)2 − |γl − µν | ≤ |Λk − Λl|.
Summarizing, if k ≥ K = max {K0,K1}, we have proved
|Λk − Λl| ≥ |k − l|, ∀l : 1 ≤ l < k.
Finally, let us set
ρ0 =
m0
K − 2 , with m0 = min1≤l<k<K |Λk − Λl|.
Thus, ρ0 > 0 (thanks to (20)), ρ0 only depends on the matrix A and |Λk − Λl| ≥ ρ0|k − l| for
every k, l with 1 ≤ l < k < K. Thus, we have obtained the second inequality in condition (11)
for ρ = min{1, ρ0}. This finishes the proof of this condition.
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Let us take η = max {τl, τ˜` : 1 ≤ l ≤ p, 1 ≤ ` ≤ p˜} (we are following the notations introduced
in Subsection 5.1). With η and the sequence {Λk}k≥1 we can apply Theorem 1.2 and deduce the
existence of a family F ≡ {ϕk,j}k≥1,0≤j≤η−1 ⊂ L2(0, T ;C) biorthogonal to
{
tje−Λkt
}
k≥1,0≤j≤η−1
which satisfies (12).
Our objective is to apply Proposition 5.1 and, in particular, to solve the family of moment
problems (53). Given y0 ∈ H−1(0, pi;Cn), we will take as control in system (1) the function
v(t) = v˜(T − t) for every t ∈ (0, T ), with v˜ given by (44) and uq (1 ≤ q ≤ N1) defined on the
interval (0, T ) by
uq(t) =
p˜∑
`=1
τ˜`−1∑
ν=0
c`,ν,q(y0)e
−µtϕ`,ν(t) +
∑
k>k0
p∑
l=1
τl−1∑
σ=0
dkl,σ,q(y0)e
−µtϕp˜+(k−k0−1)+l,σ(t),
where the coefficients c`,ν,q(y0) and d
k
l,σ,q(y0) are provided by Proposition 5.1 and satisfy (49)
and (52).
Using the orthogonality properties of the family F we deduce that v and uq solve the moment
problems (53). Therefore, if we prove that uq ∈ L2(0, T ;C), we could apply Proposition 5.1 and
conclude that the control v ∈ L2(0, T ;Cm) solves the null controllability problem for the coupled
parabolic system (1).
Let us take ε > 0 (which will be chosen later). Using (12), (49) and (52) we get
‖uq‖L2(0,T ;C) ≤ C(ε, T,A,B)‖eL
∗
k0
T ‖L(Cnk0 )‖y0‖H−1(0,pi;Cn)
p˜∑
`=1
e−ε<γ`
+ C(ε, T,A,B)
∑
k>k0
p∑
l=1
1
k
‖e(−λkId+A∗)T ‖L(Cn)eε<(λk−µl)|y0,k|
≤ C(ε, T,A,B)
[
‖y0‖H−1(0,pi;Cn) +
∑
k>k0
1
k
e−(T−ε)λk |y0,k|
]
≤ C(ε, T,A,B)
[
1 +
∑
k>k0
1
k
e−2(T−ε)λk
]
‖y0‖H−1(0,pi;Cn) ,
(54)
where C(ε, T,A,B) is a positive constant. Taking ε ∈ (0, T ), for example ε = T/2, we obtain
that the series in the definition of uq converges absolutely in L
2(0, T ;C). As a consequence
uq ∈ L2(0, T ;C), for every q : 1 ≤ q ≤ N1, and for a positive constant C(T,A,B) the control v
satisfies
‖v‖L2(0,T ;Cm) ≤ C‖y0‖H−1(0,pi;Cn) .
This proves the sufficient implication of Theorem 1.1 under the hypothesis τl,j = τl, for all l, j :
1 ≤ l ≤ p and 1 ≤ j ≤ nl.
Case 2: Let us now prove that system (1) is null controllable at time T in the general case.
Thanks to Proposition 2.4, this null controllability property is equivalent to the observability
inequality (16) for the solutions ϕ of the adjoint system (14). Thus, let us show this observability
inequality.
Following the notations introduced in Subsection 3 (see p. 8), we can write A∗ = PJ∗P−1 with
P ∈ L(Cn) a regular matrix and J∗ the Jordan canonical form of A∗ which is given by
J∗ = diag (J1(µ1), J2(µ2), · · · , Jp(µp)) ∈ L(Cn),
where
Jl(µl) = diag (Jl,1(µl), Jl,2(µl), · · · , Jl,nl(µl)) ∈ L(Cml), 1 ≤ l ≤ p,
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ml =
∑nl
j=1 τl,j is the algebraic multiplicity of µl and Jl,j(µl) ∈ L(Cτl,j ) (1 ≤ j ≤ nl) is the Jordan
block associated to the eigenvector vl,j of A
∗, i.e.,
Jl,j(µl) =

µl 0 · · · 0
1 µl · · · 0
...
. . .
. . .
...
0 · · · 1 µl
 ∈ L(Cτl,j ).
Let us set B˜ = P ∗B. If we perform the change of variables ϕ = Pψ, with ϕ the solution
to (14) associated to ϕ0 ∈ H10 (0, pi;Cn), then the observability inequality (16) is equivalent to the
existence of a positive constant C1 such that
‖ψ(·, 0)‖2H10 (0,pi;Cn) ≤ C1
∫ T
0
|B˜∗ψx(0, t)|2 dt, (55)
for every ψ0 ∈ H10 (0, pi;Cn), with ψ the solution to
−ψt = ψxx + J∗ψ in Q,
ψ(0, ·) = 0, ψ(pi, ·) = 0 on (0, T ),
ψ(·, T ) = ψ0 in (0, pi).
(56)
Let us fix a positive integer k. With the new matrices (J, B˜), we can introduce (L˜k, B˜k) as
in (7), i.e.,
B˜k =
 B˜... k)
B˜
 ∈ L(Cm;Cnk), L˜k = diag (L˜1, · · · , L˜k) ∈ L(Cnk) and
K˜k = [L˜k | B˜k] = [B˜k , L˜kB˜k , L˜2kB˜k , · · · , L˜nk−2k B˜k , L˜nk−1k B˜k] ∈ L(Cmnk;Cnk),
where L˜i = −λiId + J .
One has:
rank K˜k = nk, ∀k ≥ 1. (57)
Indeed, if we set P˜k = diag (P, P,
k)· · ·, P ) ∈ L(Cnk), then P˜k is a regular matrix, B˜k = P˜ ∗kBk,
L˜k = P˜
∗
kLk(P˜
∗
k )
−1 and K˜k = P˜ ∗kKk. From (9) we infer (57).
From the Jordan canonical form of A∗ we can obtain a decomposition of Cn as follows: if
z ∈ Cn, then
z =
 P1(z)...
Pp(z)
 and Pl(z) =
 Pl,1(z)...
Pl,nl(z)
 ,
with Pl : z ∈ Cn 7→ Pl(z) ∈ Cml and Pl,j : z ∈ Cn 7→ Pl,j(z) ∈ Cτl,j (1 ≤ l ≤ p, 1 ≤ j ≤ nl).
Our next objective is to change the matrices J and B˜ in order to get new matrices Ĵ and B̂
such that the set {µl}1≤l≤p is also the set of distinct eigenvalues of Ĵ∗ (with the same geometric
multiplicity nl), with the property: “for every l : 1 ≤ l ≤ p, the Jordan blocks of Ĵ associated to
µl have the same dimension τ̂l” and for which the previous case could be applied.
To this end, let us take
τ̂l = max
1≤j≤nl
τl,j , m̂l = nlτ̂l, n̂ =
p∑
l=1
m̂l
and
Ĵ∗ = diag (Ĵ1(µ1), Ĵ2(µ2), · · · , Ĵp(µp)) ∈ L(Cn̂),
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where 
Ĵl(µl) = diag (Ĵl,1(µl), Ĵl,2(µl), · · · , Ĵl,nl(µl)) ∈ L(Cm̂l), 1 ≤ l ≤ p, and
Ĵl,j(µl) =

µl 0 · · · 0
1 µl · · · 0
...
. . .
. . .
...
0 · · · 1 µl
 ∈ L(Cτ̂l), 1 ≤ j ≤ nl .
In particular the Jordan blocks of Ĵ∗ associated to each eigenvalue have the same dimension.
Let us also introduce the operator Π : z ∈ Cn 7→ Πz ∈ Cn̂ given by
Πz =
 Π1z...
Πpz
 , Πlz =
 Πl,1z...
Πl,nlz
 ∈ Cm̂l and Πl,j : z ∈ Cn 7→ Πl,jz = ( 0Pl,jz
)
∈ Cτ̂l .
Finally, if B˜ = (˜b1 | · · · | b˜m), let us set B̂ = (Πb̂1 | · · · |Πb̂m).
With the previous notation and using the pair (Ĵ , B̂), we can also construct the corresponding
matrices B̂k ∈ L(Cm;Cn̂k), L̂k ∈ L(Cn̂k) and K̂k ∈ L(Cmn̂k;Cn̂k) as above. Thus, if k ≥ 1 is
given, one has the following properties:
1. σ(L˜∗k) = σ(L̂
∗
k) = {−λi +µl : 1 ≤ i ≤ k, 1 ≤ l ≤ p}. Moreover, the geometric multiplicity of
µ ∈ σ(L˜∗k) ≡ σ(L̂∗k) coincides.
2. V ∈ Cnk is an eigenvector of L˜∗k associated to µ if and only if ΠkV ∈ Cn̂k is an eigenvector
of L̂∗k associated to µ (Πk : Cnk → Cn̂k is the operator defined as follows: if V = (Vi)1≤i≤k ∈
Cnk, with Vi ∈ Cn, then ΠkV = (ΠVi)1≤i≤k ∈ Cn̂k). Indeed, the set of eigenvectors of the
matrix L˜∗k (resp. L̂
∗
k) can be easily constructed from the eigenvectors of J
∗ (resp. Ĵ∗). On
the other hand, it is also easy to check that v ∈ Cn is an eigenvector of J∗ associated to µl
if and only if Πv ∈ Cn̂ is an eigenvector of J˜∗ associated to µl.
3. rank K̂k = n̂k. Indeed, condition (57) holds. Using Proposition 3.1, this last condition is
equivalent to:
dim span {B˜∗kV : V is an eigenvector of L˜∗k associated to µ} = geometric multiplicity of µ,
for every µ ∈ σ(L˜∗k). From the two previous properties we can clearly deduce:
span {B̂∗kW : W ∈ Cn̂k is an eigenvector of L̂∗k associated to µ} ≡
span {B˜∗kV : V ∈ Cnk is an eigenvector of L˜∗k associated to µ},
for all µ ∈ σ(L˜∗k) ≡ σ(L̂∗k). Therefore, using again Proposition 3.1, we conclude that
rank K̂k = n̂k.
4. We can apply the previous step to system (1) (with coupling matrices (Ĵ , B̂) instead of
(A,B)) and conclude that this system is exactly controllable to the trajectories at time T .
Equivalently, there exists a positive constant C1 such that the observability inequality
‖ψ̂(·, 0)‖2H10 (0,pi;Cn̂) ≤ C1
∫ T
0
|B̂∗ψ̂x(0, t)|2 dt
holds for every solution ψ˜ of
−ψ̂t = ψ̂xx + Ĵ∗ψ̂ in Q,
ψ̂(0, ·) = 0, ψ̂(pi, ·) = 0 on (0, T ),
ψ̂(·, T ) = ψ̂0 in (0, pi),
(58)
with ψ̂0 ∈ H10 (0, pi;Cn̂).
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Let us now finalize the proof of Theorem 1.1. If we fix ψ0 ∈ H10 (0, pi;Cn) and we take ψ̂0 = Πψ0,
the corresponding solution to (58) is given by ψ̂ = Πψ with ψ the solution to problem (56)
associated to ψ0. The observability inequality (55) is now an easy consequence of the corresponding
observability inequality established for the solutions to problem (58).
This ends the proof of Theorem 1.1.
The arguments given in the proof of Theorem 1.1, Proposition 3.2 and Remark 5.1 allow us to
prove the following consequence:
Corollary 5.2. Let us fix A ∈ L(Cn) and B ∈ L(Cm;Cn). Let us assume that the algebraic
Kalman condition (2) holds. Then for any y0 ∈ X⊥0 there exists v ∈ L2(0, T ;Cm) such that the
solution to (1) satisfies y(·, T ) = 0 in (0, pi). The space X0 is given by
X0 = {w : w =
∑
1≤k≤k0
wkφk with wk ∈ Cn},
where k0 is provided in Proposition 3.2.
6. Further results and open problems
1. In this work we have dealt with the null controllability result for system (1). Taking into account
the results in the paper, it is not difficult to prove the following approximate controllability result:
Theorem 6.1. Let us fix A ∈ L(Cn) and B ∈ L(Cm;Cn). Then, system (1) is approximately
controllable at any time T > 0 if and only if
rankKk = nk, ∀k ≥ 1.
2. Let us assume now that in system (1) A ∈ L(Rn) and B ∈ L(Rm;Rn). In this case, if
y0 ∈ H−1(0, pi;Rn) the null control for system (1) can be chosen in L2(0, T ;Rm). Indeed, if
v ∈ L2(0, T ;Cm) is a control for which the solution y of system (1) satisfies y(·, T ) = 0 in (0, pi),
then <v also gives the null controllability result.
3. For the sake of simplicity, we have presented our controllability result for the Laplacian operator
−∂xx with boundary Dirichlet conditions. It is possible to consider general second order self-adjoint
differential operators R given by
(Ry)(x) = (p(x)y′(x))′ + q(x)y(x), x ∈ (0, pi),
where p ∈ C2(0, pi) , q ∈ C0(0, pi) and for a positive constant c1 one has
0 < c1 ≤ p(x), x ∈ (0, pi).
In this case it is well known that the operator R with homogeneous boundary conditions has a
sequence of eigenvalues {λk}k≥1 and eigenfunctions {φk}k≥1 such that
λk = (k + α)
2 +O(1), |φ′k(0)| = c2
√
λk +O(1), for k →∞,
with c2 a positive constant (for instance, see [12]). The same proof of Theorem 1.1 given in this
work can be easily adapted to the operator R to give the same result. Indeed, in this case we have
fk(y0, a) = − 1
φ′k(0)
(y0,k , e
(−λkId+A∗)Ta)Cn , ∀(y0, a) ∈ H−1(0, pi;Cn)× Cn
|dk1,σ,q(y0)| ≤
C
|φ′k(0)|
‖e(−λkId+A∗)T ‖L(Cn)|y0,k|
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instead of (37) and (52). But the asymptotic behavior is the same as before and we can obtain
inequality (54).
4. As in [12], one can consider a control that depends only on time
yt = yxx +Ay +Bgv in Q = (0, pi)× (0, T ),
y(0, ·) = 0, y(pi, ·) = 0 on (0, T ),
y(·, 0) = y0 in (0, pi),
(59)
where A ∈ L(Cn) and B ∈ L(Cm;Cn) are two given matrices, y0 ∈ L2(0, pi;Cn) is the initial
datum and g ∈ L2(0, pi;C) is a given function such that for every ε > 0
inf
k≥1
|gk| eελk > 0, (60)
where gk = (g, φk)L2(0,T ) ∈ C. In system (59), v ∈ L2(0, T ;Cm) is a control function that, of
course, only depends on time.
In order to deal with this controllability problem we can reason as before. In this case the
control problem is
Find v ∈ L2 (0, T ;Cm) such that
−(y0, ϕ(·, 0))L2(0,pi;Cn) =
∫ T
0
(v(t) , B∗(g , ϕ(·, t))L2(0,pi))Cm dt, ∀ϕ0 ∈ L2 (0, pi;Cn) .
(61)
In this case we can also apply the moment method and obtain the formula (36) with
fk(y0, a) = − 1
gk
√
pi
2
(y0,k , e
(−λkId+A∗)Ta)Cn , ∀(y0, a) ∈ H−1(0, pi;Cn)× Cn.
An inspection of the proof of Theorem 1.1 shows that by using the same arguments one has
(compare with (54)):
‖uq‖L2(0,T ;C) ≤ C(ε, T,A,B)
[
1 +
∑
k>k0
1
|gk|e
−2(T−ε)λk
]
‖y0‖H−1(0,pi;Cn)
and therefore we obtain a solution v ∈ L2(0, T ;Cm) to (61). We have proved:
Theorem 6.2. Let us fix A ∈ L(Cn), B ∈ L(Cm;Cn) and g ∈ L2(0, pi;C) satisfying (60). Then,
system (59) is exactly controllable to trajectories at any time T if and only if the pair (Lk, Bk) is
controllable for all k ≥ 1, i.e., if and only if rankKk = nk, for any k ≥ 1. The matrices Lk, Bk
and Kk are respectively defined in (7) and (8).
5. A natural question is what happens if we consider the situation where some controls act on
x = 0 and x = pi.
Let 
yt = yxx +Ay in Q = (0, pi)× (0, T ),
y(0, ·) = B1v1, y(pi, ·) = B2v2 on (0, T ),
y(·, 0) = y0 in (0, pi),
(62)
where A ∈ L(Cn), B1 ∈ L(Cm1 ;Cn), B2 ∈ L(Cm2 ;Cn) are given matrices and y0 ∈ H−1(0, pi;Cn)
is the initial datum. In system (62), v1 ∈ L2(0, T ;Cm1), v2 ∈ L2(0, T ;Cm2) are the controls
functions which act on the system by means of the Dirichlet boundary condition at points x = 0
and x = pi.
We set
B = (B1 , B2) ∈ L(Cm1+m2 ;Cn), ∀k ≥ 1.
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Let m = m1+m2. The null controllability problem for system (62) is equivalent to the problem
Find v = (v1, v2) ∈ L2 (0, T ;Cm) such that
−〈y0, ϕ(·, 0)〉 =
∫ T
0
(v1(t) , B
∗
1ϕx(0, t))Cm1 − (v2(t) , B∗2ϕx(pi, t))Cm2 dt, ∀ϕ0 ∈ H10 (0, pi;Cn) .
With the notations introduced in (6) and subsection 5.1, after simple computations, the previous
problem writes:
Find v = (v1, v2) ∈ L2 (0, T ;Cm) such that
−〈y0, ϕ(·, 0)〉 =
∑
k≥1
∫ T
0
(
v(t) ,
(
B∗1
(−1)k+1B∗2
)
eL
∗
k(T−t)
√
2
pi
kϕ0,k
)
Cm
dt,
for any ϕ0 ∈ H10 (0, pi;Cn). This suggests to introduce the following matrix (compare with (7)):
B˜k =
 B1 B2... ...
B1 (−1)k+1B2
 ∈ L(Cm;Cnk), k ≥ 1.
As in subsection 5.1, we derive the analogous system to (36):
Find v ∈ L2 (0, T ;Cm) such that∫ T
0
(v(T − t) , B˜∗k0eL
∗
k0
tΦ0)Cm dt = F (Y0,Φ0), ∀Φ0 ∈ Cnk0 ,∫ T
0
(v(T − t) ,
(
B∗1
(−1)k+1B∗2
)
eL
∗
kta)Cm dt = fk(y0, a), ∀a ∈ Cn, ∀k > k0.
Following the previous ideas, it is clear that this system has a solution for any initial datum
y0 ∈ H−1(0, pi;Cn) if and only if rank K˜k := rank [Lk | B˜k] = nk for every k ≥ 1. Then we arrive
to the following statement:
Theorem 6.3. For A ∈ L(Cn), B = (B1, B2) ∈ L(Cm;Cn) (i = 1, 2), System (62) is exactly
controllable to trajectories at any time T if and only if
rank K˜k = nk, ∀k ≥ 1.
6. The boundary controllability problem for this kind of parabolic systems in higher dimension of
space is widely open except of course in the case where rankB = n. A first result in this direction
for 2× 2 parabolic systems can be found in [2].
7. Let us consider the system
yt = Dyxx +Ay in Q,
y(0, ·) = Bv, y(pi, ·) = 0 on (0, T ),
y(·, 0) = y0 in (0, pi),
(63)
where
D = diag (d1, . . . , dn) , A ∈ L (Cn) , B ∈ L (Cm;Cn) ,
with di > 0 for 1 ≤ i ≤ n. The null controllability problem for this system is widely open. When
n = 2, m = 1 and A and B are given by
A =
(
0 0
1 0
)
, B =
(
1
0
)
,
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in [15] it is proved that the approximate controllability of system (63) at time T > 0 holds if and
only if √
d1/d2 6∈ Q.
The null controllability problem is much more intricate; in [26] it is also showed that there are
matrices D such that
√
d1/d2 6∈ Q (and then, system (63) is approximately controllable at any
time T ) for which system (63) is not null controllable for any time T .
In a forthcoming work [8], we show that we can define a Kalman condition for system (63)
by replacing Lk (defined in (6)) by −λkD + A. The approximate controllability of this system is
equivalent to the same Kalman rank condition (9). Nevertheless we cannot generalize the proof
of exact controllability to trajectories. The main difference between D = Id and the previous
case is that the eigenvalues of L∗ = D∂xx + A∗ may not satisfy the separability condition in
assumption (11) of Theorem 1.2.
Appendix. Proof of Corollary 4.6
We will devote the appendix to giving a proof of Corollary 4.6. To this end, we follow the
arguments in [15] (see the proof of Lemma 3.2, p. 1739). Let us fix T ∈ (0,∞) and consider the
linear spaces
D∞ = {ϕ : ϕ(t) =
η−1∑
j=0
N∑
k=1
akjt
je−Λkt ∀t ∈ (0,∞), with N ∈ N and akj ∈ C},
DT = {ϕ : ϕ(t) =
η−1∑
j=0
N∑
k=1
akjt
je−Λkt ∀t ∈ (0, T ), with N ∈ N and akj ∈ C}.
Evidently, D∞ and DT are, resp., dense spaces in A(Λ, η,∞) and A(Λ, η, T ) and the operator
RT : D∞ → DT is bijective. So, the proof of the result is easily obtained if we prove the existence
of a positive constant C(T ) such that
‖ϕ‖L2(0,∞;C) ≤ C(T )‖RTϕ‖L2(0,T ;C), ∀ϕ ∈ D∞.
The main idea is to use Theorem 1.2 when T =∞.
By contradiction, let us assume that for any m ≥ 1 there exists ϕm ∈ D∞ such that
‖ϕm‖L2(0,∞;C) = 1 and ‖RTϕm‖L2(0,T ;C) < 1
m
, ∀m ≥ 1. (64)
Observe that ϕm(t) =
∑η−1
j=0
∑N(m)
k=1 a
(m)
kj t
je−Λkt in (0,∞), for some N(m) ∈ N and a(m)kj ∈
C. Using the properties of the biorthogonal family {ϕk,j}k≥1,0≤j≤η−1 to {ekj}k≥1,0≤j≤η−1 in
L2(0,∞;C) (see (12)), we deduce that for any ε > 0 there exists a positive constant C(ε) such
that
|a(m)kj | = |(ϕm, ϕk,j)L2(0,∞;C)| ≤ ‖ϕm‖L2(0,∞;C)‖ϕk,j‖L2(0,∞;C) ≤ C(ε)eε<Λk ,
for any (k, j) : 1 ≤ k ≤ N(m), 0 ≤ j ≤ η − 1.
Let us fix ε ∈ (0, T/3) and let us define
Uε = {z ∈ C : <z > 3ε, |=z| <
(
δ−2 − 1)−1/2 ε},
with δ > 0 given in (11). Observe that thanks to (11) one has =Λk ≤
(
δ−2 − 1)1/2<Λk and, if
z ∈ Uε, we can estimate
|e−Λkz| = e=Λk=z−<Λk<z ≤ e−(<z−ε)<Λk , ∀k ≥ 1.
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We will use the previous estimates to bound ϕm in the set Uε. Thus, for z ∈ Uε one has
|ϕm(z)| ≤
η−1∑
j=0
N(m)∑
k=1
|a(m)kj ||z|je−(<z−ε)<Λk ≤ C(ε)Qη(|z|)
N(m)∑
k=1
e−(<z−2ε)<Λk
≤ C(ε)e−m1(<z−2ε)Qη(|z|)
N(m)∑
k=1
e−ε[<Λk−m1] ≤ C˜(ε)e−m1(<z−2ε)Qη(|z|),
where m1 = mink≥1<Λk > 0 and Qη is the polynomial given by G(s) = 1 + s+ · · ·+ sη−1.
From the last inequality, we infer that the holomorphic function ϕm is uniformly bounded in
Uε and has a subsequence (still denoted by ϕm) which converges uniformly on the compact sets
of Uε to ϕ, a holomorphic function in Uε. In particular, ϕm(t)→ ϕ(t), for every t ∈ (3ε,∞), and
|ϕm(t)| ≤ C˜(ε)e−m1(t−2ε)Qη(t), ∀t ∈ (3ε,∞).
We can apply the Lebesgue theorem and deduce that ϕm → ϕ in L2(3ε,∞;C). From (64), we
also have that the holomorphic function ϕ satisfies ϕ(t) = 0 for any t ∈ (3ε, T ). Therefore ϕ ≡ 0
in Uε. Summarizing, we have proved that ϕm → 0 in L2(3ε,∞;C) for any ε ∈ (0, T/3) and
‖ϕm‖L2(0,∞;C) = 1 for every m ∈ N. This is, evidently, absurd. This ends the proof.
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