We have come a long way in the 55 years since Edmond Fischer and the late Edwin Krebs discovered that the activity of glycogen phosphorylase is regulated by reversible protein phosphorylation. Many of the fundamental molecular mechanisms that operate in biological signaling have since been characterized and the vast web of interconnected pathways that make up the cellular signaling network has been mapped in considerable detail. Nonetheless, it is important to consider how fast this field is still moving and the issues at the current boundaries of our understanding. One must also appreciate what experimental strategies have allowed us to attain our present level of knowledge. We summarize here some key issues (both conceptual and methodological), raise unresolved questions, discuss potential pitfalls, and highlight areas in which our understanding is still rudimentary. We hope these wide-ranging ruminations will be useful to investigators who carry studies of signal transduction forward during the rest of the 21st century.
SIGNALING IN THE ATOMIC AGE
Our perceptions about signal transduction processes and the functions of the molecules involved have blossomed as a consequence of technological advances in genomics (Rogne and Taskén 2013) , mass spectrometry (Bensimon et al. 2012) , structure determination (Chiu et al. 2006) , and computational power (Chakraborty and Das 2010) . The increase in structural biology, in particular, has been extremely important. It is often helpful, especially for newcomers, to illustrate information flow, protein -protein interactions, and other basic concepts by using schematic diagrams. However, the acquisition of structural information about signaling molecules at atomic resolution has given us unprecedented insights into the way signaling proteins operate as nano-machines to control cellular processes. This level of detail is vital to convey to the advanced student, the practitioner at the bench, and those attempting to develop effective therapeutics. Starting more than 20 years ago with acquisition of the first three-dimensional picture of a protein kinase, cAMP-dependent protein kinase (also known as protein kinase A, PKA) (Knighton et al. 1991 ) and elucidation of crystal structures of the first noncatalytic folds found in many signaling proteins-SH2 domains (which recognize phosphorylated tyrosine residues in various sequence contexts) (Waksman et al. 1992) , and SH3 domains (which recognize PxxP motifs and variants thereof ) (Musacchio et al. 1992 )-the pace of advance has been truly remarkable.
Structural information at atomic resolution has, for example, turned our rather naïve initial views about how ligand-induced dimerization of receptor-tyrosine kinases leads to activation into a highly nuanced view of the articulation and dynamics of these molecules (Jura et al. 2011; Bessman and Lemmon 2012; Endres et al. 2013 ). The same is true for the cytosolic protein-tyrosine kinases (Bradshaw 2010; Kiu and Nicholson 2012) . Similarly, deconvolution of the structures of polytopic integral membrane proteins, in particular G-protein-coupled receptors (GPCRs), which seemed an insurmountable technological challenge less than 10 years ago, has yielded to new methodology and produced a flood of high-resolution structures for these molecules (Stenkamp et al. 2005; Granier and Kobilka 2012; Katritch et al. 2013) , and even a four-protein complex of one GPCR with its cognate heterotrimeric G protein (Rasmussen et al. 2011) . However, some molecules critical for signaling remain recalcitrant to this approach. For example, although structural information at atomic resolution has had an enormous impact on our level of understanding of the function and regulation of certain classes of ion channels (MacKinnon 2003) , many that have critical roles in vision, taste, mechanical sensation (hearing and touch), pain perception, and other aspects of neurotransmission and neurosensation have not yet been visualized in their native full-length form (Li et al. 2011; Lau et al. 2012; Kumar and Mayer 2013) . Nonetheless, arguably, the depth of our understanding of detailed molecular mechanisms at the atomic level has come farther and faster for proteins involved in signal transduction than for proteins in many other areas of biology. That pace needs to be continued.
SEEING IS BELIEVING
Technological advances in imaging also deserve special mention because of the critically important information that direct visualization provides about the localization and movement of signaling molecules in individual cells. The demonstration that a green fluorescent protein (GFP) from a jellyfish could be fused to a protein of interest and the resulting chimera used to observe the concentration and subcellular distribution of signaling molecules in live cells in real time via fluorescence microscopy was a seminal breakthrough (Chalfie et al. 1994) . The discovery of GFP provoked a hunt for additional proteins capable of generating a fluorophore internally, such as DsRed (Miyawaki 2002) , or by coupling to endogenous chromophores such as biliverdin (Shu et al. 2009; Piatkevich et al. 2013) . Successful mutational strategies allowed modification of the spectral properties of GFP itself (Zacharias and Tsien 2006; Tsien 2009 ) and its relatives (Shaner et al. 2008; Piatkevich and Verkhusha 2010) . Similarly, mutagenesis of small single-chain enzymes has yielded variants that self-label covalently with a fluorophore substituent in the course of one catalytic turnover when provided with an appropriate cell-permeable, dye-derivatized substrate. This approach produced the so-called SNAP (Corrêa et al. 2013) , CLIP (Gautier et al. 2008) , and Halo (Encell et al. 2012) tags. It is important to emphasize, however, that studies tracking hybrid proteins must be confirmed by independent approaches (e.g., genetic complementation) that show they retain biological function; sadly, such constructs are often used and conclusions drawn without this necessary validation.
There are additional tactics for bioorthogonal labeling of proteins (Debets et al. 2013; Herner et al. 2013) . For example, unnatural amino acid (UAA) technology (Liu and Schultz 2010; Chin 2014) offers another route for genetically encoding a protein with a site-specific fluorescent tag. By extending the genetic code and making the necessary changes to the translation machinery, one can incorporate at any specified position in a protein a 21st amino acid (either a UAAwith a fluorescent side chain [Kang et al. 2013; Niu and Guo 2013] or a UAAwhose side chain can be readily coupled to a cell-permeable fluorophore [Borr-mann et al. 2012] , or even two different UAAs at distinct sites in the same protein [Xiao et al. 2013a] ). Together, all of these methods provide a researcher with a broad palette for fluorescent labeling, permitting simultaneous interrogation of the locations of and/or conformational changes in multiple signaling proteins in the same cell.
Such labels have become even more useful because of concomitant advances in fluorescence imaging that have taken us well beyond conventional epifluorescence microscopy. These include dramatic improvements to the quality of the microscopes themselves and, most notably, the advent of various optical and computational methods to determine the centroid of a point source of emitted fluorescence, such as photoactivated localization microscopy (PALM), stochastic optical reconstruction microscopy (STORM), and stimulated emission-depletion microscopy (STED) (Sengupta et al. 2012; Coelho et al. 2013 ). These techniques (collectively, referred to as super-resolution fluorescence microscopy) achieve a spatial resolution better than the diffraction limit of the illuminating light ( 200 nm), providing the capability to discriminate between molecules separated by only 30 nm ). Spinning-disk confocal microscopy, deconvolution microscopy, and two-photon microscopy allow image reconstruction in three dimensions, providing spatial information. Depending on the nature of the molecule, the process, and the cellular region being examined, techniques such as total internal reflection fluorescence microscopy or selective plane illumination microscopy can be used to follow the movement of single molecules by illuminating only a very thin region of the cell.
Fluorescence speckle microscopy and photoactivation microscopy use photoconvertible forms of fluorescent protein tags to permit monitoring of the motion of individual molecules by limiting the number of detectable molecules in the field of view. Fluorescence recovery after photobleaching and fluorescence lifetime imaging, meanwhile, permit measurement of the dynamics of the population of fluorescently labeled molecules in the cell. Förster resonance energy transfer (FRET) between two different proteins tagged with distinct fluorescent labels with appropriate spectral overlap can be used to determine if they ever approach each other more closely than 10 nm (Schmid and Birbach 2007; Miyawaki 2011; Zhou et al. 2012) . A related method is bimolecular fluorescence complementation, in which the amino-terminal half of a fluorescent protein is tethered to one protein, whereas the carboxy-terminal half is tethered to another; if the two proteins interact, they stabilize association of the two halves of the fluorescent reporter, allowing acquisition of its fluorescent state (Kerppola 2009; Filonov and Verkhusha 2013) . Collectively, application of such methods can provide crucial information about the spatial and temporal behavior of molecules responsible for signaling. Microfluidic devices in which individual cells are restrained provide a convenient means to carefully manipulate their conditions and monitor their resulting responses by such techniques (Cheong et al. 2009 ).
The ability to tag a protein that undergoes a marked conformational change on ligand binding with a fluorescent protein that undergoes a concomitant spectral change, or tag a protein at each end with two compatible fluorophores that undergo a FRET change in response to ligand binding or a posttranslational modification, has permitted construction of in vivo biosensors that report responses in individual cells, such as an increase in intracellular calcium ion concentration (Akerboom et al. 2012; Tong et al. 2013) or activation of a particular protein kinase (Kunkel et al. 2007; Harvey et al. 2008; González-Vera 2012) . Similarly, fusion of fluorescent labels to ion channels (Guerrero and Isacoff 2001; Mutoh et al. 2011 ) and photoinduced electron transfer to membrane-seeking chemical probes (Miller et al. 2012) provide sensitive readouts for voltage changes in individual neurons.
Conversely, fluorescently tagged ion channels whose functional properties can be switched reversibly between an active and inactive state in response to laser illumination allow nondestructive manipulation of cell behavior by light of a particular wavelength (Gorostiza and Isacoff 2008; Kramer et al. 2013) . Using genetically encoded lightcontrolled proteins to monitor and manipulate the behavior of live cells in real time has been termed optogenetics (Lima and Miesenböck 2005; Miller 2006; Fenno et al. 2011) . Other molecules that undergo dramatic conformational changes on light absorption have also been exploited, such as flavin adenine dinucleotide-binding light-, oxygen-, or voltage-sensing (LOV) domains (Christie et al. 2012; Renicke et al. 2013) . Likewise, following pioneering work of Peter Quail (Leivar and Quail 2011) and Clark Lagarias (Rockwell et al. 2006 ) on how plant and cyanobacterial phytochromes recruit protein cofactors (PIFs) in a light-dependent manner to regulate transcription, the light-gated dimerization of a protein fused to an approximately 900-residue amino-terminal chromophore-containing fragment of a phytochrome and another protein fused to an approximately 100-residue fragment of a PIF has been exploited to control the initiation of signaling in animal cells (Levskaya et al. 2009; Toettcher et al. 2013) . Note, however, that the necessary segment of the phytochrome can be difficult to work with because of its large size (nearly 100,000 kDa) and the requirement to supply exogenously its cognate linear tetrapyrrole chromophore (either phytochromobilin or phycocyanobilin), which does not readily enter all cell types. These approaches owe much to methods for small-molecule-driven protein -pro-tein association (Crabtree and Schreiber 1996; Farrar et al. 1996) , for example, those using the immunosuppressant (and mTORC1 inhibitor) rapamycin. In the presence of rapamycin, a protein fused to the rapamycin-binding protein FKBP12 will interact with a protein fused to the FKBP12-rapamycin-complex-binding domain of mTOR, and both fusion proteins can also be marked with fluorescent tags.
Advances in instrumentation have also made possible the imaging of bioluminescent reporters, such as luciferase, in intact tissues and whole animals (Sadikot and Blackwell 2008; Close et al. 2011) . Microscopes equipped with ultrasensitive charge-coupled device cameras optimized for the near infrared range and upright parcentered and parfocal optical configurations that provide a very long working distance and high numerical aperture make the capture of this light possible. This form of optical imaging is low cost and noninvasive and facilitates real-time in situ visualization of signaling. For example, luciferase, either intact or split, when fused to a protein(s) of interest can be used for analyzing where a protein is located or in what cells a proteinprotein interaction occurs, respectively (Stynen et al. 2012) ; and a luciferase gene placed downstream of another gene's promoter can serve as a transcriptional reporter to identify the cells that respond to a signal (Ravnskjaer et al. 2013) .
Improvements in imaging have not been limited to light microscopy. Advances in electron microscopy (EM), including electron diffraction, cryo-EM, electron tomography, and single-particle reconstruction, allow visualization of the arrangement of the constituent polypeptides in large multiprotein complexes (Baumeister and Steven 2000; Frank 2009; Lander et al. 2012) . Development of enzymic probes compatible with EM fixation and sectioning methods, such as miniSOG (Shu et al. 2011) and APEX (Martell et al. 2012) , provide means to determine where a given signaling protein is localized at the ultrastructural level. An additional advantage of miniSOG is that this flavoprotein can also be visualized by light microscopy in living cells, which can then be processed at any given time during a signaling process for subsequent analysis at the EM level (Butko et al. 2012) .
Our ability to obtain a snapshot of what is happening to individual proteins in single cells in response to an external cue is not confined to microscopy. Recently developed mass spectrometry methods allow protein constituents in a single cell to be quantified, using heavy-atom-labeled antibodies against those proteins and/or specific phospho-sites on those proteins. This method has been dubbed "mass cytometry" because fluorophore-tagged antibody reporters are replaced with isotopically tagged ones, and depends on the use of an inductively coupled-plasma time-of-flight mass spectrometer, which can resolve up to 100 different rare-earth-metal-labeled antibody probes with single-cell sensitivity (Bandura et al. 2009; Zivanovic et al. 2013 ). This technology has been used successfully to define the state of 31 different proteins in particular cell types of the hematopoietic lineage in bone marrow (Bendall et al. 2011) , examine the effect of 27 small-molecule protein kinase inhibitors on 14 different phosphorylation sites in human peripheral blood mononuclear cells from eight donors (Bodenmiller et al. 2012) , and identify T cells specific for particular epitopes among 77 candidate rotaviral antigens (Newell et al. 2013) . However, the sophisticated instrumentation necessary is expensive and not widely available. Moreover, the cells being analyzed are fixed, "stained" with the antibodies, and then destroyed in the process. Thus, cells assigned to a given signaling state by their mass cytometry signature cannot be recovered and followed subsequently (unlike in conventional cytometry, in which the cells can remain viable and be separated on the basis of their fluorescence signature by a fluorescenceactivated cell sorter).
Additional technological leaps make feasible observation of single signaling molecules in action in vitro. Standard biochemical measurements yield an ensemble average and, even for a purified preparation, it is frequently difficult to discern what fraction of the molecules present are properly folded and functional. In contrast, the use of optical traps ("molecular tweezers") allows measurement of the biophysical properties of an individual protein in operation (Greenleaf et al. 2007; Moffitt et al. 2008) . Similarly, in silico molecular dynamic simulations based on crystal structure coordinates and/or nuclear magnetic resonance constraints now allow us to predict the accessible conformational states of a signaling protein (Baker 2006; Friedland and Kortemme 2010) , or how it might dock with another protein or small molecule (Kolb et al. 2009 ). This approach has been made accessible by construction of computers with the necessary speed and capacity (Dror et al. 2012) (and/or linking many computers together via the Internet) (Beauchamp et al. 2012) and corresponding improvements in algorithms for calculating the necessary energetics (Brooks et al. 2009; Lane et al. 2013 ).
SIGNALING IN THE POSTGENOMIC ERA
Genetic methods have been just as important for the progress made in deciphering signal transduction pathways. These biological regulatory mechanisms have roots deep in evolutionary time. Thus, genetic studies in single-celled eukaryotic microbes (e.g., budding [Thorner 2006 ] and fission [Otsubo and Yamamato 2008] yeast) and experimentally tractable invertebrates (e.g., fruit flies [Thompson 2010 ] and nematodes [Bargmann and Kaplan 1998 ]), as well as in model vertebrates (including zebrafish [Moro et al. 2013 ] and the mouse [Nardella et al. 2010; Guerra and Barbacid 2013] ), have been invaluable. Genetic analysis of these organisms has supplied critical information about gene products that represent, generate, and/or propagate signals that control cell metabolism, growth, size, division, differentiation, shape, and motility, and that, when defective, cause disease. The development of instrumentation for facile DNA sequence determination (Shendure et al. 2004; Ståhl and Lundeberg 2012) and effective algorithms for comparative genomics (Venter et al. 2003; Dewey and Pachter 2006; Jiang et al. 2009; Washietl et al. 2012) have permitted rapid decoding of entire genomes. With this comprehensive information, the genetic findings made in model organisms can illuminate related processes in all other living things, including humans, because of the high degree of evolutionary conservation in major signaling pathways. Moreover, interrogating the entire biosphere will continue to be as important for understanding human biology and disease as studies of human beings themselves. This viewpoint is readily defensible especially when one considers that many clinically useful drugs that modulate signaling are natural products. For example, rapamycin was discovered only because someone chose to isolate a new aerobic Gram-positive filamentous bacterium (Streptomyces hygroscopicus) from the soil of Easter Island (Rapa Nui in Polynesian) (Vézina et al. 1975) .
With the rise in genetics and genomics, sophisticated new tools for genome engineering are allowing analysis of the function of genes in human cells, including those involved in signaling, by many of the paradigmatic methods initially developed for use in studies of model organisms. These methods exploit nucleases and DNA-and RNAbinding proteins derived from yet other microorganisms (Urnov et al. 2010; Carroll 2011; Gaj et al. 2013; Wei et al. 2013) . At the same time, computational methods for identifying conserved structural domains and other sequence motifs in proteins have also advanced greatly (Doolittle 1995; Copley et al. 2002; Galperin and Koonin 2012; Huang et al. 2013 ).
MODULARITY IN SIGNALING
One revelation derived from the explosion of sequence and structural information is the extent to which signaling proteins appear to have arisen during evolution by the shuffling and assembly of readily identifiable modules. These stably folded domains, joined by flexible linkers, frequently serve as recognition elements that mediate specific protein -protein interactions that link them together in specific complexes. Understanding the dynamics of the assembly of such complexes, how they direct signal propagation, enhance signaling efficiency, and insulate pathways against inadvertent stimulation continues to be an area of ongoing research.
Another important consequence of the modular nature of the proteins involved in cellular regulation is that such an architecture allows the constituent domains to evolve discrete and separable functions, which we are just beginning to uncover and appreciate. For example, the p110b isoform of the catalytic subunit of Class 1A phosphoinositide 3-kinase (PI3K) can generate phosphatidylinositol 3,4,5-trisphosphate (PIP 3 ) at the plasma membrane via its carboxy-terminal kinase domain in response to growthfactor-initiated signaling by receptor-tyrosine kinases or GPCR activation (Vadas et al. 2011; Dbouk et al. 2012 ; see also Hemmings and Restuccia 2012) . However, on growth factor withdrawal, p110b dissociates from receptors, interacts via its so-called helical domain with the small GTPase Rab5 and helps stabilize the GTP bound state of Rab5 (Dou et al. 2013 ). This interaction stimulates autophagy because increasing the amount of Rab5-GTP that decorates internal membranes results in recruitment of the class III PI3K hVps34, which generates the phosphatidylinositol 3-phosphate necessary for assembly of preautophagosomes (Parzych and Klionsky 2014) . The mitogenactivated protein kinase (MAPK) kinase MEK1 provides another example. It was thought to be simply a dedicated component of the Ras-Raf-MEK-ERK signaling cascade (English and Cobb 2002; Roskoski 2012 ; see also Morrison 2012) ; however, we now know that once feedback phosphorylated on its amino-terminal extension by the kinase ERK, MEK1 forms a ternary complex with a multidomain adaptor protein called MAGI-1, which is necessary for membrane recruitment of the PIP 3 -specific phosphatase PTEN; MEK1 thereby promotes down-regulation of the PIP 3 -dependent protein kinase Akt (Zmajkovicova et al. 2013) . A related issue is that inherently disordered regions in some proteins adopt alternative structures when associated with different interaction partners, leading to different outcomes. The p53 transcription factor provides a particularly dramatic example of this (Dunker et al. 2008; Joerger and Fersht 2008; Freed-Pastor and Prives 2012) .
The phenomenon whereby a protein has multiple distinct functions has been dubbed "moonlighting" (Jeffery 2009 ). The potential for this evolving is greatest in multidomain proteins, but not restricted to them. For example, one of the splice variants of the muscle form of the glycolytic enzyme pyruvate kinase, PKM2 (Hitosugi et al. 2009 ), appears to have other roles. On the one hand, PKM2, when proline-hydroxylated by prolyl hydroxylase 3, seems to associate with the transcription factor HIF1a and act as a coactivator that promotes expression of HIF1a-dependent genes (Luo et al. 2011) . On the other hand, once tyrosine phosphorylated in response to growth factors, PKM2 may undergo a switch in both oligomerization state (from a tetramer to a dimer) and catalytic function (from its glycolytic role to a protein kinase), and affect transcription by phosphorylating both histones (e.g., T11 on histone H3, which promotes acetylation at K9, a modification that stimulates transcription) and transcription factors (e.g., Y705 in STAT3, which promotes its dimerization and transactivator function) (Gao et al. 2012) .
Such instances of moonlighting in signaling proteins may help explain how the intricacies of human biology are achieved with only 21,000 or so protein-coding genes ( just four times as many as a yeast cell). Thus, investigators need to be alert to the possibility that moonlighting could contribute in unanticipated ways to the biological complexity observed in a signaling process, above and beyond alternative pre-mRNA splicing, differential protein processing, and other mechanisms for generating protein diversity that we already understand.
POSTTRANSLATIONAL MODIFICATIONS AND SIGNALING
For many of the stably folded domains that mediate specific protein -protein interactions in signal transduction (see Lee and Yaffe 2014) , target recognition depends on a posttranslational modification of an amino acid side chain, from phosphorylation to methylation, acetylation, and ubiquitylation (Pawson and Nash 2003; Bhattacharyya et al. 2006; Nash 2012; Sadowski and Taylor 2013) . Indeed, proteins can be covalently modified to form all sorts of other adducts and more than 300 types are known (Krishna and Wold 1993; Sims and Reinberg 2008; Farley and Link 2009; Hart et al. 2011; Scarpa et al. 2013) . The proteinprotein interactions dependent on such modifications are generally dynamic because these groups are installed and removed by enzymes whose own activity often depends on signaling-in particular, protein phosphorylation (Hunter 2012; Jin and Pawson 2012) -which makes the study of protein kinases and phosphoprotein phosphatases central to our understanding of signal transduction (Cohen 2002; Fischer 2013 ). This area of research has driven development of new tools for globally interrogating both the kinome ) and the phosphoproteome (Leitner et al. 2011) , including position-oriented, combinatorial, synthetic peptide libraries (Turk et al. 2006; Arsenault et al. 2011 ) and immobilized whole proteome arrays ("protein chips") (Ptacek and Snyder 2006) for delineating kinase-substrate specificity, ever more specific small-molecule kinase inhibitors (Cohen and Alessi 2013) , genetic approaches to uniquely sensitize a given kinase to inhibition (Elphick et al. 2007; Knight and Shokat 2007; Feldman and Shokat 2010; Kliegman et al. 2013) , selective chemical tags to covalently label particular kinases and phosphatases or their substrates (Allen et al. 2007; Patricelli et al. 2007; Hertz et al. 2010; Sadowsky et al. 2011; Miller et al. 2013) , yeast two-hybrid screens (Cook et al. 1996; Fukada and Noda 2007; Sopko and Andrews 2008) , and other strategies to trap particular kinases and phosphatases in complexes with their targets (Blanchetot et al. 2005; Boubekeur et al. 2011) , as well as sophisticated mass spectrometry instrumentation and corresponding methods for detecting and cataloging phosphoproteins (Cohen and Knebel 2006; Chi et al. 2007; Gevaert and Vandekerckhove 2009; Palumbo et al. 2011; Engholm-Keller and Larsen 2013; Loroch et al. 2013; Roux and Thibault 2013) .
In signaling that regulates cell growth and division (Rhind and Russell 2012; Duronio and Xiong 2013) , the actions of protein kinases are pivotal (Morgan 2007) . The chemical constraints on how these enzymes operate have underappreciated implications for pathway logic and dynamics. Every catalytic turnover of a protein kinase requires that the phosphoacceptor sequence and ADP dissociate from the jaws of the active site to permit entry of a fresh molecule of ATP into the back of the catalytic pocket for the next phosphotransfer event (Tarrant and Cole 2009; Lassila et al. 2011) . How then can the multifarious protein kinases present in a cell at any given time avoid adventitious modification of inappropriate targets? Likewise, how can a protein kinase phosphorylate a given substrate processively at several sites, as is often the case?
Part of the answer may lie in condition-, developmentalstage-, and tissue-specific expression of the genes encoding these protein kinases and their corresponding substrates, which could ensure that they are available only in the right cells under the right circumstances. RNA-seq experiments (for this method, see McGettigan 2013) and studies using beads containing a mixture of protein-kinase-binding inhibitors followed by identification of the bound enzymes by mass spectrometry show, however, that at least certain immortalized cell lines and some breast tumor tissue express the majority (60%-75%) of the kinome repertoire (Duncan et al. 2012) . But, kinase targets may be more cell-type specific. For example, arachidonic acid, the precursor for eisocanoids, is released from membrane phospholipids in tissues such as spleen, gut, white fat, and macrophages by the action of the known kinase target cytosolic phospholipase A2 (cPLA2). In humans, this enzyme exists as six isoforms (cPLA2a, cPLA2b, cPLA2g, cPLA2d, cPLA21, and cPLA2z) encoded by distinct genes. The most ubiquitously expressed and well-studied isoform, cPLA2a, is phosphorylated at multiple sites by various different protein kinases. Depending on the cell type and agonist examined, phosphorylation seems to regulate both membrane binding and catalytic activity of cPLA2a (Ghosh et al. 2006; Dennis et al. 2011) . The biochemical properties and tissue distributions of the other five isoforms suggest that regulation of their phosphorylation is distinct from that of cPLA2a and may also involve other mechanisms. Moreover, although cPLA2 is responsible for arachidonate generation in many tissues, this fatty acid is supplied in brain, liver, and lung via the action of a separate class of serine acylhydrolase, MAGL, which further extends the regulatory possibilities (Savinainen et al. 2012; Mulvihill and Nomura 2013) .
There are many other mechanisms that can dictate how a protein kinase achieves its target specificity (see Lee and Yaffe 2014) . On the one hand, various molecular matchmaker strategies (see below) have evolved to ensure that a protein kinase encounters its proper substrates with high probability and efficiency (Endicott et al. 2012) . On the other hand, for subsequent events to unfold, the rate of phosphorylation must exceed the rate of dephosphorylation by ever-present and more promiscuous phosphoprotein phosphatases (Cohen 1992) . For example, because of just this sort of antagonism, during the response to stimulation by epidermal growth factor (EGF), the phosphorylated tyrosine sites on the cytosolic domain of the EGF receptor turn over 100-1000 times before maximal receptor phosphorylation is achieved (Kleiman et al. 2011 ). Thus, any elevation in phosphorylation detected in response to a stimulus is not simply caused by modifications that are installed and remain until the signal is terminated. Hence, the hydrolytic activity of phosphatases ensures that inefficient or inadvertent phosphorylation events have no physiological consequence.
Protein kinases that act on targets at a cellular membrane are either integral membrane proteins (e.g., receptor tyrosine kinases) or possess domains that permit association with receptors or receptor-associated proteins (e.g., the JAK family of protein tyrosine kinases bound to the cytosolic segments of cytokine receptors) and/or are posttranslationally modified with substituents (e.g., Nmyristoyl and S-palmitoyl groups) that strongly promote partition into the membrane (e.g., the Src family of protein tyrosine kinases) (Groves and Kuriyan 2010) . In other instances, association of the kinase and its substrate with a third partner (a scaffold, linker, or anchor protein) brings about the necessary propinquity and, in addition, enhances reaction rate by achieving a high local concentration of the reactants (Ferrell 2000; Kuriyan and Eisenberg 2007) . Thus, if biochemical analysis of the proteins associated with a given protein kinase, or genetic analysis of a process, reveals another gene in which mutation yields a phenotype similar to that resulting from loss of the kinase, and the gene product in question has no obvious catalytic function itself, then it may serve such a scaffolding role. Moreover, there is emerging evidence that at least one mammalian protein involved in the innate immune response to RNA virus infection serves as just such a signal-activating platform when, in prion-like fashion, it is converted into an amyloid-like fibril (Hou et al. 2011; Wu 2013) .
In some cases, phosphorylation of a substrate by one protein kinase converts a sequence motif into a high-affinity binding site for, and permits its subsequent phosphorylation by, another protein kinase. The first of such two-step modifications is termed "priming." For example, the prior phosphorylation of substrates by the cell cycle kinase cyclindependent kinase (CDK) 1 can generate a phospho-epitope recognized by the Polo box domains of the Polo family of protein kinases, which execute later cell cycle events (Lowery et al. 2005; Strebhardt 2010 ). This feature can be exploited in other ways. For example, a peptide library approach (Turk and Cantley 2003) indicates GSK3b is a protein kinase that strongly prefers to phosphorylate a primed substrate, one that possesses a serine or threonine residue in a sequence with a phosphorylated serine residue at position +4. When S9 in GSK3b is phosphorylated by Akt, however, this modification creates a substrate-like sequence that moors its own amino terminus in its active site, thereby blocking GSK3b action on other primed substrates (Frame and Cohen 2001; Weston and Davis 2001) . For both kinetic and thermodynamic reasons, intramolecular interactions are favored over intermolecular associations. Hence, investigators should always be aware that phosphorylation sites present in a kinase may serve such roles.
In many cases, a protein kinase recognizes and interacts with its substrate via at least one other association distinct and physically distant from the active-site-phosphoacceptor-sequence interaction. Such secondary points of enzyme-substrate binding are termed docking sites Reményi et al. 2006; Goldsmith et al. 2007 ). The more docking interactions between a kinase and its target, the higher the probability that the substrate will not dissociate from the enzyme in the time it takes for the next catalytic turnover event. Thus, multiple docking interactions ensure that the enzyme will stay bound to the same substrate molecule (and phosphorylate another phosphoacceptor site, if there is one) rather than jump to a new substrate. Moreover, such docking interactions supply additional binding energy that makes it possible for substrate phosphorylation to occur at noncanonical (suboptimal, lower affinity) phosphorylation sites. Such considerations help explain why an investigator may find, perhaps perplexingly, nonconsensus sites in mass spectrometry data, even when they are using a purified substrate and protein kinase.
A particularly illustrative example of the vital role of such docking interactions in ensuring processive multisite phosphorylation that is now well understood at the mechanistic level is CDK1-dependent phosphorylation of the yeast CDK inhibitor Sic1 (Nash et al. 2001 ). In the case of Sic1, the phosphomodifications are a prelude to its timely ubiquitylation by an SCF-type ubiquitin ligase (Silverman et al. 2012) whose substrate recognition subunit (Cdc4) interacts with phosphoepitopes (Tang et al. 2012) . In Sic1, there is a sequence motif (VLLPP) that binds with high affinity to a site in the G 1 cyclin (Cln2) in Cln2-CDK1-Cks1 complexes; similarly, there are four interspersed RxL motifs that bind to a site in the S phase cyclin (Clb5) in Clb5-CDK1-Cks1 complexes. The obligatory Cks1 subunit in both CDK complexes contains a pocket that preferentially binds phospho-TP sites (CDKs are generally highly selective for -SP-and -TP-sites); hence, once phosphorylated at any such site, the phosphoepitope-Cks1 interaction provides yet another docking interaction. After a sufficient amount of the Cln2-bound CDK1-Cks1 complex builds up during G 1 phase, it holds onto Sic1 via two contacts (active-site -phosphoacceptor-site binding and VLLPP-motif-Cln2-docking-pocket association); following the first phosphorylation, there are now three such interactions possible (active-site-phosphoacceptorsite binding, VLLPP-motif-Cln2-docking-pocket association, and phosphoepitope -Cks1 interaction), which explains initiation and establishment of processive phosphorylation (Kõivomägi et al. 2011) . Similarly, as the amount of Clb5-bound CDK1-Cks1 builds up in late-G 1 /early-S phase, maintenance and completion of processive multisite phosphorylation by the Clb5-CDK1-Cks1 enzyme is very efficient, given that it has four times the probability of engaging an RxL motif than the Cln2-CDK1-Cks1 complex does a single VLLPP motif (Venta et al. 2012) .
INTEGRATION OF CELL METABOLISM AND SIGNALING
Intermediates in metabolism may have been the first intracellular (and intercellular) signaling molecules, acting as feedback or feed-forward regulators (either allosteric effectors or covalent modifiers) of enzymes in metabolic pathways and transcription factors that controlled expression of those enzymes. Our focus on other levels of regulation has perhaps diverted us from exploring these more ancestral control mechanisms because, in metazoans, GPCR and protein kinase signaling in response to hormones and growth factors override the selfish metabolic needs of any given cell, in favor of the needs of the organism (see Hardie 2012) . So, just as proteins can have moonlighting functions, we need to better understand the manifold functions in signaling of what were formerly considered merely metabolic intermediates. For example, until the stimulatory function of histone lysine 1-N-acetylation in chromatin remodeling and gene expression was uncovered (Racey and Byvoet 1971; Turner 1991) , acetyl-CoA was presumed to have only the less glamorous role of conveying carbon from glycolytically generated pyruvate, or the breakdown of fatty acids, to the tricarboxylic acid (TCA) cycle for energy generation in the mitochondrion. We now know that acetyl-CoA has other roles that impinge critically on the capacity of a cell to signal ). For example, in neurons and some other cells, it is needed for synthesis of the central neurotransmitter acetylcholine. Moreover, in all cells, three molecules of acetyl-CoA can condense to form HMG-CoA for the mevalonate pathway to make both isoprenoid compounds (including the farnesyl and geranylgeranyl moieties attached to the carboxy-terminal CAAX motifs in many small GTPases involved in signaling, such as H-Ras and K-Ras) Resh 2012) and cholesterol (which is not only important for the architecture and fluidity of the membrane in which receptors reside, but is also attached to the carboxyl terminus of an important developmental signaling protein, Hedgehog; Creanga et al. 2012; Ingham 2012 ). Yet another role for acetyl-CoA that affects signaling has recently turned up. The a-N-acetylation of Met1 in the Rub1/Nedd8-specific E2 enzyme Ubc12 (although an irreversible modification, once installed) increases the avidity of its binding to a hydrophobic pocket in its cognate E3 ligase Dcn1 and thereby stimulates Nedd8-ylation of the Cul1 scaffold protein (Monda et al. 2013) , which is necessary, in turn, for assembly and activity of the SCF-type E3 ligases that control the ubiquitin-dependent degradation of numerous signaling proteins (Deshaies et al. 2010) . It is worth noting that, simply through substrate availability (and dependent on the relative K m values of the various 1-N-lysine acetyltransferases), the level of acetyl-CoA will dictate the rate of acetylation of histones and other proteins with concomitant consequences for gene expression and other cellular functions (Starai et al. 2004; Londoño Gentile et al. 2013; Zhang et al. 2013) .
Acetyl-CoA is just one prominent nexus linking cell metabolism and signaling. The levels of other key metabolites have multiple effects that influence both metabolism and cell signaling in ways that we are just beginning to understand. For example, 2-oxoglutarate (2OG, also known as a-ketoglutarate) is a central intermediate in the TCA cycle, but also needed for amino acid interconversion and breakdown by transamination, which may affect the activity level of a major amino acid sensor and growth regulator, mTORC1 (Bar-Peled et al. 2012) . In addition, 2OG is a critical cofactor for the Jumonji class of histone methyl-N-lysine demethylases (Hou and Yu 2010) , TET family 5-methylcytosine hydroxylases (Wu and Zhang 2011) , and EglN-type prolyl-4-hydroxylases (Freeman et al. 2003) , all of which likely affect the level of expression of genes encoding signaling proteins. Moreover, neomorphic mutations in isocitrate dehydrogenase (both IDH1 and IDH2) that prevent oxidative decarboxylation of isocitrate to 2OG, but catalyze instead NADPH-dependent reduction of 2OG to (R)-2-hydroxyglutarate (Dang et al. 2009 ), an antagonist of 2OG-dependent protein and DNA demethylation, are strongly associated with certain cancers, clearly implicating altered metabolism in tumorigenesis (Losman and Kaelin 2013) .
Unsurprisingly, the major cellular methyl donor, Sadenosylmethionine (AdoMet), is important not only for methylation of DNA bases and epigenetic silencing (Guibert and Weber 2013), but also for protein methylation that influences signaling. For example, AdoMet-dependent Nmethylation of an arginine residue in the inhibitory factor Smad6 dissociates it from activated bone morphogenetic protein (BMP) receptors, alleviating inhibition and enabling the type I subunit of the BMP receptor complex to phosphorylate the transcription factors Smad1 and Smad5, which permits their nuclear import and activates their gene regulatory function . Similarly, succinylCoA is another central intermediate in the TCA cycle, and lysine succinylation and cysteine succination have both been recently identified as posttranslational modifications of proteins that influence the properties of the enzymes to which they are attached Lin et al. 2012 ). An open-ended question for future study is how many other cellular metabolites lie at the crossroads between central metabolism and cell signaling or are involved in the fine-tuning of biological processes that impinge on signaling.
SIGNAL DIVERSITY
During evolution, mechanisms have arisen that allow diverse cell types to sense and respond to various stimuli. In vision, light photons are absorbed by the rhodopsins (chromophore-containing GPCRs) and converted into intracellular chemical and then electrochemical changes in the rod and cone cells in the retinas of our eyes. Hearing depends on conversion of sound waves into intracellular signals via the opening and closing of stretch-activated ion channels that are mechanically coupled to ciliary bundles in specialized hair cells in our ears. In a similar way, touch depends on conversion of mechanical pressure or thermal differences into conformational changes in ion channels that open to elevate the level of intracellular calcium ions in specialized nerve fibers in our skin. Of course, other stimuli to which our senses respond are chemical in nature. Taste depends on conversion of the binding of various soluble compounds into intracellular changes in the gustatory-receptor-containing cells in the papillae on our tongues. Smell depends on conversion of the binding of various volatile compounds into intracellular signals in the olfactory-receptor-containing cells on the roof of our nasal cavity. Skin irritation caused by the common nettle in our gardens has a similar source; its trichomes inject chemicals normally made in animal cells, such as the neurotransmitter serotonin and the immune mediator histamine, thus aggravating our nerves and provoking inflammation.
Indeed, the variety of chemical signals generated by cells and to which they are able to respond is rather staggering. Many of the classical endocrine and pituitary hormones were discovered and chemically identified in the 1800s and early 1900s. For example, Frederick Banting announced the isolation of insulin in 1921 and Fred Sanger determined its structure in 1953 (Nobel Prizes being awarded for both accomplishments). However, new types of hormones that impact cell and organismal physiology and development are still being discovered at a surprising rate, which requires that their cognate receptors and downstream mediators be identified. For example, adipose-derived leptin and its receptor (Isse et al. 1995; Tartaglia et al. 1995) , neuropeptides orexin-A/hypocretin-1 and andorexin-B/hypocretin-2 and their receptors (de Lecea et al. 1998; Sakurai et al. 1998) , and stomach-derived ghrelin and its receptor (Howard et al. 1996; Kojima et al. 1999) , which have such critical roles in controlling the interrelated processes of energy metabolism and obesity, wakefulness and appetite, and hunger and growth, were not characterized until the late 1990s. Indeed, there are still many GPCRs and nuclear receptors that are "orphans," in the sense that their physiological ligands have not yet been determined (Civelli 2012; Pearen and Muscat 2012) .
The constellation of known signaling molecules continues to expand in new and unanticipated directions. For example, it has recently been appreciated that different bacterial species, some of which are intracellular pathogens, synthesize unusual cyclic dinucleotides that control their own transcription, including cyclic-di-AMP, cyclic-di-GMP, and the mixed cyclic-GMP-AMP, in all cases linked 3 ′ -5 ′ (Kalia et al. 2013) . The presence of such compounds in mammalian cells is sensed by their binding to an endoplasmic reticulum (ER)-localized protein called STING (Woodward et al. 2010) . Once activated, STING stimulates a protein kinase (TANK-binding kinase 1), which, in turn, phosphorylates and activates a transcription factor, IRF3, that regulates interferon production (Chin et al. 2013) . However, STING is activated much more potently and elic-its a more efficacious interferon response when foreign DNA enters cells. The difference is due to the fact that cytosolic DNA binds to the regulatory domain of a mammalian enzyme, cGAMP synthase (cGAS), thereby stimulating production of cyclic-GMP-AMP in which the linkage is cyclic-[G(2 (Kranzusch et al. 2013; Shaw and Liu 2014) . This endogenously generated signal potently activates diverse hSTING variants, whereas not all of them respond well to bacterial cyclic-[G(3 (Diner et al. 2013 ). Thus, mammalian cells have evolved a mechanism to generate a novel signal that permits the innate immune system to distinguish infiltration by a naked DNA from entry of a bacterial invader. Such interkingdom signaling, mediating interplay between viruses, bacteria, and mammalian cells Marks et al. 2013; Pluznick et al. 2013) , is clearly prevalent, has important consequences for human health, and warrants continued exploration (see also Alto and Orth 2012) .
How a signal is deployed or displayed can also have information content that needs to be considered. Extracellular signaling ligands not only are released from cells via the classical secretory pathway in an autocrine, juxtacrine, or endocrine manner, but can also pass "through" cells via the process of paracytophagy and the generation of socalled argosomes (Greco et al. 2001) . Such mechanisms are also used for the entry and cell-to-cell passage of many prokaryotic intracellular pathogens (Portnoy 2012) . Some mammalian cell types can even engulf an entire other cell by a macroendocytic process dubbed entosis (Overholtzer et al. 2007; Florey and Overholtzer 2012) . We now appreciate that cells can also generate "exosomes" (small 100-nm-diameter vesicles) as a means for quantal export of ligands and other classes of informational molecules, including miRNAs, because, once released into extracellular fluids, they can be taken up by other cells (Bang and Thum 2012; Briscoe and Thérond 2013; Choi et al. 2013) .
Cells know their place, at least in part, by making contacts with adjacent cells and components of the extracellular matrix. However, many cells types erect a single specialized projection, the primary cilium (Garcia-Gonzalo and Reiter 2012; Nozawa et al. 2013) , which constrains to this one location certain classes of signaling receptors (such as the receptors for the Hedgehog family of ligands) (Wong and Reiter 2008; Perrimon et al. 2012) , presumably to confer the capacity to respond only to a highly polarized or localized signal source. In contrast, other cells extend ultrafine processes and specialized filopodial extensions (also referred to as cytonemes) that can mediate cell-to-cell contacts and long-range transport of signal molecules over a distance of many cell lengths (Roy et al. 2011; Sanders et al. 2013) . Similarly, juxtaposed cells in many epithelial layers are connected by gap junctions that act as portholes through which certain intracellular signals, such as an increase in cytosolic calcium ion concentration, can be spread from cell to cell (Goodenough and Paul 2009) . Clearly, we still have much to learn about the interplay between signaling molecules and all levels of cellular organization.
PROSPECTUS
For the foreseeable future, signal transduction research remains a field confronted with a still vast frontier. As the contents of this collection and issues raised here make clear, unraveling signal transduction processes is a multidisciplinary enterprise. Ultimately, understanding signaling will require an appreciation for, understanding of, and the means to usefully grasp the seamless interconnectedness among all the bits of information gleaned by what were formerly considered disparate branches of the biological, chemical, and physical sciences. Fortunately, as we highlight in this collection, there are recurrent themes, general mechanisms, common strategies, and ubiquitous reactions in cell signaling that allow the complexity to be parsed out productively. Indeed, we can already discern general design principles that are allowing us to reengineer cellular responses to stimuli different from those evolved in nature (Pryciak 2009; Burrill et al. 2011; Blount et al. 2012; Lim et al. 2013) .
Nonetheless, many unexpected discoveries that provide novel insights and fresh paradigms will continue to be made, and these will open up new avenues for understanding cell signaling. Some recent examples highlight this point. Remarkably, proteins of the previously uncharacterized Fam20C family turn out to be secreted atypical protein kinases that phosphorylate casein and other extracellular substrates that have important physiological roles in bone mineralization (Tagliabracci et al. 2013; Xiao et al. 2013b ). This discovery raises interesting questions about how these enzymes acquire ATP in the lumen of the Golgi and whether such enzymes are made and have important roles in the nervous system, in which ATP is stored in synaptic vesicles (Zimmermann 2008 ) and released extracellularly to stimulate purinergic receptors (Khakh and North 2012) . Likewise, it has been appreciated for decades that blood platelets also store ATP and other compounds in storage vesicles that are released extracellularly when platelets are activated at a site of injury (Da Prada et al. 1971; Higashii et al. 1985) . Does this released ATP also act, in part, through Fam20C-like extracellular protein kinases? Another example is that very high serum levels of highmolecular-weight hyaluronan dramatically protect the naked mole rat against cancer (Tian et al. 2013) . Hyalu-ronan is an extracellular proteoglycan and can bind to various cell surface receptors. How does it suppress malignant growth and/or enhance immune surveillance of precancerous tissue? And, do the same mechanisms operate in humans?
It is also clear that we have just began to scratch the surface of how microRNAs (Martinez and Gregory 2010; Mendell and Olson 2012) and other RNAs encoded in our genomes (Hancks and Kazazian 2012; Batista and Chang 2013) coordinately influence the levels of gene products involved in signaling and are themselves controlled by signaling processes. Likewise, an area of traditional biochemistry that clearly intersects with signaling in many ways is the function of various classes of proteases; yet, we understand the roles of many of these enzymes only very superficially and know even less about their physiologically relevant enzyme -substrate relationships. For example, in 2012, a new, circulating, exercise-induced regulatory hormone, dubbed irisin, was described that converts white fat into more thermogenic beige fat (Boström et al. 2012) . However, irisin is identical to the ectodomain of a small (212-residue) cell surface protein, fibronectin type III domain-containing protein 5 (FNDC5), which is anchored in the plasma membrane by a single carboxyterminal hydrophobic transmembrane segment. In fact, protease-mediated shedding of the extracellular domains of transmembrane signaling proteins as separate entities with distinct functions is a common phenomenon (Horiuchi 2013) . Exercise stimulates FNDC5 expression in skeletal muscle and the cleavage and release of its uniquely structured amino-terminal fibronectin-III-like ectodomain as irisin (Erickson 2013; Schumacher et al. 2013 ); however, the protease responsible for this shedding, and whether it too is under any sort of regulation, is unknown.
Thus, if we take the long view, studies of signal transduction are still in exponential phase with many important discoveries to come. Moreover, we anticipate continued development of evermore sophisticated experimental tools-from improvements in automated deep sequencing to characterize the global transcriptome (Malone and Oliver 2011) , to new mass spectrometry instrumentation to catalog the cellular metabolome (Rubakhin et al. 2013) , to further refinement of mathematical, statistical, and computational theories and methods to assist with display, interpretation, and modeling of the complex networks of relationships involved in intra-and intercellular signaling (Janes and Lauffenburger 2013; see also Azeloglu and Iyengar 2014) . Continued advances of this sort will allow us to address questions at an ever greater level of detail and resolution, providing answers at the molecular level to longstanding mechanistic questions about the myriad processes that comprise cell signaling.
