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NONCOMMUTATIVE INDEPENDENCE FROM
CHARACTERS OF THE INFINITE SYMMETRIC GROUP S∞
ROLF GOHM AND CLAUS KO¨STLER
Abstract. We provide an operator algebraic proof of a classical theorem of Thoma which char-
acterizes the extremal characters of the infinite symmetric group S∞. Our methods are based on
noncommutative conditional independence emerging from exchangeability [GK09, Ko¨s10] and we
reinterpret Thoma’s theorem as a noncommutative de Finetti type result. Our approach is, in parts,
inspired by Jones’ subfactor theory and by Okounkov’s spectral proof of Thoma’s theorem [Oko99],
and we link them by inferring spectral properties from certain commuting squares.
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Introduction
The infinite symmetric group S∞ is the group of all finite permutations of the countable infinite set
N0 = {0, 1, 2, . . .}. Its left regular representation is a paradigm for the appearance of II1-factors in the
representation theory of large groups, as already known to Murray and von Neumann [MvN43]. Even
though an explicit motivation for their foundational work on operator algebras was to investigate the
representation theory of large groups [MvN36], present classification results for representations of S∞
still originate only little from an operator algebraic toolkit. The purpose of the present paper is to
revive an operator algebraic treatment of such classification problems for the infinite symmetric group
S∞, by means coming from noncommutative probability.
Being the prototype of a ‘wild’ group [KOV04], remarkable progress was made during the past
decades in understanding the representation theory of S∞, notably by work of Thoma, Vershik, Kerov,
Olshanski and Okounkov among many others, and its broader context is of continuing interest for
many researchers, see [SV75, Hir91, Bia96, Bia98, HO07, HHH09] and references therein for a still
very incomplete list of different aspects. Here we will focus on an operator algebraic proof of the
famous classical result obtained by Thoma [Tho64] which gives an explicit parametrization of all
extremal characters of S∞, i.e. the extremal points of the convex set of all positive definite functions
on S∞ which are constant on conjugacy classes and normalized at the group identity.
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Theorem 0.1 (Thoma). An extremal character of the group S∞ is of the form
χ(σ) =
∞∏
k=2
 ∞∑
i=1
aki + (−1)k−1
∞∑
j=1
bkj
mk(σ) .
Here mk(σ) is the number of k-cycles in the permutation σ and the two sequences (ai)
∞
i=1, (bj)
∞
j=1
satisfy
a1 ≥ a2 ≥ · · · ≥ 0, b1 ≥ b2 ≥ · · · ≥ 0,
∞∑
i=1
ai +
∞∑
j=1
bj ≤ 1.
The original proof of Thoma was obtained in an indirect way by hard analysis and the later proofs
are not easy too. We mention the proof of Vershik and Kerov based on the asymptotics of Young
diagrams [VK81b, VK81a] and the more spectral theoretic proof of Okounkov [Oko99] using Olshansky
semigroups [Ols89, Ols91b, Ols91a, Ols03]. Surveys about these developments are given in [Oko99,
KOV04, Ols03]. None of these proofs of Thoma’s theorem is mainly operator algebraic though the
problem can be stated in this way: extremal characters correspond to finite factor representations in
a von Neumann algebraic sense and now the corresponding traces, also called Thoma traces, need to
be identified.
Quite unrelated to these developments, the infinite symmetric group S∞ also plays a crucial role
in the classical subject of distributional symmetries and invariance principles in probability theory,
see [Kal05] for a recent account. Here exchangeability of an infinite sequence of random variables
means that the joint distribution of this sequence is invariant under finite permutations of the random
variables. In particular, exchangeability is equivalent to the existence of a certain representation of
the symmetric group S∞. Now the celebrated de Finetti theorem states that an exchangeable infinite
sequence is conditionally independent and identically distributed, where this conditioning is uniquely
determined by the tail σ-algebra of the sequence. Even though stated only implicitly in its classical
formulation, it tells us that an exchangeable infinite sequence is modeled on an infinite product of
measurable spaces, equipped with a uniquely determined convex combination of product measures.
Thus de Finetti’s theorem can also be interpreted as a specific result in the representation theory of
S∞ within the subject of classical probability, where the role of extremal characters is now played by
infinite product measures.
Recently one of the authors has obtained in [Ko¨s10] an operator algebraic version of de Finetti’s
theorem. It shows that exchangeability of noncommutative random variables implies noncommutative
conditional independence which can be expressed equivalently in terms of commuting squares (as known
in subfactor theory) and yields powerful factorization results. These results are refined and applied
in [GK09], where we have introduced ‘braidability’ as a new kind of noncommutative probabilistic
symmetry connected to the infinite braid group B∞. This allowed us to establish a braided version
of de Finetti’s theorem which proved to be a strong new tool in the study of representations of
B∞. Applying this machinery to the infinite symmetric group S∞ we deal with exchangeability in an
operator algebraic setting. By using the full force of noncommutative probability, as in fact appropriate
for noncommutative groups, it turns out that there is also much to gain from this approach for the
representation theory of S∞.
The completely new viewpoint of our approach is to interpret Thoma’s theorem as an example of
a noncommutative de Finetti theorem. This surprising connection becomes more evident from the
von Neumann algebraic formulation of the following fact which allows us to apply our methods from
[GK09, Ko¨s10]. Suppose χ is a character of S∞ and let γi ∈ S∞ denote the transposition (0, i). Then
it is elementary to verify that the sequence (γi)i∈N is ‘exchangeable’, i.e.
χ
(
γi(1)γi(2) · · · γi(n)
)
= χ
(
γσ(i(1))γσ(i(2)) · · · γσ(i(n))
)
(σ ∈ S∞)
for all n-tuples i : {1, . . . , n} → N and n ∈ N. Now the task to identify the law of an exchangeable
infinite sequence in the classical de Finetti theorem becomes the task to identify a character of the
infinite symmetric group S∞. Also the need to go beyond a purely algebraic treatment of the group S∞
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becomes apparent, since the role of the tail σ-algebra in de Finetti’s theorem is played by the tail von
Neumann algebra of the sequence
(
π(γi)
)
i∈N
, where π denotes the unitary representation associated
to the character χ. A second important feature of the so-called star generators γi is that they neatly
go along with disjoint cycle decompositions of permutations in S∞, for example
(3, 5, 1, 10, 7)(4, 2) = (γ3γ5γ1γ10γ7γ3) (γ4γ2γ4).
Hence represented disjoint cycles become conditionally independent in the noncommutative sense.
Altogether this provides us with very strong factorization properties for the mapping S∞ ∋ σ → χ(σ).
It turns out that our methods are exactly what is needed to give a fully operator algebraic proof of
Thoma’s theorem. We emphasize that the notion of noncommutative independence with universality
properties such as tensor independence or freeness [Spe97, BGS02] is insufficient for this purpose. We
need a more general notion of noncommutative independence as it emerges out of the noncommutative
de Finetti theorem in terms of commuting squares of von Neumann algebras [GK09, Ko¨s10]. To
complete the proof of Thoma’s theorem the tail algebra appearing in the noncommutative de Finetti
theorem has to be identified explicitly. Here spectral theory comes into play and some similarities with
Okounkov’s proof in [Oko99] become apparent.
It seems to us that the best way to illustrate the strength of these new ideas is to work out a full
proof of Thoma’s theorem which is self-contained given the de Finetti type results in [Ko¨s10, GK09].
Along the way we prove a number of new operator algebraic results motivated from the probabilistic
point of view. Let us discuss our plan in more detail.
In Section 1 we recall some basic facts about the infinite symmetric group S∞. Throughout we will
work in two presentations of S∞, the usual one given by the Coxeter generators σi = (i − 1, i) and,
as already motivated above, a less familiar one given by the so-called star generators γi = (0, i) (see
Proposition 1.1). The latter enjoy the additional property that k-cycles are elegantly expressed in terms
of the γi’s (see Lemma 1.4 and above for an example). Further we provide a discussion of certain shift
endomorphisms on S∞ and of some basics on the connection between characters and representations,
as needed to put Thoma’s theorem into context. We emphasize that our approach does not require
any results about the representation theory of the symmetric groups Sn for 2 ≤ n <∞.
In Section 2 we concisely present our general noncommutative framework of exchangeability and
independence which is the main tool for the rest of the paper. The emphasis is on tailoring the
theory for the applications to come, here we mostly refer to [Ko¨s10, GK09] for proofs and further
discussions. A few results are specific to the group S∞, such as the possibility to restrict an automorphic
representation to a minimal algebra (see Proposition 2.11). Also we provide here a refined version of
fixed-point characterizations from [GK09], an operator algebraic generalization of the Hewitt-Savage
zero-one law (see Theorem 2.14). These characterizations will allow us to compute the (possibly
non-abelian) tail algebra in the noncommutative de Finetti theorem, Theorem 2.6, and to identify it
with the fixed point algebra of a representation of S∞ or with fixed point algebras of endomorphisms
induced by certain symbolic shifts on the Coxeter generators σi or star generators γi. Related results
go partially beyond the corresponding results in [GK09].
In Section 3 we really go to work and specify our general results on automorphic representations of
S∞ (from the previous section) to a unitary representation π of S∞, see Theorem 3.6. Moreover we
show in Proposition 3.3 that the existence of a tracial state on π(S∞) and the exchangeability of the
represented star generators vi = π(σi) are intimately connected. By virtue of the noncommutative de
Finetti theorem, the exchangeable sequence of unitaries (vi)i∈N0 enjoys powerful factorization proper-
ties with respect to conditional expectations onto their tail algebra A0. Although this tail algebra A0
turns out to be commutative, this is not a situation for the classical de Finetti theorem because the
random variables vi do not commute with the tail algebra or with each other. For a more thorough
discussion of the relation between the classical and the noncommutative de Finetti theorem we refer
to [Ko¨s10] and the more expository treatment in [GK].
A first important feature in the proof of Thoma’s theorem is a fact called Thoma multiplicativity,
i.e., a Thoma trace is multiplicative with respect to the disjoint cycle decomposition of an element
of S∞. This fact follows naturally from our factorization results and is actually a corollary of the
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noncommutative de Finetti theorem. More generally, as stated in Theorem 3.7, if we have a (not
necessarily factorial) finite trace we obtain this multiplicativity for the conditional expectation onto
the center of the von Neumann algebra generated by π(S∞).
In Section 4 we develop a systematic theory of certain weak limits of cycles which we call limit
cycles (see Definition 4.1). We apply these results to show how the fixed point algebras An, i.e., the
centralizers of the represented Coxeter generators σn+2, σn+3, . . ., are generated by cycles and limit
cycles. This tower of fixed point algebras A−1 ⊂ A0 ⊂ A1 ⊂ A2 ⊂ · · · plays an important role in
our approach and we can concretely identify each An in Theorem 4.2. A further generalization of
Thoma multiplicativity is obtained in Theorem 4.10 which provides such formulas for the conditional
expectations onto the fixed point algebras An.
Let us comment at this point that our limit cycles are related to the ‘random cycles’ appearing
in Okounkov’s proof of Thoma’s theorem [Oko99] where he uses the latter to give a presentation of
the Olshansky semigroups. We give a few hints into this direction in Remark 4.12 but this discussion
is by no means exhaustive and, in fact, we think that it may be very interesting to study more
systematically the relation between noncommutative independence on the one hand and Olshansky
semigroups on the other hand. We emphasize that we do not use the theory of Olshansky semigroups
[Ols89, Ols91b, Ols91a, Ols03] in our proof, rather we replace it by our results about noncommutative
independence.
In Section 5 we give further evidence that the framework of noncommutative probability is well
suited to analyze the operator algebraic structures generated by S∞. Combining earlier results the
fixed point algebras An can be written explicitly in terms of the represented star generators π(γi) and
certain limit cycles, see Theorem 5.2. Here the endomorphism associated to the symbolic shift on the
star generators γi turns out to be a noncommutative Bernoulli shift in the sense of [GK09] and, similar
to subfactor theory, a rich structure of triangular towers of commuting squares is obtained. The fixed
point algebras An can of course also be expressed in terms of the Coxeter generators σi instead of the
star generators. This more delicate situation is the subject of Theorem 5.3. Here the endomorphism
associated to the symbolic shift on the Coxeter generators turns out to be a noncommutative Markov
shift, which fits well into the theory of noncommutative stationary processes [Goh04], and we obtain
also triangular towers of commuting squares. In particular we show that such a Markov shift is a
Bernoulli shift if and only if the center-valued conditional expectation is a center-valued Markov trace.
In Section 6 we return to our proof of Thoma’s theorem. Clearly the spectral proof of Okounkov is
closer to our method than the other known proofs and some arguments in Proposition 6.1 are inspired
by his ideas. But we give his estimates a more probabilistic turn which allows us to generalize them to
the von Neumann algebraic setting of certain commuting squares. Surprisingly this setting is already
enough to deduce discreteness of spectra in Theorem 6.2. Applied to a certain limit cycle this is an
important step towards Thoma’s theorem. On the other hand our axiomatic setting indicates new and
interesting possibilities to generalize such results, for example in subfactor theory. We give a short
example for Hecke algebras but we do not follow this line of thought further in this paper.
To complete the argument that there are no other possibilities than those parametrized in Thoma’s
theorem it remains to be shown that our spectral measure is a Thoma measure, using the terminology
of Okounkov [Oko99]. To do this we follow in Section 7 rather closely some of Okounkov’s ideas and
explain how noncommutative independence allows to transfer these arguments into a von Neumann
algebraic setting.
The proof of Thoma’s theorem is finished by establishing the existence of finite factor traces for the
parameters given in Thoma’s theorem. The first such construction, from a groupoid point of view,
has been given by Vershik and Kerov in [VK81b] where they also mention the idea of embeddings into
Powers factors. In Section 8 we give a brief elaboration of the latter idea in the general case, not only
to make our proof self-contained but also because in this infinite tensor product setting many of our
constructions can be visualized in a very satisfying way. The factoriality of the trace can be inferred
from one of the fixed point characterizations given in Theorem 2.14. We are not aware of another
proof of this fact which is similarly direct.
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In the final Section 9 we briefly discuss the case that the subfactor generated by the Coxeter
generators σ2, σ3, . . . (i.e., omitting the first one, σ1) is irreducible. We characterize it in terms of the
parameters in Thoma’s theorem and we note that these traces are exactly the Markov traces on the
group algebra of S∞ which extend to an operator algebraic setting. This makes contact to work of
Ocneanu, Wenzl and Jones, see [Wen88, Jon91, JS97], who studied these Markov traces motivated by
Jones’ subfactor theory. Independently a very recent preprint of Yamashita [Yam09] also focuses on
related questions.
To summarize, we show in this paper that there is an approach via exchangeability and noncom-
mutative independence which leads to an operator algebraic proof of Thoma’s theorem and to a very
transparent and detailed structure theory for finite (factor) representations of S∞. Beyond that we
believe that a further investigation of the interplay with more traditional approaches will be of great
interest for the development of von Neumann algebraic methods in representation theory.
1. Some basics of the infinite symmetric group S∞
Presentations of symmetric groups. The symmetric group Sn is presented by the Coxeter gener-
ators σ1, σ2, . . . , σn−1 subject to the relations
σiσjσi = σjσiσj if | i− j |= 1, (B1)
σiσj = σjσi if | i− j |> 1, (B2)
σ2i = σ0 if i ∈ N , (S)
where σ0 denotes the identity of Sn and S1 = 〈σ0〉. We realize Sn as permutations of the set
{0, 1, 2, . . . , n − 1} such that σi is given by the transposition (i − 1, i). By convention the product
of two permutations σ, τ acts as στ(k) = σ(τ(k)). Throughout Sn is identified with the subgroup
{σ ∈ Sn+1 |σ(n) = n} of Sn+1 and S∞ denotes the inductive limit of the groups Sn with respect
to these embeddings. So S∞ is the group of all finite permutations of the set N0, called the infinite
symmetric group. Further we will make use of the subgroups Sn,∞ := 〈σn, σn+1, . . .〉 for n ∈ N. Note
that S1,∞ = S∞.
We recall that the relations (B1) and (B2) are the defining relations for the Artin generators of
braid groups Bn and their inductive limit B∞. Now let̂ : B∞ → S∞ be the canonical epimorphism
which maps Artin generators of B∞ onto Coxeter generators of S∞. This epimorphism allows us to
turn the results of [GK09] on braid groups directly into results on symmetric groups. Throughout we
will heavily make use of this.
The investigations in [GK09] also reveal a new presentation of the braid group B∞. This presentation
plays therein a special role for braidability, a noncommutative extension of exchangeability. Adding a
relation on the idempotence of the generators to this presentation, we have at hands its analogue for
symmetric groups. This presentation will play a similar role for exchangeability as the square root of
free generators presentation does for braidability.
Proposition 1.1. The symmetric group Sn (for n ≥ 3) is presented by the generators {γi | 1 ≤ i ≤
n− 1} subject to the defining relations
γlγl−1(γl−2γl−3 · · · γk+1γk)γl = γl−1(γl−2γl−3 · · · γk+1γk)γlγl−1 (0 < k < l < n) (EB)
γ2k = γ0 (0 < k < n).
Here γ0 denotes the identity of Sn. Moreover, the generator γk is realized for 1 ≤ k < n as the
transposition
γk = (0, k)
on the set {0, 1, . . . , n− 1}.
We will see below that the γk’s are convenient to write down cycles in symmetric groups. Note also
the obvious equalities γ1 = σ1 and γ0 = σ0.
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Proof. The relations (EB) define the square root of free generator presentation of Bn (see [GK09]).
Adding the relations γ2k = γ0 one obtains the group Sn as a quotient of Bn. As shown in [GK09], the
generators γi and σj are related by
γk = σ1 · · ·σk−1σkσk−1 · · ·σ1. (1.1)
Now γk is immediately identified as the transposition (0, k). 
Definition 1.2. This presentation of Sn from Proposition 1.1 is referred to as the star presentation
and the generators γi are called star generators for i > 0.
Remark 1.3. The star presentation is induced by a star-shaped graph, similar as for braid groups
in [Ser93]. To be more precise, a presentation of the symmetric group is obtained from the planar
graph presentations for braid groups in [Ser93] by adding the relations on the idempotence of each
generator. Now a linear graph with n vertices and n − 1 edges yields the Coxeter presentation of
Sn with generators σi. As its name already suggests, the star presentation of Sn is associated to a
star-shaped graph, again with n vertices and n − 1 edges. Here the point 0 is distinguished as the
central vertex of the star shaped graph. Actually the star presentation enjoys much more symmetry
than the relations (EB) indicate, as it becomes clear from Lemma 1.4 and Lemma 1.6 below. Further
information on the combinatorics of star generators is contained in [Pak99, IR09].
Cycles. Each permutation σ ∈ S∞ can be decomposed into disjoint cycles s1, s2, . . . , sn ∈ S∞ for
some n ∈ N such that
σ = s1s2 · · · sn.
Note that si and sj commute for 1 ≤ i, j ≤ n. A cycle (n1, n2, . . . , nk) has the length k and is referred
to as a k-cycle. We will denote by mk(σ) the number of k-cycles in σ. Note that m1(σ) = ∞ and
mk(σ) 6= 0 for at most finitely many k > 1.
We record next some elementary results which will be crucial in the proofs of our main results.
Lemma 1.4. Let k ∈ N. A k-cycle σ = (n1, n2, n3, . . . , nk) ∈ S∞ is of the form
σ = (γn1γn2γn3 · · · γnk−1γnk)γn1 ,
provided that n1 = 0 if σ(0) 6= 0.
For notational convenience we will suppress the parentheses in (γn1γn2γn3 · · · γnk−1γnk)γn1 . Alge-
braically, any 1-cycle satisfies γn1γn1 = γ0 and will be omitted in cycle decompositions of permutations.
Proof. If σ(0) = 0 , this is immediate from the definition of a k-cycle and γn = (0, n) for all n ∈ N. If
n1 = 0 then
γn1γn2γn3 · · · γnk−1γnkγn1 = γn2γn3 · · · γnk−1γnk
= (0, n2, n3, . . . , nk),
since γ0 is the identity. See [IR09, Lemma 3] for a more detailed proof. 
The slight difference in the treatment of cycles containing the point 0 is attributed to the prominent
role of this point in the star presentation of S∞ (see Remark 1.3). If one of the ni’s is zero, then
γn1γn2 · · · γnkγn1 is a k-cycle if and only if n1 = 0. This condition n1 = 0 can always be achieved by
cyclic permutations of the ni’s and their re-labeling. Throughout we will assume that this re-labeling
is done if necessary.
The following elementary result will be at the heart of our application of noncommutative indepen-
dence (compare Theorem 3.6 for example). Denote by 〈γi | i ∈ I〉 the subgroup of S∞ generated by
the γi’s with i ∈ I ⊂ N.
Lemma 1.5. Suppose the permutation σ ∈ S∞ has the cycle decomposition σ = s1s2 · · · sn, where
s1, s2, . . . , sn are disjoint non-trivial cycles. Then there exist mutually disjoint subsets I1, I2, . . . , In ⊂
N such that si ∈ 〈γi | i ∈ Ii〉 for i = 1, . . . n.
Proof. This is evident from the cycle decomposition of permutations and Lemma 1.4. 
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Finally let us record how cycles are effected by conjugation with elements from S∞. This illustrates
that the defining relations (EB) induce more general cycle equations.
Lemma 1.6. Let σ ∈ S∞.
(i) Consider the 2-cycle γn = γ0γnγ0, with n ∈ N. Then
σγnσ
−1 =
{
γσ(0)γσ(n)γσ(0) if σ(n) 6= 0,
γσ(n)γσ(0)γσ(n) if σ(0) 6= 0.
(ii) Let γn1γn2 · · · γnkγn1 be a k-cycle with k ≥ 2. Then
σγn1γn2 · · · γnkγn1σ−1 =
{
γσ(n1)γσ(n2) · · · γσ(nk)γσ(n1) if 0 /∈ {σ(ni) | i = 1, . . . , k},
γσ(ni)γσ(ni+1) · · · γσ(nk)γσ(n1) · · · γσ(ni−1)γσ(ni) if σ(ni) = 0.
Proof. (i) The 2-cycle (0, n) is mapped to the 2-cycle (σ(0), σ(n)). Now use Lemma 1.4. The equations
in (ii) are verified similarly. 
Shifts on the infinite symmetric group. We introduce several closely related shifts on S∞ which
will be useful for the investigation of fixed points and tail algebras in Sections 3 and 4.
Definition 1.7. The shift sh is given by the endomorphism on S∞ defined by
sh(σn) = σn+1
for all n ∈ N. More generally, for m ∈ N0 fixed, the m-shift (or partial shift) shm on S∞ is given by
the endomorphism
shm(τ) := σmσm−1 · · ·σ1σ0 sh(τ)σ0σ1 · · ·σm−1σm.
Clearly we have sh0 = sh. Note also that shm is obtained from sh by conjugation with Coxeter
generators, since σi = σ
−1
i .
Lemma 1.8. The endomorphisms shm on S∞ are injective for all m ∈ N0. Moreover there exists, for
every τ ∈ S∞, some n ∈ N such that
shm(τ) = (σm+1σm+2 · · ·σn−1σn) τ (σnσn−1 · · ·σm+2σm+1). (1.2)
Proof. Note that a non-trivial permutation has a non-trivial cycle decomposition. Since the endomor-
phism sh preserves the length of a k-cycle, the injectivity of sh is immediate. The endomorphism shm
is the composition of an injective endomorphism and automorphisms, and thus injective. We observe
that, using the braid relations (B1) and (B2) as well as (S),
sh(σi) = σi+1 =
(
σ1σ2 · · ·σi−1σiσi+1
)
σi
(
σi+1σiσi−1 · · ·σ2σ1
)
.
Now let τ ∈ S∞ be given. Then there exists some n ∈ N such that τ ∈ Sn and
sh(τ) = (σ1σ2 · · ·σn−1σn)τ(σnσn−1 · · ·σ2σ1).
This proves (1.2), since shm(τ) = σm · · ·σ1 sh(τ)σ1 · · ·σm. 
By its very definition, sh is the symbolic shift on the Coxeter generators σi. But as we will see next
for m ≥ 1, the shifts shm are certain symbolic shifts on the star generators γi.
Lemma 1.9. Let m ∈ N. Then it holds
shm(γi) =
{
γi if i < m;
γi+1 if i ≥ m.
In particular, for all n ∈ N,
sh1(γn) = γn+1.
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Proof. We conclude from (1.2) and (B2) that the action of shm on the σi’s is
shm(σi) =

σi if i < m;
σiσi+1σi if i = m;
σi+1 if i > m.
Use these equations to identify the action of shm on γi = σ1σ2 · · ·σi−1σiσi−1 · · ·σ2σ1 as claimed. 
Characters of groups and associated noncommutative probability spaces. We will make
heavy use of the close relationship between characters on symmetric groups and traces on von Neumann
algebras generated by unitary representations of symmetric groups. Since this well known relationship
does not rely on the specifics of symmetric groups we provide it in greater generality than needed for
the purposes of this paper.
Let G be a group. A positive definite function χ : G → C is called a character if χ is constant on
conjugacy classes of G and normalized at the identity e of G. Given the pair (G,χ), the Kolmogorov
decomposition (see [EL77] for example) of the positive definite kernel
G×G ∋ (g, h) 7→ χ(g−1h)
provides us with a Hilbert space H, a unitary representation π of G and a vector ξ ∈ H such that
χ(g−1h) = 〈π(g)ξ, π(h)ξ〉.
The Kolmogorov decomposition is said to be minimal if H = span{π(g)ξ | g ∈ G}. Note that a Kol-
mogorov decomposition can always be turned into a minimal one.
Lemma 1.10. Suppose χ is a character of the countable group G and let (H, π, ξ) be a minimal
Kolmogorov decomposition of the pair (G,χ). Then the von Neumann algebra A := vN(π(g) | g ∈ G)
has separable predual and tr := 〈ξ, • ξ〉 is a tracial faithful normal state on A.
Definition 1.11. The pair (A, tr) as constructed in Lemma 1.10 is called the (noncommutative)
probability space associated to (G,χ).
Proof. Since G is countable, A has a separable predual. Clearly, tr is a unital normal state on A. The
traciality of this state is immediate from χ(ghg−1) = χ(h) for all g, h ∈ G. To prove the faithfulness
of tr, we use that
tr(x∗a∗ax) = tr(axx∗a∗) ≤ ‖x‖2 tr(aa∗) = ‖x‖2 tr(a∗a)
for all a, x ∈ A. Thus tr(a∗a) = 0 implies axξ = 0 for all x ∈ A, and further a = 0 since ξ is a cyclic
vector for A. 
Finally we will make use of the following well known fact.
Proposition 1.12. Let (A, tr) be the probability space associated to (G,χ). Then A is a factor if and
only if χ is an extremal character.
Proof. The von Neumann algebraA is a factor if and only if tr cannot be written as a non-trivial convex
combination of tracial states. Indeed, if A is a factor then there is only one tracial state, see [KR86,
Theorem 8.2.8]. Conversely, if A is not a factor, then choose a non-trivial central projection z and
write tr as the convex combination of the two tracial states tr(z • )/ tr(z) and tr((1l− z) • )/ tr(1l− z).
The restriction of a trace to π(G) is a character and hence the asserted equivalence follows. 
Remark 1.13. The probability space (A, tr) associated to (G,χ) can also be obtained from the *-
probability space (CG,χ
C
) via the GNS construction. Here χ
C
is understood to be the complex linear
extension of the character χ to the group *-algebra CG. This *-probability space is regular in the
sense of [Ko¨s] and thus the GNS construction provides us with a cyclic and separating vector for the
representation. So the probability space associated to (G,χ) can be identified with the one obtained
by an application of the GNS construction to the pair (CG,χ
C
).
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2. Exchangeability and conditional independence in noncommutative probability
This section is devoted to the basic setting of noncommutative probability in the context of ex-
changeability. We will make use of results from [Ko¨s10], its application to braidability in [GK09] and
the Appendix of [GK09] on operator algebraic noncommutative probability theory. We emphasize that
all general results from [GK09] apply, since exchangeability implies braidability.
A (noncommutative) probability space (A, ϕ) consists of a von Neumann algebra A with separable
predual and a faithful normal state ϕ on A. A von Neumann subalgebra B of A is said to be ϕ-
conditioned if the (unique) ϕ-preserving conditional expectation EB from A onto B exists. We will
mainly work with tracial probability spaces, where the state ϕ is a trace. Note that the existence of the
ϕ-preserving conditional expectation EB is automatic in the tracial setting. For further information
on the more general non-tracial setting we refer the reader to [GK09, Appendix A].
A random variable ι from (C0, ϕ0) to (A, ϕ) is an injective *-homomorphism ι : C0 → A such that
ϕ0 = ϕ ◦ ι and ι(C0) is ϕ-conditioned. A random sequence I is an infinite sequence of (identically
distributed) random variables ι ≡ (ιn)n∈N0 from (C0, ϕ0) to (A, ϕ). We may assume C0 = ι0(C0) ⊂ A
and ϕ0 = ϕ|C0 whenever it is convenient.
Let us come next to distributional symmetries of random sequences. Given the two random se-
quences I and I˜ with random variables (ιn)n≥0 resp. (ι˜n)n≥0 from (C0, ϕ0) to (A, ϕ), we write
(ι0, ι1, ι2, . . .)
distr
= (ι˜0, ι˜1, ι˜2, . . .)
if all their multilinear functionals coincide:
ϕ
(
ιi(1)(a1)ιi(2)(a2) · · · ιi(n)(an)
)
= ϕ
(
ι˜i(1)(a1)ι˜i(2)(a2) · · · ι˜i(n)(an)
)
for all n-tuples i : {1, 2, . . . , n} → N0, (a1, . . . , an) ∈ Cn0 and n ∈ N.
Definition 2.1. A random sequence I is
(i) exchangeable if its multilinear functionals are invariant under permutations:
(ι0, ι1, ι2, . . .)
distr
= (ιπ(0), ιπ(1), ιπ(2), . . .)
for any finite permutation π ∈ S∞ of N0;
(ii) spreadable if its multilinear functionals are invariant under the passage to subsequences:
(ι0, ι1, ι2, . . .)
distr
= (ιn0 , ιn1 , ιn2 , . . .)
for any (strictly increasing) subsequence (n0, n1, n2, . . .) of (0, 1, 2, . . .);
(iii) stationary if the multilinear functionals are shift-invariant:
(ι0, ι1, ι2, . . .)
distr
= (ιk, ιk+1, ιk+2, . . .)
for all k ∈ N.
The following hierarchy of distributional symmetries is clear: (i) ⇒ (ii) ⇒ (iii).
Definition 2.2. (i) Fixing some a ∈ C0, a random sequence I produces a sequence of operators
(xn)n≥0 with xn = ιn(a), called a sequence of operators induced by I . A sequence of operators
(xn)n≥0 is said to have property ‘A’ if it is induced by some random sequence I with property
‘A’. For example, (xn)n≥0 is stationary if I is so.
(ii) More generally, fixing a subalgebra B of C0, a random sequence I produces a sequence of
subalgebras (Bn)n≥0 with Bn = ιn(B), called a sequence of subalgebras induced by I . A
sequence of subalgebras (Bn)n≥0 is said to have property ‘A’ if it is induced by some random
sequence I with property ‘A’.
We come to our concept of (noncommutative) conditional independence and factorizability. For a
more detailed treatment see [Ko¨s10, Section 3], for example.
Definition 2.3. Given the probability space (A, ϕ), let N and (Ci)i∈I be ϕ-conditioned von Neumann
subalgebras of A, where (I,>) is assumed to be an ordered set.
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(i) The family (Ci)i∈I is full (resp. order) N -independent if
EN (xy) = EN (x)EN (y)
for all x ∈ vN(N , Cj | j ∈ J) and y ∈ vN(N , Ck | k ∈ K) whenever J,K ⊂ I with J ∩K = ∅
(resp. J < K or J > K).
(ii) The family (Ci)i∈I is full (resp. order) N -factorizable if
EN (xy) = EN (x)EN (y)
for all x ∈ vN(Cj | j ∈ J) and y ∈ vN(Ck | k ∈ K) whenever J,K ⊂ I with J ∩ K = ∅
(resp. J < K or J > K).
(iii) A family of operators (xi)i∈I in A is full/order N -independent/factorizable if the family
(vN(xi))i∈I is so.
(iv) A family of random variables (ιi)i∈I : (C0, ϕ0) → (A, ϕ) is full/order N -independent/factor-
izable if the family of ranges
(
ιi(C0)
)
i∈I
is so.
Note that full N -independence implies order N -factorizability. The latter one is more easily verified
in applications. It is an ingredient in the fixed point characterization of Theorem 2.14 and will be
applied in Proposition 8.1.
We will mainly be interested in the nonnegative integers N0 = {0, 1, 2, . . .} (equipped with the
natural order >) as index set I. If I is the two point set {1, 2}, then it is convenient to address
conditional independence in terms of commuting squares.
Lemma 2.4. Let N , C1, C2 be ϕ-conditioned von Neumann subalgebras of A and put Bi := vN(N , Ci).
Then the following are equivalent:
(i) (Ci)i∈{1,2} are full N -independent;
(ii) EB1(B2)) = N ;
(iii) EB1EB2 = EN ;
(iv) EB1EB2 = EB2EB1 and N = B1 ∩ B2;
(v) EN (xyz) = EN (xEN (y)z) for all x, z ∈ B1 and y ∈ B2.
Proof. The proof of [GHJ89, Proposition 4.2.1] transfers to the non-tracial setting after some obvious
modifications. 
Definition 2.5. If one (and thus all) of the conditions (i) to (v) in Lemma 2.4 are satisfied, then the
inclusions
B2 ⊂ A
∪ ∪
N ⊂ B1
are said to form a commuting square. The commuting square is minimal if vN(B1,B2) = A.
We are ready to formulate the noncommutative extended de Finetti theorem.
Theorem 2.6 ([Ko¨s10, GK09]). Given the random sequence I from (C0, ϕ0) to (A, ϕ) with tail algebra
Ctail =
⋂
n∈N0
vN(ιk(C0) | k ≥ n),
consider the following statements:
(a) I is exchangeable;
(b) I is spreadable;
(c) I is stationary and full Ctail-independent.
Then we have (a) ⇒ (b) ⇒ (c) and (c) 6⇒ (b) 6⇒ (a).
In contrast to the classical de Finetti theorem, the reverse implications are no longer valid in the
generality of our noncommutative setting (see [GK09, Ko¨s10] for a more detailed discussion). In
Theorem 5.3(vii) we meet a new class of examples illustrating the broken equivalence of (b) and (c):
infinite sequences of represented Coxeter generators σ1, σ2, . . .
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Whenever it is convenient we can achieve by restriction of (A, ϕ) that the random sequence I is
minimal, i.e., the ranges of all random variables ιn generate A as a von Neumann algebra:
A = vN(ιn(C0) | n ∈ N0).
The following characterization of exchangeability is an extended version of [GK09, Theorem 1.9]. Let
Aut(A, ϕ) denote the ϕ-preserving automorphisms of A.
Theorem 2.7. Given the random sequence I , consider the following statements:
(a) I is exchangeable;
(b) there exists a representation ρ : S∞ → Aut(A, ϕ), such that
ιn = ρ(σnσn−1 · · ·σ1)ι0 for all n ≥ 1, (PR)
ι0 = ρ(σn)ι0 if n ≥ 2; (L)
(c) there exists a representation ρ : S∞ → Aut(A, ϕ), such that
ιn = ρ(γn)ι0 for all n ≥ 1, (PR’)
ι0 = ρ(γ1γ2 · · · γnγ1)ι0 if n ≥ 2. (L’)
Then (a) ⇐ (b) ⇔ (c) and, if I is minimal, then (a) ⇔ (b) ⇔ (c).
Proof. The implications between (a) and (b) are the subject of [GK09, Theorem 1.9]. We are left to
prove the equivalence of (b) and (c). (PR) ⇔ (PR’) follows from
ρ(σn · · ·σ2σ1)ι0 = ρ(σn · · ·σ2σ1σ2 · · ·σn)ι0 = ρ(σ1σ2 · · ·σn · · ·σ2σ1)ι0.
Finally (L) ⇔ (L’) is concluded as follows. Clearly, (L) holds true if and only if ρ(σn · · ·σ2)ι0 = ι0 for
all n ≥ 2. Now use σn · · ·σ2 = (1, 2, 3, . . . , n) = γ1γ2 · · · γnγ1. 
The implication (b) ⇒ (a) tells us in particular how to construct exchangeable random sequences
from a given representation ρ : S∞ → Aut(A, ϕ). Choose some ϕ-conditioned von Neumann subalgebra
C0 ⊂ Aρ(S2,∞),
where Aρ(S2,∞) is the fixed point algebra of ρ(S2,∞) in A. Then the random variable ι0 := id|C0 satisfies
the localization property (L). An exchangeable random sequence IC0 is now canonically obtained from
ι0 through the product representation property (PR). Of course this sequence can also be constructed
by using (L’) and (PR’).
Definition 2.8. The random sequence IC0 is called associated to the representation ρ.
A random sequence IC0 associated to the representation ρ is exchangeable by construction. Note
also that IC0 may not be minimal, even under the maximal possible choice C0 = Aρ(S2,∞). Exchange-
ability implies stationarity and the stationarity of a random sequence I yields an endomorphism α
of vN(ιn(C0) | n ∈ N0) such that ιn = αnι0 for all n ∈ N0 (see [Ko¨s10, Section 2] for example).
Given the representation ρ, we can extend this endomorphism α to a possibly larger algebra in A than
vN(ιn(C0) | n ∈ N0). For this purpose, consider the fixed point algebras
Aρn−1 := Aρ(Sn+1,∞)
which provide us with the tower of von Neumann subalgebras
Aρ−1 ⊂ Aρ0 ⊂ Aρ1 ⊂ Aρ2 ⊂ · · · ⊂ Aρ∞ ⊂ A,
where Aρ∞ := vN(Aρn | n ∈ N0). In general, Aρ∞ may be strictly contained in A.
Definition 2.9. The representation ρ : S∞ → Aut(A) has the generating property if Aρ∞ = A.
Similar to the more general setting [GK09, Section 3], there are representations of S∞ with and
without this generating property. Here we will concentrate on how this generating property can be
obtained by restriction.
12 R. GOHM AND C. KO¨STLER
Proposition 2.10. The representation ρ : S∞ → Aut(A, ϕ) restricts to the generating representation
ρres : S∞ → Aut(Aρ∞, ϕρ∞) such that ρ(σi)(Aρ∞) ⊂ Aρ∞ and EAρ∞EAρ(σi) = EAρ(σi)EAρ∞ (for all i ∈ N).
Proof. See [GK09, Proposition 3.2]. 
Note that a generating representation ρ : S∞ → Aut(A, ϕ) may not satisfy the minimality condition
A = vN(αn(Aρ0) | n ∈ N0). But in the framework of exchangeability this can always be achieved by
further restriction. Slightly more general, let C0 ⊂ Aρ0 be a ϕ-conditioned von Neumann subalgebra
and define, for n ∈ N0 ∪ {∞},
Cn := vN(αk(C0) | 0 ≤ k < n+ 1 ≤ ∞) = vN(ιk(C0) | 0 ≤ k < n+ 1 ≤ ∞).
Proposition 2.11. The representation ρ : S∞ → Aut(A, ϕ) restricts to a generating representation
from S∞ into Aut(C∞, ϕ∞). Here ϕ∞ is the restriction of ϕ to C∞.
Proof. The global invariance of C∞ under the action of ρ(S∞) is immediate if ρ(σk)αn(C0) ⊂ C∞ for
all k ∈ N and n ∈ N0. But this is clear since αn(C0) = ρ(σnσn−1 · · ·σ1σ0)(C0) and thus
ρ(σk)α
n(C0) =

αn(C0) if k < n or k > n+ 1,
αn−1(C0) if k = n,
αn+1(C0) if k = n+ 1.
The generating property follows from Cn ⊂ Cρn := C∞ ∩Aρn. 
As a consequence of the previous result, if the representation ρ comes from a minimal exchangeable
random sequence, then ρ enjoys the generating property.
Remark 2.12. The proof of Proposition 2.11 hinges on the idempotence of the generators of S∞.
This allows us to show that ρ(σn) maps α
n(C0) onto αn−1(C0). This may fail in the more general
context of braid group representations in [GK09].
If a representation ρ of S∞ has the generating property then it is straightforward to verify that
A is generated by the fixed point algebras Aρ(σn) with n ∈ N. The generating property enables us
to construct so-called adapted endomorphisms with product representation as follows (see [GK09,
Appendix A] for a more detailed discussion of such endomorphisms).
Proposition 2.13. Suppose the representation ρ : S∞ → Aut(A, ϕ) is generating. Then
α(x) := sot- lim
n→∞
ρ(σ1σ2 · · ·σn)(x), x ∈ A,
defines a ϕ-preserving endomorphism α of A and the exchangeable random sequence IC0 (defined
above) is also given by
ιn = α
n|C0 .
Proof. See [GK09, Proposition 3.8]. 
We continue with a fixed point characterization deduced from the results in [GK09, Ko¨s10]. Note
that Aρ−1 = Aρ(S∞) from the definition of the fixed point algebras Aρn.
Theorem 2.14. Let IC0 ,IAρ0 be two random sequences associated to the generating representation
ρ : S∞ → Aut(A, ϕ). Suppose further that N is a ϕ-conditioned von Neumann subalgebra of the tail
algebra Ctail of IC0 . Let Aρ,tail denote the tail algebra of IAρ0 .
(i) If IC0 is order N -factorizable, then it holds
N = Ctail ⊂ Aρ,tail ⊂ Aρ(S∞) ⊂ Aα.
(ii) If IC0 is order N -factorizable and Aρ(S∞) ⊂ C0, then it holds
N = Ctail = Aρ,tail = Aρ(S∞) = Aα.
(iii) If IC0 is order N -factorizable and minimal, then we have
N = Ctail = Aρ,tail = Aρ(S∞) = Aα.
NONCOMMUTATIVE INDEPENDENCE FROM THE SYMMETRIC GROUP S∞ 13
In particular in (ii) and (iii), these five subalgebras are trivial if IC0 is order C-factorizable.
The last assertion is a noncommutative version of the Hewitt-Savage zero-one law. Compare [Kal05,
Corollary 1.6] for the corresponding classical result.
Before turning our attention to the proof of Theorem 3.6, let us discuss the role of the von Neumann
algebra N . Clearly all statements in Theorem 3.6 remain true under the maximal choice N := Ctail
where the condition of order N -factorizability is superfluous by Theorem 2.6. The full power of
Theorem 3.6 comes to the surface in applications where we know the order N -factorizability of a
sequence IC0 , but have not yet explicitly identified some of the fixed point algebras involved in the
statement of Theorem 2.14. A nice application of (iii) will be given when completing the proof of
Thoma’s theorem in Proposition 8.1. Applications of a braided version of (ii) (see Remark 2.15) are
given in [GK09, Section 6].
Proof. (i) By de Finetti’s theorem, Theorem 2.6, IC0 is stationary and full Ctail-independent. Now
the conclusion N = Ctail is a special case of the generalized Kolmogorov zero-one law (see [Ko¨s10,
Theorem 6.1]). Clearly C0 ⊂ Aρ0 implies Ctail ⊂ Aρ,tail. We know also Aρ,tail ⊂ Aρ(S∞) from the
extended version of the braided Hewitt-Savage zero-one law (see [GK09, Theorem 2.5]). Further it is
elementary to see that Aρ(S∞) ⊂ Aα, where the latter is the fixed point algebra of the endomorphism
α from Proposition 2.13. Altogether we have arrived at N = Ctail ⊂ Aρ,tail ⊂ Aρ(S∞) ⊂ Aα.
(ii) We know from the de Finetti theorem that, in particular, I is order Ctail-factorizable. Adding
the assumption Aρ(S∞) ⊂ C0 we infer the equality Ctail = Aρ(S∞) again from [GK09, Theorem 2.5].
Now (i) implies N = Ctail = Aρ,tail ⊂ Aρ(S∞) ⊂ Aα. The remaining equality Aρ(S∞) = Aα is a part of
the fixed point characterization in [GK09, Theorem 0.3].
(iii) The assumptions of the fixed point characterization N = Ctail = Aα from [Ko¨s10, Theorem 6.4]
are all in place: minimality, stationarity, order N -factorizability and N ⊂ Aα. Together with (i) this
entails N = Ctail = Aρ,tail = Aρ(S∞) = Aα. 
Remark 2.15. Theorem 2.14 remains valid if the symmetric group S∞ is replaced by the braid
group B∞. In this case a random sequence IC0 associated to the generating representation ρ : B∞ →
Aut(A, ϕ) is a braidable random sequence in the sense of [GK09, Definition 0.1].
Similar to subfactor theory [GHJ89, JS97] we obtain rich structures of commuting squares.
Theorem 2.16. Assume that the probability space (A, ϕ) is equipped with the generating representation
ρ : S∞ → Aut(A, ϕ) and let Aρn−1 := Aρ(Sn+1,∞), with n ∈ N0. Then one obtains a triangular tower of
inclusions such that each cell forms a commuting square:
Aρ−1 ⊂ Aρ0 ⊂ Aρ1 ⊂ Aρ2 ⊂ Aρ3 ⊂ · · · ⊂ A
∪ ∪ ∪ ∪ ∪
Aρ−1 ⊂ α(Aρ0) ⊂ α(Aρ1) ⊂ α(Aρ2) ⊂ · · · ⊂ α(A)
∪ ∪ ∪ ∪
Aρ−1 ⊂ α2(Aρ0) ⊂ α2(Aρ1) ⊂ · · · ⊂ α2(A)
∪ ∪ ∪
...
...
...
Moreover, the (exchangeable) random sequence IAρ0 associated to ρ is full N -independent with
N = Atail = Aρ−1 = Aα = Aρ(S∞),
where Atail is the tail algebra of the sequence IAρ0 .
Proof. See [GK09, Theorem 3.9] for the inclusions and the commuting square properties of each cell.
The properties of IAρ0 are immediate from Proposition 2.13 and Theorem 2.14 (or [GK09, Theorem
0.3]). 
‘Shifted’ representations allow us to turn each fixed point algebra An into the tail algebra of a
certain exchangeable random sequence.
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Corollary 2.17. Let n ∈ N0 and consider, under the assumptions of Theorem 2.16, the n-shifted
endomorphism
αn := lim
k→∞
ρ ◦ shn(σ1σ2 · · ·σk)
in the pointwise strong operator topology. Then one obtains, for each n ∈ N0, a triangular tower of
inclusions such that each cell forms a commuting square:
Aρn−1 ⊂ Aρn ⊂ Aρn+1 ⊂ Aρn+2 ⊂ Aρn+3 ⊂ · · · ⊂ A
∪ ∪ ∪ ∪ ∪
Aρn−1 ⊂ αn(Aρn) ⊂ αn(Aρn+1) ⊂ αn(Aρn+2) ⊂ · · · ⊂ αn(A)
∪ ∪ ∪ ∪
Aρn−1 ⊂ α2n(Aρn) ⊂ α2n(Aρn+1) ⊂ · · · ⊂ α2n(A)
∪ ∪ ∪
...
...
...
Moreover, the random sequence I
(n)
Aρn
associated to ρ ◦ shn, with random variables
ι
(n)
k = ρ ◦ shn(σkσk−1 · · ·σ1σ0)|Aρn ,
is exchangeable and full N -independent with
N = A(n),tail = Aρn−1 = Aαn = Aρ◦sh
n(S∞),
where A(n),tail is the tail algebra of I (n)
Aρn
.
Note that α0 = α and ι
(0)
k = ιk, as well as I
(0)
Aρ0
= IAρ0 .
Proof. Given the representation ρ from Theorem 2.16, we obtain the n-shifted representation ρ ◦
shn : S∞ → Aut(A, ϕ), whence Theorem 2.16 applies again. Since sh(σi) = σi+1 (see Definition
1.7), one has ρ ◦ shn(Sk+2,∞) = ρ(Sk+n+2,∞) for k ≥ −1 and hence Aρ◦ sh
n
k = Aρk+n. Finally, the
exchangeability of ι(n) is immediate since ρ◦ shn is another representation of S∞ and thus the arguments
from the proof of Theorem 2.16 transfer. 
3. Unitary representations of S∞ and Thoma multiplicativity
We specify our general results from Section 2 to tracial probability spaces generated by unitary
representations of S∞. Our starting point is the von Neumann algebra A generated by such a unitary
representation. Now a probability space (A, ϕ) is obtained by choosing a fixed faithful normal state
ϕ on A. As we will see in Proposition 3.3, exchangeability puts strong constraints on the choice of
such states ϕ. This reveals the two distinguished roles of star generators and Coxeter generators in
our approach. The first ones will provide us with exchangeable sequences and the latter ones will
implement certain actions on the star generators. We collect in Theorem 3.6 some results for the
tracial setting of unitary representations which are immediate from our general de Finetti type results
of Section 2. Finally, as an application of our approach, we give a new proof of Thoma multiplicativity
from noncommutative conditional independence, see Theorem 3.7.
Suppose π is a unitary representation of S∞ in B(H), the bounded operators on the separable
Hilbert space H. Let A denote the von Neumann subalgebra in B(H) generated by π(S∞) and, more
generally, put
vNπ(S) := vN
(
π(S)
)
for a set S ⊂ S∞. The Coxeter generators σi and the star generators γi will play a distinguished role
in our treatment of the representation π.
Definition 3.1. The unitaries
ui := π(σi) and vi := π(γi) (n ∈ N)
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are called (represented) Coxeter generators and (represented) star generators, respectively. The iden-
tity in A is also denoted by u0 = π(σ0) or v0 := π(γ0). A unitary v of the form
v = (vn1vn2 · · · vnk)vn1 = π
(
(γn1γn2 · · · γnk)γn1
)
with distinct n1, n2, . . . , nk ∈ N0 and k ∈ N is called a (represented) k-cycle provided n1 = 0 if
min{n1, . . . , nk} = 0. The k-cycle v is said to be central if v ∈ Z(A). Here Z(A) = {x ∈ A |xy =
yx, y ∈ A} denotes the center of A.
Next we define the representation ρ0 := Adπ of S∞ in the (inner) automorphisms of A and, more
generally for N ∈ N0, the N -shifted representations
ρN := ρ0 ◦ shN .
The representation ρ0 gives rise to the fixed point algebras
An := Aρ0(Sn+2,∞) (−1 ≤ n <∞),
A∞ := vN(An | n ≥ −1).
We collect some elementary properties of the algebras vN(Sn+1) and An.
Lemma 3.2. The representations ρN : S∞ → Aut(A) are generating for all N ∈ N0 and the fixed
point algebras An are relative commutants:
An = vNπ(Sn+2,∞)′ ∩ A.
We have the following double tower of inclusions:
vNpi(S1) ⊂ vNpi(S2) ⊂ vNpi(S3) ⊂ · · · ⊂ vNpi(Sn+1) ⊂ · · · ⊂ vNpi(S∞)
∩ ∩ ∩ ∩ q
A−1 ⊂ A0 ⊂ A1 ⊂ A2 ⊂ · · · ⊂ An ⊂ · · · ⊂ A∞
q q
Z(A) A
Proof. Our standing assumption is A = vNπ(S∞). Now the generating property of ρ0 follows from
vNπ(S∞) ⊃
∨
n≥0
(
vNπ(S∞)
)ρ0(Sn+2,∞) ⊃ ∨
n≥0
vNπ(Sn+1) = vNπ(S∞).
The generating property of ρN for N > 0 is immediate from these inclusions since sh
N (Sn+2,∞) =
SN+n+2,∞. The rest is evident.
Each ρ0(σk) is an inner automorphism of A and thus the algebrasAn are the relative commutants as
stated above. All horizontal inclusions in the double tower are obvious. Since vNπ(Sn+1) = vN{uk | k ≤
n} and vNπ(Sn+2,∞) = vN{uk | k ≥ n + 2}, all vertical inclusions vNπ(Sn+1) ⊂ An and A−1 = Z(A)
are evident from (B2). 
Of central interest in the study of the representation theory of S∞ is the identification of the
fixed point algebras A0,A1,A2, . . . Here we will pursue an approach to their identification within our
framework of noncommutative probability spaces. Thus we need to invoke faithful normal states on
the von Neumann algebra A. The representation ρ0 may fail to preserve a state ϕ of A. But if this
invariance property is in place, then we are in a particularly nice situation. Recall that the centralizer
of A w.r.t. the faithful normal state ϕ is the von Neumann subalgebra Aϕ = {x ∈ A | ϕ(xy) =
ϕ(yx), y ∈ A}.
Proposition 3.3. Let the representations π and ρ0 of S∞ be as introduced above and suppose ϕ is a
faithful normal state on A = vNπ(S∞) so that (A, ϕ) is a probability space. Then the following three
conditions are equivalent:
(i) ρ0(S∞) ⊂ Aut(A, ϕ);
(ii) ϕ is tracial;
(iii) the sequence (vi)i∈N is exchangeable and v1 ∈ Aϕ.
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If one (and thus all) of these three conditions is satisfied then, for each n ∈ N0, the n-shifted endo-
morphism
αn = lim
N→∞
Adπ ◦ shn(σ1σ2 · · ·σN ) = lim
N→∞
Ad un+1un+2 · · ·uN
(from Corollary 2.17) is ϕ-preserving. Moreover αn has the fixed point algebra Aαn = An−1 and
satisfies αn ◦ π = π ◦ shn. In particular, for all i ∈ N,
α0(ui) = ui+1, αn(vi) =
{
vi if i < n,
vi+1 if i ≥ n
(n ≥ 1). (3.1)
Each character of S∞ provides us with a tracial probability space (see Lemma 1.10) and the equiv-
alences above show the distinguished role of the star generators vi. Condition (iii) also indicates that
certain non-tracial settings are in reach of our approach, roughly speaking, by dropping the centralizer
condition on v1 (see Remark 3.9). In the following we will restrict our investigations to the tracial
setting as it appears in Proposition 3.3.
Proof. We start with the properties of the αn’s. For this purpose suppose ρ0(S∞) ⊂ Aut(A, ϕ). Then
An−1 is the fixed point algebra of αn by Theorem 2.14. The other equations are clear from Definition
1.7, Lemma 1.8 and Lemma 1.9. We are left to show the equivalence of (i) to (iii):
‘(i) ⇔ (ii)’: We conclude from ϕ = ϕ ◦ ρ0(σ) = ϕ ◦Adπ(σ) that ϕ
(
π(σ)π(τ)
)
= ϕ
(
π(τ)π(σ)
)
for all
σ, τ ∈ S∞. Since the set π(S∞) is weak*-total in A, the state ϕ is a trace. The converse implication
is clear.
‘(i) ⇒ (iii)’: We make use of the idea introduced after Theorem 2.7 of how to construct an ex-
changeable random sequence. Here we apply it to the 1-shifted representation ρ1 = ρ0 ◦ sh. Clearly
v1 ∈ Aρ1(S2,∞) = Aρ0(S3,∞) = A1 by (B2). Since ϕ is tracial the subalgebra C(1)0 := vN(v1) is ϕ-
conditioned. Now put ι
(1)
0 := id |C(1)0 . By Theorem 2.7,
ι(1)n := ρ1(σn · · ·σ1σ0)ι(1)0 (n ∈ N0)
defines an exchangeable random sequence. We conclude further by Proposition 2.13 and (3.1) that
ι
(1)
n (v1) = α
n
1 (v1) = vn+1. Thus (vi)i∈N is exchangeable. Finally, v1 ∈ Aϕ is obvious from the traciality
of ϕ.
‘(iii) ⇒ (i)’: By Definition 2.2, (vi)i∈N is induced by an exchangeable random sequence (ιn)∞n=0
from (C0, ϕ|C0) to (A, ϕ) such that ι0|C0 = id |C0 for some ϕ-conditioned subalgebra C0 of A and
vn+1 = ιn(v1) for n ∈ N0. Note that v1 ∈ C0. Since
(
π(γi)
)
i∈N
generates A, this exchangeable
random sequence is minimal and thus the characterization from Theorem 2.7 applies: there exists a
representation ρ : S∞ → Aut(A, ϕ) such that
vn+1 = ρ(σnσn−1 · · ·σ1)(v1) for all n ≥ 1,
v1 = ρ(σn)(v1) if n ≥ 2.
Similar as in the proof of Proposition 2.11 the representation ρ satisfies, for k, n ∈ N,
ρ(σn)(vk) =

vk if k < n or k > n+ 1,
vk−1 if k = n+ 1,
vk+1 if k = n.
Now we can identify this representation ρ as the 1-shifted representation ρ1. Indeed, a simple algebraic
calculation shows that
ρ1(σn)
(
vk
)
= π(σn+1γkσn+1) = ρ(σn)(vk)
for k, n ∈ N. Consequently, ρ1(S∞) = ρ0(S2,∞) ⊂ Aut(A, ϕ). But this entails ρ0(S∞) ⊂ Aut(A, ϕ),
since π(σ1) = π(γ1) = v1 ∈ Aϕ is stipulated. 
In addition to the exchangeability of star generators we have a strong relationship between them
and cycles, as it is evident from Definition 3.1, Lemma 1.4 and Lemma 1.5:
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Lemma 3.4. The permutations s1, s2, . . . , sk in S∞ are non-trivial disjoint cycles if and only if the
unitaries π(s1), π(s2), . . . , π(sk) are represented cycles involving mutually disjoint sets of star genera-
tors vi.
The combination of Proposition 3.3 and Lemma 3.4 implies strong factorization results of noncom-
mutative de Finetti type for unitary representations of the infinite symmetric group, as we will show
below and, more systematically, in Section 4.
Remark 3.5. The Coxeter generators ui do clearly lack the strong features of star generators from
Proposition 3.3 and Lemma 3.4. But the role of the ui’s becomes apparent on the level of actions
on the star generators, as they appear for the n-shifted endomorphisms αn in Proposition 3.3. This
allows us to apply basic tools from noncommutative ergodic theory.
On the other hand the sequence of Coxeter generators (ui)i∈N enjoys stationarity as a distributional
symmetry. Quite surprising will be our result, obtained in Theorem 5.3, that this sequence is full
Z(A)-independent under certain additional assumptions on the representation π, even though this
sequence is neither exchangeable nor spreadable whenever u1 6∈ Z(A).
From now on we deal with unitary representations π : S∞ → B(H) where the von Neumann algebra
A = vNπ(S∞) is equipped with a faithful normal tracial state tr. In other words, we consider rep-
resentations π : S∞ → U(A), the unitaries of A, which generate the von Neumann algebra A of the
tracial probability space (A, tr). Consequently, each of the fixed point algebras An, with −1 ≤ n <∞,
is tr-conditioned and the maps
En : A → An
will denote the corresponding tr-preserving conditional expectations.
Let us now apply our general results from Section 2. The next theorem may actually be regarded as a
corollary of the noncommutative de Finetti theorem, Theorem 2.6, and the fixed point characterizations
in Theorem 2.14.
Theorem 3.6. Let π : S∞ → U(A) be a unitary representation generating the von Neumann algebra
A of the tracial probability space (A, tr).
(i) The sequence
(
αk0(A0)
)
k∈N0
is exchangeable and full N -independent with
N = Btail = Aα0 = Aρ0(S∞) = A−1 = Z(A),
where Btail is the tail algebra of the random sequence IA0 associated to ρ0 = Adπ.
(ii) The sequence
(
αkn
(
vNπ(Sn+1)
))
k∈N0
is minimal, exchangeable and full N -independent with
N = Ctail = Aαn = Aρn(S∞) = An−1 (n ∈ N).
Here Ctail is the tail algebra of the random sequence IvNπ(Sn+1) associated to ρn.
(iii) The sequence of star generators
(
vi
)
i∈N
is minimal, exchangeable and full N -independent with
N = Atail = Aα1 = Aρ1(S∞) = A0,
where Atail is the tail algebra of the sequence (vi)i∈N.
(iv) The sequence
(
vi
)
i∈N
is minimal and full An−1-independent for n > 1.
Proof. (i) Apply Theorem 2.16. (ii) Clearly the sequence is minimal. Since vNπ(Sn+1) ⊂ An, Corollary
2.17 applies. (iii) By Proposition 3.3, we have vi = α
i−1
1 (v1) ∈ αi−11 (A1). Thus this is the special case
n = 1 of (ii). We are left to prove (iv). As before by Proposition 3.3, vi = α
i−n
n (vn) ∈ αi−nn (An) for
i ≥ n and vi ∈ An−1 for i < n. Now Corollary 2.17 yields the full An−1-independence of the sequence
(vi)i∈N. 
Now Thoma multiplicativity is an immediate consequence of the conditional independence properties
of the two sequences
(
αi(A0)
)
i∈N0
and
(
vi
)
i∈N
. Recall that mk(σ) denotes the number of k-cycles in
the cycle decomposition of the permutation σ.
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Theorem 3.7 (Thoma multiplicativity). Suppose π : S∞ → U(A) is a unitary representation gener-
ating the von Neumann algebra A of the tracial probability space (A, tr). Let σ ∈ S∞. Then
E−1
(
π(σ)
)
=
∞∏
k=2
(
E−1
((
E0(v1)
)k−1))mk(σ)
. (3.2)
If A−1 ≃ C then E−1 can be replaced by tr in (3.2). If A0 ≃ C then
tr
(
π(σ)
)
=
∞∏
k=2
tr(v1)
(k−1)mk(σ). (3.3)
Note that (3.2) depends only on the cycle class type of the permutation σ. The condition A−1 ≃ C
means that A is a factor and then (3.2) is commonly addressed as Thoma multiplicativity (compare
[Oko99]). We will see in Section 9 that (3.3) corresponds to the case where α0(A) ⊂ A is an irreducible
subfactor inclusion. For example, this situation occurs in the left regular representation of S∞.
Our proof of Theorem 3.7 combines arguments involving independence over the two fixed point
algebras A0 and A−1. It reveals that Thoma multiplicativity is a consequence of noncommutative
independence. Related techniques will be refined to all fixed point algebras An in the next section.
We start with a preparatory result for the proof of Theorem 3.7.
Lemma 3.8. Let s ∈ S∞ be a non-trivial k-cycle. Then
E0(π(s)) =
{
E−1
((
E0(v1)
)k−1)
if s(0) = 0,(
E0(v1)
)k−1
if s(0) 6= 0;
(3.4)
Proof. Since a k-cycle is of the form s = γn1γn2 · · · γnkγn1 for mutually distinct n1, n2, . . . , nk, we
conclude with full A0-independence from Theorem 3.6 (iii) that
E0
(
π(s)
)
= E0
(
vn1vn2 · · · vnkvn1
)
= E0
(
vn1E0(vn2 · · · vnk)vn1
)
(by Lemma 2.4(v))
= E0
(
vn1E0(vn2) · · ·E0(vnk)vn1
)
= E0
(
vn1
(
E0(v1)
)k−1
vn1
)
.
Here we have used for the last equation that α1(vi) = vi+1, and E0 ◦ α1 = E0 because A0 = Aα1 . If
s(0) 6= 0 then n1 = 0 (see the discussion after Lemma 1.4) and we are done. It remains to consider
the case s(0) = 0. Thus n1 > 0 by Lemma 1.4. We infer from vn1xvn1 = α
n1
0 (x) for x ∈ A0 by (PR’)
in Theorem 2.7 and Proposition 2.13 that
E0
(
vn1
(
E0(v1)
)k−1
vn1
)
= E0α
n1
0
((
E0(v1)
)k−1)
Since A0 and αn10 (A0) are full A−1-independent by Theorem 3.6 (i), we conclude further with the
commuting square property from Lemma 2.4 (ii) that E0α
n1
0 E0 = E−1 and thus
E0α
n1
0
((
E0(v1)
)k−1)
= E−1
((
E0(v1)
)k−1)
.
This completes the proof of the lemma. 
Proof of Theorem 3.7. Suppose σ has the cycle decomposition σ = s1s2 · · · sn, where s1, s2, . . . , sn are
distinct non-trivial cycles with length k1, k2, . . . kn ≥ 2, respectively. We conclude from Lemma 1.5 (or
Lemma 3.4) and the full A0-independence of (vi)i∈N (see Theorem 3.6 (iii)) that
E0
(
π(s1s2 · · · sn)
)
= E0
(
π(s1)
)
E0
(
π(s2)
) · · ·E0(π(sn)). (3.5)
If n = 1, then A−1 ⊂ A0 and Lemma 3.8 imply
E−1
(
π(s1)
)
= E−1E0
(
π(s1)
)
= E−1
((
E0(v1)
)k1−1)
.
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We are left to consider the case n > 1. Since distinct cycles commute, we can assume that the point
0 is contained in the cycle s1 if σ(0) 6= 0. But then each of the remaining cycles si satisfies si(0) = 0
and, by Lemma 3.8,
E0
(
π(si)
)
= E−1
((
E0(v1)
)ki−1)
.
Thus (3.5) becomes
E0
(
π(s1s2 · · · sn)
)
= E0
(
π(s1)
) n∏
i=2
E−1
((
E0(v1)
)ki−1)
.
We finally compress this equation by E−1 to arrive at
E−1
(
π(s1s2 · · · sn)
)
=
n∏
i=1
E−1
((
E0(v1)
)ki−1)
,
due to A0 ⊂ A1, the module property of conditional expectations and Lemma 3.8. 
Remark 3.9. An inspection of Proposition 3.3 and its proof yields an interesting generalization beyond
the tracial setting. Similar to Section 2, the idea is to replace the representation ρ0 of S∞ by shifted
representations ρN = ρ0 ◦ shN . Then one arrives at the conclusion that the following conditions are
equivalent for N ∈ N, under the assumptions of Proposition 3.3:
(i) ρN (S∞) ⊂ Aut(A, ϕ);
(ii) vNπ(SN+1,∞) ⊂ Aϕ;
(iii) the sequence (vi+N−1)i∈N is exchangeable.
Proposition 3.3 is recovered in the case N = 1 by adding the requirement v1 ∈ Aϕ to each of the three
conditions. Note that Thoma multiplicativity from Theorem 3.7 is not valid in the non-tracial case
because (3.2) depends only on the cycle class type and hence restricts to a character of S∞. But it can be
replaced by a slightly modified version of the generalized Thoma multiplicativity provided in Theorem
4.10. In view of Remark 4.12 it is of interest to investigate further possible connections between this
generalized version and parametrizations of so-called ‘irreducible admissable representations with finite
depth’ considered in [Ols89, Oko99]. Here we do not dwell further on such non-tracial settings since
this subject goes beyond the scope of present paper and is better postponed to another publication.
4. Fixed point algebras, limit cycles and generalized Thoma multiplicativity
We continue our investigations from the previous section for unitary representations of S∞ in the
context of tracial probability spaces. For this purpose we introduce limit cycles, a generalization of
cycles, and study their properties. This will yield our main results of this section: the identification
of all fixed point algebras An (see Theorem 4.2) and a generalization of Thoma multiplicativity (see
Theorem 4.10). Finally we will briefly relate our setting to Okounkov’s approach [Oko99] in Remark
4.12.
Let us recall our setting from Section 3: we are given the tracial probability space (A, tr) equipped
with a unitary representation π : S∞ → U(A) such that A = vNπ(S∞). So ρ0 := Adπ defines
a generating representation of S∞ in Aut(A, tr). Further An−1 denotes the fixed point algebra of
ρ0(Sn+1,∞) in A and En−1 the tr-preserving conditional expectation from A onto An−1 for n ∈ N.
Definition 4.1. Suppose vn1vn2 · · · vnkvn1 ∈ A is a (represented) k-cycle with k ≥ 1. Then
En(vn1vn2vn3 · · · vnkvn1), n ≥ −1,
is called a limit k-cycle. Two special types of limit cycles are abbreviated as follows:
(i) A limit 2-cycle Ai, with i ∈ N0, is of the form
Ai = Ej(vivkvi), 0 ≤ i ≤ j < k.
(ii) A limit k-cycle Ck is of the form
Ck = E−1(vi1vi2 · · · vikvi1), k ≥ 1.
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A limit cycle is said to be trivial if it is a scalar multiple of the identity. A limit cycle in Z(A) is said
to be central.
The symbols Ai and Ck will be exclusively reserved for these two types of limit cycles, respectively.
As we will see in Proposition 4.5, the limit 2-cycles Ai depend only on the index i, in particular
A0 = E0(v0v1v0) = E0(v1),
and the limit k-cycles Ck depend only on the cycle length k, in particular
Ck = E−1(A
k−1
0 ).
Their prominent role becomes evident from the identification of all fixed point algebras An in Theorem
4.2 as well as an immediate reformulation of (3.2) on Thoma multiplicativity in Theorem 3.7:
E−1
(
π(σ)
)
=
∞∏
k=2
(
E−1(A
k−1
0 )
)mk(σ)
=
∞∏
k=2
C
mk(σ)
k .
We are ready to formulate our main result of this section.
Theorem 4.2. Suppose the tracial probability space (A, tr) is equipped with the generating represen-
tation π : S∞ → U(A). Then it holds
A−1 = Z(A),
An = A0 ∨ vNπ(Sn+1),
with n ∈ N0. Moreover, in terms of the limit cycles A0 = E0(v1) and Ck,
Z(A) = vN(Ck | k ≥ 1),
A0 = vN(A0, Ck | k ≥ 1).
In particular, A0 is an abelian von Neumann subalgebra of A.
Since its proof requires preparative results on limit cycles, let us first draw some immediate con-
clusions. Recall that the inclusion of von Neumann algebras N ⊂ M is said to be irreducible if
M∩N ′ ≃ C.
Corollary 4.3. Let the setting be as in Theorem 4.2.
(i) A = vNπ(S∞) is a factor if and only if all Ck’s are trivial.
(ii) The following assertions are equivalent:
(a) The inclusion vNπ(S2,∞) ⊂ vNπ(S∞) is irreducible;
(b) An = vNπ(Sn+1) for any n ≥ 0;
(c) the fixed point algebra A0 is trivial;
(d) the limit 2-cycle A0 is trivial;
(e) tr is a Markov trace (see Definition 9.3).
(f) The inclusion α1(vNπ(S∞)) ⊂ vNπ(S∞) is irreducible.
We have the implication (ii) ⇒ (i).
Proof. (i) is clear since Z(A) is generated by the Ck’s. (ii) For the equivalence of (c) and (e) see
Proposition 9.4. The equivalence of (b) and (f) note that xα0(y) = α0(y)x if and only if u1xu1α1(y) =
α1(y)u1xu1, where x, y ∈ vNπ(S∞). The rest of the proof is clear. 
Remark 4.4. If A is a factor then vN(A0) = A0. It is natural to ask if vN(A0) 6= vN(A0, Ck | k ∈
N) = A0 may occur in the non-factorial case. If the center Z(A) is two-dimensional, disintegration of
(A, tr) into (A(1) ⊕A(2), tr(1)⊕ tr(2)) transforms A0 into the pair of limit 2-cycles (A(1)0 , A(2)0 ). If A(1)0
and A
(2)
0 happen to have a common eigenvalue (which can easily be arranged, for example by using
the model in Section 8) then it is clear that the central projection (1l, 0) does not belong to vN(A0).
This argument shows that, in the general non-factorial setting, at least some of the limit cycles Ck are
needed to generate A0.
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We will show next that a limit k-cycle En(vn1vn2 · · · vnkvn1) equals either the limit cycle Ck or a
monomial in star generators vi and the limit 2-cycle A0. Without loss of generality we can assume
that the cycle vn1vn2 · · · vnkvn1 enjoys n1 = min{n1, . . . , nk}. Our next result generalizes Lemma 3.8.
Proposition 4.5. Suppose n1 = min{n1, . . . , nk} with k ≥ 1. Then a limit k-cycle is of the form
En(vn1vn2 · · · vnkvn1) =
{
E−1
(
Ak−10
)
if n1 > n ≥ −1,
wn1wn2 · · ·wnkwn1 if n ≥ n1 ≥ 0,
where
wni =
{
vni if ni ≤ n,
A0 if ni > n.
The limit cycles Ai and Ck depend only on the index i and the cycle length k, respectively:
Ai = Ej(vivlvi) = viA0vi (0 ≤ i ≤ j < l), (4.1)
Ck = En(vn1vn2 · · · vnkvn1) = E−1
(
Ak−10
)
(−1 ≤ n < n1, n2, . . . , nk). (4.2)
Proof. Suppose n1 > n ≥ −1. If n = −1 then our results from Thoma multiplicativity, Theorem 3.7,
apply and yield the claimed formula. So it remains to consider the subcase n1 > n ≥ 0. Since En is
the conditional expectation onto the fixed point algebra of the endomorphism αn+1 and αn+1(vi) =
vi+1 = α1(vi) for all i > n, we conclude that
En(vn1vn2 · · · vnkvn1) = EnαNn+1(vn1vn2 · · · vnkvn1)
= Enα
N
1 (vn1vn2 · · · vnkvn1)
for any N ∈ N0. Thus, by the mean ergodic theorem (see [Ko¨s10, Theorem 8.3]) and the sot-sot-
continuity of the conditional expectation En,
En(vn1vn2 · · · vnkvn1) = sot- lim
N→∞
1
N
N−1∑
i=0
Enα
i
1(vn1vn2 · · · vnkvn1)
= EnE0(vn1vn2 · · · vnkvn1)
= E0(vn1vn2 · · · vnkvn1)
= E−1
(
Ak−10
)
,
since n1 > 0 and thus the case s(0) = 0 of the formula in Lemma 3.8 applies. In other words, the last
equality is due to the A−1-independence of A0 and αn10 (A0) (see Theorem 3.6 (i)). Acting on these
equations with E−1, we see that the limit k-cycle Ck depends only on k:
Ck = E−1(vn1vn2 · · · vnkvn1) = E−1
(
Ak−10
)
.
We continue with the case n ≥ n1 ≥ 0. By the module property of conditional expectations,
En(vn1vn2 · · · vnkvn1) = vn1En(vn2 · · · vnk)vn1 .
Recall that, by Proposition 3.3, An is the fixed point algebra of the endomorphism αn+1 and
αn+1(vi) =
{
vi if i ≤ n,
vi+1 if i > n.
Thus
vi =
{
En(vi) ∈ vNπ(Sn+2) if i ≤ n,
α
i−(n+1)
n+1 (vn+1) ∈ αi−(n+1)n+1
(
vNπ(Sn+2)
)
if i > n.
Now the full An-independence of the sequence
(
αkn+1
(
vNπ(Sn+2)
))
k≥0
from Theorem 3.6 (ii) implies
En(vn2 · · · vnk) = En(vn2) · · ·En(vnk).
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We are left to show that En(vi) = A0 for i > n. As argued at the beginning of the proof,
En(vi) = Enα
N
n+1(vi) = En+1α
N
1 (vi)
for all N ∈ N. As before a mean ergodic argument implies En(vi) = EnE0(vi) = E0(vi) and further
E0(vi) = E0(v1) = A0. The final statements on the limit cycles Ck and Ai are clear. 
Proof of Theorem 4.2. The fixed point algebra A−1 equals the center Z(A), since
A−1 = AAdπ(S∞) = A ∩ vNπ(S∞)′ = A∩A′ = Z(A).
We consider next the fixed point algebras An for n ≥ 0. The set Enπ(S∞) is weak* total in An. Our
goal is to show that, for any σ ∈ S∞, the operator Enπ(σ) can be written as a monomial in terms of
v0, v1, . . . , vn, the limit 2-cycle A0 = E0(v1) and the limit k-cycles Ck = E−1(A
k−1
0 ). If the permutation
σ is a cycle then Enπ(σ) is a limit cycle and we are done by Proposition 4.5. The general case reduces
to the cycle case along the following arguments. Let σ = s1s2 · · · sp be the cycle decomposition of the
permutation σ. Here each cycle sq involves only star generators γi with i ∈ Iq ⊂ N such that the sets
Iq are mutually disjoint (see Lemma 1.5). We claim that En(π(σ)) is a product of limit cycles, more
precisely:
Enπ(σ) = Enπ(s1) · · ·Enπ(sp). (4.3)
Indeed, this factorization is immediate from Theorem 3.6(ii), the full An-independence of(
αkn+1
(
vNπ(Sn+2)
))
k≥0
. (4.4)
To see this, recall that An is the fixed point algebra of the endomorphism αn+1 and that
αn+1π(γi) =
{
π(γi) if i ≤ n,
π(γi+1) if i > n.
Thus π(sq) ∈ vN(αi−n−1n+1 π(Sn+2) | i ∈ Iq, i > n). Since the sets Iq are mutually disjoint, we conclude
the factorization (4.3) from the full An-independence of the sequence (4.4).
At this point we have proven that An is generated as a von Neumann algebra by the the limit 2-cycle
A0, the limit k-cycles Ck and vNπ(Sn+1). If n = −1, then we infer from Thoma multiplicativity or
Proposition 4.5 that A−1 = Z(A) = vN(Ck | k ≥ 1). It remains to show that A0 = vN(A0). Since
A0 ∈ A0 this ensures A0 = vN(A0) and An = A0∨vNπ(Sn+1). Finally, A0 is abelian since Ck ∈ Z(A)
and thus commutes with the limit cycle A0. 
Clearly every k-cycle is a limit k-cycle for n sufficiently large. Conversely, limit k-cycles are certain
weak limits of k-cycles. This will be immediate from conditional independence and strong mixing of
αn (over An−1) in the weak operator topology. On the other hand, limit k-cycles are certain limits
of Ce´saro means of k-cycles, now in the strong operator topology. Again, this will be immediate from
conditional independence and mean ergodic averages with respect to αn. Let us illustrate this for the
limit 2-cycles Ai.
Lemma 4.6. Let 0 ≤ i ≤ j < k. Then
Ai = Ej(vivkvi) = viA0vi = α
i
0(A0). (4.5)
Moreover,
Ai = wot- lim
n→∞
vivnvi = wot- lim
n→∞
π
(
(i, n)
)
(4.6)
and
Ai = sot- lim
n→∞
1
n
n∑
j=1
vivjvi = sot- lim
n→∞
1
n
n∑
j=1,
j 6=i
π
(
(i, j)
)
. (4.7)
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Proof. (4.5) has already be shown. (4.6) The endomorphism α1 is strongly mixing over its fixed point
algebra A0 (see [Ko¨s10, Theorem 6.4]:
wot- lim
n→∞
αn1 (x) = E0(x), x ∈ A.
Thus, with limits in the sense of the weak operator topology,
Ai = viEj(vk)vi = viE0(v1)vi
= lim
n→∞
viα
n
1 (v1)vi = limn→∞
vivnvi
= lim
n→∞
π(γiγnγi)
= lim
n→∞
π((i, n)).
Alternatively the limit 2-cycle Ai is obtained as the mean ergodic average or limit of Ce´saro means
Ai = sot- lim
n→∞
1
n
n−1∑
k=0
viα
k
1(v1)vi = sot- lim
n→∞
1
n
n∑
k=1
π((i, k)).

Remark 4.7. Similar as for limit 2-cycles, a limit k-cycle Ck (k ≥ 1) can be understood as multiple
mean ergodic averages or as limits of multiple Ce´saro means of k-cycles in the strong operator topology:
Ck = lim
n1,...,nk→∞
1
n1 · · ·nk
n1∑
i1=1
· · ·
nk∑
ik=1
vi1vi2 · · · vikvi1 .
Some terms in these multiple sums are not k-cycles. This happens precisely when at least two of the
indices i1, i2, . . . , ik are the same. But an elementary counting argument shows that these terms do
not contribute in the limit. Similarly, the limit k-cycle Ck can be obtained as a multiple limit of a
k-cycle in the weak operator topology:
Ck = lim
n1,...,nk→∞
vn1vn2 · · · vnkvn1 .
For a proof start with Proposition 4.5 and argue similar as in Lemma 4.6. Moreover we can obtain
the limit k-cycles Ck as weak limits, or as mean ergodic averages resp. Ce´saro means, from the limit
2-cycles Ai. More precisely, for k ∈ N,
Ck = wot- lim
i→∞
Ak−1i ,
Ck = sot- lim
n→∞
1
n
n−1∑
i=0
Ak−1i .
These equations are evident from α0(Ai) = Ai+1, the fixed point characterization Aα0 = A−1 and
Ck = E−1(A
k−1
0 ).
We collect further fundamental properties of limit 2-cycles. Some of them should be compared with
the properties of ‘random cycles’ derived from Olshanski semigroups, especially those from [Oko99,
Proposition 1 in Section 1].
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Proposition 4.8. The limit 2-cycles Ai enjoy the following properties:
ρ0(σ)(Ai) = Aσ(i) for all i ∈ N0 and σ ∈ S∞; (4.8)
AiAj = AjAi for all i, j ∈ N0; (4.9)
Aivj = vjAi if 0 < i 6= j; (4.10)
E0(A
k
i ) = E−1(A
k
0) = Ck+1 if i 6= 0 and k ∈ N; (4.11)
E−1
( p∏
r=1
Akrir
)
=
p∏
r=1
E−1(A
kr
0 ) whenever iq 6= ir for q 6= r and k1, k2, . . . , kp ∈ N. (4.12)
E0
( p∏
r=1
Akrir
)
=
p∏
r=1
E0(A
kr
ir
) whenever iq 6= ir for q 6= r and k1, k2, . . . , kp ∈ N. (4.13)
Proof. Ad (4.8): Clearly σ
(
(i, n)
)
=
(
σ(i), σ(n)
)
for any 2-cycle (i, n) and σ ∈ S∞. Now Lemma 4.6
implies
ρ0(σ)(Ai) = wot- limn→∞
ρ0(σ)
(
π
(
(i, n)
))
= wot- lim
n→∞
ρ0(σ)
(
π
(
σ(i), σ(n)
))
= wot- lim
n→∞
ρ0(σ)
(
π
(
σ(i), n
))
= Aσ(i).
Ad (4.9): Since disjoint cycles commute and by Lemma 4.6,
AiAj = lim
N→∞
Ai vjvNvj
= lim
N→∞
lim
M→∞
vivMvi vjvNvj
= lim
N→∞
lim
M→∞
vjvNvj vivMvi
= lim
N→∞
vjvNvj Ai
= AjAi,
with all limits in the sense of the weak operator topology.
Ad (4.10): Approximate as before Ai as the weak limit of (vivnvi) for n → ∞. Since vj is a cycle
disjoint from vivnvi for sufficiently large n, it follows Aivj = vjAi whenever 0 < i 6= j.
Ad (4.11): This is a direct consequence of the A−1-independence of the algebras αk0(A0):
E0(A
k
i ) = E0
(
viA
k
0vi
)
(by (4.1))
= E0α
i
0(A
k
0) (by (PR’) from Theorem 2.7)
= E−1α
i
0(A
k
0) = E−1(A
k
0) (by Theorem 3.6 (i)).
Ad (4.12): Use Ai = viA0vi = α
i
0(A0). The claimed formula is now immediate from the full
A−1-independence of the sequence (αk0(A0)).
Ad (4.13): Since Ai and Aj commute by (4.9), we can assume with out loss of generality that
i1 < i2 < . . . < ip. We know from Theorem 2.16 that
∨
i∈I α
i
0(A0) and
∨
j∈J α
j
0(A0) are A−1-
independent for disjoint subsets I and J of N0. If i1 6= 0, this independence implies
E0(A
k1
i1
Ak2i2 · · ·A
kp
ip
) = E−1(A
k1
i1
Ak2i2 · · ·A
kp
ip
)
= E−1(A
k1
0 )E−1(A
k2
0 ) · · ·E−1(Akp0 )
= E0(A
k1
0 )E0(A
k2
0 ) · · ·E0(Akp0 ).
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Now (4.11) completes the proof for the case i1 6= 0. In the case i1 = 0 we first apply the module
property of conditional expectations so that
E0(A
k1
i1
Ak2i2 · · ·A
kp
ip
) = Ak1i1 E0(A
k2
i2
· · ·Akpip )
Here the first factor Ak1i1 equals of course E0(A
k1
i1
), since i1 = 0. Now i2 6= 0 and the remaining
factorization is done as before. 
We continue with a generalization of Thoma multiplicativity from Theorem 3.7 to higher fixed point
algebras than A−1. We need to provide some additional notation.
Let n ≥ −1. The cycle ∂n(s) of the the non-trivial k-cycle s := γn1γn2 · · · γnkγn1 ∈ S∞ with
n1 = min{n1, n2, . . . , nk} is given by
∂n(s) :=
{
γ0 if n1 > n
γn1γχ(n2)γχ(n3) · · · γχ(nk)γn1 if n1 ≤ n,
where here χ is the characteristic function on N0 for the set [n] := {0, 1, 2, . . . , n}. We put ∂n(γ0) := γ0.
If σ ∈ S∞ has the disjoint cycle decomposition σ = s1s2 · · · sl, then ∂n(σ) is introduced as the
multiplicative extension
∂n(σ) := ∂n(s1)∂n(s2) · · · ∂n(sl).
More intuitively, ∂n removes all points larger than n from each non-trivial cycle in σ.
Definition 4.9. ∂n(σ) is called the n-derivative of the permutation σ ∈ S∞.
Further we put, for n ≥ −1 and k ∈ N0,
ℓn,k(σ) :=
{
min{p ∈ N0 |σ−(p+1)(k) ≤ n} if k ≤ n,
0 if k > n.
For a permutation σ ∈ S∞, the number ℓn,k(σ) represents the length of the excursion (into the set
{n+ 1, n+ 2, . . .}) of a point k ∈ [n] under the action of σ−1. Let us illustrate this in the example
n = 6, σ = (1, 8, 7, 4, 10, 5).
If k = 4, then σ−1(4) = 7, σ−2(4) = 8 and σ−3(4) = 1. Thus the length of the excursion is ℓ6,4(σ) = 2.
If k = 1, then σ−1(1) = 5 and thus ℓ6,2(σ) = 0. Note also that fixed points yield zero excursion length,
for example: ℓ6,9(σ) = 0 and ℓ6,3(σ) = 0.
Finally, denote by N0/〈σ〉 the set of all orbits of N0 under the action of the subgroup 〈σ〉 generated
by the permutation σ ∈ S∞. The set of orbits N0/〈σ〉 forms a partition {V1, V2, . . .} of N0. The
cardinality of a block Vi of this partition will be denoted by |Vi|. Note that only finitely many blocks
Vi have a cardinality larger than 1. We make use of the convention 0
0 = 1.
Theorem 4.10 (Generalized Thoma multiplicativity). Let n ≥ −1 and σ ∈ S∞. Then
En
(
π(σ)
)
= π
(
∂n(σ)
)( ∏
V ∈N0/〈σ〉
minV >n
C|V |
) ( ∏
V ∈N0/〈σ〉
minV≤n
∏
k∈V
A
ℓn,k(σ)
k
)
(4.14)
=
( ∏
V ∈N0/〈σ〉
minV >n
C|V |
) ( ∏
V ∈N0/〈σ〉
minV≤n
∏
k∈V
A
ℓn,k(σ
−1)
k
)
π
(
∂n(σ)
)
, (4.15)
and
En
(
π(s1s2 · · · sp)
)
= En
(
π(s1))En
(
π(s2)
) · · ·En(π(sp))
for disjoint cycles s1, s2, . . . , sp ∈ S∞.
If σ ∈ Sn+2 then the formula above simplifies to
En
(
π(σ)
)
=
{
π(σ) if σ(n+ 1) = n+ 1,
π
(
∂n(σ)
)
Aσ(n+1) = Aσ−1(n+1) π
(
∂n(σ)
)
if σ(n+ 1) 6= n+ 1. (4.16)
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Of course this can be verified more directly starting from (4.16) and Proposition 4.5, using the in-
tertwining properties A0vσ(n+1) = vσ(n+1)Aσ(n+1) and vσ−1(n+1)A0 = Aσ−1(n+1)vσ−1(n+1) from (4.1)
if the point n + 1 is not fixed under σ ∈ Sn+2. Note that π
(
∂n(σ)
)
and Aσ(n+1) do not commute
whenever the limit 2-cycle Aσ(n+1) is non-central (see Remark 4.11).
We infer also from Theorem 4.10 that all elements of the form
π(σ)
p∏
l=1
Ckl
q∏
j=1
Aij (σ ∈ Sn+1; k1, . . . , kp ∈ N; i1, . . . , iq ∈ N0; p, q ∈ N0)
give a weak*-total set in An, with the convention
∏0
r=1Xr = 1.
Proof. We consider first the case of a non-trivial k-cycle σ = (n1, n2, . . . , nk) with n1 = min{n1, . . . , nk}.
If n1 > n ≥ −1 then ∂n(σ) = σ0, since all points are removed from the cycle. Moreover En
(
π(σ)
)
= Ck
by Proposition 4.5. Since σ has precisely one orbit with cardinality k and C1 = 1 we have verified the
product of the C|V |’s. By the usual convention, the products inside the second parenthesis are indexed
by the empty set and thus are one. Thus (4.14) is verified in this case.
We turn our attention to the case n ≥ n1 ≥ 0 of (4.14). Again by Proposition 4.5,
En
(
π(σ)
)
= wn1wn2 · · ·wnkwn1 with wni =
{
vni if ni ≤ n,
A0 if ni > n.
Consider next some fixed ni0 ≤ n with ni0−1 > n (where the subscript i0 is understood to be mod k).
Thus we have
En
(
π(σ)
)
= wn1wn2 · · ·wni0−2A0vni0 · · ·wnkwn1 .
Since A0vni0 = vni0Ani0 (by (4.5)) and Ani0wj = wjAni0 for all j 6= i0 (by (4.10)), the factor Ani0
can be moved to the right,
En
(
π(σ)
)
= wn1wn2 · · ·wni−2vni · · ·wnkwn1 Ani0 .
We iterate this procedure for ni0 until the next factor wnj0 with nj0 ≤ n, i.e. wnj0 = vnj0 , appears
as the predecessor of the factor vni0 . At this point we have pulled out the factor A
i0−j0−1
ni0
, where
the number (i0 − j0 − 1) equals ℓn,ni0 (σ), the length of the past excursion of the point ni0 ∈ [n]. We
repeat this procedure until all factors wi of the form A0 are pulled out to the right. Clearly, after
removing all these factors we are left with the n-derivative π
(
∂n(σ)
)
. Note also that we can always
reorder products A
ℓn,p(σ)
p A
ℓn,q(σ)
q on the right, since AqAp = ApAq for p 6= q by (4.9), and so the form
of the factor inside the right parenthesis of (4.14) is easily verified.
We are left to verify (4.14) for the general case of a disjoint product of non-trivial cycles σ =
s1s2 · · · sp. Due to (4.3) we have already at hands the factorization
En(π(σ)) = En(π(s1))En(π(s2)) · · ·En(π(sp)).
So we are left to show that all appearing factor can be arranged in the order stated in (4.14). But this
is evident from Ck ∈ Z(A) and (4.10). The proof of (4.15) is done in the same manner, now pulling
out factors A0 to the left instead of the right. 
Remark 4.11. If the star generator v1 is central, so are all star generators vi+1 and limit 2-cycles
Ai for i ∈ N0. Indeed, Z(A) ⊂ Aα1 and α1(vi) = vi+1 implies v1 = vi ∈ Z(A) for all i ∈ N. Thus
A0 = wot- limn→∞ vn ∈ Z(A) and consequently A0 = viA0vi = Ai ∈ Z(A) for all i ∈ N0. Altogether
the centrality of v1 implies vi+1 = v1 = A0 = Ai for all i ∈ N0. Such a situation occurs in direct
sums of the trivial and sign representation of S∞. Note also for a non-central limit 2-cycle A1 that
α0(Ai) = Ai+1 and Aα0 = Z(A) entails Ai 6= Aj whenever i 6= j. We finally remark that the centrality
of the Ai’s does not imply the centrality of the vj ’s. Such a situation occurs for Markov traces, where
A0 is trivial and v1 non-central, see Section 9.
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Remark 4.12. For the convenience of the reader, we briefly relate our approach to that of Okounkov
in [Oko99] via the representation theory of Olshanski semigroups. Working in the GNS representation
of (A, tr) with GNS Hilbert space L2(A, tr) and the cyclic separating vector 1lL2(A,tr), we obtain the
quadruple (compare [Oko99, Section 1])〈
π(S∞)Jπ(S∞)J,A0, Cj , ek
〉
j≥1,k≥−1
. (4.17)
Here J is the modular conjugation on L2(A, tr) and ek is the extension of the conditional expectation
Ek with ekxek = Ek(x)ek for x ∈ A. Note further that the representation ρ0 : S∞ → Aut(A, tr) with
ρ0(σ) = Adπ(σ) extends to the representation U : S∞ → U(L2(A, tr)) such that
Uσ = π(σ)Jπ(σ)J.
In other words: Uσ is a unitary in the diagonal subgroup of π(S∞)Jπ(S∞)J . Altogether, the quadruple
(4.17) gives rise to a semigroup as it emerges from spherical representations on Hilbert spaces of certain
Olshanski semigroups in [Oko99].
5. Noncommutative Markov shifts and commuting squares from unitary
representations of S∞
Our analysis of representations of S∞ presented so far is motivated by ideas from noncommutative
probability. By making this more explicit the resulting structures become more transparent. Hence
in this section we have a closer look especially at the commuting squares obtained in the previous
sections and we will discuss them with respect to noncommutative (unilateral) versions of Bernoulli
shifts and Markov shifts. We start with some general concepts.
Definition 5.1. Let (M, ψ) be a probability space and B0 a ψ-conditioned subalgebra ofM. Suppose
further that α is a ψ-preserving endomorphism of M such that the subalgebras
B[m,n] := vN(αk(B0) : m ≤ k ≤ n)
are also ψ-conditioned. We denote the ψ-preserving conditional expectation from M onto B[m,n] by
E[m,n] and we define an endomorphism β as the restriction of α to B := vN{αk(B0 | k ∈ N0}.
(i) The endomorphism β is called a Markov shift with generator B0 if the following Markov
property is valid:
E[0,n] βk(x) = E[n,n] βk(x)
for all n, k ∈ N0 with n ≤ k and all x ∈ B0. In this case
R := E[0,0] β E[0,0]
is called the transition operator.
(ii) The endomorphism β is called a (full/ordered) Bernoulli shift over N with generator B0 if
N ⊂ B0∩Mα is a ψ-conditioned subalgebra and
(
αn(B0)
)
n∈N0
is (full/order) N -independent.
Compare Definition 2.3.
Note that it is sufficient to verify the Markov property for k = n + 1 and that for all k ∈ N0 and
x ∈ B0 we have
E[0,0] βk(x) = Rk(x).
Further it is easy to check that a Bernoulli shift over N is a Markov shift with transition operator
R = EN , the conditional expectation onto N . If B is commutative then a Markov shift (Bernoulli shift)
is called classical and all the concepts and properties above are very familiar from classical probability
theory. More detailed discussions and surveys about the noncommutative generalizations used here
can be found in [Goh04, Chapter 2] and [GK09, Appendix].
Let us now go back to representations of S∞, using the notations introduced in previous sections.
For convenience we put C ≡ (Ck)k∈N and 〈(Xi)i∈I〉 := vN(Xi|i ∈ I).
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Theorem 5.2. Suppose the tracial probability space (A, tr) is equipped with a representation π : S∞ →
U(A) such that A = vNπ(S∞) and consider the 1-shifted representation
ρ1 = Adπ ◦ sh: S∞ → Aut(A, tr).
We arrive at the following conclusions:
(i) ρ1 has the generating property and, for all n ∈ N0,
A−1 = vN(C) = Z(A),
Aρ1(S∞) = A0 = vN(C,A0),
Aρ1(Sn+2,∞) = An+1 = vN
(
C,A0, v0, v1, . . . , vn+1
)
.
Moreover
α1(x) = sot- lim
n→∞
ρ1(σ1σ2 · · ·σn)(x)
is a tr-preserving endomorphism of A with fixed point algebra A0 such that, for i, k ∈ N,
α1(Ck) = Ck, α1(A0) = A0, α1(vi) = vi+1.
(ii) The sequence (vi)i∈N is minimal, exchangeable and has the tail algebra⋂
n≥0
vN(vk | k ≥ n) = A0 = vN(C,A0).
In particular this sequence is spreadable, stationary and full A0-independent.
(iii) α1 is a full Bernoulli shift over A0 = vN(C,A0) with generator A1 = vN(C,A0, v1).
(iv) Each cell of the triangular tower of inclusions is a commuting square:
A0 ⊂ A1 ⊂ A2 ⊂ A3 ⊂ · · · ⊂ A∞
q q q q q
〈C,A0〉 〈C,A0, v1〉 〈C,A0, v1, v2〉 〈C,A0, v1, v2, v3〉 A
∪ ∪ ∪ ∪
〈C,A0〉 ⊂ 〈C,A0, v2〉 ⊂ 〈C,A0, v2, v3〉 ⊂ · · · ⊂ α1(A)
∪ ∪ ∪
〈C,A0〉 ⊂ 〈C,A0, v3〉 ⊂ · · · ⊂ α
2
1(A)
∪ ∪
.
.
.
.
.
.
(v) The following are equivalent:
(a) The limit 2-cycle A0 is central.
(b) The sequence (vi)i∈N has the tail algebra vN(C) = Z(A).
(c) The triangular tower of commuting squares from (iv) equals
〈C〉 ⊂ 〈C, v1〉 ⊂ 〈C, v1, v2〉 ⊂ 〈C, v1, v2, v3〉 ⊂ · · · ⊂ A
∪ ∪ ∪ ∪
〈C〉 ⊂ 〈C, v2〉 ⊂ 〈C, v2, v3〉 ⊂ · · · ⊂ α1(A)
∪ ∪ ∪
〈C〉 ⊂ 〈C, v3〉 ⊂ · · · ⊂ α
2
1(A)
∪ ∪
.
.
.
.
.
.
(vi) The following are equivalent:
(a) The limit 2-cycle A0 is trivial.
(b) The sequence (vi)i∈N has the tail algebra C.
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(c) The triangular tower of commuting squares from (iv) equals:
C ⊂ 〈v1〉 ⊂ 〈v1, v2〉 ⊂ 〈v1, v2, v3〉 ⊂ · · · ⊂ A
∪ ∪ ∪ ∪
C ⊂ 〈v2〉 ⊂ 〈v2, v3〉 ⊂ · · · ⊂ α1(A)
∪ ∪ ∪
C ⊂ 〈v3〉 ⊂ · · · ⊂ α
2
1(A)
∪ ∪
.
.
.
.
.
.
.
(d) α1(A) ⊂ A is an irreducible inclusion of subfactors.
Proof. (i) is the content of Lemma 3.2, Proposition 3.3 and Theorem 4.2. For (ii) see Theorem
3.6(iii) and use the identification of the tail algebra A0 from (i) above. Finally the properties stated
additionally for (vi)i∈N follow from the extended de Finetti theorem, Theorem 2.6. Note for (iii)
that vN(C,A0, v1) is a generator for α1 and that (ii) gives the full A0-independence of the sequence of
subalgebras
(
vN(C,A0, vi)
)
i∈N
. (iv) follows from Corollary 2.17. All equivalences in (v) are immediate
from (i), (ii), (iv) and the fact that vN(C,A0) = vN(C) if and only if A0 is central. Similarly, all
equivalences in (vi) follow from the fact that vN(C,A0) ≃ C if and only if A0 is trivial (see Corollary
4.3 (ii)). 
Theorem 5.2 is formulated in the framework of 1-shifted representations ρ1 = ρ0◦sh and its parts (i)
to (iv) transfer appropriately to the more general setting of an N -shifted representation ρN = ρ0 ◦ shN
with N > 1 (see also Remark 5.5). We continue with the counterpart of Theorem 5.2 for the 0-shifted
representation ρ0.
Theorem 5.3. Suppose the tracial probability space (A, tr) is equipped with a representation π : S∞ →
U(A) such that A = vNπ(S∞). Consider the 0-shifted representation
ρ0 = Adπ : S∞ → Aut(A, tr).
We arrive at the following conclusions:
(i) ρ0 has the generating property and, for all n ∈ N0,
Aρ0(S∞) = A−1 = vN(C) = Z(A),
Aρ0(Sn+2,∞) = An = vN
(
C,Ai, u0, u1, . . . , un
)
(0 ≤ i ≤ n).
Moreover
α0(x) = sot- lim
n→∞
ρ0(σ1σ2 · · ·σn)(x)
is a tr-preserving endomorphism of A with fixed point algebra A−1 such that, for i, k ∈ N,
α0(Ck) = Ck, α0(Ai) = Ai+1, α0(ui) = ui+1.
(ii) The sequence (ui)i∈N is minimal, stationary and has the tail algebra⋂
n≥0
vN(uk | k ≥ n) = A−1 = vN(C).
This sequence may be neither (order/full) A−1-independent, spreadable nor exchangeable.
(iii) α0 is a Markov shift with generator A1 = vN(C,A0, u1) and transition operator
R0 := E1α0E1 = α0E0.
More explicitly, the transition operator R0 is given by
R0
(
Cn1k1 · · ·C
np
kp
An0uǫ
)
= Cn1k1 · · ·C
np
kp
An+ǫ1 (ǫ = 0, 1)
for k1, . . . , kp ≥ 1 and n1, . . . , np, n ≥ 0, with p ∈ N.
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(iv) Each cell of the triangular tower of inclusions is a commuting square:
A−1 ⊂ A0 ⊂ A1 ⊂ A2 ⊂ A3 ⊂ · · · ⊂ A∞
q q q q q q
〈C〉 〈C,A0〉 〈C,A0, u1〉 〈C,A0, u1, u2〉 〈C,A0, u1, u2, u3〉 A
∪ ∪ ∪ ∪ ∪
〈C〉 ⊂ 〈C,A1〉 ⊂ 〈C,A1, u2〉 ⊂ 〈C,A1, u2, u3〉 ⊂ · · · ⊂ α0(A)
∪ ∪ ∪ ∪
〈C〉 ⊂ 〈C,A2〉 ⊂ 〈C,A2, u3〉 ⊂ · · · ⊂ α
2
0(A)
∪ ∪ ∪
.
.
.
.
.
.
.
.
.
(v) The following are equivalent:
(a) The limit 2-cycle A0 is central.
(b) E−1 is a center-valued Markov trace (compare Section 9), i.e.
E−1(xun) = E−1(x)E−1(un)
for all n ∈ N and x ∈ vNπ(Sn).
(c) The sequence (ui)i∈N is full Z(A)-independent.
(d) The Markov shift α0 is a full Bernoulli shift over the center Z(A) = A−1. In particular,
the transition operator R0 reduces to
R0 = α0E0 = E−1.
(e) The triangular tower of commuting squares from (iv) equals
〈C〉 ⊂ 〈C〉 ⊂ 〈C, u1〉 ⊂ 〈C,u1, u2〉 ⊂ 〈C, u1, u2, u3〉 ⊂ · · · ⊂ A
∪ ∪ ∪ ∪ ∪
〈C〉 ⊂ 〈C〉 ⊂ 〈C, u2〉 ⊂ 〈C, u2, u3〉 ⊂ · · · ⊂ α0(A)
∪ ∪ ∪ ∪
〈C〉 ⊂ 〈C〉 ⊂ 〈C, u3〉 ⊂ · · · ⊂ α
2
0(A)
∪ ∪ ∪
.
.
.
.
.
.
.
.
.
(vi) The following are equivalent:
(a) The limit 2-cycle A0 is trivial.
(b) tr is a Markov trace (compare Section 9), i.e.
tr(xun) = tr(x) tr(un)
for all n ∈ N and x ∈ vNπ(Sn).
(c) The sequence (ui)i∈N is full C-independent.
(d) The Markov shift α0 is a full Bernoulli shift over C.
(e) The triangular tower of commuting squares from (iv) equals
C ⊂ C ⊂ 〈u1〉 ⊂ 〈u1, u2〉 ⊂ 〈u1, u2, u3〉 ⊂ · · · ⊂ A
∪ ∪ ∪ ∪ ∪
C ⊂ C ⊂ 〈u2〉 ⊂ 〈u2, u3〉 ⊂ · · · ⊂ α0(A)
∪ ∪ ∪ ∪
C ⊂ C ⊂ 〈u3〉 ⊂ · · · ⊂ α
2
0(A)
∪ ∪ ∪
.
.
.
.
.
.
.
.
.
(f) α0(A) ⊂ A is an irreducible inclusion of subfactors.
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(vii) The restrictrion β of the Markov shift α0 to B := vN(C,Ai | i ∈ N0) is a classical Bernoulli
shift over Z(A) = vN(C). The triangular tower of commuting squares from (iv) restricts to
〈C〉 ⊂ 〈C,A0〉 ⊂ 〈C,A0, A1〉 ⊂ 〈C,A0, A1, A2〉 ⊂ 〈C,A0, A1, A2, A3〉 ⊂ · · · ⊂ B
∪ ∪ ∪ ∪ ∪
〈C〉 ⊂ 〈C,A1〉 ⊂ 〈C,A1, A2〉 ⊂ 〈C,A1, A2, A3〉 ⊂ · · · ⊂ β(B)
∪ ∪ ∪ ∪
〈C〉 ⊂ 〈C,A2〉 ⊂ 〈C,A2, A3〉 ⊂ · · · ⊂ β
2(B)
∪ ∪ ∪
.
.
.
.
.
.
.
.
.
The sequence (Ai)i∈N0 is exchangeable with tail algebra vN(C). The representation ρ0 restricts
to a representation of S∞ in the automorphisms of B.
Proof. (i) This is immediate from Lemma 3.2, Proposition 3.3, Theorem 4.2 and Lemma 4.6.
(ii) The minimality and stationarity are clear by Proposition 3.3. Let N := ⋂n≥0 vN(uk | k ≥ n)
denote the tail algebra of the sequence (ui)i∈N. It follows N ⊂ Z(A) = A−1 = Aα0 from (B2) and
Theorem 3.6(i). We infer further from α0(ui) = ui+1 (by Proposition 3.3) that N equals the tail
algebra Atail,α0 of α0, where Atail,α0 :=
⋂
n≥0 α
n
0 (A). Now Aα0 ⊂ Atail,α0 = N ⊂ Z(A) = Aα0 implies
that (ui)i∈N has the tail algebra Z(A) = A−1. That (ui)i∈N may lack the properties listed in (ii) is
concluded from the equivalences in (v) and Remark 5.4 below.
(iii) We want to check the Markov property for α0 with generator A1 and hence we must consider
the subalgebras B[m,n] := vN(αk0(A1) : 0 ≤ k ≤ n) with conditional expectations E[m,n]. Inspection of
(iv) shows that
B[0,n] = vN(C,A0, . . . , An, u1, . . . , un+1) ⊂ vNπ(S∞)
∪ ∪
B[n,n] = vN(C,An, un+1) ⊂ αn0 (vNπ(S∞)) = B[n,∞)
is a commuting square. Consequently, E[0,n]E[n,∞) = E[n,n] by Lemma 2.4(iii) which clearly implies the
Markov property. We need to identify the transition operator R0. With α0 = limk→∞ ρ0(σ1σ2 · · ·σk)
(see Corollary 2.17) we can compute
R0 = E1α0E1 = E1ρ0(σ1σ2)E1 (since ρ0(σi)E1 = E1 for i ≥ 3)
= ρ0(σ1)E1ρ0(σ2)E1 (since E1ρ0(σ1) = ρ0(σ1)E1)
= ρ0(σ1)E1α1E1 (since ρ0(σi)E1 = E1 for i ≥ 3)
= ρ0(σ1)E0 (by Theorem 5.2(iii))
= α0E0 (since ρ0(σi)E0 = E0 for i ≥ 2).
Next we identify the action of R0 on a weak*-dense set in A1 = vN(C,A0, u1). By the module property
of conditional expectations, using Aǫ0 = E0(uǫ) for ǫ = 0, 1,
R0
(
Cn1k1 · · ·C
np
kp
An0uǫ
)
= α0E0
(
Cn1k1 · · ·C
np
kp
An0uǫ
)
= α0
(
Cn1k1 · · ·C
np
kp
An0E0(uǫ)
)
= α0
(
Cn1k1 · · ·C
np
kp
An+ǫ0
)
= Cn1k1 · · ·C
np
kp
An+ǫ1 .
(iv) We apply Theorem 2.16 where α is chosen to be the 0-shifted endomorphism α0. Combined
with Theorem 4.2 and (i) above we obtain this triangular tower of commuting squares.
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(v) By Theorem 4.2 the center Z(A) is equal to vN(C) and hence the equivalence of (va) and (ve)
is clear. From (ve), namely from the commuting squares
vN(C, u1, . . . , un) ⊂ A
∪ ∪
vN(C) ⊂ αn0 (A)
we obtain the order Z(A)-independence of the sequence (ui)i∈N. This can be upgraded to full Z(A)-
independence, that is (vc), by additionally using the commutation relations (B2) of the Coxeter gen-
erators ui. These arguments are so similar to those proving the corresponding statement in [GK09,
Theorem 5.6(vi)] that we refer the reader to this source.
Now (vd) is just a reformulation of (vc) using the terminology of Bernoulli shifts and clearly (vc)
or (vd) imply the apparently weaker property (vb). Hence we can finish the proof of (v) by showing
that (vb) implies (va). First note that for any g ∈ Sn
E−1(π(g)un) = E−1
(
(u1 . . . un−1 π(g)un−1 . . . u1)(u1 . . . un−1unun−1 . . . u1)
)
= E−1(π(h) vn)
where h := σ1 . . . σn−1 g σn−1 . . . σ1 ∈ Sn. Note that E−1 as a tr-preserving conditional expectation
onto the center Z(A) is a center-valued trace (compare [KR86, Chapter 8]). If additionally E−1 is
Markov, from (vb), we conclude that
E−1(π(h) vn) = E−1(π(g)un) = E−1(π(g))E−1(un) = E−1(π(h))E−1(vn)
This is valid for all g and hence for all h in Sn. We show now that this implies order Z(A)-factorizability
of the sequence (vi)i∈N.
In fact, from the disjoint cycle decomposition together with Lemma 1.4 it is clear that every per-
mutation can be written as a product γn1 . . . γnk of star generators where the maximal subscript nℓ
appears only once. Hence with nℓ = n
E−1(vn1 . . . vnk) = E−1(π(h) vnℓ ) = E−1(π(h))E−1(vnℓ)
where h ∈ Sn. By iterating this argument and extending it to the weak closures of linear spans the
order Z(A)-factorizability of the sequence (vi)i∈N follows.
But we know from Theorem 5.2(ii) that the minimal sequence (vi)i∈N always has the tail algebra
A0 ⊃ Z(A) and we conclude by Theorem 2.14 (iii) that A0 = Z(A). This implies (va).
(vi) This follows from (v) by taking Corollary 4.3 into account.
(vii) Since α0(Ck) = Ck and α0(Ai) = Ai+1, the endomorphism α0 restricts to an endomorphism
β on B := vN(C,Ai | i ∈ N0). Clearly vN(C,A0) is a generator of β. Inspecting (iv) we see that
the sequence
(
βk
(
vN(C,A0)
))
k∈N0
is order vN(C)-independent. Thus β is a Bernoulli shift over
Z(A) = vN(C) with generator vN(C,A0). Clearly B is abelian since all limit cycles Ck and Ai mutually
commute, see Proposition 4.8. Hence β is a classical Bernoulli shift. The rest is now immediate.

Remark 5.4. The following are equivalent:
(i) The unitary u1 is central.
(ii) The sequence (ui)i∈N0 is spreadable.
In fact, if u1 is central then all ui are central. This implies ui = α
i−1
0 (u1) = u1 and spreadability (in
a commutative algebra A). Conversely assume that (ui)i∈N0 is spreadable. Then we have
tr(|u1u2 − u2u1|2) = 2− tr(u1u2u1u2)− tr(u2u1u2u1) = 2− tr(u1u3u1u3)− tr(u3u1u3u1)
= 2− tr(u1u1u3u3)− tr(u1u1u3u3) = 2− 2 tr(1l) = 0,
so u1 and u2 commute. Similarly it follows that u1 commutes with all ui.
The situation characterized above is a very special one, compare Remark 4.11. More interesting
is the situation when A0 is central (resp. trivial) and u1 is non-central, see Section 9 for concrete
examples. Then we conclude with Theorem 5.3 (v) (resp. (vi)) that (ui)i∈N is a full Z(A) (resp.
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C)-independent stationary sequence which fails to be spreadable. This exemplifies the failure of the
implication (c) ⇒ (b) in the noncommutative extended de Finetti theorem, Theorem 2.6.
Remark 5.5. Exploiting the full power of N -shifted representations ρ0 ◦ shN , with N ∈ N0, each
N -shifted endomorphism αN is a Markov shift with generator AN+1 = vN(C,A0, v1, . . . , vN+1). The
transition operator RN of αN is determined by a calculation similar to the one in the proof of Theorem
5.3 (iii)
RN = EN+1αNEN+1 = αNEN .
If N > 0 then, simultaneously, the endomorphism αN is a Bernoulli shift over AN−1 with generator
AN = vN(C,A0, v1, . . . , vN ). For N = 0 this is also true except that we have to restrict α0 to obtain
the classical Bernoulli shift described in Theorem 5.3 (vii).
6. Commuting squares over C with a normality condition
We have seen in the previous sections that the star generators γi = (0, i) yield an exchangeable
sequence such that its tail algebra is generated by the limit 2-cycle A0 for an extremal character
of S∞. A goal of present section is to identify this tail algebra as an abelian atomic von Neumann
algebra. The related spectral analysis of A0 in Proposition 6.1 involves noncommutative independence
in a crucial manner. Our approach is inspired by Okounkov’s proofs in [Oko99] and, roughly speaking,
replaces properties coming from a certain Olshanski semigroup by properties of limit cycles. As we
will see in the main results of this section, Theorem 6.2 and Corollary 6.4, our approach carries over
to a general setting of certain commuting squares over C. This will be briefly illustrated by Hecke
algebras in Example 6.7.
We start with the spectral analysis of the limit 2-cycle A0. Because u1 is selfadjoint,
A0 = E0(u1)
is a selfadjoint contraction. Denote by χB(A0) the spectral projection of A0 corresponding to the Borel
set B ⊂ [−1, 1]. Let the measure µ be the spectral measure of A0 with respect to the state tr, which
is uniquely determined by the moments
ck+1 :=
∫
tkµ(dt) = tr(Ak0).
Note that if A−1 = C, i.e., if A is a factor, then ck1l = Ck, one of the limit cycles considered in Section
4. Our next result is inspired by [Oko99, Theorem 1].
Proposition 6.1. Suppose A is a factor. Then the spectral measure µ is discrete and its atoms can
only accumulate at 0 ∈ [−1, 1].
Proof. Let B be a Borel subset in [ǫ, 1] where 1 > ǫ > 0 and denote by χB its characteristic function.
We claim that
ǫ µ(B) ≤ µ(B)3/2.
To this end, we prove the two inequalities
ǫ µ(B) ≤ tr(χB u1) ≤ µ(B)3/2,
where we have abbreviated the spectral projection χB(A0) by χB. The first inequality is immediate
from
tr(χB u1) = tr(χB E0(u1)) = tr(χB A0) =
∫
B
t µ(dt) ≥ ǫ µ(B).
The second inequality follows from
tr(χB u1) = tr(χB u1 χB)
= tr(u1χB u1 χB u1)
= tr(u1 χB u1 χB χB u1)
= tr(α(χB)χB χB u1)
≤ tr(|α(χB)χB|2)1/2 tr(|χB u1|2)1/2
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The second factor becomes
tr(|χB u1|2) = tr(χB) = µ(B).
For the first factor, we use that α0(x) and x are A−1-independent for x ∈ A0. So
tr(|α(χB)χB|2) = tr(α(χB)χB)
= tr(E−1(χB)E−1(χB)).
because E−1 ◦ α = E−1. At this place we make use of the assumption that A is a factor. Thus
A−1 = Z(A) ≃ C and E−1(x) = tr(x)1lA for x ∈ A. Consequently,
tr(|α(χB)χB |2) = tr(E−1(χB)E−1(χB))
= (tr(χB))
2 = µ(B)2.
Altogether this proves the second inequality
tr(χB u1) ≤ µ(B)3/2.
It follows from the inequality ǫµ(B) ≤ µ(B)3/2 that either µ(B) = 0 or µ(B) ≥ ǫ2. A similar estimate
holds for B ⊂ [−1,−ǫ]. This implies that the measure µ is discrete. Since µ is a probability measure,
each of the two intervals [ǫ, 1] and [−1,−ǫ] contains no more than 1/ǫ2 atoms of µ. Thus 0 is the only
possible accumulation point of these atoms. This finishes the proof. 
Our estimate is slightly different from Okounkov’s but it leads in a similar way to Thoma’s theorem,
as we will see later. The proof of Property 6.1 suggests the following generalization to an axiomatic
setting involving commuting squares of von Neumann algebras.
Theorem 6.2. Let (M, ψ) be a probability space and suppose that EM0 is a ψ−preserving conditional
expectation from M onto a von Neumann subalgebra M0 of M. Suppose a unitary u in the centralizer
Mψ satisfies the following two conditions:
(i) u implements the commuting square
uM0u∗ ⊂ M
∪ ∪
C ⊂ M0
, (6.1)
or, equivalently, M0 and uM0u∗ are C-independent;
(ii) the contraction EM0(u) is normal.
Then EM0(u) has discrete spectrum which can only accumulate at the point 0.
Remark 6.3. It is presently an open problem to construct a commuting square (6.1) where EM0(u)
fails to be normal, if possible at all.
Proof of Theorem 6.2. Let {χB}B denote the spectral resolution of the normal operatorEM0(u), where
B ⊂ C is a Borel set. Further let µ be the probability measure associated to {χB}B with respect to
the state ψ, i.e.
µ(B) := ψ(χB).
Since u ∈ Mψ and the modular automorphism group of (M, ψ) commutes with EM0 , we have
EM0(u) ∈ Mψ. Thus EM0(u) ∈ M0 ∩ Mψ and ψ restricts to a trace on the von Neumann sub-
algebra generated by u and EM0(u). Moreover this subalgebra contains the projections χB.
Since EM0(u) is a contraction, its spectrum spec(EM0(u)) is contained in D1 := {z ∈ C | |z| ≤ 1}.
For 0 < ǫ < 1, let S(ǫ) be one of the four segments
S+ℜ (ǫ) := {z ∈ D1 | ǫ ≤ ℜz ≤ 1},
S−ℜ (ǫ) := {z ∈ D1 | −1 ≤ ℜz ≤ −ǫ},
S+ℑ (ǫ) := {z ∈ D1 | ǫ ≤ ℑz ≤ 1},
S−ℑ (ǫ) := {z ∈ D1 | −1 ≤ ℑz ≤ −ǫ}.
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We will show the estimates
ǫ ψ(χB) ≤ |ψ(χBu)| ≤ ψ(χB)3/2 (6.2)
are valid for any Borel set B ⊂ S(ǫ). This ensures
ǫ µ(B) ≤ µ(B)3/2
and thus either µ(B) = 0 or ǫ2 ≤ µ(B). We conclude from this that the measure µ is discrete when
restricted to S(ǫ). Since µ is a probability measure, the segment S(ǫ) contains no more than 1/ǫ2
atoms of µ. Consequently, EM0(u) has pure point spectrum which can only accumulate at 0 ∈ D1.
We are still left to ensure the validity of (6.2).
By the spectral calculus for normal operators and the Pythagoras theorem,
|ψ(χB u)|2 = |ψ(χB EM0(u))|2
=
∣∣∣∣∫
B
z µ(dz)
∣∣∣∣2 = ∣∣∣∣∫
B
ℜz µ(dz)
∣∣∣∣2 + ∣∣∣∣∫
B
ℑz µ(dz)
∣∣∣∣2
≥ |ǫ µ(B)|2 .
This proves the first inequality of (6.2),
ǫψ(χB) ≤ |ψ(χB u)|.
We turn our attention to the second inequality of (6.2),
|ψ(χB u)| ≤ ψ(χB)3/2.
Indeed,
ψ(χB u) = ψ(χB uχB)
= ψ(uχB uχB u
∗)
= ψ
(
(uχB)(χB uχB u
∗)
)
is immediate since χB is an orthogonal projection in Aψ and u is a unitary in Aψ. We apply the
Cauchy-Schwarz inequality to obtain
|ψ(χB u)|2 ≤ ψ(uχB χB u∗) · ψ
(
(uχB u
∗ χB)(χB uχB u
∗)
)
= ψ(χB) · ψ
(
(uχB u
∗) · χB · (uχB u∗)
)
.
Since χB and uχB u
∗ are C-independent, we conclude further for the second factor that
ψ
(
(uχBu
∗)χB(uχBu
∗)
)
= ψ
(
(uχBu
∗)ψ(χB)(uχBu
∗)
)
= ψ(χB)ψ
(
(uχBu
∗)(uχBu
∗)
)
= ψ(χB)ψ(χB).
Thus
|ψ(χBu)|2 ≤ ψ(χB)3,
which establishes the second inequality of (6.2). 
We can restrict to the abelian von Neumann algebra B0 of M0 generated by the operator EM0(u)
from Theorem 6.2:
B0 := vN{EM0(u)}.
We infer from u ∈ Mψ that
B := B0 ∨ vN{u}
is contained in Mψ. Thus the state ψ on M restricts to a faithful normal trace on B, denoted by tr.
Let us identify C1lB and C for notational simplicity.
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Corollary 6.4. Under the assumptions of Theorem 6.2 and with B0, B and tr as introduced above,
the commuting square (6.1) restricts to the commuting square
uB0u∗ ⊂ B
∪ ∪
C ⊂ B0
. (6.3)
In particular, B0 is an abelian atomic von Neumann subalgebra of B generated by the normal contraction
EB0(u).
Proof. This is elementary. 
A classification of the commuting squares (6.3) is of course of general interest, but would go beyond
the scope of present paper. Instead let us now look at a few examples. We start with an example
which underlies the representations of the symmetric group from Thoma’s theorem, Theorem 0.1.
Example 6.5. Define the probability space (M, ψ) in Theorem 6.2 as follows. Consider M :=
Mn(C) ⊗Mn(C) and M0 := Mn(C) ⊗ 1l, with 1 ≤ n ≤ ∞. Let eij be the standard matrix units of
Mn(C) and Tr the (non-normalized) trace onMn(C) with Tr(eii) = 1. The tensor product state ψ on
M is defined by the density operator D ⊗D with the diagonal density operator D = diag(a1, a2, . . .)
so that ai > 0 for all i and
∑
i ai = 1. Further consider a unitary u which implements a tensor flip
u =
∑
i,j
eij ⊗ eji.
Here eij are the standard matrix units. A short computation yields
EM0(u) =
∑
i
ai eii (6.4)
and both the assumptions and the conclusion of Theorem 6.2 are easily verified in this example.
Example 6.5 has the special property that the ratio between the state applied to a spectral projection
of EM0(u) and the corresponding eigenvalue is an integer, namely the geometric multiplicity of the
eigenvalue. This property plays a role in the proof of Thoma’s theorem and we will take up this issue
in Section 7. Let us give a trivial example for the fact that this special property is not automatic from
the assumptions of Theorem 6.2.
Example 6.6. Let u be any unitary on a separable Hilbert space H and denote by B the abelian von
Neumann algebra generated by u. Now consider as B0 the one-dimensional subalgebra C1lB of B. Let
tr be a faithful normal trace on B. Then the conditional expectation EB0 from B onto B0 is given by
EB0(x) = tr(x)1l. The assumptions of Theorem 6.2 or Corollary 6.4 are trivially satisfied. The only
spectral projection of EB0(u) is 1l. But the eigenvalue is tr(u) for which we may choose any number in
the unit disk by an appropriate choice of the unitary u. Thus we do not always have an integer ratio
as in Example 6.5.
If u is selfadjoint then the compression EM0(u) is automatically selfadjoint and hence normal.
This will be satisfied in our application to the symmetric group S∞. But there are other interesting
examples coming from certain Hecke algebras considered in subfactor theory where the unitary u is
non-selfadjoint and EM0(u) is still normal.
Example 6.7. The Hecke algebra Hq,n over C with parameter q ∈ C\{0} is the unital algebra with
generators g1, . . . , gn−1 and relations
g2i = (q − 1)gi + q, (6.5)
gigj = gigj if | i− j |≥ 2,
gigjgi = gjgigj if | i− j |= 1.
Note that H1,n is the group algebra CSn. Let Hq,∞ =
⋃
n≥2Hq,n be the inductive limit of the Hecke
algebras. If q is a root of unity then it is possible to define an involution and a Markov trace tr such
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that the gn become unitaries un and the generated von Neumann algebra M is isomorphic to the
hyperfinite II1-factor, see [Wen88, Jon91, Jon94] or [GK09, Example 6.3]. Compare also Section 9
below.
Now let M0 be generated by u1 and consider the unitary u = u1u2. Then one has
uu1u
∗ = u1u2u1u
∗
2u
∗
1 = u2u1u2u
∗
2u
∗
1 = u2.
It follows from the definition of a Markov trace that M0 and uM0u∗ are the corners of a commuting
square over C. In other words, M0 and uM0u∗ are C-independent. Now it is readily checked that
EM0(u) = EM0(u1u2) = u1EM0(u2) = tr(u2)u1 . (6.6)
Hence EM0(u) is normal. From the quadratic relation (6.5) we find that the eigenvalues of u1 are q
and −1. We conclude from (6.6) that if q is not real then EM0(u) is not selfadjoint and hence u is
not selfadjoint too. Also we infer from (6.5) and (6.6) that EM0(u) generates a two-dimensional (von
Neumann) subalgebra.
7. Thoma measures – Okounkov’s argument revisited
This section is devoted to the complete identification of the spectrum of the limit cycle A0 in the
factorial case. We know already from Proposition 6.1 or Theorem 6.2 that specA0 is discrete. A first
hint on its additional properties was provided in Example 6.5, where we have observed that the ratio
between a state applied to a spectral projection of A0 and the corresponding eigenvalue is a positive
integer. Here we will take up this crucial issue in a systematic way. Our approach is self-contained
and will follow closely the arguments of Okounkov in [Oko99].
Definition 7.1. A discrete probability measure µ on the interval [−1, 1] is said to be a Thoma measure
if
µ(t)
|t| ∈ N0 (t 6= 0).
Theorem 7.2. Let µ be the spectral measure of the 2-cycle A0 w.r.t. the faithful (normal) tracial state
tr on the factor vNπ(S∞). Then µ is a Thoma measure.
We recall some notation from Section 4 for our next results. N0/〈σ〉 denotes the set of all orbits
of N0 under the action of the subgroup 〈σ〉 generated by the permutation σ ∈ S∞. The set of orbits
N0/〈σ〉 forms a partition {V1, V2, . . .} of N0. The cardinality of a block Vi of this partition will be
denoted by |Vi|. Note that only finitely many blocks Vi have a cardinality larger than 1.
The following lemma is slightly more general than we will need it. Recall that E−1 is the tr-
preserving conditional expectation from the finite von Neumann algebra vNπ(S∞) onto its center.
Lemma 7.3. Let fi(t), i = 0, 1, 2, . . ., be bounded Borel functions on [−1, 1], all but finitely many
equal to 1. Then, for σ ∈ S∞,
E−1
(
π(σ)
∞∏
i=0
fi(Ai)
)
=
∏
V ∈N0/〈σ〉
E−1
(
A
|V |−1
0
∏
j∈V
fj(A0)
)
.
Note at this point that the spectrum of A0 may contain continuous parts since vNπ(S∞) is not
assumed to be factorial and, consequently, Theorem 6.2 does not apply directly.
Proof. The formula is immediate for the identity σ = σ0 from the A−1-independence of
(
αk(A0)
)
k≥0
,
Theorem 3.6 (i), Lemma 4.6 and the functional calculus of bounded Borel functions (as explained in
more detail at the end of the proof). From now on assume σ 6= σ0.
Suppose the functions fi are of the form fi(t) = t
ki , where ki ∈ N0. Then, with Lemma 4.6,
fi(Ai) = viA
ki
0 vi =
(
viA0vi
)ki
=
(
viE0(v1)vi
)ki
.
The factors Ai = viE0(v1)vi commute by (4.9) in Proposition 4.8. Further note that, by full A0-
independence of the sequence (vi)i∈N (see Theorem 3.6 (iii)),
E0(xviA0viy) = E0(xvivNiviy)
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for x, y ∈ vN(A0, vn | n ≤ N) and Ni > N . More general, we can replace powers of limit 2-cycles by
cycles such that
E0(xviA
ki
0 viy) = E0(xvivNi,1 · · · vNi,ki viy),
where all Ni,l are pairwise distinct and larger than N .
Now choose N ∈ N such that σ ∈ SN and i < N whenever fi is non-trivial. Suppose further that
π(σ) has the cycle decomposition π(σ) = w1w2 · · ·wm(σ), where m(σ) is the number of non-trivial
cycles in σ. Let Vl be the orbit in N0 corresponding to the cycle wl; that means: i ∈ Vl if and only if
vi appears in the cycle wl. Further let W =
⋃m(σ)
l=1 Vl. Since disjoint cycles commute, we can regroup
the factors and apply A0-independence to find
E0
(
π(σ)
∞∏
i=0
fi(Ai)
)
= E0
(m(σ)∏
l=1
wl ·
∞∏
i=0
viA
ki
0 vi
)
= E0
(m(σ)∏
l=1
wl ·
∞∏
i=0
vivNi,1 · · · vi,Ni,ki vi
)
= E0
(m(σ)∏
l=1
(
wl
∏
i∈Vl
vivNi,1 · · · vi,Ni,ki vi
) ∏
i6∈W
viA
ki
0 vi
)
=
m(σ)∏
l=1
E0
(
wl
∏
i∈Vl
vivNi,1 · · · vi,Ni,ki vi
)
·
∏
i6∈W
E0
(
viA
ki
0 vi
)
=
m(σ)∏
l=1
E0
(
wl
∏
i∈Vl
viA
ki
0 vi
)
·
∏
i6∈W
E0
(
viA
ki
0 vi
)
.
We consider next each factor of the m(σ)-fold product separately. Note for the following that, for
p, q ≥ 2, the product of a p-cycle σ and a q-cycle τ with a single common point is a (p+ q − 1)-cycle.
We claim that
E0
(
wl
∏
i∈Vl
viA
ki
0 vi
)
= E0
(
w˜l
)
,
where w˜l is a |V˜l|-cycle with orbit
V˜l := Vl ∪ {Ni,j | i ∈ Vl, j = 1, . . . , ki}.
Indeed, we can replace in this expression each of the limit cycles viA
ki
0 vi by the corresponding (ki+1)-
cycle vivNi,1 · · · vNi,ki vi. Since this (ki+1)-cycle and the |Vl|-cycle wl have only the point i in common,
their product is a (|Vl| + ki)-cycle. Iterating this replacement for each (ki + 1)-cycle involved we
arrive at a (|Vl| +
∑
i∈Vl
ki)-cycle w˜l which is compressed by E0. Finally, the formula for V˜l and
|V˜l| = |Vl|+
∑
i∈Vl
ki is clear from above iteration.
E0
(
wl
∏
i∈Vl
viA
ki
0 vi
)
= E0(w˜l).
By construction, the orbits V˜l are mutually disjoint and thus the cycles w˜l are A0-independent. Also
the fi(Ai)’s with i /∈W and w˜l are A0-independent. We conclude from this that
E0
(
π(σ)
∞∏
i=0
fi(Ai)
)
=
m(σ)∏
l=1
E0(w˜l) ·
∏
i/∈W
E0
(
fi(Ai)
)
.
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We compress this equation with the conditional expectation E−1 and calculate, as in the proof of
Theorem 3.7 (Thoma multiplicativity),
E−1
(
π(σ)
∞∏
i=0
fi(Ai)
)
=
m(σ)∏
l=1
E−1(w˜l) ·
∏
i/∈W
E−1
(
fi(Ai)
)
.
Now
E−1(w˜l) = E−1
(
A
|V˜l|−1
0
)
= E−1
(
A
|Vl|−1
0
∏
i∈Vl
Aki0
)
= E−1
(
A
|Vl|−1
0
∏
i∈Vl
fi(A0)
)
and
E−1
(
fi(Ai)
)
= E−1(viA
ki
0 vi) = E−1(A
ki
0 )
= E−1(fi(A0)).
Altogether we have arrived for monomials fi at the equation
E−1
(
π(σ)
∞∏
i=0
fi(Ai)
)
=
∏
V ∈N0/〈σ〉
E−1
(
A
|V |−1
0
∏
j∈V
fj(A0)
)
. (7.1)
We can extend this formula from monomials fi(t) = t
ki to continuous functions and then to bounded
Borel functions on [−1, 1]. In fact, any bounded Borel function can be approximated by continuous
functions in the sense of (bounded) pointwise convergence a.e. (see the corollary to Lusin’s theorem
in [Rud87, 2.24 ]). This translates into sot-convergence in the functional calculus for bounded Borel
functions of the selfadjoint contractions Aj , by dominated convergence. Hence by approximation (7.1)
is valid for bounded Borel functions as an equation in the von Neumann algebra A.

Returning to the setting where vNπ(S∞) is a factor we can replace E−1 by the trace tr. Now, with
the spectral measure µ of A0 (w.r.t. tr), Lemma 7.3 corresponds to [Oko99, Lemma 2 a) in Section 2]
and writes as follows.
Corollary 7.4. Under the assumptions of Lemma 7.3 and if vNπ(S∞) is a factor, then
tr
(
π(σ)
∞∏
i=0
fi(Ai)
)
=
∏
V ∈N0/〈σ〉
∫
specA0
t|V |−1
∏
j∈V
fj(t)dµ(t).
In particular we can choose fi to be the characteristic function χB, where B is some Borel set in
[−1, 1]. Since we know already that A0 has discrete spectrum we are of course interested in χ{t}(A0)
for t ∈ specA0.
Proof of Theorem 7.2. Fix t ∈ specA0\{0} and let µ := µ({t}) = tr
(
χ{t}(A0)
)
. Note that µ > 0. For
n ∈ N let
fi(s) =
{
χ{t}(s) if 0 ≤ i < n,
1 if i ≥ n
in Corollary 7.4. Then for σ ∈ Sn Thus
tr
(
π(σ)
n−1∏
i=0
χ{t}(Ai)
)
=
∏
V ∈{0,1,...,n−1}/〈σ〉
(
t|V |−1µ
)
= tn−ℓ(σ)µℓ(σ),
where ℓ(σ) is the number of orbits of σ in {0, 1, . . . , n− 1}, in other words: ℓ(σ) is the cardinality of
the set of orbits {0, 1, . . . , n− 1}/〈σ〉.
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We split the remaining discussion into the two cases of positive and negative spectral value t.
Let t > 0 and consider the orthogonal projection
p
(n)
− :=
1
n!
∑
σ∈Sn
sgn(σ)π(σ).
(Since the operators
(
fi(Ai)
)n−1
i=0
mutually commute we can think of p
(n)
− to be the projection onto
antisymmetric functions in n variables. Compare also the tensor product model in Section 8.) We
deduce
tr
(
p
(n)
−
n−1∏
i=0
χ{t}(Ai)
)
≥ 0
from traciality. One the other hand one computes that
tr
(
p
(n)
−
n−1∏
i=0
χ{t}(Ai)
)
=
1
n!
∑
σ∈Sn
sgn(σ) tr
(
π(σ)
n−1∏
i=0
χ{t}(Ai)
)
=
tn
n!
∑
σ∈Sn
sgn(σ)t−ℓ(σ)µℓ(σ)
=
tn
n!
∑
σ∈Sn
sgn(σ)νℓ(σ),
where we have put ν := µ/|t|. Note that ν > 0. Since sgn(σ) = (−1)n+ℓ(σ) and, by a well known
combinatorial formula (compare [Sta86, Proposition 1.3.4]),∑
σ∈Sn
xℓ(σ) = x(x + 1) · · · (x+ n− 1),
we calculate further that
tr
(
p
(n)
−
n−1∏
i=0
χ{t}(Ai)
)
=
(−t)n
n!
∑
σ∈Sn
(−ν)ℓ(σ)
=
tn
n!
ν
(
ν − 1) · · · (ν − n+ 1).
Because the original expression is positive and the formula above is true for all n ∈ N, the product
must terminate, in other words: ν ∈ N.
We consider next the case t < 0. For this purpose let
p
(n)
+ :=
1
n!
∑
σ∈Sn
π(σ).
A similar computation as before yields
tr
(
p
(n)
+
n−1∏
i=0
χ{t}(Ai)
)
=
1
n!
∑
σ∈Sn
tr
(
π(σ)
n−1∏
i=0
χ{t}(Ai)
)
=
tn
n!
∑
σ∈Sn
t−ℓ(σ)µℓ(σ)
=
tn
n!
∑
σ∈Sn
(−ν)ℓ(σ)
=
tn
n!
(−ν)(−ν + 1) · · · (−ν + n− 1)
=
|t|n
n!
ν(ν − 1) · · · (ν − n+ 1).
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Now the positivity of the original expression implies again that ν ∈ N. Consequently the spectral
measure µ is a Thoma measure. 
8. Completion of the proof of Thoma’s theorem and the connection with Powers
factors
Let us summarize what we have achieved so far with respect to the proof of the Thoma theorem,
Theorem 0.1. We know from Proposition 1.12 that an extremal character of the group S∞ gives rise to
a unitary representation such that the weak closure is a factor A with a finite faithful (normal) trace
tr. By Thoma multiplicativity from Theorem 3.7, with A−1 = Z(A) = C, we obtain for σ ∈ S∞
tr
(
π(σ)
)
=
∞∏
k=2
(
tr
((
E0(v1)
)k−1))mk(σ)
.
If σ is a k-cycle then
tr
(
π(σ)
)
= tr
((
E0(v1)
)k−1)
= tr(Ak−10 ) =
∫ 1
−1
tk−1 µ(dt)
where µ is the spectral measure of A0. From Proposition 6.1 we know that µ is discrete and from
Theorem 7.2 that µ is a Thoma measure, i.e., µ({t})|t| ∈ N0 for t 6= 0. Hence there exists a function
ν : [−1, 1]→ N0, nonzero for at most countably many points, such that
tr
(
π(σ)
)
=
∑
t∈[−1,1]
tk−1|t| ν(t) =
∑
t>0
tk ν(t) + (−1)k−1
∑
t<0
|t|k ν(t)
and from that we can read off the ai and bj (which may include repetitions) from the classical formu-
lation of Thoma’s theorem in Theorem 0.1.
To complete our proof of Thoma’s theorem we have to show the existence of the representation,
given the ai and bj, with the required properties. There are several ways to do this. The first explicit
construction of the von Neumann factor corresponding to a Thoma trace has been given by Vershik
and Kerov in [VK81b], from a groupoid point of view. They also mention the embedding into a Powers
factor (in the case a1 + . . .+ aM = 1) which is the basic idea of the construction given here. Further
variations and modifications of such constructions can be found in [Was81, Ols89, Tsi06], for example.
From the point of view of this paper the realization by embedding into an infinite tensor product is
the most natural because it is instructive to revisit our constructions in this model.
Given the two sequences of positive parameters (ai)
M
i=1 and (bj)
N
j=1 with 0 ≤ M,N ≤ ∞, as in
Thoma’s theorem, we put c := 1 − ∑i ai − ∑j bj ≥ 0. By convention, (ai)0i=1 and (bj)0j=1 are
understood to denote the empty set. We also include the possibilities M = ∞ or N = ∞ in which
case some of the formulas below are an abuse of notation with an obvious interpretation. Let us form
a Hilbert space
H = H+ ⊕H− ⊕H0
where H+ = {0} if M = 0 and has orthonormal basis (δ+i )Mi=1 otherwise, H− = {0} if N = 0 and has
orthonormal basis (δ−j )
M
j=1 otherwise, and H0 = {0} if c = 0 and has countably infinite orthonormal
basis (δ0k)
∞
k=1 otherwise. We write δr for an element of the orthonormal basis of H formed by all
δ+i , δ
−
j , δ
0
k. and from now on we identify B(H) with the matrix algebra induced by this basis. We
define a state ψℓ on B(H) by the diagonal density operator
diag(a1, a2, . . . , b1, b2, . . . ,
c
ℓ
, . . . ,
c
ℓ︸ ︷︷ ︸
ℓ times
, 0, 0, . . .)
and a state ψ as any accumulation point of the sequence ψℓ in the weak* topology on B(H)∗. Note
that this is not a normal state if H0 is nontrivial but this will not cause problems.
Let us further represent a transposition on H⊗H by a unitary operator which is a (signed) flip
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U : δr ⊗ δs 7→
{
−δs ⊗ δr if δr, δs ∈ H−,
δs ⊗ δr otherwise.
Because S∞ is generated by transpositions we obtain a unitary representation π of S∞ in the infinite
(C∗)-tensor product
⊗∞
0 B(H) by representing the Coxeter generators σi by π(σi) = ui which by
definition is the unitary U from above acting at the tensor positions i − 1 and i. It is not difficult to
check that the restriction of the infinite product state
⊗∞
0 ψ gives Thoma’s formula on the represented
S∞. In fact, because the state is diagonal, this amounts to counting fixed points of the corresponding
non-free action of S∞ on {1, . . . ,M + N}N0 with product measure of (a1, . . . , aM , b1, . . . , bN). The
c-part does not give a contribution as can be shown by approximation. If we now form the GNS-
representation with respect to
⊗∞
0 ψ and consider the von Neumann algebra A generated by this
representation of S∞ then we obtain a tracial probability space (A, tr), where tr =
⊗∞
0 ψ|A is the
Thoma trace. The fact that it is indeed a trace follows immediately from the fact that it is constant
on conjugacy classes of S∞ which are given by cycle types.
Let us revisit some of the constructions of this paper in this setting. First of all note that the
endomorphism α is nothing but the restriction of the tensor shift to A. To go further let us simplify
notation by assuming for the moment that we have a1 + . . . + aM = 1. Then the GNS-space for(B(H), ψ) can be written as H⊗H with cyclic unit vector Ω =∑Mi=1√ai δ+i ⊗ δ+i and the GNS-space
of
(⊗∞
n=0 B(H),
⊗∞
n=0 ψ
)
is the infinite tensor product
⊗∞
n=0(H ⊗ H) of Hilbert spaces along the
distinguished sequence of unit vectors Ωn (that is, Ω at position n). The algebra A acts on the left
component. We can speak of localized elements if the expression differs from Ω (for vectors in the
GNS-space) or from 1l (for operators) only at finitely many positions of the infinite tensor product.
For example let qt be the orthogonal projection from H onto the subspace spanned by all δ+i such that
ai = t. Then we have a localized projection
Qt =
(
qt ⊗ 1l
)
0
⊗ (1l⊗ 1l)[1,∞) ∈ B
(
(H⊗H)⊗
∞⊗
n=1
(H⊗H)
)
Let us identify it with an object already known. As usual let
vn = π(γn) = π
(
(0, n)
)
which now is a flip of positions 0 and n in the tensor product. Hence if ξ, η are in the GNS-space⊗∞
n=0(H⊗H) such that Qt η = η we can check, by approximating ξ, η with localized vectors and then
using the formula for Ω, that
lim
n→∞
〈ξ, vn η〉 = t 〈ξ, η〉
In fact, if n is big enough and if we only write down positions 0 and n (as the rest is not changed by
vn) then we have ξ = ξ0 ⊗ . . .⊗Ωn ⊗ . . . and η = η0 ⊗ . . .⊗Ωn ⊗ . . .. Because Qt η = η we may write
η0 = δ
+
i ⊗ ζ such that ai = t (or a linear combination of such terms). Then (for n big enough)
lim
n→∞
〈ξ, vn η〉
= 〈ξ0 ⊗ . . .⊗ (
M∑
j=1
√
aj δ
+
j ⊗ δ+j )n ⊗ . . . , vn (δ+i ⊗ ζ)0 ⊗ . . .⊗ (
M∑
k=1
√
ak δ
+
k ⊗ δ+k )n ⊗ . . .〉
= 〈ξ0 ⊗ . . .⊗ (
M∑
j=1
√
aj δ
+
j ⊗ δ+j )n ⊗ . . . , (δ+k ⊗ ζ)0 ⊗ . . .⊗ (
M∑
k=1
√
ak δ
+
i ⊗ δ+k )n ⊗ . . .〉
= ai 〈ξ, η〉 = t 〈ξ, η〉
Similarly we can include H− and H0 into the picture and find the same formula with t = −βi resp.
t = 0. For t < 0 we have to take the minus sign in the representation of transpositions into account,
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for t = 0 the result can be obtained by first considering the defining approximation of the singular
state and then going to the limit. Because, by (4.6),
A0 = E0(v1) = wot- lim
n→∞
vn
and because
⊕
tQt = 1l we conclude that Qt is exactly the (represented) spectral projection of the
limit 2-cycle A0 with eigenvalue t. This means that we can identify the projection Qt with χ{t}(A0)
in the notation of Section 7. In particular Qt ∈ A.
Our proof of Thoma’s theorem is finally completed by the following result.
Proposition 8.1. The von Neumann algebra A constructed above is a factor.
Let E be the
⊗∞
0 ψ-preserving conditional expectation from
⊗∞
n=0 B(H) onto the 0-th component.
E is obtained by evaluating the state at all tensor positions n ≥ 1. In the following we will use
repeatedly the elementary fact that we obtain factorizations E(xy) = E(x)E(y) for such a tensor
conditional expectation E whenever x and y are localized at tensor positions {0} ∪ I resp. {0} ∪ J
where I, J ⊂ N and I ∩ J = ∅.
Lemma 8.2. The conditional expectation E maps A onto vN(A0) ⊂ A.
Note that vN(A0) is generated by the spectral projections χ{t}(A0) with t ∈ spec(A0) and hence,
by the discussion above which identified these spectral projections in our model, vN(A0) is also a
subalgebra of the diagonal of the 0-th tensor position.
Proof. Because vi for i ≥ 1 is realized as a (signed) tensor flip we can verify by a direct computation
similar to the one in Example 5.5 that E(vi) = A0. If σ is any permutation with disjoint cycle
decomposition σ = s1 . . . sm then
E(π(σ)) = E(π(s1)) · · ·E(π(sm)).
For cycles s with s(0) = 0 the factor E(π(s)) is a multiple of the identity. If for one of the cycles we
have s(0) 6= 0 then we can write
π(s) = vn2 · · · vnk
with distinct n2, . . . , nk. Then
E(π(s)) = E(vn2) · · ·E(vnk) = Ak−10 ∈ vN(A0).
Because the π(σ) with σ ∈ S∞ generate A we are done. 
Proof of Proposition 8.1. The sequence (vi)i∈N is exchangeable and, because A = vN{vi | i ∈ N}, it
is minimal. We observe that it is also order N -factorizable with N = vN(A0). In fact, if x ∈ AI =
vN{vi | i ∈ I} and y ∈ AJ = vN{vi | i ∈ J} with I < J then, with Lemma 8.2,
EN (xy) = E(xy) = E(x)E(y) = EN (x)EN (y).
Further note that N ⊂ A0 because by definition A0 is the relative commutant in A of the ui’s with
i ≥ 2 (see Lemma 3.2) and these ui trivially commute with operators which are localized at the 0-th
tensor position. (Alternatively this inclusion also follows from Theorem 4.2.) But A0 is also the tail
algebra of the sequence (vi)i∈N, see Theorem 3.6(iii). So we are in a position to apply the fixed point
characterization from Theorem 2.14 (iii) and find that N = A0.
We have identified A0 as a subalgebra of the diagonal of the 0-th tensor position. If z ∈ Z(A) (=
A−1 ⊂ A0) then in addition z also commutes with u1 which is a (signed) flip of the tensor positions 0
and 1. Hence z is a multiple of the identity. It follows that Z(A) = C and A is a factor. 
Remark 8.3. In retrospect it turns out that the tensor conditional expectation E restricted to A is
nothing but the conditional expectation E0 and that some of the formulas obtained above coincide
with those in Proposition 4.4 about E0. Hence in the factor case the tensor realization provides a
concrete model for those.
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Remark 8.4. We also see that (in this factorial case)A0 is spanned by the Qt and that it is localized at
the tensor position 0. The commutative Bernoulli shift which maps Ai to Ai+1 for all i ∈ N0 (compare
(4.7)) is nothing but the restriction of the tensor shift to certain diagonal operators. Note however that
for a projection q strictly between 0 and qt the corresponding projection Q =
(
q ⊗ 1l)
0
⊗ (1l⊗ 1l)[1,∞)
does not belong to A. In fact, suppose for example that a1 = a2 = t and let q(1) resp. q(2) project
onto Cδ+1 resp. Cδ
+
2 . Let κ be a state-preserving automorphism of B(H) which interchanges q(1) and
q(2). Then the infinite tensor product
⊗∞
0 κ fixes the represented S∞ and hence A pointwise but it
interchanges the corresponding projections Q(1) and Q(2).
Remark 8.5. It is also natural to think of A as the fixed point algebra of an infinite tensor product
group action (in a generalized Schur-Weyl duality). For example the argument in the previous remark
goes along these lines. To use this theory, see [Pri82, BP83b, BP83a, BP86], to prove factoriality
(Proposition 8.1) seems to be rather difficult technically. Our argument which is ultimately based on
the probabilistic de Finetti-type arguments from [Ko¨s10] seems to give it more directly.
9. Irreducible subfactors and Markov traces
Suppose Z(A) = A−1 = C, so A is a factor and the trace is given by Thoma’s formula with
parameters ai and bj . Let us study the case A0 = C in more detail. From Corollary 4.3 this is
equivalent to the fact that A ∩ α(A)′ = C, i.e., we have an irreducible subfactor
α(A) = {u2, u3, . . .}′′ ⊂ A = {u1, u2, u3, . . .}′′.
Proposition 9.1. We have A0 = C if and only if
1) ai = bj = 0 for all i, j
or 2a) a1 = . . . = aM =
1
M
for someM ∈ N
or 2b) b1 = . . . = bN =
1
N
for some N ∈ N
Proof. From Theorem 4.2 we know that A0 = C means that A0 is spanned by E0(u1) = tr(u1)1l.
Hence with t = tr(u1) we have the following cases:
1) t = 0. In this case we find the regular representation of S∞, i.e., for all elements g ∈ S∞ except
the identity we have tr(g) = 0. This situation can also be described by ai = bj = 0 for all i, j.
2) t 6= 0. Using Thoma multiplicativity (Theorem 3.7) on the one hand and Thoma’s formula
(Theorem 0.1) on the other hand we obtain the value of tr(g) for a k-cycle g (for all k ∈ N) as
tk−1 =
 ∞∑
i=1
aki + (−1)k−1
∞∑
j=1
bkj

We can think of these quantities as (k− 1)th moments of finite positive Borel measures in the interval
[−1, 1]. Because such measures are uniquely determined by their moments we conclude that
δt =
∑
i
ai δai +
∑
j
bj δ−bj
where the δx are Dirac measures. If t > 0 this implies that for all i, j
bj = 0, ai = t,
∑
i
ai = 1
and hence there exists some M ∈ N such that
a1 = . . . = aM =
1
M
.
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Similarly if t < 0 then we obtain for all i, j
ai = 0, −bj = t,
∑
j
bj = 1
and hence there exists some N ∈ N such that
b1 = . . . = bN =
1
N
.

Remark 9.2. Note that for tr(u1) = ±1 we get the one dimensional identical and sign representations
but for |t| < 1 we have an irreducible inclusion of hyperfinite II1-factors. The case t = 0 is the
group factor of the ICC-group S∞ in the usual sense, see for example [JS97], while cases (2a) and
(2b) can also be characterized by the fact that in these cases the embedding constructed in Section 8
actually embeds into the hyperfinite II1-factor constructed by an infinite tensor product of M ×M -
resp. N ×N -matrices and weak closure with respect to the trace.
Definition 9.3. A tracial functional tr on the group algebra CS∞ is called a Markov trace if for all
n ∈ N and g ∈ Sn
tr(g σn) = tr(g) tr(σn) .
Proposition 9.4. The trace on A is a Markov trace on CS∞ if and only if A0 = C.
Proof. This has already been shown in Theorem 5.3 (vi). 
Remark 9.5. Markov traces can be defined more generally for Hecke algebras and our definition is
a special case of that. Hence the result above reproduces a part of Ocneanu’s classification described
in [Wen88, Jon91]. But all the treatments we have seen emphasize the q-deformed situations and
we have not found a straightforward argument for S∞ such as the one above. Our parametrization
by tr(u1) = t = ± 1N with N ∈ N resp. t = 0 corresponds in [Jon91] to the case τ = 14 with
η = t+12 =
±1+N
2N resp. η =
1
2 .
Remark 9.6. With A0 = C we can combine Theorem 2.16 and Theorem 4.2 to obtain the tower of
commuting squares
C ⊂ C ⊂ CS1 ⊂ CS2 ⊂ CS3 ⊂ · · · ⊂ A
∪ ∪ ∪ ∪ ∪
C ⊂ C ⊂ α(CS1) ⊂ α(CS2) ⊂ · · · ⊂ α(A)
We conclude that the index of the irreducible subfactor α(A) ⊂ A can be computed as the limit n→∞
of the Pimsner-Popa index [PP86] of the finite dimensional inclusions
(
α(CSn−1) ⊂ CSn
) ≃ (CSn−1 ⊂
CSn
)
(with respect to the given Markov trace tr(u1) = ± 1N ), see [JS97, Proposition 5.1.9]. It would
be interesting to find an efficient way to finish the computation of the index within the toolkit of this
paper. The result is known to be N2 as can be deduced from Wassermann’s invariance principle for
subfactors [Was88]. In the case of the regular representation
(
tr(u1) = 0
)
the index is infinite. We
would like to thank Hans Wenzl for orienting us in the relevant literature.
Remark 9.7. After deriving the results about irreducible subfactors in this section with our meth-
ods we learned that M. Yamashita in the recent preprint [Yam09] obtained some of these results by
combinatorial methods, in particular Proposition 9.1 and the commuting squares in Remark 9.6.
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