In this paper we try to improve Information Extraction in legal texts by creating a legal Named Entity Recognizer, Classier and Linker. With this tool, we can identify relevant parts of texts and connect them to a structured knowledge representation, the LKIF ontology.
INTRODUCTION
Named Entity Recognition and Classication (NERC) is a cornerstone for Information Extraction (IE). Accurate and specic NERC Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for prot or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specic permission and/or a fee. Request permissions from permissions@acm.org. allows for improved Information Retrieval (IR) and a more informative representation of the contents of documents. It is the basis for the identication and formal representation of propositions, claims and arguments in legal texts, as shown by Surdeanu et al. [25] .
Information Retrieval and Extraction are key issues in legal practice nowadays, because they allow for an extensive and quick exploitation of jurisprudence. If law practitioners are provided with relevant cases when they are building their arguments for a new case, they are more liable to produce a sounder argumentation. It is also to be expected that cases are resolved more denitely if compelling jurisprudence is provided, even at an early stage in the judicial process. More and more technological solutions are being developed in this line, which shows the feasibility and utility of this line of work. In this context, open-source tools and resources are important also to provide equity to the access of law.
In the legal domain, Named Entities are not only names of people, places or organizations, as in general-purpose NERC. Named Entities are also names of laws, of typied procedures and even of concepts. Named Entities may also be classied dierently, for example, countries and organizations are classied as Legal Person, as can be seen in the following example extracted from a judgment of the European Court of Human Rights 1 : Dierent levels of granularity can be distinguished in NERC. The most ne-grained level of NERC, Named Entity Linking (NEL) has acquired much attention from the community in recent years, mostly because of the availability of knowledge bases and computational resources that make NEL feasible. The task of NEL consists in determining the identity of entities mentioned in text with respect to a knowledge base. Example 1.1 can be tagged for NEL as follows: In the legal domain, Named Entities are best represented using ontologies. While this is true of any domain, the need for an ontology representing the underlying semantics of Named Entities is crucial in the legal domain, with the severe requirement of precision, a rich hierarchical structure, and well-founded semantics for some of its sub-domains (see, for example, the Hohfeldian analysis of legal rights [18] ). Some ontologies have been created to model the legal domain, with dierent purposes and applied to dierent sub-domains, e.g., [2, 3, 17] . However, their manual creation and maintenance is a very time-consuming and challenging task: domain-specic information needs to be created by legal experts to ensure the semantics of regulations is fully captured. Therefore, such ontologies have little coverage, because they have a small number of entities or dwell only in abstract concepts. Moreover, only very few annotated legal corpora exist with annotations for entities. All this constitutes an important barrier for Information Extraction from legal text.
In this paper, we tackle this issue by addressing the following research question: how to populate legal ontologies, with a small number of annotated entities, to support named entity recognition, classication and linking?
We take a "cheap" approach, by exploiting the information already available in Wikipedia, and connecting it with an ontology of the legal domain. More concretely, we aligned the WordNet-and Wikipedia-based YAGO ontology 2 [24] and the LKIF ontology 3 [17] specically conceived for representing legal knowledge. By doing this, we are transferring the semantics of LKIF to Wikipedia entities and populating the LKIF ontology with Wikipedia entities and their mentions. At the same time, we obtain a high number of manually annotated examples, taking linked strings in the Wikipedia as examples of entity mentions.
With these examples, we can automatically learn a Named Entity Recognizer, Classier and Linker. We have applied dierent approaches, including a customized learner and an o-the-shelf NERC, i.e., the Stanford CRF NERC. Both approaches achieve stateof-the-art performance for a 5-way classication granularity. For ner-grained distinctions, each approach has its own advantages, but both oer good results. For Named Entitiy Linking, the performance needs to be rened but this can be achieved implementing well-known techniques.
We see that, while results on Wikipedia documents are good, there is a drop in performance when we change the domain and apply NERC to judgments of the European Court of Human Rights (ECHR). To deal with this domain change, we have explored the usage of word embeddings, without much improvement. After an analysis of error, we have identied a number of factors that will most probably impact in signicant improvements.
The rest of the paper is organized as follows. First, we highlight the main insights of the related literature, and we compare it with the proposed approach. Then, we describe the alignment between YAGO and LKIF, the resulting populated ontology and annotated 2 www.yago-knowledge.org/ 3 http://www.estrellaproject.org/lkif-core/ corpus. In Section 4, we describe dierent approaches to learn a NERC, and in Section 5 we address the NEL task. We present the methods exploited for the evaluation in Section 6, and we discuss the obtained results in Section 7.
RELATED WORK
There exist few of ontologies to represent the legal domain. LRICore [8] is intended as a core ontology for law, but it contains very few legal concepts. However, it is thoroughly based on principles of cognitive science, and its top structure is the base of LKIF. The Core Legal Ontology [15] organizes legal concepts and relations on a commonsense basis inspired by DOLCE+ [14] . The LegalRuleML ontology [4] aim to represent machine-readable legal knowledge, with a particular attention to legal sources, time, defeasibility, and deontic operators. Moreover, general-purpose ontologies usually contain some representation of the legal domain, but legal concepts are either not explicitly delimited or very few, or both. We have chosen the LKIF ontology because it is based on previous ontologies and is a well-principled ontology of the legal domain. In the future, we plan to extend our work to LegalRuleML to tackle issues like temporal aspects of norms, violation-reparation, and defeasibility that are not dealt with in LKIF.
In the literature, only few approaches addressed the problem of legal ontology population. More precisely, Bruckschen and colleagues [9] describe an ontology population approach to legal data, whose experimental evaluation is run over a corpus of legal and normative documents for privacy. The goal of this research is to provide a resource that can help software industry project managers to calculate, understand and lower privacy risks in their projects. Ontology population is then obtained through the task of NER. Lenci et al. [20] report an experiment on an ontology learning system called T2K. They use NLP and Machine Learning methods to extract terms and relations from free text. The experimental evaluation is conducted on Italian legal texts, and it is able to identify the classes of the ontology, as well as many hyponymy relations. Related approaches to legal ontology population are presented by Boella and colleagues [7, 19] . The former discusses the results of the classication and extraction task of norm elements in European Directives using dependency parsing and semantic role labeling. The experimental system takes advantage of the way the Eunomos system [6] they developed present norms in a structured format. This approach focuses on how to extract prescriptions (i.e., norms) and other concepts (e.g., reason, power, obligation, nested norms) from legislation, and how to automate ontology construction. Similarly, they [7] propose an approach that provides POS tags and syntactic relations as input of a SVM to classify textual instances to be associated to legal concepts. While the approaches in [9, 20] tackle the issue of legal ontology population, they dierentiate from our approach regarding many aspects. The main dierence with all the above mentioned approaches is the generality of the approach we propose in this paper, that can be easily adapted to any legal ontology and that shows good performance. Moreover, the goal of our approach, i.e., Named Entity Recognition and Entity Linking, and the populated ontologies respectively, are dierent.
ALIGNING YAGO AND LKIF
On the one hand, LKIF [17] is an abstract ontology describing a core of basic legal concepts developed within the EU-funded Estrella Project. It consists of various modules with high-level concepts, and then three modules with law-specic concepts, with a total of 69 law-specic classes. It covers many areas of the law, but it is not populated with concrete real-world entities.
On the other hand, YAGO is a knowledge base automatically extracted from Wikipedia, WordNet, and GeoNames, and linked to the DBpedia ontology 4 and to the SUMO ontology 5 . It represents knowledge of more than 10 million entities, and contains more than 120 million facts about these entities, tagged with their condence. This information was manually evaluated to be above 95% accurate.
In our alignment process, we do not map relations but only classes. The manual alignment is done by mapping a node in one ontology to a node in the other ontology. All children nodes of a connected node are connected by their most immediate parent. Therefore, all children nodes of the aligned YAGO nodes are effectively connected to LKIF through this mapping. The alignment has been addressed by two dierent persons in parallel, with an agreement phase at the end of the process to decide about controversial mappings, i.e., a concept in one ontology was aligned with two dierent concepts in the other ontology.
The mapping was carried out using the following methodology: for each LKIF concept, we try to nd an equivalent in YAGO. If there is no direct equivalent, then we try to nd a subclass, if not, a superclass. When some equivalent concept has been found, we establish the alignment using the OWL primitives equivalentClass and subClassOf. Finally, we navigate YAGO to visit the related concepts and check whether they could be aligned with another LKIF concept or if they were correctly represented as children of the selected concept.
Because of this methodology, LKIF is eectively the backbone of the resulting ontology, which can be then thought of as an extension of LKIF, including the alignment of the concepts with YAGO ones. This implies that some legal concepts in YAGO are not in our ontology because they were not represented in LKIF. This is the case, for example, of the subdomain of Procedural Law or Crime, which were two annotate entities in the judgments of the ECHR. We can expect that whenever the ontology is applied to a specic subdomain of the law, it will need to be extended with the relevant concepts.
There are a total of 69 classes in this portion of the LKIF ontology, of which 30 could be mapped to a YAGO node, either as children or as equivalent classes. Two YAGO classes were mapped as parent of an LKIF class, although these we are not exploiting in this approach. 55% of the classes of LKIF could not be mapped to a YAGO node, because they were too abstract (i.e., Normatively_Qualied), there was no corresponding YAGO node circumscribed to the legal domain (i.e., Mandate), there was no specic YAGO node (i.e., Mandatory_Precedent), or the YAGO concept was overlapping but not roughly equivalent (as for "agreement" or "liability").
From YAGO, 47 classes were mapped to a LKIF class, with a total of 358 classes considering their children, and summing up 4'5 4 http://wiki.dbpedia.org/ 5 http://www.adampease.org/OP/ million mentions. However, the number of mentions per class is highly skewed, with only half of YAGO classes having any mention whatsoever in Wikipedia text. Of these 122 populated YAGO classes, only 50 were heavily populated, with more than 10,000 mentions, and 11 had less than 100 mentions. When it comes to particular entities, more than half of the entities had less than 10 mentions in text, only 15% had more than 100 and only 2% had more than 1000. This is a problem for a machine learning approach, since classes with less population cannot be properly learnt by classical methods. Even if for the Named Entity Classication it is not an acute problem, we are planning to apply this approach for Named Entity Linking as well, and then it becomes a serious problem. Moreover, the most populated classes are not core of legal domain, e.g., company, association.
Level of granularity
The LKIF and YAGO ontologies are very dierent, and the task of NERC and NEL also dier from each other. In order to assess the performance of the classication at dierent levels, we established some orthogonal divisions in our ontology, organized hierarchically and eectively establishing dierent levels of granularity for the NERC and NEL algorithms to work with. Then, we assessed the performance in each level.
The hierarchy of concepts we developed is displayed in Figure 1 . We did not use the hierarchy provided by the two ontologies themselves because LKIF, which is our backbone ontology, is not hierarchical, but more aimed to represent interrelations and mereology. YAGO, on the other hand, often presents the multi-parent structure so characteristic of WordNet. The top distinction in our hierarchy is between Named Entities and non-Named Entities, then within Named Entities we distinguish Person, Organization, Document, Abstraction and Act, within those we distinguish LKIF classes and within those we distinguish YAGO classes.
(1) NER (2 classes): The coarsest distinction, it distinguishes NEs from non-NEs. Instances are classied as belonging to an LKIF node. (4) YAGO (358 classes, of which 122 have mentions in the Wikipedia): Instances are classied as belonging to the most concrete YAGO node possible (except an URI), which can be either child of a LKIF node or an equivalent (but it is never a parent of an LKIF node). (5) URI (174,913 entities): Entity linking is the most ne-grained distinction, and it is taken care of by a dierent classier, described in Section 5. In Figure 2 , we show the Example 1.1 with respect to these dierent levels of abstraction.
Wikipedia as a source of annotated examples
Wikipedia has been used as a corpus for NERC because it provides a fair amount of naturally occurring text where entities are manually tagged and linked to an ontology, i.e., the DBpedia [16] ontology. One of the shortcomings of such approach is that not all entity mentions are tagged, but it is a starting point to learn a rst version of a NERC tagger, which can then be used to tag further corpora and alleviate the human annotation task. To build our corpus, we downloaded a XML dump of the English Wikipedia 7 from March 2016, and we processed it via the WikiExtractor [22] to remove all the XML tags and Wikipedia markdown tags, but leaving the links. We extracted all those articles that contained a link to an entity of YAGO that belongs to our mapped ontology. We considered as tagged entities the spans of text that are an anchor for a hyperlink whose URI is one of the mapped entities. We obtained a total of 4,5 million mentions, corresponding to 102,000 unique entities. Then, we extracted sentences that contained at least one mention of a named entity.
We consider the problem of Named Entity Recognition and Classication as a word-based representation, i.e., each word represents a training instance. Then, words within the anchor span belong to the I class (Inside a Named Entity), others to the O class (Outside a Named Entity). The O class made more than 90% of the instances. This imbalance in the classes results largely biased the classiers, so we randomly subsampled non-named entity words to make them at most 50% of the corpus. The resulting corpus consists of 21 million words, with words belonging to the O-class already subsampled.
The corpus was divided into three parts: 80% of the corpus for training, 10% for tuning and 10% for testing. The elements on each part were randomly selected to preserve the proportion of each class in the original corpus, with a minimum of one instance of each class appearing in each part of the corpus (training, tuning and testing). We consider only entities with a Wikipedia page and with more than 3 mentions in Wikipedia.
We have applied dierent approaches to exploit our annotated examples. First of all, we have trained a linear classier, namely a Support Vector Machine (SVM) with a linear kernel, and the Stanford CRF Classier model for NERC [23] , with our corpus with Wikipedia annotations for the LKIF classes. Decision trees and Naive Bayes (NB) classiers were discarded because the cardinality of the classes was too large for those methods. The Stanford NERC could not handle the level of granularity with most classes, the YAGO level.
Moreover, we have learnt a neural network, carrying out experiments with one, two and three hidden layers, but it resulted that a single hidden layer, smaller than the input layer, performed better, so we set this architecture. We have explored more complex congurations of the neural network, including Curriculum Learning [5] , a learning strategy that is specially adequate for hierarchically structured problems like ours, with subsequent levels of granularity. However, none of these more complex congurations improved performance. For more details about the use of Curriculum Learning in our NERC, we refer the reader to [11] .
Representation of examples
We represented examples with a subset of the features proposed by Finkel et al. [13] for the Stanford Parser CRF-model. For each instance (i.e., each word), we used: current word, current word PoStag, all the n-grams (1  n  6) of characters forming the prexes and suxes of the word, the previous and next word, the bag of words (up to 4) at left and right, the tags of the surrounding sequence with a symmetric window of 2 words, and the occurrence of a word in a full or part of a gazetteer. The nal vector characterizing each instance has more than 1.5e6 features, too large to be handled due to memory limitations. In addition, the matrix was largely sparse. As a solution, we applied a simple feature selection technique using Variance Threshold. We ltered out all features with variance less than 2e-4, reducing the amount of features to 11997. For the Stanford NERC, we used the same features as the MLP classiers, except the presence in gazetteers and the PoS tags of surrounding words.
The experiments were also carried out using word embeddings. We originally did some exploration using the Google News corpus pre-trained embeddings, 8 which are 3 million dense word vectors of dimension 300, trained on a 100 billion words corpus. However, we decided to go with some embeddings trained by ourselves using Word2Vec's skip-gram algorithm, based solely in the Wikipedia corpus we later use for the NERC task. All words with less than 5 occurrences were ltered out, leaving roughly 2.5 million unique tokens (meaning that a capitalized word is treated dierently than an all lower case word), from a corpus of 1 billion raw words. The trained embeddings were of size 200, and taking them we generate a matrix where each instance is represented by the vector of the instance word surrounded by a symmetric window of 3 words at each size. Thus, the input vector of the network is of dimension 1400 as it holds the vectors of a 7 word window total. If the word was near the beginning or the end of a sentence, the vector is padded with zeros. We also pad with zeros in case no representation of the word (capitalized or not) is found in the Word2Vec model.
Word embeddings are known to be particularly apt for domain transfer, because they provide some smoothing over the obtained model, preventing overtting to the training set. Therefore, we expect them to be useful to transfer the models obtained from Wikipedia to other corpora, like the judgments of the ECHR.
However, it is also known that embeddings are more adequate the bigger the corpus they are learnt from, and if the corpus belongs to the same domain to which it will be applied. In our case, we have a very big corpus, namely Wikipedia, that does not belong to the domain to which we want to apply the embeddings, namely the judgments. Therefore, we have experimented with three kinds of embeddings: embeddings obtained from Wikipedia alone (as described above), those obtained with the same methodology but from the judgments alone, and those obtained with a mixed corpus made of judgments of the ECHR, and a similar quantity of text from Wikipedia. To train word embeddings for judgments of the ECHR, we obtained all cases in English from the ECHR's ocial site available on November 2016, leading to a total of 10,735 documents.
DEVELOPING A NAMED ENTITY LINKER
The Named Entity Linking task consists in assigning YAGO URIs to the Wikipedia mentions, as shown in Example 1.2. The total number of entities found in the selected documents is too big (174,913) to train a classier directly. To overcome this problem, we use a two-step classication pipeline. Using the NERC provided by the previous step, we rst classify each mention as its most specic class in our ontology. For each of these classes, we train a classier to identify the correct YAGO URI for the instance using only the URIs belonging to the given class. Therefore, we build several classiers, each of them trained with a reduced number of labels. Note that each classier is trained using only entity mentions for a total of 48,353 classes, excluding the 'O' class.
The state of the art tool for NEL is Babelfy 9 , but we could not compare to it comparison because it has a daily limit of 1000 queries.
The algorithm to train the two-step pipeline is provided in Figure 3 , while the algorithm for classication is described in Figure 4 . 1. For each instance, assign a NE class to it using a previously trained NERC. 2. Select the classifier assigned to the class, and use it to obtain a YAGO uri prediction of the instance. The classiers learnt for each of the classes were Neural Network classiers with a single hidden layer, of size 2*number of classes with a minimum of 10 and a maximum of 500. Other classiers cannot handle the high number of classes in this setting, in particular, the Stanford NERC is incapable of handling them.
As a comparison ground, we also evaluated two baselines, a random classier and a k-nearest neighbors. For the random baseline, given the LKIF class for the entity (either ground truth or assigned by an automated NERC), the nal label is chosen randomly among the YAGO URIs seen for that LKIF class in the training set, weighted by their frequency. The k-nearest neighbors classier is trained using the current, previous and following word tokens, which is equivalent to checking the overlap of the terms in the entity.
We distinguish two types of evaluations: the performance of each classier, using ground truth ontology classes, and the performance of the complete pipeline, accumulating error from automated NERC. The individual classier performance is not related to the other classiers, and is aected only by the YAGO URIs in the same LKIF class. It is calculated using the test set associated with each class, that does not include the 'O' class.
EVALUATION
To evaluate the performance, we computed accuracy, precision and recall in a word-to-word basis in the test portion of our Wikipedia corpus, totalling 2 million words of which the half belong to NEs and the other half to non-NEs. Thus, the evaluation consisted on calculating the proportion of words that had been correctly or incorrectly tagged as part of a NE and as belonging to a class of NEs at dierent levels of granularity.
For this particular problem, accuracy does not throw much light upon the performance of the classier because the performance for the majority class, non-NE, eclipses the performance for the rest. To have a better insight on the performance, the metrics of precision and recall are more adequate. We calculated those metrics per class, and we provide a simple average without the non-NE class. Besides not being obscured by the huge non-NE class, this average is not weighted by the population of the class (thus an equivalent of macro-average). Therefore, the dierences in these metrics are then showing dierences in all classes, with less populated classes in equal footage with more populated ones.
Additionally, we discriminate the performance of some classiers in the 20% most populated classes and in the 20% least populated classes, to have a global view of the errors. We also show the confusion matrix of classication (Figure 8 ), casting classes into bins according to their frequency to enable results to be displayed. This evaluation shows how errors are distributed, in order to address further developments in the right direction.
Evaluation on a corpus of judgments
Evaluating on Wikipedia has the advantage that NERC and NEL models have been learnt with Wikipedia itself, so they are working on comparable corpora. However, even if it is useful to detect NEs in the Wikipedia itself, it is far more useful for the community to detect NEs in legal corpora like norms or case-law. That is why we have manually annotated a corpus of judgments of the European Court of Human Rights, identifying NEs that belong to classes in our ontology or to comparable classes that might be added to the ontology. This annotated corpus is useful to evaluate the performance of the developed NERC and NEL tools, but it will also be used to train specic NERC and NEL models that might be combined with Wikipedia ones.
More precisely, we annotated excerpts from 5 judgments of the ECHR, obtained from the Court website 10 and totalling 19,000 words. We identied 1,500 entities, totalling 3,650 words. Annotators followed specic guidelines, inspired in the LDC guidelines for annotation of NEs [21] . Annotators were instructed to classify NEs at YAGO and URI levels, but no consistent annotation guidelines could be developed for the URI level, which is equivalent to Named Entity Linking, thus it has not been used for evaluation yet.
There were 4 dierent annotators, and three judgments were annotated by at least 2 annotators independently, to assess interannotator agreement using Cohen's kappa coecient [12] . The agreement between judges ranged from = .4 to = .61, without signicant dierences across levels of granularity. Most of the disagreement between annotators was found for the recognition of NEs, not for their classication. The classes and subclasses of Document, Organization and Person were the most consistent across annotators, while Act, Abstraction and non-NE accumulated most discrepancies.
The inter-annotator agreement obtained for this annotation is not high, and does not guarantee reproducible results. We are planning to improve annotation guidelines, including discussion sessions to unify criteria. Then, a more reliable version of these annotations will be produced, useful for evaluation, and more importantly, to train domain-specic NERC and NEL. For the time being, these annotations can be used for evaluation to obtain results that are indicative of the performance of the tools on legal text. Table 1 : Results for Named Entity Recognition and Classication on the test portion of the Wikipedia corpus, for dierent approaches, at dierent levels of granularity. Accuracy gures take into consideration the majority class of nonNEs, but precision and recall are an average of all classes (macro-average) except the majority class of non-NEs.
In this section, we describe and analyze the results of dierent approaches to NERC and NEL in the Wikipedia and in the corpus of annotated judgments of the ECHR.
NERC results on Wikipedia
The results for NERC on the test portion of our Wikipedia corpus at dierent levels of abstraction are reported in Table 1 . We show the overall accuracy (taking into consideration the 'O' class), and the average recall, precision and F-measure across classes other than the non-NE class. The Stanford NERC could not deal with the number of classes in the YAGO level, so it was not evaluated in that level. A summary of that information is provided in Figure 5 , displaying accuracy and F-measure of the dierent approaches at dierent levels of granularity. We also show results with handcrafted features and with word embeddings obtained from the Wikipedia.
At bird's eye view, it can be seen that the SVM classier performs far worse than the rest, and also that word embeddings consistently worsen the performance of the Neural Network classier. The Stanford NERC performs worse than the Neural Network classier at the NER level, but they perform indistinguishably at NERC level and Stanford performs better at LKIF level. However, it can be observed that the Neural Network performs better at the YAGO level than at the LKIF level, even though there are 122 classes at the YAGO level vs. 21 classes at LKIF level.
If we take a closer look at performance, we can see in Figure 7 that the Neural Network classier performs far better in smaller classes (with less instances) than in bigger classes, for all levels of abstraction but most dramatically for the LKIF level, where F-score for the 20% biggest classes drops to .11 (in contrast with .62 for NERC and .42 for YAGO), while for the smallest classes it keeps within the smooth decrease of performance that can be expected from the increase in the number of classes, and thus an increase in the diculty of classication.
These results corroborate an observation that has already been anticipated in general results, namely, that the LKIF level of generalization is not adequate for automated NERC, and that the NERC cannot distinguish the classes dened at that level, that is, in the original LKIF ontology. In contrast, the NERC does a better job at distinguishing YAGO classes, even if the classication problem is more dicult because of the bigger number of classes.
On the other hand, the fact that smaller classes are recognized better than bigger classes indicates that bigger classes are ill-delimited. It may be that these classes are built as catch-all classes, grouping heterogeneous subclasses. Therefore, it seems that the chosen level of granularity for legal NERC using our ontology should be the most ne-grained, because it provides most information without a signicant loss in performance, or even with a gain in performance for the most populated classes. Another possibility to improve the performance at LKIF level would be to revisit the alignment, which is in our plans for the near future, but we do not expect to have important changes in that aspect.
We also explored the confusion matrix of classication (Figure 8 ), to obtain a more qualitative insight on the errors of the classiers. In the rst place, we can see that there is barely no confusion between non-NEs (the 'O' class) and the rest of classes. In the least ne-grained level, NERC, most of the confusion is between classes Document and Act. This can be explained by observing that, in the legal domain, acts are often materialized as documents, e.g., in declarations, prohibitions. However, the high rate of confusion indicates that this distinction is inadequate for the task.
In the other levels, most of the confusion is found between the most frequent classes, as it may be noticed in the confusion matrix for the YAGO level, where many words that belong to smaller classes are classied as belonging to bigger classes. This can also be found at LKIF level: we see that many instances of smaller classes are classied as belonging to the most populated class, Company. To address this bias, we will train our classier with attention to class imbalance, forcing balance by reducing the number of instances of bigger classes. This bias will also be taken into account for the annotation of judgments of the ECHR.
NERC results on the judgments of the ECHR
The results for NERC in the corpus of judgments of the ECHR described in Section 6.1 are shown in Table 2 and in Figure 6 . We can see the results with the models trained on Wikipedia and applied to the ECHR documents, and with models trained with and applied to the ECHR corpus (divided in training and test splits). We can also see models working on dierent representations of examples, as described in Section 4.2. The variations are handcrafted features and dierent combinations of embeddings: obtained from Wikipedia alone, obtained from the judgments of the ECHR alone, and obtained from Wikipedia and the ECHR in equal parts.
We can see that, on the ECHR corpus, results obtained for models trained with the annotated corpus of ECHR judgments perform signicantly better than those trained with Wikipedia, even if the latter are obtained with a much bigger corpus. The dierences in performance can be seen more clearly in the F-measure plot in Figure 6 (right). This drop in performance is mainly due to the fact that the variability of entities and the way they are mentioned is far smaller in the ECHR than in Wikipedia. There are fewer unique entities and some of them are repeated very often (e.g., "Court", "applicant") or in very predictable ways (e.g., cites of cases as jurisprudence).
For models trained with the annotated corpus of ECHR judgments, word embeddings decrease performance. This results are mainly explainable because of overtting: word embeddings prevent overtting, and are benecial specially in the cases of very variable data or domain change, which is not the case when the NERC is trained with the ECHR corpus, with very little variability.
We also highlight that there is little dierence between word embeddings trained with dierent inputs, although Wikipedia-trained word embeddings present better performance in general. There is no consistent dierence between mixed and ECHR trained embeddings. In contrast, in Wikipedia-trained models, ECHR and mixed (ECHR+Wikipedia) word embeddings improve both precision and recall. This shows that, when we have a domain-specic model, embeddings obtained from a signicantly bigger corpus are more benecial. However, when no in-domain information is available, a representation obtained from many unlabeled examples yields a Figure 5 : Results of dierent approaches to NERC on the Wikipedia test corpus, at dierent levels of granularity, with accuracy (left) and F-measure (right), as displayed in Table 1 . Figure 6 : Results of dierent approaches to NERC on the judgments of the ECHR, at dierent levels of granularity, with accuracy (left) and F-measure (right), as displayed in Table 2 . Approaches with dierent embeddings are distinguished. 
NEL results on Wikipedia
As explained in Section 6.1, NEL could not be evaluated on the corpus of judgments, but only on Wikipedia, because annotation at the level of entities has not been consolidated in the corpus of judgments of the ECHR. Therefore, approaches to NEL have only been evaluated on the test portion of the corpus of Wikipedia.
Results are shown in Table 3 . As could be expected from the results for NERC, word embeddings worsened the performance of prediction. We can see that the performance of NEL is quite acceptable if it is applied on ground-truth labels, but it only reaches a 16% F-measure if applied over automatic NERC at the YAGO level of classication. Thus, the fully automated pipeline for NEL is far from satisfactory. Nevertheless, we expect that improvements in YAGO-level classication will have a big impact on NEL.
We also plan to substitute the word-based representation of NEs by a string-based representation that allows for better string overlap heuristics and a customized edit distance for abbreviation heuristics. Table 2 : Results for Named Entity Recognition and Classication on the corpus of judgments of the ECHR, for dierent approaches, at dierent levels of granularity, with models trained only with the documents of the ECHR themselves (divided in training and test) and with models trained with the Wikipedia, combined with embeddings obtained from the Wikipedia, from the ECHR or from both. Accuracy gures take into consideration the majority class of non-NEs, but precision and recall are an average of all classes (macro-average) except the majority class of non-NEs. Table 3 : Results for Named Entity Linking on the test portion of the Wikipedia corpus, for dierent approaches, including random and K-nn baselines.
CONCLUSIONS AND FUTURE WORK
In this paper, we have presented an approach to develop a Named Entity Recognizer, Classier and Linker exploiting Wikipedia. The resulting tools and resources are open-source and freely available to anyone in the community, but, more importantly, this approach can be reproduced for any legal subdomain of interest.
We have created an alignment between the Wikipedia-based ontology YAGO and a well-established ontology for the legal domain, LKIF. Through this alignment, we have delimited the domain of legal entities that we are targeting, and we have obtained all mentions of those entities in Wikipedia. Mentions are then used as manually annotated examples to train a Named Entity Recognizer, Classier and Linker. We have established four levels of granularity for the classication of the entities.
We have trained dierent kinds of classiers and evaluated them on Wikipedia and on the manually annotated judgments of the European Court of Human Rights. A Neural Network classier and the Stanford CRF NERC achieve state-of-the-art performance at the standard 5-way classication problem (with classes Person, Organization, Document, Abstraction, Act). For ner-grained distinctions, the Stanford NERC obtains slightly better performance but the Neural Network classier can deal with a bigger number of classes.
We have also seen that the classes dened by the LKIF ontology are hard to capture using Wikipedia examples, probably because the conceptualization is very dierent. Although overall performance is not aected, we have seen that bigger classes (populated with more mentions in Wikipedia text) accumulate most of the error. We will be addressing this problem applying methods to balance classes for the learner and also by reconsidering the alignment using error analysis. We expect this will produce an improvement in performance that will also impact at the other levels of granularity.
As they are, the resources we have created are useful to preannotate the legal domain articles of Wikipedia, for example, in synergy with the WikiProject Law [1] , which aims to better organize information in Wikipedia articles related to the law domain. We are also planning to use the NERC and NEL to speed up the manual annotations of the judgments of the ECHR. Then, from these annotations, we expect to obtain new mentions and entities to populate our legal ontology. [22] 
INTRODUCTION
Contracts are legal texts describing agreements. Law rms, companies, government agencies etc. need to monitor contracts for a wide range of tasks [24] . For example, law rms need to notify their clients when contracts are about to expire or when contracts are aected by legislation amendments. Large contractors need to keep track of agreed payments. Taxation authorities may need to focus on contracts involving particular parties and large payments. Many of these tasks can be automated by extracting particular contract elements (e.g., termination dates, legislation references, contracting parties, agreed payments). Contract element extraction, however, is currently performed mostly manually, which is tedious and costly.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for prot or commercial advantage and that copies bear this notice and the full citation on the rst page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specic permission and/or a fee. In this paper, we study how contract element extraction can be automated. As a starting point, we provide a new benchmark dataset of approximately 3,500 English contracts, manually annotated with 11 types of contract elements. This dataset can be used to train and test contract element extraction algorithms. To bypass privacy issues, the benchmark dataset is provided in an encoded form, where each vocabulary word has been replaced by a unique integer identier, as in some spam ltering datasets [1] . For example, each occurrence of the word 'termination' may have been replaced by the integer identier '3156'. We also provide hand-crafted features per token (word occurrence) of the benchmark dataset, for example indicating the part-of-speech (POS) tag and length (in characters) that each token had before it was replaced by an integer identier, whether the (original) token contained numerical characters etc.
Furthermore, we provide word embeddings [14] [15] [16] per vocabulary word (integer identier) of the benchmark dataset. Roughly speaking, word embeddings are dense real-valued vectors, each representing a particular vocabulary word as a point in a highdimensional vector space, such that the vectors of words with similar morpho-syntactic and/or semantic properties are close in the high-dimensional space. Word embeddings have led to signicant improvements in several natural language processing tasks in recent years, and can be produced (pre-trained) in an unsupervised manner from large unlabeled corpora [21, 23, 26] . The word embeddings that we provide were obtained (pre-trained) by applying 2 [22] to an additional unlabeled dataset of approximately 750,000 contracts, which we also make available in the same encoded form. We also provide POS tag embeddings, which were obtained by applying 2 to contracts from the unlabeled dataset, after replacing the words by their POS tags. 1 Using the above datasets, we experiment with both manually written contract element extraction rules and trainable linear classiers, namely Logistic Regression (LR) [19, 30] and linear Support Vector Machines (SVMs) [4, 29] . When experimenting with LR and SVMs, we use hand-crafted features, pre-trained word embeddings, and/or pre-trained POS tag embeddings. The best results are obtained by a hybrid method that combines machine learning (LR or SVM, with hand-crafted features, word and POS tag embeddings) and manually written post-processing rules. The F 1 -score of the hybrid method exceeds 0.8 for all but one of the contract element types of our benchmark dataset. We view the methods of this paper as strong baselines for further work that may experiment with more complex classiers (e.g., convolutional or recurrent neural networks [9, 10] ) using the datasets we provide. 2 Overall, the main contributions of this paper are the following: 1. The paper studies a legal text analytics task, contract element extraction, which has signicant practical value (Section 2). This (1) Sugar 13 Inc. a corporation whose oce is at James House, 42-50 Bond Street, London, EW2H 2TL ("Sugar"); (2) E2 UK Limited , whose registered oce is at 260 Bathurst Road, Yorkshire, SL3 4SA ("Provider").
RECITALS :
A. The Parties wish to enter into a framework agreement which will enable Sugar, from time to time, to [...] task has not been studied at such ne granularity in previous work (e.g., some previous work classies entire contract lines, sentences, or clauses, rather than identifying contract elements) and/or it has been studied using much smaller datasets, fewer types of contract elements, or without considering embeddings (Section 6).
2. The paper describes and is accompanied by a new benchmark dataset of approximately 3,500 English contracts with gold contract element annotations (Section 3), which can be used to train and test contract element extraction algorithms. A larger unlabeled dataset of approximately 750,000 English contracts is also provided and can be used to pre-train word and POS tag embeddings (e.g., with other algorithms than the one we used). Pre-trained word and POS tag embeddings, as well as hand-crafted features, are also provided for the tokens of both datasets. An encoding that replaces words by unique integer identiers is also adopted to bypass privacy issues, and may also prove useful in other legal text analytics tasks.
3. Several contract element extraction methods are presented (Section 4), including machine learning methods (LR, SVMs) with hand-crafted features and/or word and POS tag embeddings, as well as manually written rules (used instead of the machine learning classiers or to post-process their decisions). Experimental results (Section 5) show that some of the methods are particularly strong baselines for future work, with the best results (F 1 -score exceeding 0.8 in all but one contract element type) achieved by a hybrid method that combines machine learning (using all of the features considered) and manually written post-processing rules.
THE TASK
This section denes the contract element extraction task addressed by this paper. It describes the typical structure of a contract, the contract elements that we aim to extract, the zones (parts) of the contracts the elements are extracted from, also highlighting possible applications of contract element extraction and dierences from generic named entity recognition [3, 25] .
Contract Structure and Elements
Contracts typically start with a preamble, which contains the contract title (Fig. 1, point 1 ) and species the start or eective date (point 2) and contracting parties (points 3). It is also common to use a cover page with the same information followed by a table of contents, before the preamble. The preamble is usually followed by the recitals (Fig. 1) , which provide background information. The remainder of the contract is organized in clauses, often called 'chapters', 'articles', 'sections' etc. to reect a hierarchical structure. Clauses have headings (Fig. 1, points 4) , which indicate their topics (e.g., 'Denitions', 'Termination', 'Payments').
In this paper, we focus on extracting the following types of contract elements, when present. More contract element types can be dened, but the types we focus on are common and particularly useful in analytics applications like the ones we highlight below.
Contract Title (Fig. 1, point 1) . The title usually indicates the type of the contract (e.g., services, employment, loan) and often also the version of the contract (e.g., 'second amendment'). Hence, extracting contract titles is a useful step towards classifying contracts per type and creating threads with multiple versions of the same contract (e.g., clustering contracts of the same type that involve the same contracting parties, and ordering them by version). Contracting Parties (Fig. 1, points 3) . Extracting contracting parties allows building inverted indices to quickly retrieve contracts that involve particular parties, which is a common type of query. By extracting contracting parties one can also build graphs showing the interdependencies between companies, contractors etc. Start, Eective, Termination Dates, Contract Period, Value: The start date (Fig. 1, point 2) is when the contract was signed. The eective and termination dates (points 5, 8) specify when the contract becomes eective and terminates, respectively. The contract period (point 7) is the number of working or calendar days the contract will be eective for. The contract value (point 9) is the price of the agreed transaction (e.g., salary, lump sum). These elements are particularly useful when searching for contracts that were active at particular times or that have particular durations or values, for example to detect suspicious transactions, possibly in combination with searching for contracts involving particular contracting parties. They can also be used to notify clients when contracts they are involved in are about to become eective or terminate. Governing Law, Jurisdiction, Legislation Refs: The governing law (Fig. 1, point 10) species the country or state whose laws apply. The jurisdiction (point 11) species the courts responsible to resolve disputes. The legislation references (point 6) are laws the contract depends on. These elements are useful, for example, when contracts need to be routed to experts on the laws of particular states or countries and/or when contracts need to be revised following legislation revisions (e.g., when laws are amended or replaced). Clause Headings (Fig. 1, points 4) In fact, each type of contract element is almost always found in particular types of clauses or other zones (e.g., preamble, cover page) of the contracts, hereafter jointly called extraction zones. For example, the contracting parties can always be found in the cover page (if present) and preamble. Looking for contracting parties in other parts of the contracts would unnecessarily increase the time needed to process the contracts. In practice, it would also increase the false positives (tokens wrongly identied as contracting parties) during testing, without any other benet. More importantly, it would also greatly increase the number of negative instances during training (examples of tokens that should not be identied as contracting parties) leading to severe class imbalance (many more negative than positive training instances). This might mislead machine learning algorithms to learn to classify all instances in the majority (negative) class, i.e., never classify tokens as contracting parties. Similar comments can be made for all the other contract element types. Table 1 summarizes the extraction zones where contract elements of dierent types can be expected to be found. 3 Hence, when using contract element extraction methods in deployed systems, we rst identify the cover page, the preamble, and the zone after the recitals of each contract; this can be easily achieved using simple regular expressions, which work very reliably in practice. We then apply the method(s) that identify clause headings (discussed in Section 4 below) to the zone after the recitals of each contract; these methods are also reasonably reliable (the F 1 -score of the best clause heading extraction method is 0.89). Subsequently, we split the text after the recitals into headings (from clause heading to clause heading), and we identify the topic of each clause (term clause, termination clause, governing law clause etc., lines 3-8 of Table 1 ) using manually crafted lists of indicative words or phrases (column 2 of Table 1 ), which also work very reliably in practice. 4 The methods that extract the other types of contract elements (also discussed in Section 4 below) are then applied only to the corresponding extraction zones of Table 1 .
The test part of the labeled dataset that we provide (discussed in Section 3 below) includes annotations that indicate the gold (correct) spans of the extraction zones per contract element type of each test contract (as in Table 1 ). 5 This allows other researchers to directly compare the results of their core contract element extraction algorithms against our results (presented in Section 5), assuming that the extraction zones have been identied without errors. To reduce the manual annotation eort that was required to produce the benchmark dataset, the process that we use to construct training instances for our contract element extraction methods is slightly dierent (discussed in Section 3 below) and does not require knowing the correct extraction zones of the training contracts.
Relation to Named Entity Recognition
Generic named entity recognizers (NERs) [3, 25] , which typically recognize persons, organizations, locations, dates, amounts, etc., are not directly applicable to contract element extraction without retraining them on contracts and possibly modifying their feature sets. 6 For example, a generic NER may recognize dates, but without distinguishing between start, eective, termination and other dates (e.g., payment or delivery dates, which we do not aim to extract). Note that several of these date types may occur in the same extraction zones; for example, start and eective dates typically occur both in the cover page and the preamble. Hence, the date types we aim to extract cannot be distinguished simply by observing the extraction zones they occur in. Similarly, a generic NER may recognize amounts without distinguishing between contract values and other amounts (e.g., monthly payments, collateral fees), which may be present in the same extraction zones. It may also recognize persons and organizations, but not all persons and organizations mentioned in a contract are contracting parties; for example, a law rm that prepared the contract or a third-party service provider may be mentioned (sometimes in the same extraction zones as the contracting parties), without being contracting parties. Similar comments apply to the governing law and jurisdiction elements, which are not simply locations. Furthermore, contract titles, clause headings, legislation references are not supported by generic NERs.
Another complication is that contracts often contain abbreviations (e.g., '(Sugar)', '(Provider)' in Fig. 1, points 3) , which we do not wish to extract as contracting parties (we wish to extract only 'Sugar 13 Inc. ' and 'E2 UK Limited' as contracting parties in Fig. 1 ). The same applies to abbreviations of legislation references (e.g., '1933 Act' is an abbreviation of 'Securities Act of 1933' in Fig. 1,  point 3) . Nevertheless, future work (Section 7) could retrain generic NERs on the training part of our annotated benchmark dataset (Section 3), possibly after modifying their features, to recognize the contract element types of Section 2.1 and cope with the challenges highlighted above, comparing against our methods (Section 4).
DATASETS
This section describes the encoded datasets that we provide, as well as the hand-crafted features, word embeddings, and POS tag embeddings that we provide for the tokens of the datasets.
Labeled Benchmark Dataset
The labeled benchmark dataset contains 993 contracts (893 training, 100 test) annotated with gold (correct) clause headings (Fig. 1, points  4) , and 2461 contracts (2,111 training, 350 test) with gold annotations for the other 10 types of contract elements (Section 2.1). Table 2 shows the number of contract elements (instances) and tokens per contract element type in the labeled dataset (jointly for the training and test part of the dataset); a contract element may consist of multiple tokens, which is why we also report the number of tokens. 7 The dataset contains approximately 37.1 million tokens (word occurrences) in total. Table 2 : Statistics of the labeled dataset.
The gold contract element annotations of the labeled dataset were provided by 10 law students. Each contract was annotated by one student. Before the nal annotation, however, we used three rounds of preliminary experiments and two pairs of annotators (the same pairs in all rounds) to measure inter-annotator agreement and improve the annotation guidelines. In each round, 5 new training contracts were given to each pair (10 contracts per round in total) and agreement was measured as All the contracts of the labeled dataset are in English. We cannot reveal their actual texts, due to privacy and IPR issues, but we provide them in an encoded form, where each vocabulary word has been replaced by a unique integer, as already discussed. We also provide hand-crafted features, word embeddings, and POS tag embeddings per token, further discussed below. This arrangement allows experimenting with alternative contract element extraction methods that may rely on bags of words (bags of integer identiers), the provided hand-crafted features, the provided word and/or POS tag embeddings, or other embeddings (e.g., of dierent dimensionalities or produced using other algorithms than 2) that can be pre-trained on the unlabeled dataset we provide (also discussed below). The encoding, however, does not allow considering the characters or other (than the ones we provide) hand-crafted features of the tokens. Also, it does not allow the actual texts to be studied, though we can provide condential samples.
The test contracts of the labeled dataset also include gold (correct) annotations of the extraction zones per contract element type, as already discussed (Section 2.1), i.e., at test time the contract element extraction methods look for contract elements only in the corresponding gold extraction zones (Table 1) . For each test contract and each contract element type (e.g., contracting parties), the tokens (word occurrences) of the corresponding extraction zones that are parts of contract elements of that type (e.g., the tokens of contracting parties, as indicated by the gold contract element annotations) are treated as positive test instances (e.g., tokens that should be classied as contracting parties), whereas the other tokens of the extraction zones are treated as negative test instances (e.g., tokens that should not be classied as contracting parties). To reduce the manual annotation eort that was required to produce the labeled dataset, the training contracts of the dataset do not contain gold annotations of the extraction zones. Instead, we train the contract element extraction methods on automatically generated pseudo-extraction zones of the training contracts. For each contract element type (e.g., contracting parties), the pseudo-extraction zones of a training contract contain the tokens (word occurrences) of the contract elements of that type (e.g., the tokens of the contracting parties, as indicated by the gold contract element annotations of the training contract) and up to 50 tokens before and after each contract element of that type in the training contract (e.g., 50 tokens before and after each contracting party). The tokens of the contract elements of the particular type are treated as positive training instances (e.g., tokens that should be classied as contracting parties), whereas the other (surrounding) tokens of the pseudo-extraction zones are treated as negative training instances (e.g., tokens that should not be classied as contracting parties).
In the case of methods that extract start dates, we also add to the negative training instances (training tokens that should not be classied as start dates) all the training tokens (both positive and negative) of the pseudo-extraction zones of the eective dates (excluding tokens that are included in the positive training instances of start dates), and similarly for eective dates, i.e., we add all the training tokens (both positive and negative) of the pseudoextraction zones of the start dates to the negative training tokens of the eective dates. This helps our (trainable) methods learn to distinguish start from eective dates, which occur in the same parts of the contracts (cover page and preamble). The same arrangement applies to the training instances (training tokens) of governing law and jurisdiction contract elements, which also often occur in the same parts of the contracts. Similarly, in the case of methods that extract legislation references, we add to the negative training tokens all the occurrences of words like 'Act', 'Treaty' etc. (we use the same list of words that trigger extraction zones at test time, last line of Table 1 ) that have not been annotated as positive training tokens and up to 50 tokens before and after those word occurrences (excluding surrounding tokens that are positive training instances). This helps our methods learn to distinguish legislation references (e.g., 'Securities Act of 1993', Figure 1 , point 5) from abbreviations of legislation references (e.g., '1993 Act' in Figure 1) .
Especially for clause headings, the extraction zones are the same during both testing (Table 1 ) and training (no separate rules for pseudo-extraction training zones are needed). They are zones entirely located in the text after the recitals of each contract, with each zone starting up to 20 tokens before and ending up to 20 tokens after a line break, without crossing other line breaks.
Hand-Crafted Features and POS Tags
For each token (word occurrence) of the labeled benchmark dataset and each contract element type (e.g., contracting parties), we also provide the values of hand-crafted features (17 to 21 features, depending on the type of contract elements being detected). The values of these features are automatically computed; by 'hand-crafted' we mean that the particular feature sets and the meaning of each feature (what each feature stands for) were chosen by ourselves; by contrast the components of word embedding vectors cannot be directly mapped to human-interpretable concepts. The rst 14 hand-crafted features are the same regardless of the type of contract element being detected: 4 binary features for all upper, all lower, mixed case tokens, tokens containing numbers; 7 binary features indicating the length of the token (the rst feature is true if the length of the token is 1-2 characters, the second feature is true if the length is 3-4 characters, and similarly for lengths 5-6, 7-8, 9-10, 11-12, >12); 3 binary features indicating if the token is numeric, a special character, or stop-word. The other 3-7 features are also binary, but dier per contract element type. They indicate if the token is common inside or near elements of the particular type, or if it is matched by regular expressions that detect frequent parts of elements of the particular type (e.g., '1.1', '1.2.1' for clause headings, '2009', '13th' for start, eective, termination dates).
We also provide the POS tag of each token (word occurrence) of the labeled dataset, as predicted by a generic POS tagger. 8 The tagger uses 45 distinct POS tags. In experiments that employ POS tags directly (not POS tag embeddings, discussed below), we use 45 binary features to indicate the POS tag of each token. Hence, the total number of hand-crafted features becomes 62-66 in this case. The hand-crafted features and POS tags are provided only for the tokens of the labeled datasets, not for the tokens of the unlabeled dataset (discussed next).
Unlabeled Dataset and Embeddings
As already noted, word embeddings are dense real-valued vectors, each representing a particular vocabulary word as a point in a high-dimensional vector space, such that vectors of words with similar morpho-syntactic and/or semantic properties will be close in the high-dimensional space [14] [15] [16] . Word embeddings have led to signicant improvements in several natural language processing tasks in recent years, and can be produced (pre-trained) in an unsupervised manner from large unlabeled corpora, for example using tools like 2 [21, 23] and [26] . We applied 2 (skip-gram model) [22] to an unlabeled dataset of approximately 750,000 English contracts (approx. 9 billion tokens), after encoding the unlabeled dataset in the same way as the labeled one, i.e., each vocabulary word was replaced by an integer identier. We produced 200-dimensional word embeddings from the unlabeled dataset, one for each integer identier of a vocabulary word. 9 The unlabeled dataset, which we also make publicly available in its encoded form, does not contain gold annotations of contract elements and extraction zones; hand-crafted features and POS tags are also not provided. To generalize across numbers with similar patterns and tokens that dier only in the use of upper and lower case, the unlabeled dataset was pre-processed to lowercase its tokens and replace all digits by 'D'. For example, 'Agreement' became 'agreement', 'October 16, 2014' became 'october DD, Word 10 Closest Words (cosine similarity of embeddings) 'agreement' 'this', 'agreements', 'the', 'herein', 'and', 'hereof', ')', 'terms', 'D', 'company' 'november' 'february', 'august', 'april', 'july', 'june', 'october', 'march', 'january', 'september', 'december' Table 3 : Some words that are common in contract elements (left column) and their closest words (right column) in terms of cosine similarity of word embeddings, using the 200-dimensional word embeddings produced from the labeled dataset.
DDDD', 'november 21, 2016' became 'november DD, DDDD'. This pre-processing took place before the encoding of the unlabeled dataset and the subsequent application of 2. Consequently, 2 produced word embeddings for (the integer identiers of) 'agreement' and 'DDDD', but not 'Agreement' and '2014'. By contrast, the tokens of the labeled dataset were not pre-processed (e.g., there are dierent integer identiers for 'Agreement', 'agreement', '2014', '2016'). We provide, however, a mapping from the integer identiers of the labeled dataset to the integer identiers of the unlabeled dataset (e.g., in eect showing that the tokens '2014' and '2016' of the labeled dataset both correspond to the token 'DDDD' of the unlabeled dataset), which allows one to link the tokens of the labeled dataset to word embeddings obtained from the unlabeled dataset. Note that tools like 2 and produce word embeddings by examining only the co-occurrences of the words in an unlabeled corpus, not the characters of the words. Hence, alternative word embeddings (e.g., with dierent dimensionalities or produced by instead of 2) can also be generated from the (encoded) unlabeled dataset that we provide, though other methods that produce word embeddings by considering also the characters (or morphemes) of the words [17, 18] cannot be used.
We also experimented with generic pre-trained word embeddings (e.g., obtained from Wikipedia), but the experimental results were much worse, possibly because legal expressions are underrepresented in generic corpora. 10 Also, some collections of generic embeddings do not provide embeddings for stop-words and numbers. For example, there would be no embeddings for '23' and '2013' in 'October 23, 2013 ', whereas we use the embeddings of 'DD' and 'DDDD' instead. For illustrative purposes, Table 3 shows some words (or tokens) that are frequent in contract elements (e.g., 'agreement') and their 10 closest words, using cosine similarity of word embeddings as the distance measure, and the 200-dimensional word embeddings produced from the unlabeled dataset.
We also provide 25-dimensional POS tag embeddings, which were obtained by applying 2 (again, skip-gram model, same other settings) to 49,777 contracts from the unlabeled dataset, after replacing the words by their POS tags, again as predicted by a generic POS tagger. We use fewer dimensions in the POS tag embeddings compared to the word embeddings (25 instead of 200), because the POS tag embeddings need to represent only 45 points (POS tags) in their vector space, whereas the word embeddings need to represent the entire vocabulary. 10 For generic embeddings see, for example, http://nlp.stanford.edu/projects/glove.
ELEMENT EXTRACTION METHODS
This section describes the contract element extraction methods that we developed and experimented with. They include machine learning-based classiers operating on sliding windows of the contracts, as well as manually written rules that replace the machine learning classiers or post-process their decisions.
Sliding Window Classiers
The rst contract element extraction method, named , uses a separate Logistic Regression (LR) classier [19, 30] per contract element type (11 classiers). 11 During testing, each LR classier scans the tokens of the corresponding extraction zones (Table 1) and classies each token as positive (part of a contract element of the corresponding type) or negative (not part of a contract element of the corresponding type). For each token t being classied, each classier considers a sliding window of 5-6 tokens around t (11-13 tokens); the exact size of the window varies, depending on the type of contract elements that each classier extracts. The window is turned into a feature vector containing the concatenated embeddings of the window's tokens (e.g., 11 tokens ⇥ 200 dimensions = 2, 200 features). At training time, each one of the 11 LR classiers is trained on the positive and negative tokens of the corresponding pseudo-extraction zones (Section 3.1), again using sliding windows of 11-13 tokens. The second method, , is identical, except that it uses 11 linear SVMs [4, 29] instead of LR classiers.
The next two methods, named and , again use a separate classier (LR or linear SVM, respectively) per contract element type, and sliding windows of 11-13 tokens, but the feature vector of each window now contains the 17-21 handcrafted features of each token in the window (e.g., 11 tokens ⇥ 17 = 187 features) and the additional 45 binary features per token that indicate the POS tag of each token in the window (e.g., 11 tokens ⇥ 45 = 495 features), instead of the concatenated word embeddings.
A fth method, named , is the same as and , except that the feature vector of each window now contains the concatenated word embeddings, POS tag embeddings, and hand-crafted features of all the tokens in the sliding window (e.g., 11 tokens ⇥ (200 + 25 + 17) = 2, 662 features). In this case, the hand-crafted features do not include the 45 binary features that indicate the POS tag of each token, since the POS tag embeddings 11 Using a separate classier per contract element type makes it easier to support new contract element types. We use binary classes (positive, negative) instead of Begin, Inside, Outside (for tokens at the beginning, inside, or outside of contract elements, respectively), because consecutive contract elements are rare. We employ the implementations of LR and SVM (http://scikit-learn.org/). are also included (and hopefully provide more information than the 45 binary features). We also experimented with a version of that included the 45 binary POS tag features per token, but the results were the same or worse, and we do not report the results of that version to save space. A sixth method, , is the same as , except that it uses linear SVM classiers.
Manually Written Post-Processing Rules
Some frequent errors of the sliding-window classiers of Section 4.1 can be easily xed by applying simple manually written postprocessing rules. For example, a classier that aims to detect effective dates may have classied correctly (in its positive class) the three tokens 'October 23 ,' (the comma is a separate token) of Fig. 2 , but may have misclassied the subsequent token '2013'. A manually written post-processing written rule could check (using regular expressions) if a year-like token (e.g., '2013') that has not been classied as eective date (that has been classied as negative) follows tokens classied as eective dates (positive) that do not include a year, and change the decision of the eective dates classier (to positive) for the year-like token. The manually written post-processing rules that we use in our experiments also group sequences of positive tokens (Fig. 2) and accept or reject groups of tokens, using 'validation' regular expressions designed to reject frequent false positive groups. The post-processing rules were constructed by inspecting and experimenting with contracts that are not included in the test part of the labeled dataset. When using manually written post-processing rules, we append the sux '' to the name of the method (e.g., ). Unfortunately, we cannot release the post-processing rules, because they also examine the characters of the (non-encoded) tokens.
Rule-Based Extraction and NER Baseline
We also compare against a previous in-house contract element extractor, named , that relies entirely on manually crafted rules, i.e., does not use any machine learning. Its rules were also developed by inspecting and experimenting with contracts that are not included in the test part of the labeled dataset.
In the case of contracting parties, we also use spaCy's NER (Section 2.2, without retraining) as a baseline in some experiments. We treat all the phrases that spaCy annotates as persons and organizations as predicted contracting parties.
EXPERIMENTAL RESULTS
We performed two groups of experiments, discussed in turn below.
Evaluation per Token
In a rst group of experiments, we evaluated the sliding window contract element extraction methods (Section 4.1) by considering their decisions per token. For each contract element type (e.g., contracting parties), we measured the performance of each method in terms of precision (P = TP TP+FP ), recall (R = TP TP+FN ), and F 1 score (F 1 = 2·P ·R P +R ). In this case, true positives (TP) are the tokens correctly classied as parts of contract elements of the considered type (e.g., correctly classied as positive tokens of contracting parties), false positives (FP) are the tokens incorrectly classied as parts of contract elements of the considered type (incorrectly classied as positive tokens), and false negatives (FN ) are the tokens incorrectly classied as not parts of contract elements of the considered type (incorrectly classied as negative tokens). F 1 is the harmonic mean of precision and recall. All three measures are widely used in classication. Table 4 lists the results of this group of experiments. The best results per row are shown in bold. The macro-averages are the averages of the corresponding columns. The macro-averaged F 1 scores show that the best methods overall are the ones that use both the hand-crafted features (Section 3.2) and the word and POS tag embeddings (Section 3.3), i.e., methods (macro-averaged F 1 = 0.80) and (0.80). The F 1 scores of these two methods are close for most individual contract element types, with the largest dierences observed in eective dates (F 1 0.67 vs. 0.72) and termination dates (F 1 0.76 vs. 0.69). has higher macroaveraged precision (0.79 vs. 0.76), whereas obtained higher macro-averaged recall (0.86 vs. 0.82). Contract value and period are the most dicult contract element types (best F 1 0.64 and 0.67, respectively), possibly because the expressions that specify them are less standardized. They are also among the contract element types with the fewest tokens in the labeled dataset (Table 2) , hence also with the fewest training tokens.
The methods that use only hand-crafted features (, ) obtain top precision results in several contract element types, especially , but never excel in terms of recall, which indicates that the main weakness of hand-crafted features is their coverage. Although the methods that use only embeddings ( , ) obtain very few top scores across the contract element types, we note that their F 1 scores are very close to (and often higher than) the F 1 scores of the methods that use only handcrafted features (, ), which is particularly interesting given that the former two methods require almost no feature engineering (e.g., deciding which features to use). For all the sliding window classiers (Section 4.1), the size of the sliding window was tuned by training on 80% of the training dataset and using 20% of the training dataset as a validation set. The selected window size was almost always 13, with the exception of contracting parties and governing law where it was 11. The regularization hyper-parameters of the learning algorithms (LR, linear SVM) were tuned by performing a 3-fold cross-validation on the Table 4 : Precision (P), Recall (R), and F1 score, measured per token.
80% of the training dataset. Once the window size and regularization hyper-parameter values had been selected, all the classiers were trained on the entire training dataset.
Evaluation per Contract Element Instance
Having established that the best results of the sliding window classiers are obtained using both the hand-crafted features and the embeddings, we performed additional experiments to evaluate the eect of the post-processing rules (Section 4.2) on the best sliding window methods (, ) and to compare against the rule-based extractor () and C's NER (Section 4.3). In these experiments, the methods were evaluated by considering their decisions per contract element instance. In the case of sliding window classiers, each (maximal) sequence of consecutive predicted positive tokens (e.g., consecutive tokens predicted to be parts of contracting parties) is treated as a single predicted contract element instance, and similarly for the gold annotations of the tokens (e.g., 'Sugar 13 Inc. ' in Fig. 1 is a single gold contracting party instance) . Recall that the post-processing rules also produce contract element instances (groups of tokens) of this kind; and spaCy's NER are also designed to identify instances of the same kind.
For each contract element type (e.g., contracting parties), the strictest evaluation would now count as true positives only the predicted contract element instances (of the particular type) that match exactly gold contract element instances, and similarly for false positives and false negatives. For example, if a method produced the instance 'Sugar 13' in Fig. 1 , missing the 'Inc. ' token, the predicted 'Sugar 13' instance would be a false positive and the gold 'Sugar 13 Inc. ' instance would be a false negative. In many practical applications, however, it suces if an element extraction method produces instances that are almost the same as the gold ones, especially in long instances (e.g., it does not matter if a method misses 1-2 tokens of a long title or legislation reference). Hence, we set a threshold t 2 [0.8, 1.0] for each contract element type (based on requirements of our clients), and we consider a predicted instance as true positive (TP) if (1) it is a substring of a gold instance (of the same type) and the length of the predicted instance (in characters, excluding white spaces) is at least t% of the length of the gold instance, or (2) a gold instance is a substring of the predicted instance and the length of the gold instance is at least t% of the length of the predicted instance; otherwise the predicted instance is a false positive (FP), and the gold instance is a false negative (FN ) unless the gold instance matches another predicted instance. 12 Precision, recall, and F 1 are then dened as in Section 5.1, but using the new denitions of TP, FP, FN for contract element instances, not tokens. Unfortunately, to determine if a predicted and a gold contract element instance satisfy the character length thresholds, one has to examine the characters of the (non-encoded) tokens of the test contracts, which is impossible with the encoded datasets we provide. Hence, only token-based evaluation (Table 4) is possible with the encoded datasets. Table 5 lists the results of our second group of experiments, where the methods were evaluated per contract element instance. The results of Table 5 are not directly comparable to those of Table 4, where the evaluation was per token. Nevertheless, Table 5 shows that the post-processing rules () clearly improve the performance of and (in both cases, from 0.69 macro-averaged F 1 to 0.86). The most dramatic improvements are observed in legislation references (from 0.36 and 0.27 macroaveraged F 1 to 0.92 and 0.94) and eective dates (from 0.48 to 0.83 and 0.91), but signicant improvements are also observed in several other element types (e.g., termination dates, contract values, jurisdiction, clause headings), indicating that the post-processing rules correct many frequent errors of the sliding window classiers. The extractor that uses only manually written rules () performs overall better (0.74 vs. 0.69 macro-averaged F 1 ) than the methods that rely only on machine learning (, ), achieving top precision or recall scores for several contract element types. The methods that combine machine learning and post-processing rules (, ), however, are overall better, which suggests that manually writing post-processing rules to correct the decisions of machine learning classiers may be a better investment of eort than developing entirely rule-based extractors.
In the case of contracting parties, the spaCy NER baseline (results in brackets in Table 5 ) obtains lower precision, higher recall, and almost the same F 1 score compared to , but performs clearly worse than the sliding window classiers (with or without post-processing). The latter indicates that training classiers Table 5 : Precision (P), Recall (R), and F1-score, measured per contract element instance.
especially for contract element extraction is better than using a generic NER without retraining (and without modifying its features), even for contracting parties that are close to named entity types (organizations, persons) typically supported by generic NERs.
RELATED WORK
Curtotti et al. [5] classied lines (separated by line breaks) of Australian contracts into 32 classes. Two of their classes correspond to our contract titles and clause headings. Two of their other classes correspond to entire lines containing contract elements we aim to detect: 'partyline' is a line that contains a contracting party, without tagging the exact tokens of the party; 'datemadeline' is presumably a line containing a start date. There is no correspondence between the other 28 classes of Curtotti and Mccreath (e.g., 'recitalhead', 'recitalline', 'contactocer', 'emailline') and the other contract elements of our work (e.g., termination date, governing law). Curtotti and Mccreath experimented with several machine learning algorithms (e.g., SVM, decision trees), using 40 hand-crafted features. They obtained their best results (83.48% accuracy) with a single multi-class classier that combined machine learning (Random Forest) and manually written tagging rules (which provided additional features to the Random Forest). They experimented, however, with only 30 contracts from a corpus of 256.
Indikuri et al. [12] employed SVMs and n-gram features to classify contract sentences as clauses or non-clauses, and classify clauses as payment terms or not, experimenting with only 73 sentences. Gao et al. [8] used 2,647 contracts, but experimented only with patterns to detect exception clauses (e.g., "in case of defect"). 13 We are unaware of other legal text analytics work on contracts.
In the broader context of legal text analytics Stranieri et al. [28] , Francesconi et al. [7] , Mencia et al. [20] used an SVM and handcrafted features to segment French laws (e.g., identify titles, articles), experimenting with 181 texts (1,146 articles). Hasan et al. [11] relied on heuristics to segment Spanish legislative bulletins into their components (e.g., articles), assuming that each bulletin includes a table of contents, and experimenting with 50 texts. Biagioli et al. [2] used an SVM with bag-of-word features to detect paragraphs of Italian laws with particular types of information (e.g., obligation, 13 The contracts of Gao et al. were obtained from http://contracts.onecle.com/. sanction), then pattern matching to ll in type-specic slots (e.g., entity sanctioned), experimenting with 582 paragraphs.
Dozier et al. [6] identied judges, attorneys, companies, jurisdictions, and courts in US trial documents. A CRF [13] with n-gram, positional, and punctuation features was used to segment each document into zones; then lists of known entities (e.g., courts) and hand-crafted patterns were used to extract named entities from particular zones. Manually constructed rules were employed to map each extracted entity to a record (e.g., containing elds for the rst name and surname of an extracted attorney name, along with city names that occurred near the attorney name) and retrieve candidate matching records from authority les (e.g., records of known attorneys). An SVM with eld-specic similarity measures as features was subsequently used to select the 'best' authority le record per extracted named entity record.
Quaresma et al. [27] employed an SVM with TF-IDF bag-of-word features to classify European international agreements per topic. They also used manually crafted patterns operating on parse trees to extract locations, organizations, dates, and document references. The experiments were performed on 2,714 agreements, each in four languages (English, German, Italian, Portuguese).
To summarize, previous legal text analytics work on contracts has focused on classifying entire lines, sentences, or clauses, using smaller datasets or fewer classes. In the broader legal text analytics context, the closest related work has considered segmenting legal (mostly legislative) documents and recognizing named entities, but the proposed methods are not directly applicable to contract element extraction. For example, they employ hand-crafted features, patterns, or lists of known entities that would have to be tailored for contracts. Also, none of the previous work discussed above considered word (and POS tag) embeddings.
CONCLUSIONS AND FUTURE WORK
We considered contract element extraction, a legal text analytics task with signicant practical value. As a starting point, we constructed and made publicly available a labeled dataset of approximately 3,500 English contracts with gold contract element annotations, which can be used to train and test contract element extraction methods, along with a larger unlabeled dataset of approximately 750,000 English contracts, which can be used to pre-train word and POS tag embeddings. To bypass privacy issues, both datasets are provided in an encoded form, where each vocabulary word has been replaced by an integer identier. Word and POS tag embeddings (pre-trained on the unlabeled dataset) and hand-crafted features are also provided for the tokens of the datasets.
We experimented with contract element extraction methods that rely on linear classiers (LR, linear SVM) with hand-crafted features, word and POS tag embeddings. We also considered manually written rules used instead of the linear classiers or to post-process their decisions. A rst group of experiments showed that the linear classiers performed best when both the hand-crafted features and the word and POS tag embeddings were used. Interestingly, the embeddings on their own (without any hand-crafted features) led to very similar, though overall inferior performance. In a second group of experiments, we studied the eect of manually written post-processing rules that correct frequent errors of the linear classiers; we also compared against an entirely rule-based system and a generic NER (for contracting parties only). The post-processing rules signicantly improved the performance of the linear classiers, leading to the same overall results for both LR and SVM, outpeforming the rule-based system and the generic NER. The F 1 score of the two best systems exceeded 0.84 (measured per contract element instance) in all but one contract element types. We view the methods of this paper as strong baselines for further work that may experiment with more complex classiers (e.g., convolutional or recurrent neural networks [9, 10] ) using the data we provide.
