In this paper, we study the state-dependent twouser interference channel, where the state information is noncausally known at both transmitters but unknown to either of the receivers. We propose two coding schemes for the discrete memoryless case: simultaneous encoding for the sub-messages in the first one and superposition encoding in the second one, both with rate splitting and Gel'fand-Pinsker coding. The corresponding achievable rate regions are established.
to-point case with the state information non-causally known at the transmitter. Subsequently, Costa [15] extended Gel'fand-Pinsker coding to the state-dependent additive white Gaussian noise (AWGN) channel, where the state is an additive zeromean Gaussian interference. This result is known as the dirtypaper coding technique, which achieves the capacity as if there is no such an interference. For the multi-user case, extensions of the afore-mentioned schemes were provided in [16] - [18] for the multiple access channel, the broadcast channel, and the degraded Gaussian relay channel, respectively.
In this paper, we study the DM state-dependent IC with state information non-causally known at the transmitters and develop two coding schemes, both of which jointly apply rate splitting and Gel'fand-Pinsker coding. In the first coding scheme, we deploy simultaneous encoding for the submessages and in the second one, we deploy superposition encoding for the sub-messages. The associated achievable rate regions are derived based on the respective coding schemes.
The rest of the paper is organized as follows. The channel model and the definition of achievable rate region are presented in Section II. In Section III, we provide two achievable rate regions based on the two different coding schemes, respectively. Finally, we conclude the paper in Section IV.
II. CHANNEL MODEL Consider the interference channel as shown in Fig. 1 , where two transmitters communicate with the corresponding receivers through a common channel dependent on state S. The transmitters do not cooperate with each other; however, they both know the state information S non-causally, which is unknown to either of the receivers. Each receiver needs to decode the information from the respective transmitter.
A. Notations
We use the following notations throughout this paper. The random variable is defined as X with value x in a finite set X . Let p X (x) be the probability mass function of X on X . The corresponding sequences are denoted by x n with length n.
B. Discrete Memoryless Case
The state-dependent two-user interference channel is defined by
The interference channel with state information non-causally known at both transmitters two input alphabet sets, Y 1 , Y 2 are the corresponding output alphabet sets, S is the state alphabet set, and p(y 1 , y 2 |x 1 , x 2 , s) is the conditional probability of (y 1 ,
The channel is assumed to be memoryless, i.e.,
where i is the element index for each sequence. A (2 nR1 , 2 nR2 , n) code for the above channel consists of two independent message sets {1, 2, · · · , 2 nR1 } and {1, 2, · · · , 2 nR2 }, two encoders that assign a codeword to each message m 1 ∈ {1, 2, · · · , 2 nR1 } and m 2 ∈ {1, 2, · · · , 2 nR2 } based on the non-causally known state information s n , and two decoders that determine the estimated messagesm 1 and m 2 or declare an error from the received sequences.
The average probability of error is defined as:
where (m 1 , m 2 ) is assumed to be uniformly distributed in {1, 2, · · · , 2 nR1 } × {1, 2, · · · , 2 nR2 }. Definition 1. A rate pair (R 1 , R 2 ) of non-negative real values is achievable if there exists a sequence of (2 nR1 , 2 nR2 , n) codes with P (n) e → 0 as n → ∞. The set of all achievable rate pairs is defined as the capacity region.
III. ACHIEVABLE RATE REGIONS FOR THE DM INTERFERENCE CHANNEL WITH STATE INFORMATION
In this section, we propose two new coding schemes for the DM interference channel with state information noncausally known at both transmitters and present the associated achievable rate regions. For both coding schemes, we jointly deploy rate splitting and Gel'fand-Pinsker coding. In the first coding scheme, we use simultaneous encoding on the submessages, while in the second one we apply superposition encoding.
A. Simultaneous Encoding
Now we introduce the following rate region achieved by the first coding scheme, which combines rate splitting and Gel'fand-Pinsker coding.
Then for any (R 10 , R 11 , R 20 , R 22 ) ∈ R 1 , the rate pair
is achievable for the DM interference channel with state information non-causally known at both transmitters.
Proof: In the achievable coding scheme for Theorem 1, the message at the jth transmitter is splitted into two parts: the public message m j0 and the private message m jj . Subsequently, the jth decoder tries to decode the corresponding messages from the intending transmitter and the public message of the interfering transmitter. Furthermore, Gel'fand-Pinsker coding is utilized to help both transmitters send the messages with the non-causal knowledge of the state information. Here we presume that the message pairs are chosen uniformly on the message sets for both transmitters.
Codebook generation: Fix the probability distribution p(q)p(u 1 |q, s)p(v 1 |q, s)p(u 2 |q, s)p(v 2 |q, s). Also define the following function for the jth user that maps U j ×V j ×S to X j :
where i is the element index of each sequence.
Generate the time-sharing sequence q n ∼ n i=1 p Q (q i ). For the jth user, u n j (m j0 , l j0 ) is randomly and conditionally independently generated according to
is randomly and conditionally independently generated according to n i=1 p Vj |Q (v ji |q i ), for m jj ∈ {1, 2, · · · , 2 nRjj } and l jj ∈ {1, 2, · · · , 2 nR jj }.
Encoding: To send the message m j = (m j0 , m jj ), the jth encoder first tries to find the pair (l j0 , l jj ) such that the following joint typicality holds: (q n , u n j (m j0 , l j0 ), s n ) ∈ T (n) and (q n , v n j (m jj , l jj ), s n ) ∈ T (n) . If successful, (q n , u n j (m j0 , l j0 ), v n j (m jj , l jj ), s n ) is also jointly typical with high probability, and the jth encoder sends x j where the ith element is
Decoding: Decoder 1 finds the unique message pair (m 10 ,m 11 ) such that (q n , u n 1 (m 10 ,l 10 ), u n 2 (m 20 ,l 20 ), v n 1 (m 11 ,l 11 ), y n 1 ) ∈ T (n) for somel 10 ∈ {1, 2, · · · , 2 nR 10 }, m 20 ∈ {1, 2, · · · , 2 nR20 },l 20 ∈ {1, 2, · · · , 2 nR 20 }, andl 11 ∈ {1, 2, · · · , 2 nR 11 }. If no such unique pair exists, the decoder declares an error. Decoder 2 determines the unique message pair (m 20 ,m 22 ) in a similar way. Analysis of probability of error: Here the probability of error is the same for each message pair since the transmitted message pair is chosen with a uniform distribution on the message set. Without loss of generality, we assume (1, 1) for user 1 and (1, 1) for user 2 are sent over the channel. First we consider the encoding error probability at transmitter 1. Define the following error events: ξ1 = (q n , u n 1 (1, l10) , s n ) / ∈ T (n) for all l10 ∈ {1, 2, · · · , 2 nR 10 } ,
The probability of the error event ξ 1 can be bounded as follows:
where δ 1 ( ) → 0 as → 0. Therefore, the probability of ξ 1 goes to 0 as n → ∞ if
Similarly, the probability of ξ 2 can also be upper bounded by an arbitrarily small number as n → ∞ if
The encoding error probability at transmitter 1 can be calculated as:
, which goes to 0 as n → ∞ if (13) and (14) are satisfied. Now we consider the error analysis at the decoder 1. Denote the right Gel'fand-Pinsker coding indices chosen by the encoders as (L 10 , L 11 ) and (L 20 , L 22 ). Define the following error events: ξ31 = (q n , u n 1 (1, L10) , u n 2 (1, L20) , v n 1 (m11, l11) , y n 1 ) ∈ T (n) for m11 = 1, and some l11 , ξ 32 = (q n , u n 1 (1, L10) , u n 2 (1, l20) , v n 1 (m11, l11) , y n 1 ) ∈ T (n) for m11 = 1, and some l11, l20 = L20 , ξ 33 = (q n , u n 1 (1, l10) , u n 2 (1, L20) , v n 1 (m11, l11) , y n 1 ) ∈ T (n) for m11 = 1, and some l11, l10 = L10 , ξ 34 = (q n , u n 1 (1, l10) , u n 2 (1, l20) , v n 1 (m11, l11) , y n 1 ) ∈ T (n) for m11 = 1, and some l11, l10 = L10, l20 = L20 , ξ 41 = (q n , u n 1 (m10, l10) , u n 2 (1, L20) , v n 1 (1, L11) , y n 1 ) ∈ T (n) for m10 = 1, and some l10 , ξ 42 = (q n , u n 1 (m10, l10) , u n 2 (1, l20) , v n 1 (1, L11) , y n 1 ) ∈ T (n) for m10 = 1, and some l10, l20 = L20 , ξ 43 = (q n , u n 1 (m10, l10) , u n 2 (1, L20) , v n 1 (1, l11) , y n 1 ) ∈ T (n) for m10 = 1, and some l10, l11 = L11 , ξ 44 = (q n , u n 1 (m10, l10) , u n 2 (1, l20) , v n 1 (1, l11) , y n 1 ) ∈ T (n) for m10 = 1, and some l10, l20 = L20, l11 = L11 , ξ 51 = (q n , u n 1 (m10, l10) , u n 2 (1, L20) , v n 1 (m11, l11) , y n 1 ) ∈ T (n) for m10 = 1, m11 = 1, and some l10, l11 , ξ 52 = (q n , u n 1 (m10, l10) , u n 2 (1, l20) , v n 1 (m11, l11) , y n 1 ) ∈ T (n) for m10 = 1, m11 = 1, and some l10, l11, l20 = L20 , ξ 61 = (q n , u n 1 (1, L10) , u n 2 (m20, l20) , v n 1 (m11, l11) , y n 1 ) ∈ T (n) for m20 = 1, m11 = 1, and some l20, l11 , ξ 62 = (q n , u n 1 (1, l10) , u n 2 (m20, l20) , v n 1 (m11, l11) , y n 1 ) ∈ T (n) for m20 = 1, m11 = 1, and some l20, l11, l10 = L10 , ξ 71 = (q n , u n 1 (m10, l10) , u n 2 (m20, l20) , v n 1 (1, L11) , y n 1 ) ∈ T (n) for m10 = 1, m20 = 1, and some l10, l20 , ξ 72 = (q n , u n 1 (m10, l10) , u n 2 (m20, l20) , v n 1 (1, l11) , y n 1 ) ∈ T (n) for m10 = 1, m20 = 1, and some l10, l20, l11 = L11 , ξ 8 = (q n , u n 1 (m10, l10) , u n 2 (m20, l20) , v n 1 (m11, l11) , y n 1 ) ∈ T (n) for m10 = 1, m20 = 1, m11 = 1, and some l10, l20, l11 .
The probability of ξ 31 can be bounded as follows:
where δ 2 ( ) → 0 as → 0. Obviously, the probability that ξ 31 happens goes to 0 if R11 +R 11 ≤ I(U1; U2|Q)+I(U1, U2; V1|Q)+I(V1; Y1|U1, U2, Q).
Similarly, the error probability corresponding to the left error events goes to 0, respectively, if (16)-(29) hold. Note that there are some redundant inequalities in (15) The error analysis for transmitter 2 and decoder 2 is similar to user 1 and is omitted here. Correspondingly, (7) to (12) show the rate constraints for user 2. In addition, the right hand sides of the inequalities (1) to (12) are guaranteed to be nonnegative when choosing the probability distribution. As long as (1) to (12) are satisfied, the probability of error can be bounded by the sum of the error probability at the encoders and the decoders, which goes to 0 as n → ∞.
An explicit description of the achievable rate region can be obtained by applying Fourier-Motzkin algorithm on our implicit description (1)- (12) . We omit it here due to its high complexity and the space limitation.
B. Superposition Encoding
We now present another coding scheme, which applies superposition encoding for the sub-messages. The achievable rate region is given in the following theorem. Then for any (R 10 , R 11 , R 20 , R 22 ) ∈ R 2 , the rate pair (R 10 + R 11 , R 20 +R 22 ) is achievable for the DM interference channel defined in Section II.
Proof: Compared with the first coding scheme, the rate splitting structure is also applied in the achievable scheme of Theorem 2. The main difference here is that instead of simultaneous encoding, now the private message m jj is superimposed on the public message m j0 for the jth transmitter. Gel'fand-Pinsker coding is also utilized to help the transmitters send both public and private messages.
Codebook generation: Fix the probability distribution (29) p(q)p(u 1 |s, q)p(v 1 |u 1 , s, q)p(u 2 |s, q)p(v 2 |u 2 , s, q). First gen-
