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Viele Prozesse bei der Herstellung von Grundstoffen basieren auf der Anwendung ho-
her Temperaturen und ko¨nnen so der Hochtemperaturverfahrenstechnik zugeordnet
werden. Die Fachgebiete Hochtemperaturverfahrenstechnik und Werkstofftechnik bil-
den gemeinsam die Basis fu¨r die Wissenschaft von der Herstellung der Metalle, der
Metallurgischen Prozesstechnik. Diese wiederum liefert die Edukte zum Urformen
(Gießen) nach deren Weiterverarbeitung (Umformen) diejenigen metallischen Pro-
dukte entstehen, die als Halbzeuge die Basis der industriellen Wertscho¨pfungskette
darstellen.
Die Physik hat es mit der Halbleitertechnik ermo¨glicht, Rechenanlagen zu bauen,
die im Jahre 2010 u¨ber 5·1015 Rechenoperationen pro Sekunde (FLOPS) durchfu¨hren
und dazu nur 5 · 10−9 Joule pro Rechenoperation beno¨tigen. Selbst die serielle Re-
chenleistung liegt im Jahre 2010 oberhalb von 109 FLOPS. Die Kombination aus
Informatik und mathematischer Modellierung liefert so erhebliche Mo¨glichkeiten zur
Modellierung von Produktionsprozessen. Zur Unterstu¨tzung ist das interdisziplina¨re
Fachgebiet Wissenschaftliches Rechnen entstanden. So ist auch in der Hochtempera-
turverfahrenstechnik die Konzeption, Implementierung und Anwendung komplexer
Modelle zu einem wichtigen Forschungszweig geworden.
Bei hohen Temperaturen – einfach gekennzeichnet durch die Abwesenheit von
Leben1 – liefert die Physik eine gute Basis zur mathematischen Beschreibung von
Prozessen. Die Informatik ermo¨glicht die Umsetzung dieser Beschreibungen in Soft-
waresysteme zur Vorhersage von Hochtemperaturprozessen und diese Systeme finden
ihre Anwendung in der industriellen Produktion.
Ein Schlu¨sselelement der in Forschung und Produktion eingesetzten IT-Systeme
stellen Prozessmodelle als Abbilder der realen Prozesse dar. Mit derartigen Prozess-
modellen bescha¨ftigt sich diese Arbeit. Sie liefert den oben genannten Fachgebieten
eine kritische Diskussion folgender Fragen:
• Was ist ein Prozessmodell – Definition?
• Wie entsteht ein Prozessmodell – Genese?
• Wozu dient ein Prozessmodell – Telos?
• Wie wird ein Prozessmodell bewertet – Qualifikation?
Ziel ist eine exemplarische Synthese zwischen den Grundlagen und der Umsetzung
von Erfahrungen aus der Praxis. A¨hnlich wie bei anderen konzeptionellen Innova-
tionen in der Wissenschaft sind auch die (ersten) Prozessmodelle vor Jahrzehnten
aus der konkreten Bescha¨ftigung mit spezifischen Prozessen heraus entstanden. Ei-
ne geschlossene mathematische Theorie kann die Komplexita¨t realer Prozesse nicht
wiedergeben und fu¨hrt oft zu numerischen Lo¨sungsverfahren mit einem gewissen
Eigenleben. Alternativ stellt die Informatik eine datenbasierte Prozessmodellierung
bereit, die auf den physikalischen Unterbau verzichtet und daher nicht in der Lage
ist, nur die im Rahmen der Naturgesetze liegenden Mo¨glichkeiten vorherzusagen. Ei-
ne Synthese beider Ansa¨tze wird in Zukunft ein wesentliches Element von Anlagen
1Zur Abgrenzung kann auch eine Temperatur von 400◦C verwendet werden, oberhalb derer Sys-































Messen, was messbar ist - messbar
machen, was nicht messbar ist!
(Galileo Galilei)
Durchaus unabha¨ngig voneinander haben sich diejenigen Industrien entwickelt, die
sich mit der Stoffumwandlung bei hohen Temperaturen bescha¨ftigen. Angefangen
mit der chemischen Technik u¨ber die Brennstofftechnik bis hin zu den Grundstoff-
industrien zur Herstellung von Metallen (Metallurgie), Glas, Zement und Keramik.
Schon Mitte der 1970er Jahre wurde von Experten aus Karlruhe und Clausthal vor-
geschlagen, diese im deutschen Sprachraum unter dem Begriff Hochtemperaturver-
fahrenstechnik zusammenzufassen [GJP76]. Die Hochtemperaturverfahrenstechnik1
bescha¨ftigt sich mit der Stoffumwandlung bei hohen Temperaturen. Dazu ko¨nnen
die folgenden Bereiche geza¨hlt werden:
• Die Energieverfahrenstechnik, bei der die Energiewandlung im Vordergrund
steht.
• Die metallurgische Verfahrenstechnik zur Herstellung metallischer Werkstoffe.
• Die Herstellung von nichtmetallischen Grundstoffen (Glastechnologie, Kera-
mik und Baustoffe).
Der Begriff hohe Temperatur erfordert eine Pra¨zisierung, die sich am Auftreten von
nichtlokalen thermodynamischen Gleichgewichten orientieren sollte. Im biologischen
Temperaturbereich (unter circa 100◦C) ist diese Gemeinsamkeit nicht immer zu
finden was jedoch Gemeinsamkeiten mit der thermischen Verfahrenstechnik nicht
ausschließt. U¨blicherweise kann 400◦C als untere Temperaturgrenze verwendet wer-
den, da bis zu dieser Temperatur mit Heißdampf als Arbeitsmittel und normalen
Sta¨hlen als Werkstoffen gearbeitet werden kann. Zudem sind fast alle Bauelemente
im Chemieanlagenbau bis zu dieser Einsatztemperatur auf dem Markt verfu¨gbar. Bei
Hochtemperaturprozessen steht das Erreichen und Halten der Temperatur (Tempe-
raturfu¨hrung) und das Vermeiden von unerwu¨nschten Reaktionen mit den Reak-
torwa¨nden (Feuerfest) oft im Vordergrund. Am oberen Ende der Temperaturska-
la (> ≈ 4000◦C) schließt die Plasmatechnik an, bei der terrestrisch nur Prozesse
fernab vom globalen thermodynamischen Gleichgewicht mo¨glich sind. Hochtempe-
raturprozesse beno¨tigen circa 7% des Prima¨renergiebedarfs in Deutschland. Diese
Prozesse sind weniger durch ihren Werdegang als durch die Bewegung in Richtung
lokaler thermodynamischer Gleichgewichte (siehe Abschnitt 4.3.13.1) gepra¨gt. Die-
se fundamentale A¨hnlichkeit erlaubt es, eine große Klasse von Prozessen mit einer
1High Temperature Chemical Reaction Engineering.
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einheitlichen Methodik zu behandeln. Dem stehen die aus ingenieurwissenschaftli-
cher Sicht unterschiedlichen Aufgabenstellungen der Einzelprozesse nicht entgegen
sondern schlagen sich in den unterschiedlichen Parametern und Zielgro¨ßen nieder.
Als Teilgebiet der Verfahrenstechnik (process engineering) arbeitet die Hochtem-
peraturverfahrenstechnik auf drei Ebenen:
1. Der Anlagen- beziehungsweise Betriebsebene,
2. der Ebene der Verarbeitungsschritte und
3. der Mikroebene, auf der die einzelnen Stoffumwandlungen stattfinden.
Ein entsprechendes Projekt beinhaltet in der Regel folgende Aufgaben
1. Aufstellung von Bilanzen (Material, Energie, . . .).
2. Auswahl der Betriebsmittel basierend auf Eignung,
Verfu¨gbarkeit und Kosteneffizienz.
3. Berechnung von Energie- und Stoffflu¨ssen und entsprechende
Auslegung der Anlagenteile und Betriebsmittel.
4. Auswahl von Konstruktionswerkstoffen.
5. Berechnung der o¨konomischen Machbarkeit.
6. Anlagenrealisierung, Inbetriebnahme und Wartung.
Keine der Aufgaben ist von sich aus trivial und oft erfolgt der Anlagenbau auf
der Basis von Erfahrungswerten, die in der Vergangenheit mit vergleichbaren An-
lagen gewonnen wurden (trial and error). Es ist von großer Bedeutung die Zahl
der realen Iterationen, das heißt der Wiederholungen der oben genannten Schritte,
zu minimieren. Dies geschieht durch Wiederverwendung validierter Teilsysteme und
rechnerische Vorhersagen. Diese beinhalten in zunehmendem Maße eine detaillierte
Vorhersage des dynamischen Prozessverhaltens. Dazu werden Prozesssimulationen
mittels Prozessmodellen durchgefu¨hrt. Hier einige wichtige Begriffsdefinitionen:
Ein Abbild der Realita¨t wird als Modell bezeichnet. Es erfasst in der Regel nicht
alle Aspekte des Originals und orientiert sich an einem konkreten Nutzen. Die von
dem Modell gelieferten Daten sollten validierbar sein.
Als Prozess wird die Gesamtheit von aufeinander einwirkenden Vorga¨ngen in
einem System, durch die Materie, Energie oder auch Information umgeformt, trans-
portiert oder auch gespeichert wird (DIN 19226) bezeichnet.
Als Prozessmodell wird in dieser Arbeit ein Modell bezeichnet, welches das Ver-
halten und die Ergebnisse eines dynamischen Vorgangs zumindest teilweise vorher-
sagt, ohne das der Vorgang selbst durchgefu¨hrt wird. Gerade weil sich diese Arbeit
mit dem Thema Modellierung bescha¨ftigt, spielt das Galilei’sche Credo der Wissen-
schaft eine wichtige Rolle. Auch eine noch so plausible Erkla¨rung von Beobachtungen
stellt noch kein Modell dar. Ein Modell sollte alle bekannten Daten wiedergeben und
zusa¨tzlich (unerwartete) Vorhersagen zu dem Prozess ermo¨glichen.
Die Falsifizierbarkeit, Reichweite und Relevanz der Vorhersagen ist na¨her zu un-
tersuchen. Ein Prozessmodell stellt den Versuch dar, ein reales natu¨rliches System
in einem formalen System zu kodieren. Den umgekehrten Schritt der Dekodierung
bezeichnet man als Prozesssimulation. Diese liefert dann Daten, ohne das der
Prozess selbst durchgefu¨hrt wurde. Es ist Aufgabe der Modellierung, die ein System
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bestimmenden Regeln aufzudecken und sinnvoll zur Vorhersage des Systemverhal-
tens zu nutzen.
Ein Prozessmodell bezieht sich grundsa¨tzlich auf einen origina¨ren Prozesses. Mit
zunehmender Komplexita¨t der Aufgabenstellungen wird es sinnvoll, auf einer ho¨her
gestellten Ebene ein Metamodell zu definieren, welches die konkret zu bestim-
menden Gro¨ßen als Funktion der zu variierenden Gro¨ßen liefert. Diese Metamodelle
ko¨nnen wiederum Prozessmodelle darstellen (Rekursion) oder Prozessmodelle nut-
zen, zum Beispiel zur Bestimmung von optimalen Parametern (inverse Modelle).
Die Prozessmodellierung im Allgemeinen und speziell die Prozessoptimierung mit-
tels Modellen erfordert eine Quantifizierung von vorher nur verbal definierten Sach-
verhalten. Da alles, was nicht messbar ist, auch nicht verbessert werden kann, erweist
sich so die Prozessmodellierung oft schon in der Definitionsphase als nu¨tzlich. Qua-
lita¨ten mu¨ssen quantifiziert werden und am Ende ergibt sich schon durch die detail-
lierte Definition eines Prozessmodells ein besseres Prozessversta¨ndnis und Hinweise
auf na¨her zu untersuchende Details oder Stellgro¨ßen zur Optimierung des Prozesses.
Die Ingenieurwissenschaften als Realwissenschaften sind eng an das globale wirt-
schaftlich-technische Umfeld gekoppelt. Hier stellt sich die Frage nach optimalen
Produktionsprozessen sta¨ndig neu. Da eine rein experimentelle Optimierung der
Prozesse aus Kosten- und Zeitgru¨nden immer schwieriger wird, werden Computer-
modelle der Prozesse und Prozessketten fu¨r die beteiligten Ingenieure und Wis-
senschaftler immer wichtiger. Erga¨nzend zu Prozessmodellen in Form von Software
werden auch physikalische Prozessmodelle genutzt. Diese versuchen einen (komple-
xen und aufwendigen) realen Prozess durch einen anderen (weniger komplexen und
aufwendigen) Laborprozess abzubilden. Derartige physikalische Modelle stellen ein
wesentliches Mittel zur Validierung und Parametrierung von Computermodellen dar,
fu¨r die hier der Terminus Prozessmodell verwendet wird.
Ziel dieser Arbeit ist die exemplarische Ausarbeitung der wissenschaftlichen Grund-
lagen mit der Prozessmodelle in der Hochtemperaturverfahrenstechnik zielgerichtet
bereitgestellt werden ko¨nnen. Dazu werden die Modellkategorien und die Methoden
einer systematischen Modellentwicklung diskutiert. Vor allem wird jedoch zuna¨chst
die Planung und der Einsatz der Prozessmodelle diskutiert. Erst die Metamodellie-
rung mit ihrer systematischen Parametrierung, Validierung und quantitativen Be-
wertung aller Prozessmodelle ermo¨glicht eine Qualita¨tssicherung in der Prozessmo-
dellierung. Die Beispiele veranschaulichen die prinzipiellen Mo¨glichkeiten und Gren-
zen, sowohl in der Anwendung als auch in der Forschung, wo Prozessmodelle zur
Theorieverfikation und indirekten Messung immer wichtiger werden.
Oder mit den Worten von J.K. Brimacombe und B.G. Thomas [TB97, Tho09]:
Ohne Grund ist es nicht sinnvoll ein Prozessmodell zu entwickeln2.
Die Gru¨nde einer Bescha¨ftigung mit der Prozessmodellierung finden sich auch in
folgenden Bereichen:
• Technologie- und Know-How-Transfer,
Verbesserung des grundlegenden Prozessversta¨ndnisses.
• Verbesserung der mathematischen Beschreibung eines Prozesses.
2Aber Vorsicht, ein wissenschaftliches Prozessmodell beno¨tigt Unvoreingenommenheit und die
Mo¨glichkeit einen Zweck in Frage zu stellen oder mit den gegebenen Mitteln nicht zu erreichen!
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• Verbesserung der algorithmischen Umsetzung eines Modells
(Performance, Robustheit).
• Reduzierung der zu beherrschenden Modellkomplexita¨t,
zum Beispiel durch Parameterreduzierung.
• Entwurf von Experimenten (Design Of Experiments).
• Optimierung eines Prozesses.
• Auswertung von Messungen am realen Prozess oder im Labor.
• Skalierungen oder andere (konstruktive) Vera¨nderungen eines Prozesses.
• Online Visualisierung und Regelung von Prozessen.
Eine mo¨glichst konkrete Zieldefinition ist immer sinnvoll aber nicht immer ist dieses
Ziel auch erreichbar. Handelt es sich um einen komplexen Prozess, dessen Details
daher zuna¨chst ignoriert werden3, so ist es um so sinnvoller, die Ziele wa¨hrend der
Modellentwicklung immer wieder zu hinterfragen, denn Tatsachen schafft man nicht
dadurch aus der Welt, dass man sie ignoriert4.
1.1 Paradigmen und Zielkonflikte
Das wissenschaftliche Weltbild ist einer sta¨ndigen Weiterentwicklung unterworfen.
Hier seien insbesondere aktuelle Entwicklungen im Bereich der Physik erwa¨hnt
[And72, NP89, Bak96], die hier insoweit reflektiert werden sollen, wie es fu¨r das
konstruktive Versta¨ndnis dieser Arbeit notwendig erscheint.
Das erste Paradigma, die reduktionistische Hypothese bezieht sich auf die Mo¨glich-
keit alles auf einfache Grundgesetze zuru¨ckzufu¨hren. Es ist hingegen ein weit ver-
breiteter Irrtum, ausgehend von diesen Grundgesetzen eine Konstruierbarkeit des
Universums zu postulieren. Diese konstruktivistische Hypothese scheitert an der
Zwillingsproblematik von Skalen und Komplexita¨t [And72]. Auf jeder Ebene der
Komplexita¨t ergeben sich neue Eigenschaften deren Erforschung nicht weniger fun-
damental ist, als die Suche nach den grundlegendsten Naturgesetzen – jedoch oft
von erheblich gro¨ßerer praktischer Bedeutung.
Was in der Physik mit dem Terminus Symmetriebrechung verknu¨pft ist, wird in
der Komplexita¨tstheorie mit den Begriffen Selbstorganisation und Emergenz kate-
gorisiert [Hak06, Leb07, FE11].
So wie jede Wissenschaft X elementare Objekte entha¨lt, die den Gesetzen der Wis-
senschaft Y folgen, so wird die Gesamtaufgabe dieser Arbeit hierarchisch in Teilauf-
gaben zerlegt. Mit klaren Schnittstellen, einheitlicher Nomenklatur und mo¨glichst
eindeutigen Aussagen – tertium non datur. Es wird weniger eine theoretische Ge-
samtmethodik als eine im jeweiligen Einzelfall optimale Vorgehensweise angestrebt.
Beispiele motivieren die erforderliche Abstraktion und helfen dort bei der Umset-
zung, wo eine allgemeingu¨ltige Theorie am Zadeh’schen Inkompatibilita¨tsprinzip
[Zad73] scheitert.
3An dieser Stelle sei auf ein Pha¨nomen aus dem Bereich der Psychologie hingewiesen: Komplexita¨t
erzeugt Ignoranz und bleibt damit oft zuna¨chst unsichtbar.
4Aldous Huxley, Bemerkung zum Dogmatismus, 1927
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Um es einfacher zu formulieren: Dieses Werk stellt sich dem Zielkonflikt (trade-
off ), bei dem auf der einen Seite der Wunsch steht, einen konkreten Prozess mit
einem mo¨glichst optimalen Prozessmodell zu beschreiben und auf der anderen Seite
der Wunsch nach einem allgemeingu¨ltigen Formalismus zur Prozessmodellierung per
se. Es dient der detaillierten deduktiven Projektierung von Modellentwicklungspro-
jekten und der Bereitstellung eines Werkzeugkastens zu deren induktiver Implemen-
tierung.
1.1.1 High-Tech versus Low-Tech
Es sei auf eine Eigenschaft vieler real existierender Hochtemperaturprozesse hinge-
wiesen: Sie wurden u¨ber lange Zeitra¨ume durch Probieren entwickelt. Hochtempe-
raturprozesse wurden oft zu einem Zeitpunkt realisiert, an dem ein wissenschaftlich
fundiertes Prozessversta¨ndnis zuna¨chst noch nicht vorhanden war. Die wirtschaft-
lichen Erfordernisse fu¨hrten zu Ideen, die Ideen zu Anlagen, die Anlagen zu Er-
fahrungen. Im Gegensatz zu vielen Prozessen aus der Hochtechnologie war somit
eine detaillierte a priori Berechnung nicht erforderlich und ist unter Umsta¨nden
mit endlichem Aufwand auch nur sehr begrenzt mo¨glich. Viele wichtige Details ei-
nes Hochtemperaturprozesses sind daher oft nicht konstruktiv vorgegeben, sondern
werden durch innere Selbstorganisationsprozesse bestimmt – ein gutes Beispiel ist
die Schalenbildung beim Stranggießen (siehe Kapitel 7). So entstanden u¨ber lange
Zeitra¨ume hin viele konventionelle Prozesse nach folgendem Iterationsschema:
1. Nachfrage nach einem Produkt.
2. Idee fu¨r einen Prozess und eine entsprechende Anlage.
3. Realisierung der Anlage.
4. Verbesserung der Anlage (trial-and-error).
Die Wissenschaft betreibt hier eher nachlaufende Forschung. Auf diesem Weg ko¨nnen
sich Prozesse ergeben, deren innere Struktur und Ablauf aus wissenschaftlicher Sicht
weitgehend unverstanden sind.5 Die inneren Selbstorganisationsprozesse ersparen
unter Umsta¨nden eine Menge Konstruktions- und Regelaufwand. Nach dem Prinzip
der Evolution sind mit genu¨gend hohem Probieraufwand auch Prozesse zuga¨nglich,
deren wissenschaftliche Durchdringung noch in der fernen Zukunft liegt. Selbst eine
detaillierte Dokumentation der Versuche ist nicht zwingend erforderlich. Die Grenzen
dieser Vorgehensweise liegen in der Anzahl der realisierbaren Ausgangskonfiguratio-
nen. Aktuell wird dieser brute-force Ansatz durch eine automatisierte Versuchs- und
Analysetechnik in der Biologie und Pharmazie mit Erfolg weiter betrieben und auch
als Hochtechnologie vermarktet. Es ist durchaus mo¨glich, dass viele Prozesse so einen
optimalen Entwicklungsstand erreicht haben, welcher nur durch Vorausberechnung
nicht mo¨glich gewesen wa¨re.
Im Bereich der klassischen Hochtechnologie (Halbleitertechnik, Luft- und Raum-
fahrt) sind Prozesse zuga¨nglich, die durch trial-and-error nicht entstehen ko¨nnen,
da die ohne detaillierte Berechnung realisierbaren Ausgangskonfigurationen zu weit
von der Lo¨sung entfernt sind um Entwicklungsrichtungen auszumachen. Die Vorge-
hensweise ist eine andere:
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(Semantik) von Teilprozessen im Rahmen einer expliziten Strukturierung (Ontolo-
gie) automatisiert zu verarbeiten. Die dazu notwendigen Technologien werden im
Bereich des Chemieingenieurwesens entwickelt [MMWY10]. In Abbildung 1.1 sind
einige der fu¨r diese Arbeit bedeutsamen Begriﬄichkeiten und Beziehungen darge-
stellt.
1.1.3 Der Prozess als black box
Wie in Abschnitt 2.1 na¨her erla¨utert, sollten nur Prozesse modelliert werden, die
durch eine kleinere endliche Zahl von Stellgro¨ßen bestimmt werden und deren Funk-
tion und Ergebnis mit einer endlichen Zahl von messbaren Ausgangsgro¨ßen hinrei-
chend genau beschrieben werden kann. Wa¨hrend moderne Simulationsumgebungen
riesige Datenmengen verarbeiten und erzeugen, ist es hier auch Aufgabe des Modells
eine Menge von nx,p ≈ 1 . . . 40 Eingangsparametern zur Problemdefinition heranzu-
ziehen und die Ergebnisse auf eine Menge von ny ≈ 1 . . . 40 relevanten Werten zu
verdichten. Ein Prozessmodell muss es seinem Nutzer erlauben, den Prozess als
black box zu betrachten und ohne Betrachtung der internen Details von den Ein-
gangsparametern zu den relevanten Ergebnissen zu kommen. Es bleibt dem Modell
u¨berlassen, ob zur Problemlo¨sung intern eine beliebig große Datenmenge generiert
wird (zum Beispiel durch das Lo¨sen einer partiellen Differentialgleichung auf einem
komplexen Gebiet) oder die Ergebnisse explizit aus den Eingangsgro¨ßen berechnet
werden.
Hier wird der Begriff black box zur Charakterisierung von end user-Modellen ver-
wendet. Zur Nutzung eines Modells ist ein Einblick in seine inneren Strukturen (zum
Beispiel den Quellcode) nicht notwendig. Gleichzeitig kann die (in Abschnitt 2.1 dis-
kutierte) Benutzerschnittstelle auch eine Qualita¨t fu¨r sich darstellen. Als Vorbild sei
ein Gasvolumen genannt, welches vollsta¨ndig durch seine thermodynamischen Zu-
standsgro¨ßen charakterisiert ist – die mikroskopischen Trajektorien der einzelnen
Moleku¨le liefern auf der makroskopischen Skala keine zusa¨tzliche relevante Informa-
tion.
Ebenso ist es mo¨glich die Schnittstelle eines Prozessmodells so zu gestalten, das
sich eine (im Rahmen der experimentellen U¨berpru¨fbarkeit) vollsta¨ndige Quantifi-
zierung des Prozesses ergibt.
Der negative Beigeschmack von black box Modellen ergibt sich aus dem Kon-
trollverlust der Anwender, die zuna¨chst keine belastbaren Informationen u¨ber die
innere Struktur des Modells haben. Der Test eines black box Modells wurde daher
unzutreffenderweise mit der Erkundung eines Labyrinths im Dunkeln verglichen. Da
aber in der Regel genu¨gend Wissen u¨ber den Prozess selbst verfu¨gbar ist, gibt es
auch genu¨gend Informationen daru¨ber, was das Prozessmodell zu leisten hat.
So ergibt sich schnell ein grey box Modell, u¨ber dessen innere Struktur genu¨gend
Hinweise vorliegen, um eine Validierung zu ermo¨glichen. Oft ist es nur eine Frage
der Kosten (fu¨r den Erwerb des Quellcodes) um zu einem white box Modell zu
gelangen, dessen innere Struktur offen liegt. Es erfordert jedoch auch erheblichen
Aufwand diese Struktur zu analysieren, da Prozessmodelle in der Regel u¨ber die
einfache numerische Lo¨sung eines wohldefinierten mathematischen Modells hinaus-
gehen. Komplexe Prozesse erfordern die algorithmische Kombination von (durchaus
mathematisch fundierten) Teilmodellen zur Abbildung des korrekten Systemverhal-
tens. Besonderes Augenmerk ist dabei auf innere Selbstorganisationsprozesse zu rich-
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ten, die oft weniger modelliert als durch spezielle Laborexperimente abzubilden sind
(siehe Kapitel 3).
1.1.4 Die Rechengeschwindigkeitszahl T
Wissenschaftlich fundierte Prozessmodelle werden auf unterschiedlichen Detail- und
Komplexita¨tsebenen erstellt. Bevor in den letzten vier Dekaden eine nach dem Moo-
re’schen Gesetz wachsende Rechenleistung zur Verfu¨gung stand waren Prozessmo-
delle identisch mit mathematischen Modellen, deren Lo¨sung mo¨glichst in analy-
tischer Form vorliegen musste. Heute stellen die mathematischen Modelle immer
noch eine wichtige Untermenge der Prozessmodelle dar, aber auch ihre praktische
Umsetzung erfolgt in der Regel in Form von Software. Deren Geschwindigkeit folgt
dem Wirth’schen Gesetz: ”Die Software wird schneller langsamer als die Hardwareschneller wird“. Auch wenn die immer schnelleren Rechner in immer gro¨ßerer Zahl
zur Verfu¨gung stehen (Jevons’ Paradoxon), ist die Rechengeschwindigkeit durch den
Parallelisierungsgrad begrenzt (Amdahl’sches Gesetz).
Um Prozessmodelle sinnvoll zu nutzen mu¨ssen ihre Bereitstellungs- und Betriebs-
kosten nicht nur unter denen des realen Prozesses liegen, die Ergebnisse werden in
der Regel kurzfristig beno¨tigt – optimalerweise sollte der Prozess viel schneller zu
simulieren sein, als er in der Realita¨t abla¨uft. Da Detaillierungsgrad und numerische
Komplexita¨t sich in der Regel in den beno¨tigten Rechnerressourcen widerspiegeln,
kann man den Ressourcenbedarf fu¨r den Betrieb der Modelle durch das Verha¨ltnis
von Realzeit zu Rechenzeit charakterisieren. Ist treal der Zeitraum, in dem der Pro-
zess abla¨uft (bei kontinuierlichen Prozessen das simulierte Zeitintervall), und tswc die





Schnelle (online) Modelle (T  1) basieren in der Regel auf Vereinfachungen, die
sich in Parametern niederschlagen, die nur experimentell und selten allgemeingu¨ltig
gewonnen werden ko¨nnen. Langsame (off-line) Modelle (T  1) ko¨nnen hingegegen
durchaus Details abbilden, die selbst messtechnisch nur schwer zu erfassen sind.
Sofern Stro¨mungsprozesse eine Rolle spielen, werden hier Techniken der numerischen
Stro¨mungsmechanik (CFD) eingesetzt. Aktuelle Multi-Physik-Modelle sind in der
Regel sehr aufwendig (T  1) bis hin zur Produktion von singula¨ren Ergebnissen,
da bereits eine einfache lokale Sensitivita¨tsanalyse nicht mehr durchfu¨hrbar ist.
Der T -Parameter verdeutlicht dem Praktiker die Bedeutung der unterschiedlichen
Komplexita¨tsmaße. Wa¨hrend die algorithmische Komplexita¨t (nach Kolmogorow)
von CFD Methoden erstaunlich gering ist, schra¨nkt die logische Tiefe, das heißt
die Zeitkomplexita¨t des effizientesten Algorithmus, den Einsatz der Methodik in
der Praxis stark ein. Hier sind (gegebenenfalls aus CFD Modellen abzuleitende)
Zonenmodelle zu bevorzugen.
1.1.5 Die Datenreduktionszahl M
Die wesentliche Aufgabe jeder Modellbildung liegt in der Datenreduktion. Wa¨hrend
der reale Prozess eine Vielzahl von Details beinhaltet, kann und muss ein Modell
vereinfachen, das heißt die relevanten Details identifizieren und beschreiben.
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Nach der in Abschnitt 2.1 diskutierten Definition ergibt sich eine relativ kleine
Anzahl von Ein- und Ausgangsgro¨ßen MIO [Bytes]. Zur Bewertung einer Modell-
implementierung la¨sst sich diese Zahl in Beziehung zu der vom Modell intern ver-
arbeiteten Datenmenge Mstorage [Bytes] setzen. Von grundsa¨tzlicher Bedeutung ist
jedoch die Menge der Zustandsgro¨ßen Mstate, die beno¨tigt wird um den aktuellen
Zustand des Prozesses zu sichern. Bei einfachen Modellen ist es durchaus mo¨glich,
die Zustandsgro¨ßen zur Initialisierung als Parameter und dann laufend als Model-
lausga¨nge mitzufu¨hren. Komplexe (ortsaufgelo¨ste) Modelle sollten versuchen, die
Zusta¨nde weitgehend auszuwerten, um nicht eine riesige Datenmenge zu erzeugen.
Hier ist es denkbar, die Zustandsdaten zu komprimieren und derart zu sichern, das
nicht genutzte Daten automatisch gelo¨scht werden. Ferner sind die Abtastraten zu




definiert. DerM-Parameter steht in inverser Beziehung zum T -Parameter. Modelle
mit großem Mstate ko¨nnen trotzdem effektiv genutzt werden, wenn ihr T klein ge-
nug ist. Dann ko¨nnen alle Ergebnisse einfach neu zu berechnet werden, wenn neue
Fragestellungen die Ausgangsgro¨ßen a¨ndern. Es macht deshalb Sinn, das Produkt
K = T ·M (1.3)
als ein Maß fu¨r die Modellkomplexita¨t zu betrachten, in welches sowohl grundsa¨tzliche
Modelleigenschaften, als auch die konkrete Implementierung eingehen. Ziel der Mo-
dellentwicklung ist immer eine Minimierung von K bei einer Abbildung des Prozesses
durch eine mo¨glichst kleine Anzahl von Ein- und Ausgangsgro¨ßen.
1.1.6 Komplexe Systeme und Grundprinzipien
Im Rahmen dieser Arbeit werden die wissenschaftlichen Grundlagen fu¨r die Ausle-
gung, Analyse und Optimierung von Hochtemperaturprozessen mittels Prozessmo-
dellen bereitgestellt. So soll der Modellentwickler eine im jeweiligen Einzelfall opti-
male Methodik auswa¨hlen ko¨nnen, die den gesamten Weg von der mathematischen
Modellierung bis zur konkreten Vorhersage optimaler Prozessrouten beinhaltet. Fol-
gende Grundprinzipien, Annahmen und Einschra¨nkungen sind zu beachten:
• Prozessmodelle ersetzen nur sehr begrenzt die konkrete Detailkenntnis des
spezifischen Prozesses – sie dienen zuna¨chst dem Experten, der sie dann fu¨r
den Laien validieren kann.
• Prozessmodelle mu¨ssen Beobachtungen nicht nur a posteriori erkla¨ren sondern
auch a priori vorhersagen6.
• Prozessmodelle beno¨tigen exakt definierte Schnittstellen um auf der Ebene der
Metamodelle als austauschbare black boxen genutzt werden zu ko¨nnen.
• Unabha¨ngig von ihrer internen Realisierung mu¨ssen Prozessmodelle durch eine
mo¨glichst kleine Menge von abza¨hlbaren zeitabha¨ngigen Eingangsgro¨ßen xi(t),
konstanten Parametern pk und zeitabha¨ngigen Ausgangsgro¨ßen yj(t) definiert
werden (siehe Abschnitt 2.1).
6Ein Bla-Bla-Modell erkla¨rt im Nachhinein, sagt aber nur Triviales voraus!
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• Prozessmodelle sind qualifizierbar, auch durch die mit der Implementierung
erreichten T - undM-Parameter, die Validierung an Messdaten und die expe-
rimentell ermittelte Extrapolationsfa¨higkeit.
• Alle verwendeten Annahmen und Hypothesen sollen explizit genannt werden.
• Es soll eine einheitliche Nomenklatur verwendet werden (sofern anwendbar:
[CG87, MCH+93, CDHH05]).
• Nur physikalisch begru¨ndete Prozessmodelle sollen hier im Detail betrachtet
werden, was die in Abschnitt 2.15 diskutierten Ersatzmodelle nicht per se
disqualifiziert.
• Die Prozesse sollen aus dem Umfeld der Hochtemperaturverfahrenstechnik
kommen.
Als Rezept fu¨r die Suche nach Relevanz kann folgende Leitlinie formuliert wer-
den: Folge dem Geld und dem Informationsfluss. Alles was weder finanzielle
Bedeutung hat noch fu¨r die Gewinnung der Zielinformationen notwendig ist kann
in der Regel vernachla¨ssigt werden (Bla-Bla). Triviale, aber wirtschaftlich relevan-
te, Ergebnisse spielen jedoch eine wichtige Rolle bei der Akquisition der fu¨r den
wissenschaftlichen Fortschritt erforderlichen Ressourcen.
Wird versucht Komplexita¨t zu messen, so handelt es sich dabei um eine Abbildung
von einem hoch dimensionalen Raum auf eine simple Zahlenmenge. Es ist daher
darauf zu achten, das die gewonnenen Maße nicht u¨berscha¨tzt werden. So ist eine
messbare Reduktion des vorangehend definierten K nicht zwingend mit irgend einem
Nutzen verbunden, da die Reduktion auch zu Lasten des Nutzens erfolgt sein kann.
Beispiele finden sich in vielen komplexen Systemen. Ein rein o¨konomisches System,
in dem alles in eine Dimension (€. . .$) abgebildet wird, wird sich schnell in eine
Richtung entwickeln, die weder einen stabilen noch einen sinnvollen Systemzustand
darstellt: Es werden grenzenlos Ressourcen eingesetzt, deren Kosten gering sind
(Luft, Wasser, . . .) oder erst in der Zukunft anfallen (Kredite, Mu¨ll) – bis diese
Ressourcen plo¨tzlich verbraucht sind und das System kollabiert.
1.2 Prozessmodelle in der Grundlagenforschung
Als Erga¨nzung zu Standardwerken wie [SEB88, IIW00, DT01, RBD03] und aktuel-
len Monographien [HC01, ME10] dient diese Arbeit der ganzheitlichen Betrachtung
und der konkreten Anwendung von durch Software realisierten Prozessmodellen in
der Hochtemperaturverfahrenstechnik. Schon in [HC01] wurde betont, dass die Pro-
zessmodellierung mehr ist als die traditionellen zwei Schritte, dem Aufstellen von
Gleichungen und deren Lo¨sung. Dieser Ansatz bleibt wesentlich fu¨r die Modellierung
einzelner Pha¨nomene, tritt bei der modellhaften Abbildung ihres komplexen Zusam-
menspiels jedoch in den Hintergrund, da hier eine sture Suche nach allgemeingu¨ltigen
Gleichungen fu¨r alles (Weltformeln) nicht nur auf Kosten der (numerischen) Bere-
chenbarkeit geht.
Fu¨r die Wissenschaft soll diese Arbeit neue Impulse (und Ressourcen) aus der
Praxis liefern, sowie ein gro¨ßeres Versta¨ndnis fu¨r die Notwendigkeit, la¨ngst als ab-
geschlossen definierte Gebiete neu zu hinterfragen. Gerade im Bereich der thermo-
dynamischen Daten und der kinetischen Koeffizienten offenbart der Versuch einer
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Vorausberechnung vieler Prozesse schnell weiße Flecken – insbesondere wenn neben
der Existenz von Messdaten auch deren Genauigkeit hinterfragt wird. Hier sei auf
das in Abschnitt 3 diskutierte Beispiel der Spritzku¨hlung verwiesen, wo eine Viel-
zahl von Daten zum Wa¨rmeu¨bergang publiziert wurde von denen nur eine Minorita¨t
quantitativ nutzbar sind.
Das Werkzeug der quantitativen Sensitivita¨tsanalyse ermo¨glicht eine a priori Be-
rechnung der praktischen Relevanz genauer Messungen im Labor – die ja oft mit er-
heblichen Aufwand verbunden sind. Auch wenn die prinzipiellen Skalierungen u¨ber
dimensionslose Kennzahlen nu¨tzlich sind – fu¨r konkrete quantitative Vorhersagen
reichen diese Skalierungen selten aus. Eine Berechenbarkeit der Prozesse basiert auf
genauen Messungen von kinetischen Koeffizienten und thermodynamischen Daten.
Neue oder verbesserte Prozessrouten ko¨nnten dann in Zukunft numerisch so pra¨zise
vorhergesagt werden, das eine Realisierung einfacher finanzierbar wird.
1.3 Prozessmodelle in der Verfahrenstechnik
Grundsa¨tzlich ist die Prozessmodellierung eine signifikante Aktivita¨t in der Verfah-
renstechnik. Sie dient der Auslegung, dem Betrieb, der Optimierung und der Risi-
koanalyse von komlexen Industrie-, Technikums- und Laboranlagen. Die Auslegung
von Hochtemperaturprozessen und die Entwicklung industrieller Anlagen wird oft
von kurzfristigem Erfolgsdruck dominiert. Somit ist es schwierig grundlegend neue
Prozesse zu entwickeln, da dieses mit erheblichem Ressourceneinsatz verknu¨pft ist.
Der Fokus liegt mehr auf einer schrittweisen (Risiko minimierenden) Weiterentwick-
lung bestehender Verfahren.
Hier bietet ein Modellbasierter Ansatz eine Alternative. Extrapolationsfa¨hige Pro-
zessmodelle minimieren die Anzahl der notwendigen Entwicklungsschritte indem ge-
zielt Schlu¨sselexperimente ermittelt werden (DOE, siehe auch [Mon09]).
1.4 Prozessmodelle in automatisierten
Produktionsumgebungen
Der globale Markt ist sowohl als Ganzes, als auch in seinen lokalen Teilbereichen,
von starken Schwankungen in der Produktnachfrage und den Eduktpreisen gepra¨gt.
Der industrielle Praktiker muss die Mo¨glichkeiten und Grenzen des Einsatzes von
Prozessmodellen gut beurteilen ko¨nnen, bevor Investitionsentscheidungen getroffen
werden.
Die in Abbildung 1.2 dargestellte betriebliche Automatisierungspyramide bietet
verschiedene Ebenen, die jeweils spezifische Anforderungen an die jeweiligen Pro-
zessmodelle stellen. Auf der untersten Ebene, auf der Prozessmodelle zum Einsatz
kommen, der Steuerungsebene (Level 1) bestehen zugleich die ho¨chsten Anforderun-
gen in Bezug auf die Stabilita¨t der zu berechnenden Stellgro¨ßen. Dort mu¨ssen Pro-
zessmodelle ohne menschliche Benutzereingriffe oder U¨berwachung funktionieren.
Diese Modell-pra¨diktive Regelung [DP04] findet erst langsam ihr Anwendungsfeld
in der Hochtemperaturverfahrenstechnik, wobei in der Regel noch stark vereinfachte
(linearisierte) und auf eine einzelne konkrete Stellgro¨ße bezogene Modelle verwendet
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Abbildung 1.2: Automatisierungspyramide [Wikipedia].
werden. Fu¨r die Prozessmodelle bieten die Ebenen 1 und 2 die gro¨ßten Entwicklungs-
potentiale und stellen gleichzeitig die ho¨chsten Anforderungen bezu¨glich Stabilita¨t
und Rechengeschwindigkeit (T  1). Zugleich liefert die Steuerungsebene die tech-
nischen Betriebsdaten, die oft bereits heute in großem Umfang erfasst und gesichert
werden.
Um nicht in sinnlosen Daten zu ertrinken [Ven09], besteht ein großer Bedarf an
Methoden zur Datenvalidierung und zum Datenabgleich (siehe Abschnitt 2.14).
Schon die qualifizierte Definition von Prozessmodellen liefert hier Informationen
u¨ber die Relevanz der einzelnen Daten und geeignete Taktzeiten (Abtastung).
Oft ko¨nnen die wirklich interessanten Gro¨ßen noch gar nicht gemessen werden.
Hier helfen Prozessmodelle indem diese die indirekte Messung der gewu¨nschten
Gro¨ßen erlauben (siehe das Beispiel Elektrolichtbogenofen in Kapitel 9).
Auf der Leitebene (level 2) werden Prozessmodelle zur Prozessbeobachtung und
zur Unterstu¨tzung der Bediener eingesetzt. Auf Grund ihrer beratenden Funktion
sind die Anforderungen an die Modellstabilita¨t geringer, es sind aber immer noch
online-Modelle erforderlich (T < 1).
Auf der Betriebsleitebene7 ko¨nnen auch nicht echtzeitfa¨hige Modelle sinnvoll ein-
gesetzt werden (T ≈ 1). Es werden jedoch auf dieser und der daru¨ber liegenden
Ebene in der Regel Modelle beno¨tigt, die mit mo¨glichst geringem Aufwand nur die
wirtschaftlich relevanten Daten liefern. Hier werden zudem oft noch Optimierungs-
verfahren eingesetzt, die nur mit linearen Zusammenha¨ngen umgehen ko¨nnen (siehe
na¨chster Abschnitt).
Der Entwicklung wissenschaftlich fundierter Modelle und ihr Einsatz in industri-
ellen Automatisierungsumgebungen sind somit von hoher Relevanz. Eine besondere
Bedeutung haben offene Schnittstellen und eine iterative Vorgehensweise bei der
Entwicklung und Inbetriebnahme.





Aus der Sicht von produzierenden Unternehmen ergibt sich eine Schnittstelle zur
operations research (OR, [DD05]), wo Modelle zur Optimierung von Planungspro-
zessen verwendet werden. Die OR stellt hochentwickelte Werkzeuge – insbesondere
im Bereich der linearen Optimierung – bereit, erfordert jedoch in der Regel stark
vereinfachte Modelle.
Wie beim design of experiment (DOE) ist in der OR mit einem zunehmenden
Einsatz von Methoden der globalen nichtlinearen Optimierung zu rechnen. Dadurch
ergibt sich ein weiteres Einsatzfeld fu¨r die Prozessmodelle aus den unteren Ebenen
(1-3). Es ergibt sich zudem eine Schnittstelle zwischen der betrieblichen Suche nach
neuen Prozessrouten und der OR. Die in letzter Zeit auftretende erhebliche Volati-
lita¨t der Eduktpreise kann durchaus dazu fu¨hren, das mit wechselnden Rohstoffprei-
sen nicht nur die Details der Prozesse sondern auch die verwendeten Prozessrouten
angepasst und sta¨ndig neu optimiert werden mu¨ssen.
1.6 Aufbau dieser Arbeit
Getreu dem reduktionistischen Lo¨sungsansatz divide et impera8, wird die Komple-
xita¨t der
Aufgabe: Auslegung, Analyse und Optimierung von Hochtemperatur-
prozessen mit Hilfe der Prozessmodellierung
durch hierarchische Zerlegung in Teilaufgaben und das exemplarische Herausar-
beiten von grundlegenden Lo¨sungsprinzipien angegangen.
Zuna¨chst wird im na¨chsten Kapitel (2) die Gesamtmethodik erarbeitet. Was kann
man wie mit welchem Prozessmodell anfangen? Diese Frage wird dort diskutiert.
Nach dem Konzept der exemplarischen Systematisierung folgt in Kapitel 3 ein
ausfu¨hrlich ausgearbeitetes Beispiel. Woraus besteht ein physikalisch fundiertes Pro-
zessmodell? Diese Frage wird in Kapitel 4 – erga¨nzend zur Fachliteratur – behandelt.
Analog dazu folgen die ingenieurwissenschaftlichen Grundlagen in Kapitel 5.
Prozessmodelle lassen sich in zwei Kategorien einteilen. Die ra¨umlich und zeitlich
detaillierten (CFD, FEM, . . .) Prozessmodelle werden in Kapitel 6 diskutiert. Auch
hier demonstriert ein konkretes Beispiel in Kapitel 7 die Mo¨glichkeiten und Grenzen.
Die Ko¨nigsdisziplin der schnellen Prozessmodelle wird in Kapitel 8 beschrieben und
am Beispiel des Elektrolichtbogenofens 9 veranschaulicht. Im letzen Kapitel wird der
erreichte Stand der Technik kritisch diskutiert und es werden offene Fragen ange-
sprochen. Die Auswahl des Schrifttums erfolgte nach den Kriterien wissenschaftliche
Priorita¨t, Vollsta¨ndigkeit und Lesbarkeit.
8von Goethe stammt der Gegenentwurf:









(Ludwig Mies van der Rohe)
Prozesse ko¨nnen sowohl kontinuierlich als auch diskontinuierlich ablaufen. Ein Pro-
zess existiert auch ohne Definition – ein Prozessmodell wird erst durch eine konkrete
Definition mo¨glich. Die Implementierung eines Prozessmodells als Softwaresystem
erfordert eine stringente Definition wa¨hrend ein realer Prozess auch funktionieren
kann, ohne das bekannt ist wie. Damit stellt schon die Definition eines Prozessmo-
dells einen ersten Schritt zur Verbesserung des Prozessversta¨ndnisses dar:
• Die aktuelle Situation wird analysiert.
• Die Schlu¨sselmetriken zur Quantifizierung des Prozesses werden definiert.
• Die grundlegenden Nebenbedingungen werden identifiziert und quantifiziert.
Prozessmodelle sind kein Selbstzweck, sie dienen der (vereinfachten) Abbildung
der (komplexen) Realita¨t. So stellen sie immer einen Kompromiss zwischen not-
wendigen Vereinfachungen und korrekter Abbildung des komplexen Verhaltens dar.
Sie beno¨tigen in der Regel eine experimentelle Untermauerung. Wa¨hrend es fru¨her
mo¨glich und zielfu¨hrend war, Modellierung und experimentelle Analyse in Personal-
union zu betreiben, ist dies heute nur noch selten praktikabel. Komplexe Prozesse
erfordern anspruchsvolle Modellierwerkzeuge. Zudem ist die Vorgehensweise stark
abha¨ngig von einer Informationstechnologie, die auf klar strukturierte Abla¨ufe und
Definitionen angewiesen ist.
In diesem Kapitel wird im Detail untersucht, was ein Prozessmodell ist und wozu
es verwendet werden kann. Diese Arbeit bescha¨ftigt sich mit komplexen Prozessmo-
dellen, deren Entwicklungs- und Implementierungsaufwand erhebliche Ressourcen
erfordert. Daher sind Ziele und Einsatzfelder vorab mo¨glichst genau festzulegen und
wa¨hrend der Umsetzung regelma¨ßig zu hinterfragen.
Der deduktive top-down Ansatz wird erga¨nzt durch den induktiven bottom-up
Ansatz. Dieser basiert auf der sta¨ndigen Weiterentwicklung von Werkzeugen und
Verfahren:
• Physikalische Beschreibung der Prozesse (siehe Kapitel 4).
• Mathematische Modellierung (siehe zum Beispiel [SEB88, IIW00, Spi01]).
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• Numerische Lo¨sungsverfahren [ZT84, SK04, FP08, LO09].
• Auswahl der Lo¨sungsalgorithmen [EMR96], Parallelisierung [Gaj88, GLS07].
• Software Engineering und Implementierung [Bal08].
• Managementmethodik, Risikoanalyse und Ressourcenakquisition [Cam05].
In der Praxis werden zunehmend Simulationsumgebungen verwendet, die den An-
schein erwecken, eine relevante Modellierung eines Prozesses wa¨re ohne ein Versta¨nd-
nis der zu Grunde liegenden physikalischen Pha¨nomenene mo¨glich. Dieser Anschein
entsteht dadurch, dass ein dem abzubildenden a¨hnlicher Prozess schon einmal er-
folgreich mit dem entsprechenden Werkzeug modelliert wurde und die Erfahrungen
in Form von Vorgabewerten Eingang in die Benutzeroberfla¨che fanden. Dadurch ist
diese in der Lage, auch Laien an die richtige Stelle zu lenken (siehe Abschnitt 2.2.1).
Um letztendlich mit dem Prozessmodell ein im Sinne der gewu¨nschten Granu-
larita¨t und Genauigkeit zutreffendes Abbild der Realita¨t zu erhalten, sind sowohl
der deduktive als auch der induktive Ansatz verwendbar. Die Grundlagenforschung
arbeitet in der Regel induktiv, wa¨hrend die Implementierung von industriell rele-
vanten Prozessmodellen deduktiv auf der Basis des jeweiligen Standes der Technik
erfolgt.
Sofern die in der Realita¨t oft dominierenden Opportunita¨ten ausgeklammert wer-
den, ist auch der deduktive Ansatz einer wissenschaftlichen Betrachtungsweise zu-
ga¨nglich. Diese Arbeit diskutiert entsprechende Ansa¨tze, sofern sie zweckdienlich
erscheinen und ein zu opulenter formaler U¨berbau vermieden werden kann. Eine
formal definierte Ontologie ko¨nnte der in [MMWY10] a¨hneln, ist aber nicht Thema
dieser Arbeit. Ebenso wenig soll eine ausschließlich mathematische Theorie der Pro-
zessmodellierung diskutiert werden, siehe zum Beispiel [HBS04]. Es wird nach den
relevanten Fragen (und Antworten) zum Thema Prozessmodellierung gesucht:
1. Was ist ein Prozessmodell?
2. Wie ist es fu¨r einen konkreten Prozess zu definieren?
3. Wozu kann das Prozessmodell dienen?
4. La¨sst sich ein konkreter Prozess sinnvoll modellieren und wenn ja, wie?
5. In welchen Bereichen fehlen Modellierwerkzeuge?
6. In welchen Bereichen fehlen grundlegende Daten?
7. Welchen Aufwand erfordert die Bereitstellung eines Prozessmodells?
8. Welche Experimente sind notwendig um das Modell zu parametrieren?
9. Wie komme ich von den experimentellen Ergebnissen zu den Parametern?
10. Wie kann ein Prozessmodell betrieben werden?
11. La¨sst sich eine konkrete Frage zum Prozess mit dem Modell beantworten?
Und wenn ja, wie und mit welchem Aufwand?
12. Wie und mit welchem Aufwand kann der Prozess mit Hilfe des Modells ver-
bessert werden?
Zur grundsa¨tzlichen Frage nach dem Zweck soll gleich eine Antwort vorweggenom-
men werden:
Prozessmodelle dienen der rechnerischen Suche nach neuen Technologien,
die nicht im Gegensatz zu den Naturgesetzen stehen.
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Abbildung 2.1: Definition eines Prozessmodells nach [Wen07].
2.1 Definitionsphase eines Prozessmodells
Als Prozessmodell wird ein Modell bezeichnet, welches das Verhalten eines dyna-
mischen Vorgangs abbildet, ohne das der Vorgang selbst durchgefu¨hrt wird. Die
Frage was ein Prozessmodell u¨berhaupt ist und wie es sich auf den abzubildenden
realen Prozess bezieht, wurde in der chemischen Verfahrenstechnik umfassend dis-
kutiert [Den86] und im Bereich der Metallurgischen Prozesstechnik durchaus schon
angesprochen (siehe zum Beispiel [TB97, Tho09]), wobei hier [Wen07] wesentlich
erweitert werden soll.
Diese Definitionsphase ist so wichtig, da in ihr die wesentlichen Eingangs- und
Ausgangsgro¨ßen des Prozesses selbst festgelegt werden. Das vorhandene Wissen u¨ber
den realen Prozess wird umgesetzt in eine formale Schnittstellendefinition, die –
unabha¨ngig von einem konkreten Modell – den Prozess charakterisiert und seine
konkreten Auspra¨gungen experimentell und rechnerisch quantifizierbar macht.
2.1.1 Schnittstellendefinition
Aus regelungstechnischer Sicht wird ein realer Prozess P u¨ber Einga¨nge gesteuert
und liefert Ergebnisse an den Ausga¨ngen. Aus verfahrenstechnischer Sicht wird ein
Prozess u¨ber Bilanzgrenzen von seiner Umgebung abgegrenzt und von Einflussgro¨ßen
bestimmt. Aus physikalischer Sicht ko¨nnen sich zusa¨tzliche Eingangsgro¨ßen ergeben,
die zur Aufstellung von Stoff-, Impuls- und Energiebilanzen erforderlich sind. Aus
all diesen Ein- und Ausgangsgro¨ßen kann fu¨r jeden Prozess eine Schnittstelle zu
einem den Prozess – unter spezifizierten Zielvorgaben – abbildenden Modell definiert
werden.
Diese Modellschnittstelle ist, wie in Abbildung 2.1 skizziert, eng mit der Defi-
nition der Parameter, Mess- und Steuergro¨ßen des realen Prozesses verknu¨pft. Da
Prozessmodelle in Form von Software implementiert sein mu¨ssen, um nutzbar zu
sein, werden diejenigen Daten als Einga¨nge bezeichnet, die dem Modell u¨bergeben
werden, die dieses aber nicht a¨ndern kann. Die Ausga¨nge sind dann diejenigen Da-
ten, die das Modell liefert. Die scharfe Abgrenzung des Prozessmodells als einer black
box, die nur u¨ber die Einga¨nge xi(t), pk und die Ausga¨nge yj(t) mit der Außenwelt
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kommuniziert hat folgende Vorteile:
• Es werden keine Annahmen u¨ber die Art des Modells gemacht, es kann sich
auch um ein nicht mechanistisches Modell handeln.
• Die xi(t), pk und yj(t) ko¨nnen offen gelegt und standardisiert werden.
• Verschiedene Modelle des gleichen Prozesses werden vergleichbar.
• Die Modelldetails einschließlich der Zustandsgro¨ßen zl(t) mu¨ssen nicht offen
gelegt werden.
Ausgangspunkt ist die Sichtweise der Verfahrenstechnik (siehe Abschnitt 5.8), die
den Prozess als black box betrachtet. Der reale Prozess wird durch die Stellgro¨ßen
{cl(t)} bestimmt und liefert die Messwerte {em(tm,n)}. Ist nun die Ersetzungsbedin-
gung
{cl(t)} ⊂ ({xi(t)} ∪ {pk}) und {em,n} ⊂ {yj(t)} (2.1)
erfu¨llt, so kann das Prozessmodell an statt des realen Prozesses verwendet werden
um fu¨r eine konkrete Menge {cl} die {em} rechnerisch zu bestimmen, das Modell




zl(t) = fl(zl(t), xi(t), pk, t) . (2.2)
Die Zeitdimension t ist durch den 2. Hauptsatz der Thermodynamik und dadurch
ausgezeichnet, das jedes reale Prozessmodell auch eine gewisse Zeit beno¨tigt um die
gewu¨nschten Berechnungen anzustellen. Die zeitabha¨ngigen Eingangsgro¨ßen werden
daher als eigene Menge ~x(t) = {xi(t)} betrachtet. Zuna¨chst einmal ist es zwingend
erforderlich, die zeitabha¨ngigen Eingangsgro¨ßen xi(t), die Prozessparameter pk und
die zu berechnenden Gro¨ßen yj(t) zu definieren. Es ist wichtig anzumerken, das die
einzelnen xi(t), pk und yj(t) durchaus unterschiedliche Datentypen haben ko¨nnen
und nicht notwendigerweise durch Zahlen dargestellt werden mu¨ssen. Das Prozess-
modell liefert dann die zeitabha¨ngige Antwort auf die Stimuli xi(t) und pk.
Grundsa¨tzlich ist bei der Definition die Anzahl der Elemente nx = |{xi(t)}|,
ny = |{yj(t)}| und np = |{pk}| soweit zu minimieren, wie die vorher definierten
Modellierziele es zulassen. Dem entspricht die reale Zielsetzung einen Prozess mit
mo¨glichst wenig Stellgro¨ßen nc = {cl(t)} und Messstellen ne = {em(tm,n)} zu betrei-
ben. Da Modelle Vereinfachungen treffen, sollte die Dimension der Modelleinga¨nge
nicht gro¨ßer als die Anzahl der Einga¨nge des realen Prozesses sein. Das bedeutet aber
nicht, das die Anzahl der real verwendeten Stellgro¨ßen immer gro¨ßer als die Anzahl
der Modelleinga¨nge ist. Im realen Prozess ko¨nnen Eingangsgro¨ßen unbekannt sein,
die das Modell zwingend beno¨tigt. Diese sind dann abzuscha¨tzen und ihr Einfluss
ist u¨ber eine Sensitivita¨tsanalyse (siehe Abschnitt 2.7) zu analysieren.
Die Definitionsphase muss die Obermengen {xi}, {pk} und {yj} festlegen. Nicht je-
des Modell beziehungsweise reale Prozessleitsystem muss dann alle Ein- beziehungs-
weise Ausga¨nge auch verwenden. Orientierung bieten alle zum Zeitpunkt der Defi-
nition vorhandenen Modelle und realen Leitsysteme. Diese Informationen mu¨ssen
erga¨nzt werden durch grundsa¨tzliche U¨berlegungen zur Systemstruktur (zum Bei-
spiel relevante physikalische Erhaltungsgro¨ßen) und den Systemgrenzen. Insbesonde-
re eine optimale Strukturierung jedes Systems in Teilsysteme liefert Systemgrenzen
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mit minimalen nx, np und ny. Dem mu¨ssen sich historisch u¨berlieferte Systemgren-
zen unterordnen, da die Forderung nach einer minimalen Anzahl von Stellgro¨ßen
Priorita¨t hat (siehe Abschnitt 2.3).
Mathematisch stellt das Prozessmodell M einen zeitabha¨ngigen Operator M̂ dar,
der aus dem zeitlich variierenden nx-dimensionalen Vektor der Modelleinga¨nge ~x(t)
und dem (zeitlich konstanten) np-dimensionalen Vektor der Modellparameter ~p den
zeitlich variierenden ny-dimensionalen Vektor der Modellausga¨nge ~y(t) berechnet.
~y(t) = M̂ (~x(t), ~p) (2.3)
Dabei werden in der Regel nur Modelle realisiert, die durch einen Algorithmus
M˜ angena¨hert werden ko¨nnen, der zur Berechnung der Wirkung der vektorwerti-
gen Funktion ~x(t) nur einen endlichen Zustandsvektor ~z(t) erfordert, das heißt das
Modell kann als Differentialgleichung oder iterativ formuliert werden:
~y(τ)|τ=t+dt = M˜ (~x(τ)|τ=t+dt, ~p, ~z(τ)|τ=0...t) . (2.4)
In der Praxis wird durch die Definition der yj festgelegt, welche Aspekte des realen
Prozesses durch das Modell vorhersagbar sein sollen. Es ist daher bei minimalem ne
ein Qualita¨tskriterium fu¨r das Prozessmodell, wie viele der Messungen em korrekt
vorhergesagt werden. Durch Gewichtung der Messungen em la¨sst sich ein Maß fu¨r
die Vorhersagequalita¨t des Modells definieren (siehe Abschnitt 2.12).
Stehen nun Prozessmodelle zur Simulation realer Prozesse in ausfu¨hrbarer Form
zur Verfu¨gung, so lassen sich daraus Metamodelle konstruieren, mit denen auch
indirekte Fragestellungen beantwortet werden ko¨nnen. Dazu geho¨ren Metamodel-
le zur automatischen Behandlung der in den folgenden Abschnitten behandelten
Fragestellungen.
2.1.2 Andere Bilder und Modelldefinitionen
An dieser Stelle treten zwei wichtige Fragen zu Tage:
• Welche Eigenschaften muss ein System besitzen, damit es sich mit dem ge-
nannten Konzept theoretisch und auch praktisch beschreiben la¨sst.
• Welche alternativen bzw. erga¨nzenden Prozessmodellierkonzepte gibt es?
Soweit diese Fragen nicht im Folgenden behandelt werden sei auf die Systemtheorie
([Ber68a]) und die Spezialliteratur [HBS04] verwiesen.
Eine allgemeinere Theorie der Modellierung und Simulation wird in [ZPK07] ver-
sucht, wovon hier einige Begriffsbildungen transkribiert werden sollen:
Eine Systemspezifikation kann auf unterschiedlichen Ebenen und mittels unter-
schiedlicher Formalismen erfolgen, genannt seien die
• Spezifikation auf der Basis von Differentialgleichungen (DESS=Differential
Equations System Specification),
• Zeitdiskrete Spezifikation (DTSS=Discrete Time System Specification) und
• Ereignisdiskrete Spezifikation (DEVS=Discrete Event System Specification).
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Moderne numerische Softwareumgebungen wie Mathematica sind dabei durchaus
in der Lage Mischformen wie Differentialgleichungen mit Ereignissen oder Diskonti-
nuita¨ten zu behandeln. Wichtig ist die Tatsache, das sich vom Systemverhalten (nach
außen) nicht eindeutig auf die innere Struktur oder den Systemzustand schließen
la¨sst. Komplexe Systeme werden hierarchisch in Subsysteme aufgeteilt, komplexe
Modelle aus Modellen von Teilsystemen zusammengesetzt.
Haken bezeichnet seine Systemtheorie als Synergetik und bescha¨ftigt sich mit
den wissenschaftlichen Grundlagen auf der Basis mathematischer Beschreibungen
nichtlinearer Systeme [Hak87]. Diese Grundlagen liefern ebenfalls Werkzeuge zur
Beschreibung von Selbstorganisationspha¨nomenen.
2.1.3 Offene Systeme, innere Dimensionen und Systemzusta¨nde
Nicht nur die Anzahl der relevanten Ein- und Ausga¨nge eines Prozesses ist wichtig,
sondern ebenso die Anzahl der inneren Dimensionen, das heißt der Zustandsvaria-
blen, mit denen der zeitlich vera¨nderliche Systemzustand quantifiziert werden kann,
und die zur Bestimmung der Ausga¨nge beno¨tigt werden. Hier besteht eine inter-
essante Parallele zur allgemeinen Systemtheorie nach Bertalanffy [Ber72, Glg.(1.1)].
2.1.4 Chargen- und kontinuierliche Prozesse, der Einsatzfall
In der Hochtemperaturverfahrenstechnik wird oft diskontinuierlich mit Chargenpro-
zessen gearbeitet (Batchbetrieb). Hier macht es Sinn, die Abarbeitung einer Char-
ge informationstechnisch in einen Container zusammenzufassen, der als Einsatzfall
(case) bezeichnet werden soll. Auch kontinuierliche Prozesse verlaufen oft periodisch
und lassen sich dann sinnvoll in typische Zeitabschnitte unterteilen, oder verlaufen
stationa¨r, das heißt alle relevanten Gro¨ßen sind zeitlich konstant. Jeder Einsatzfall
(case) wird fu¨r das Modell vollsta¨ndig durch die xi(t) und pk beschrieben, sofern die
beno¨tigten Zustandsgro¨ßen fu¨r den Anfangszustand bekannt sind oder in den pk ko-
diert werden ko¨nnen. Zugeordnet werden dann die experimentell ermittelten Daten
em(t), die auch die kleinstmo¨gliche Menge an Zeitpunkten festlegen, fu¨r die das Mo-
dell Ergebnisse yj(t) zu produzieren hat. Bei Chargenprozessen ist die Ablaufplanung
(scheduling) fu¨r die Optimierung von wesentlicher Bedeutung [MCG+06, MS09].
2.1.5 Dimensionslose Kennzahlen
Im Sinne der Nutzbarkeit sollte bei der Wahl der xi, pk und yj auf allzu abstrakte und
nicht direkt messbare Gro¨ßen verzichtet werden. Zusa¨tzlich zu einem offengelegten
Anwender-freundlichen Prozessmodell A ist es immer mo¨glich, ein wissenschaftliches
Prozessmodell B zu definieren, welches die Forderung nach minimalen {nx, ny, np}
besser umsetzt und von A dann genutzt wird. Die Modellparametrierung sollte u¨ber
die Parameter von B erfolgen. Damit stellt B das eigentliche Prozessmodell dar
und A hat den Charakter einer Benutzerschnittstelle. In der Praxis ist es unter
Umsta¨nden nur mo¨glich A o¨ffentlich zu definieren, das heißt verschiedene Modelle
des gleichen Prozesses mu¨ssen u¨ber eine sub-optimale Schnittstelle verglichen wer-
den. Es ist deshalb auch Aufgabe der Wissenschaft, Parameterabha¨ngigkeiten in A
aufzudecken und fu¨r eine offene Definition der B’s zu sorgen.
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Mit Hilfe der in [Sti90] und Abschnitt 5.4 diskutierten A¨hnlichkeitstheorie lassen
sich Kennzahlen ermitteln, aus denen sich auch Parameter fu¨r B ableiten lassen. In
der Praxis bezieht sich ein B-Modell mit minimalen {nx, ny, np} auf bestimmte An-
nahmen und Na¨herungen, so das Konsens u¨ber eine offene mo¨glichst allgemeingu¨ltige
Modellschnittstelle (A) immer nu¨tzlich ist.
2.1.6 Einzelprozesse und Prozessklassen
Jeder Einzelprozess ist an die Anlage gebunden auf der er durchgefu¨hrt wird. In
der Regel ist diese Anlage nicht einzigartig sondern es existiert eine Menge von
vergleichbaren Anlagen, deren Prozesse eine Prozessklasse bilden. Dadurch wird es
sinnvoll, Prozessmodelle so zu gestalten, das sie eine ganze Prozessklasse abbilden.
Die Modellierung von Einzelprozessen oder kleinen Klassen ist oft schwierig, da die
abzubildende Komplexita¨t schnell in keinem Verha¨ltnis mehr zu den verfu¨gbaren
Ressourcen fu¨r die Bereitstellung des Prozessmodells steht. Daher ist es o¨konomisch
sinnvoll, mo¨glichst große Prozessklassen zu bilden, die dann von einem Prozessmodell
abgebildet werden. Dem stehen zwei Schwierigkeiten entgegen:
• Der Verallgemeinerungsaufwand kann schnell u¨ber alle Grenzen wachsen.
• Die Ressourcen stehen oft nur fu¨r einen spezifischen (aus der Sicht des Auf-
traggebers einzigartigen) Prozess zur Verfu¨gung.
O¨konomisch tragfa¨hige Prozessmodellierung basiert somit auch auf einer versteckten
Verallgemeinerung, aus der effizient Einzello¨sungen abgeleitet werden ko¨nnen.
2.1.7 Einheitliche und offene Schnittstellen
Genau wie sich die Prozesse aus steuerungstechnischer Sicht mo¨glichst determinis-
tisch verhalten sollten, sollten die Prozessmodelle validierbar sein und reproduzier-
bare Ergebnisse liefern. Fu¨r den Fall des Einsatzes von stochastischen Methoden in
der Prozessmodellierung ist daher vorab zu definieren, wann eine Reproduzierbar-
keit vorliegt1. Auch in diesem Fall ist es notwendig, das die Schnittstellen, das heißt
die Definition der xi, pk und yj vereinheitlicht und offen gelegt werden. Dies stellt
keine Einschra¨nkung fu¨r die Nutzer der Prozessmodelle dar, da der Anpassungsauf-
wand einer proprieta¨ren Umgebung an eine Standard-Schnittstelle schnell durch die
Vorteile aufgewogen wird:
• Prozessmodelle mit einheitlichen Schnittstellen sind austauschbar.
• Offene Schnittstellen sind qualitativ hochwertiger (Mehraugenprinzip).
• Einheitliche Schnittstellen ermo¨glichen den gleichzeitigen oder wechselnden
Einsatz unterschiedlicher Prozessmodelle.
• Einheitliche Schnittstellen ermo¨glichen eine quantitative Validierung von Pro-
zessmodellen einschließlich deren Vergleich und Standardisierung (Benchmar-
king).
• Offene Schnittstellen vereinfachen den Einsatz von Prozessmodellen, deren in-
nere Details nicht offen liegen (black box).
1falls das Modell echte Zufallszahlen verwendet.
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• Offene Schnittstellen erlauben die Publikation von Datensa¨tzen zur Validie-
rung und Parametrierung von Prozessmodellen.
Einheitliche offene Schnittstellen sind daher im Interesse der Nutzer von Prozess-
modellen. Auch die Lieferanten von Prozessmodellen ko¨nnen dadurch den Markt fu¨r
ein einzelnes Modell vergro¨ßern. Lediglich die Konkurrenz zwischen den Modelllie-
feranten wird durch den etwas geringeren Modellwechselaufwand verscha¨rft.
Zu diesem Thema sei auf den CAPE-OPEN Standard verwiesen, der in der che-
mischen Reaktionstechnik verwendet wird und eine ebenso allgemeine wie komplexe
Schnittstelle darstellt [Bra02].
Unter prmc.de wird versucht eine Schnittstelle fu¨r den EAF-Prozess mo¨glichst
einfach und allgemeingu¨ltig zu definieren.
2.1.8 Die zeitabha¨ngigen Eingangsgro¨ßen xi(t)
Alle Gro¨ßen, deren Werte eine signifikante und relevante Zeitabha¨ngigkeit aufwei-
sen, bilden die Menge der xi. Auch wenn diese im Prinzip kontinuierliche Funktionen
darstellen, so ist im Sinne einer mo¨glichst kleinen Datenmenge pro Einsatzfall (case)
auf eine geeignete Abtastrate (sampling) zu achten. Die Abtastrate ist individuell
an die A¨nderungsgeschwindigkeit jeder einzelnen Datenquelle anzupassen und soll-
te in der Regel ungefa¨hr 30% der schnellsten Zeitskala betragen, auf der sich die
jeweilige Gro¨ße a¨ndert. Nur so kann verhindert werden das einzelne schnell vari-
ierende Gro¨ßen (zum Beispiel die Momentanstromsta¨rke im Elektrolichtbogenofen)
den Zeittakt vorgeben und damit riesige Datenmengen an nur langsam variierenden
Werten generieren. Dazu sei auf den in [Ven09] diskutierten Paradigmenwechsel von
der Datenarmut zum Datenu¨berfluss hingewiesen.2
Die zeitabha¨ngigen Eingangsgro¨ßen {xi} sind so zu definieren, das eine mo¨glichst
kleine Menge von Eingangsgro¨ßen entsteht, die am realen Prozess messtechnisch
zuga¨nglich sind und dort Fu¨hrungs- oder Steuergro¨ßen darstellen. Der Eingangs-
zeittakt eines Modells wird dann durch das sich zeitlich am schnellsten a¨ndernde
xi bestimmt. Unterschiedliche Eingangszeittakte der xi reduzieren die notwendigen
Datenmengen.
2.1.9 Die Modellparameter pk
Jedes Modell sollte mo¨glichst geringe Abweichungen zwischen den berechneten und
den gemessenen Werten liefern. Die Suche nach einem Modell gleicht somit der
Suche nach einer optimalen Fit-Funktion, die zuna¨chst einmal eine Kenntnis und
Einordnung der Einflussfaktoren beinhaltet. Zur Erreichung dieses Zieles bieten sich
die Methoden von Genichi Taguchi an, wie sie sich in den Standardwerken der
Versuchsplanung finden [Kro94, Mon09].
Alle genau bekannten und nicht vom konkreten Einsatzfall (case) abha¨ngigen
Informationen und Parameter sollten nur dann von außen sichtbar oder vera¨nderbar
sein, wenn dies fu¨r den Modellbetrieb notwendig ist (Fit-Parameter). Hinzu kommt
eine Menge von Modellparametern, mit denen die nicht zeitlich vera¨nderlichen Daten
der konkreten Einsatzfa¨lle (case) spezifiziert werden.
Bei der Auswahl und Definition all dieser Parameter ist folgendes zu beachten:
2Man beachte den Unterschied zwischen Daten, Wissen und Versta¨ndnis.
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• Alle Fit-Parameter des Modells sind offen zu legen und zu dokumentieren.
• Die Initialisierung von Stoff- und Energieinhalten ist zu ermo¨glichen.
• Die Nutzung vom Transportkoeffizienten aus der Literatur ist zu dokumen-
tieren. Diese sind jedoch nur dann als Parameter aufzufu¨hren, wenn sich die
Notwendigkeit einer A¨nderung aus der Messgenauigkeit und der Existenz von
Ausgangsgro¨ßen hoher Sensitivita¨t ergibt.
• Die vom Modell verwendeten Parameter sollten mo¨glichst durch von dem Pro-
zess unabha¨ngige Laborexperimente oder Simulationen bestimmbar sein, das
heißt die Anzahl der echten Fit-Parameter ist zu minimieren.
• Zur Modellparametrierung ist eine minimale Anzahl von signifikanten und
relevanten Parametern pk essentiell (siehe Abschnitt 2.3).
Hinzu kommt in der Regel noch eine Menge von Parametern, die aus anderen
Gru¨nden beno¨tigt werden, zum Beispiel zur Identifikation von Datensa¨tzen und
Anlagen.
Um in einer Softwareumgebung die Modelldefinition unabha¨ngig vom Modell
selbst verwenden zu ko¨nnen, ist darauf zu achten, das vorsorglich zusa¨tzliche rei-
ne Fit-Parameter definiert werden.
2.1.10 Die inneren Zustandsgro¨ßen zl
Um das Verhalten eines Prozesses abbilden zu ko¨nnen verwendet ein Prozessmodell
in der Regel innere Zustandsgro¨ßen. Im Idealfall sind diese identisch mit physika-
lischen Zustandsgro¨ßen und ko¨nnen u¨ber die Modellparameter initialisiert werden.
Ist das nicht machbar, so kann die Prozesssimulation auch mit einem gesicherten
Modellzustand oder einer Initialisierungsrechnung starten:
1. Ein einfacher Prozesszustand wird eingestellt.
2. Das Prozessmodell simuliert u¨ber geeignete {xi(t), pk} den Weg zum gewu¨nschten
Ausgangszustand.
Eine mo¨glichst geringe Kardinalita¨t der Zustandsgro¨ßen nl = |{zl}| ist ein se-
kunda¨res Qualita¨tsmerkmal eines Prozessmodells. In Kapitel 7 findet sich ein Bei-
spiel, wie sich auch mit CAE-Werkzeugen Prozessmodelle darstellen lassen, die dann
jedoch sehr große Mengen an Zustandsgro¨ßen beno¨tigen.
2.1.11 Die zeitabha¨ngigen Ausgangsgro¨ßen yj(t)
Alle von dem Prozessmodell berechneten Gro¨ßen bilden die Menge der yj. Ob eine
signifikante Zeitabha¨ngigkeit vorliegt, ist zuna¨chst nicht relevant, da das Prozess-
modell u¨blicherweise alle yj zu vorgegebenen Zeitpunkten liefert. Geeignete Meta-
modelle ko¨nnen die auftretenden Zeitabha¨ngigkeiten analysieren und so die Model-
lierergebnisse weiter verdichten, beziehungsweise den zeitlichen Simulationsablauf
steuern. Bei der Auswahl und Definition der yj ist folgendes zu beachten:
• Die Anzahl ny = |{yj}| ist zu minimieren.
• Die Messbarkeit der yj ist zu maximieren.
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• Die Granularita¨t und Taktung der yj ist soweit zu reduzieren, wie es die Mo-
dellierziele erlauben.
• Die yj sollten alle relevant sein und mu¨ssen signifikante Abha¨ngigkeiten von
einer Teilmenge der xi und pk aufweisen.
Hier muss die wesentliche Aufgabe des konkreten Prozessmodells identifiziert und
definiert werden. Wa¨hrend die Lo¨sung eines mathematischen Modells oft eine große
Menge von zeit- und ortsabha¨ngigen Gro¨ßen liefert, muss das Prozessmodell diese
auswerten und verdichten. Es ist sinnvoll, auch Gro¨ßen in die Menge der yj aufzuneh-
men, die noch nicht experimentell u¨berpru¨fbar sind, sofern diesen eine signifikante
Relevanz zugeschrieben wird. Die Messung relevanter Prozessgro¨ßen an einer kon-
kreten Anlage bildet dann die Datenbasis zur Validierung und Parametrierung des
Modells.
2.1.12 Die Modellkardinalita¨t D
Die Mengen der Modelleinga¨nge {xi(t)} und {pk} und der Ausga¨nge {yj(t)} sind
durch die bisherigen Definitionen nicht notwendigerweise endlich. Abgesehen von
rein analytischen Betrachtungen ist jedoch eine Abbildung auf endliche Mengen
erforderlich und somit auch eine zeitliche Diskretisierung (sampling) der xi(t) und
yj(t). Numerisch kann nur ein beschra¨nkter Zeitraum t = tMin . . . tMax und eine
beschra¨nkte Zeitskala (Frequenzraum) betrachtet werden. Die mittlere Anzahl der
relevanten Zeitpunkte der xi(t) sei sti. Als Modellkardinalita¨t wird die Gro¨ße
D = Max[0, log2(stini + nk)− 4] (2.5)
vorgeschlagen. Die Komplexita¨t des Modellparametrierungsproblems ha¨ngt nur von
nk ab (siehe Abschnitt 2.8), der numerische Aufwand auch von D.
2.1.13 A¨quifinalita¨t
Offene Systeme ko¨nnen in der Regel keinen thermodynamischen Gleichgewichtszu-
stand erreichen, befinden sich nach einer gewissen Einschwingzeit jedoch in einem
Fließgleichgewicht [Ber50b]. Dieser stationa¨re Zustand ist oft unabha¨ngig vom Aus-
gangszustand. Zu dieser Problematik hat der Systemtheoretiker Karl Ludwig von
Bertalanffy den Begriff der A¨quifinalita¨t gepra¨gt [Ber68a].
In der klassischen mathematischen Modellierung hat der Nutzer des Modells idea-
lerweise Zugang zu allen Details. In der realen Welt ist dieser Zugang oft nicht
gegeben – und auch nicht immer zielfu¨hrend. Ein Modell als Abbild soll ja den Um-
gang mit einem System vereinfachen und nicht zur Komplexita¨t der Realita¨t noch
die Modellkomplexita¨t hinzufu¨gen. Damit la¨sst sich ein publiziertes und numerisch
einfach lo¨sbares mathematisches Modell als ho¨chste Stufe der Modellvereinfachung
verstehen, die in der Praxis jedoch nur selten erreicht wird.
Prozessmodelle werden auch fu¨r offene Systeme entwickelt, die keinen eindeutigen
Zusammenhang zwischen Anfangsbedingungen und dem Systemzustand aufweisen.
Ferner sind Prozessmodelle nicht eindeutig in dem Sinne, das von unterschiedli-
chen Entwicklern bereitgestellte Modelle fu¨r identische Eingangsgro¨ßen identische
Ausgangsgro¨ßen liefern oder – falls doch – den gleichen internen Lo¨sungsweg be-
schreiten.
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Es bleibt festzuhalten, das mehrere unterschiedliche Modelle zu a¨hnlichen Er-
gebnissen fu¨hren ko¨nnen und das es Aufgabe der in diesem Kapitel vorgestellten
Techniken sein wird, nachvollziehbare Methodiken und Maßsta¨be zur Modellcha-
rakterisierung bereitzustellen. Es ist offensichtlich, das auch Modelle nicht determi-
nistischer oder sich chaotisch verhaltender Systeme ihre Daseinsberechtigung haben
und analysiert werden mu¨ssen. Faktisch beschreiben die in Kapitel 4 diskutierten
Grundgleichungen auch Systeme ohne starke Kausalita¨t.
2.2 Einsatzfelder und Ziele von Prozessmodellen
Wozu dient ein spezifisches Prozessmodell? Die Frage nach dem Zweck ist notwen-
dig, um vor der Modellentwicklung die Ziele mo¨glichst genau festzulegen. Damit
lassen sich die fu¨r den Entwicklungsprozess notwendigen Ressourcen und die Ein-
und Ausgangsparameter besser festlegen. A¨quivalent ist die Frage nach den Ein-
satzfeldern eines Prozessmodells. Auch der Einsatz der verschiedenen Techniken der
Modellanalyse sollte sich immer an den konkreten und a priori festgelegten Model-
lierzielen orientieren. Die am ha¨ufigsten angegebenen Ziele und Einsatzfelder werden
im Folgenden kritisch diskutiert.
2.2.1 Prozessversta¨ndnis und Technologietransfer
B.G. Thomas hat die Planetenbewegung als Prozess und die Keplerschen Gesetze als
Beispiel fu¨r ein Prozessmodel verwendet [Tho09]. Real existierende Hochtempera-
turprozesse sind jedoch deutlich komplexer. Die grundlegenden thermodynamischen
Gro¨ßen variieren in der Regel sowohl zeitlich als auch ra¨umlich und nur selten la¨sst
sich das System durch ein explizit lo¨sbares mathematisches Modell beschreiben. Ein
gewisses Prozessversta¨ndnis geho¨rt ins Marschgepa¨ck auf dem Weg zu einem Pro-
zessmodell, welches dann auch zu einem besseren Versta¨ndnis beitra¨gt. Als alleiniges
Ziel ist das Prozessversta¨ndnis weniger geeignet, das es nur schwer quantifizierbar
ist. Hier sind zumindest konkrete Fragestellungen zu formulieren und es ist u¨ber eine
zielfu¨hrende Prozessvisualisierung nachzudenken. Gerade die Visualisierung der Da-
ten hochauflo¨sender Prozessmodelle liefert Einsichten, die anders nicht zu gewinnen
sind und erleichtert sowohl Prozessversta¨ndnis als auch die Modellvalidierung.
Mit zunehmender Modellkomplexita¨t tritt auch die Frage nach einer geeigneten
Benutzerschnittstelle immer mehr in den Vordergrund. So ergibt sich ein fließender
U¨bergang von der Simulationsumgebung zum Expertensystem. Letzteres sollte dann
darauf ausgelegt sein, dort Hinweise zu geben, wo die Operatoren u¨berfordert sind
und bei Fehlern und Sto¨rungen die Suche nach Kausalita¨ten im Meer der Korrela-
tionen unterstu¨tzen. Problematisch sind moderne Simulationsumgebungen in Bezug
auf die oft fehlende kritische wissenschaftliche Validierung: Ein Prozess wurde einmal
simuliert, der Lieferant des Modells konditioniert die Vorgabewerte (defaults) der
Simulationsumgebung entsprechend, und neue Benutzer haben schnell Erfolgserleb-
nisse und halten sich fu¨r Experten. Die dokumentierte kritische Auseinandersetzung
mit dem Prozess und der Simulationsumgebung sollte nie fehlen. Es bleibt noch
anzumerken, das die mentale Disziplin, die in der Prozessmodellierung zwingend
notwendig ist, auf jeden Fall zum Erfolg des Prozessingenieurs wesentlich beitra¨gt.
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2.2.2 Auslegung und Optimierung von Anlagen und Prozessen
Wa¨hrend fru¨her zuna¨chst einmal der Nutzen numerischer Simulationen zu recht-
fertigen war (zum Beispiel [DVWW97]), so geht es heute weniger um das ob als
um das wie. Im Anlagenbau sind Prozessmodelle das ideale Werkzeug zur Ausle-
gung und Skalierung der Anlagen, in denen die Prozesse stattfinden. In der Praxis
werden allerdings eher generische Simulationsumgebungen genutzt um Auslegungs-
rechnungen durchzufu¨hren, ohne dabei explizit ein Prozessmodell zu qualifizieren.
Da bisher viele Prozesse als zu komplex erschienen um ein hinreichend detailge-
treues und genaues Simulationsmodell zu erhalten, wurden oft nur einzelne isolierte
Pha¨nomene modelliert. Mit zunehmender Verbreitung und Verbesserung von als
multi-physics bezeichneten Simulationsumgebungen wird es mo¨glich sein, mit die-
sen Werkzeugen Prozessmodelle zu qualifizieren. Dabei fu¨hrt der Weg oft u¨ber mit
hohem Rechenaufwand generierte singula¨re Simulationsergebnisse (siehe Abschnitt
2.10.6). Die hohe Bedeutung einzelner Prozesse und die mit den entsprechenden
Anlagen verbundenen immensen Investitionskosten werden dann dazu fu¨hren, das
komplexe Prozessmodelle auf der Basis von Lo¨sungsalgorithmen entstehen, die zur
Zeit nur zur interaktiven Berechnung einzelner Konfigurationen verwendet werden.
Damit wird es mo¨glich sein, Anlagen optimal auszulegen und zu skalieren, ohne
das der Arbeitsaufwand proportional zur Anzahl der simulierten Konfigurationen
ansteigt. Ein Beispiel liefert Kapitel 7.
Die Optimierung von Anlagen und Prozessen wird ha¨ufig als Modellierziel ange-
geben. Wie in Abschnitt 2.16 diskutiert wird, erfordert dieses Ziel – bedingt durch
Zielkonflikte und die Dimensionalita¨t des Parameterraumes – erhebliche Ressourcen.
2.2.3 Auslegung von Experimenten und Versuchsplanung
Grundsa¨tzlich wird die Prozessmodellierung auch verwendet um die Kosten fu¨r Ex-
perimente zu minimieren. Dabei geht es nicht nur um die einfache Reduzierung der
Anzahl der durchzufu¨hrenden Experimente, sondern zunehmend auch um die Aus-
legung von experimentellen Aufbauten im Labor und Technikum. Mit den Mitteln
der Sensitivita¨tsanalyse (siehe Abschnitt 2.7) lassen sich Aufbauten und Messstellen
derart optimieren, das mit weniger Versuchen qualitativ hochwertige Daten gewon-
nen werden ko¨nnen. Mit Hilfe der Prozessmodelle selbst lassen sich sowohl optimale
Versuchsaufbauten zur messtechnischen Ermittlung der notwendigen Fundamental-
gro¨ßen als auch Prozess-spezifischer Parameter gewinnen. Dabei sind in der Regel
mehrere Iterationsschritte einzuplanen, da die Modelle dann auf der Basis der expe-
rimentellen Daten verbessert werden ko¨nnen und oft verbesserte oder ga¨nzlich neue
Versuchsaufbauten notwendig werden.
Die Wissenschaft von der Versuchsplanung [Kro94, Mon09] sollte auch fu¨r die
Auslegung und Auswahl der Simulationen [FLS06] selbst genutzt werden.
2.2.4 Auswertung von Experimenten, Analyse von Betriebsdaten
Es gibt sicherlich eine Vielzahl von Szenarien, in denen die aus dem Prozess gezoge-
nen experimentellen Daten erst mit Hilfe eines Prozessmodells sinnvoll ausgewertet
ko¨nnen. Die Hauptgru¨nde sind:
• Die fehlende Messbarkeit praktisch relevanter Gro¨ßen.
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• Die große statistische Streuung von Messwerten.
• Die geringe Genauigkeit von Messwerten.
• Die schwache Korrelation von Messwerten mit den Zielgro¨ßen.
Werden die Messdaten direkt zur Modellparametrierung (siehe Abschnitt 2.8) heran-
gezogen, so kann das Prozessmodell nicht nur simulierte Messwerte sondern auch die
fehlenden Daten liefern. Damit lassen sich die gewu¨nschten Verbesserungen leichter
identifizieren und Optimierungen ko¨nnen zuna¨chst rechnerisch durchgefu¨hrt werden.
Prozessmodelle dienen daher der indirekten Messung in komplexen Umgebungen, in
denen die relevanten Gro¨ßen messtechnisch direkt nicht zuga¨nglich sind.
Hier sei anzumerken, das eine Vielzahl von (mehr oder weniger) fundamentalen
thermodynamischen und kinetischen Gro¨ßen einer direkten Messung nicht oder nur
mit sehr hohem Aufwand zuga¨nglich sind. Daher sind die in der Literatur angege-
benen Werte oft mit einer zu geringen Messgenauigkeit verbunden. Mit Hilfe von
Prozessmodellen la¨sst sich der Nachweis erbringen, das die entsprechenden Daten
neu und mit (verbesserter) definierter Genauigkeit bestimmt werden mu¨ssen und es
lassen sich optimale Experimente zu deren (auch indirekten) Ermittlung vorschla-
gen. So la¨sst sich a priori der Nachweis erbringen, das eine Vielzahl von Fundamen-
talgro¨ßen aus dem Bereich der Thermodynamik und Kinetik erneut experimentell
ermittelt werden mu¨ssen, sobald diese in Modelle eingehen, deren Ergebnisse expe-
rimentell u¨berpru¨fbar sind.
2.2.5 Online Modellierung und Visualisierung
Die ho¨chste Stufe in der Implementierung [Tho09] stellen Echtzeitmodelle (online)
dar, die entweder parallel zum Produktionsprozess (semi-online) oder integriert in
der industriellen Automatisierungsumgebung laufen (full-online). Die Anforderun-
gen an die letzteren Modelle sind besonders hoch, da sie unter allen Umsta¨nden
innerhalb einer vorgegebenen Zeitspanne ein Ergebnis liefern mu¨ssen. Da zudem die
Versorgung mit Eingangsdaten gesto¨rt sein kann, bedeutet die direkte Integration ei-
nes Prozessmodells in eine industrielle Automatisierungsumgebung einen erheblichen
Aufwand, dem dann auch – wie im na¨chsten Abschnitt diskutiert – ein erheblicher
Nutzen gegenu¨berstehen muss.
Da viele Prozesse der Hochtemperaturverfahrenstechnik nicht vollautomatisch ab-
laufen, sondern u¨ber einen Prozessleitstand gefahren werden, werden Prozessmodelle
zuna¨chst in Form eines separaten Visualisierungssystems implementiert. Hier dient
das Prozessmodell folgenden Zielen:
• Berechnung von Daten, die sich nicht direkt messen lassen (Semi-Online-
Modell).
• Berechnung von optimalen Anlagenfahrweisen (Meta-Modell ⇒ Vorschla¨ge).
• Kontrolle der Fahrweise durch die Operatoren (⇒ Warnhinweise).
• Konsolidierung und Sicherung der Prozessdaten.
Eine mo¨glichst u¨bersichtliche Visualisierung ist dabei ebenso wichtig wie das Modell
selbst. Alle entscheidungsrelevanten Daten mu¨ssen so dargestellt werden, das die
erforderlichen Entscheidungen kurzfristig und sicher getroffen werden ko¨nnen. Da
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Prozessmodelle ha¨ufig nicht direkt messbare Gro¨ßen von hoher Relevanz zu liefern,
ist dieser Einsatzbereich von hoher wirtschaftlicher Bedeutung.
2.2.6 Anlagensteuerung: Modellbasierte Regelung
Vollsta¨ndig in das Automatisierungssystem integrierte Prozessmodelle ko¨nnen wei-
tere Entwicklungsstufen erreichen:
1. Visualisierung von Daten durch das Automatisierungssystem, die erst und aus-
schließlich durch das Modell zur Verfu¨gung gestellt werden, zum Beispiel bei
Schmelzprozessen.
2. Direkte Generierung von Stellgro¨ßen auf der Basis der vom Modell berechneten
Werte. Dies ist eine einfache Modell basierte Regelung (Model-Predictive-
Control, [CB99, DP04]) mit dem Zeithorizont 0.
3. Modell basierte Steuerung des Prozesses auf der Basis der Vorausberechnung
mit dem Zeithorizont tMax.
4. Online-Optimierung durch sta¨ndige Neuberechnung der optimalen Prozesspa-
rameter auf der Basis der aktuellen Daten und der Vorhersagen durch das
Prozessmodell [BBM00].
Fu¨r das in Kapitel 9 diskutierte Modell wurde auch ein MPC Demonstrator ge-
schaffen, der die Mo¨glichkeiten der modellbasierten Regelung anhand eines einfa-
chen Beispiels visualisiert. Die weiterfu¨hrende Literatur diskutiert den MPC Ansatz
im Detail [SM11, WHM11, SM11] und liefert auch weitere Beispiele aus der Stahl-
industrie [ZLW09]. Als Synonym fu¨r die modellbasierte Regelung werden folgende
Begriffe verwendet [LLF89]:
• Model Predictive Heuristic Control.
• Dynamic Matrix Control.
• Model Algorithmic Control.
• Internal Model Control.
• Multivariable, Optimal, Constrained Control Algorithm.
Prozessmodelle spielen auch bei der Detektion und Analyse von Fehlern eine Rolle
[VRYK03].
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Im vorangegangenen Abschnitt haben wir ein Prozessmodell aus der Sicht des An-
wenders definiert und den konzeptionellen Rahmen aus der Sicht der Automati-
sierungstechnik diskutiert. Nun gilt es die Folgen der hohen Dimensionalita¨t der
Parameterraumes zu analysieren, die reale Prozessmodelle oft kennzeichnen. Dazu
zuna¨chst einige grundsa¨tzliche Betrachtungen. Gehen wir davon aus, das ein Pro-
blem bereits auf eine minimale Anzahl von n Parametern reduziert wurde. Diese
spannen einen Parameterraum der Dimension n auf, dessen Eigenschaften zu unter-
suchen sind.
2.3.1 Der n−dimensionale Raum
nDim VKugel/VWu¨rfel nDim VKugel/VWu¨rfel
1 100.0% 6 8.1%
2 78.5% 7 3.7%
3 52.3% 8 1.6%
4 30.8% 9 0.6%
5 16.4% 10 0.3%
Tabelle 2.1: Das Volumenverha¨ltnis einer n−dimensionalen Kugel zu ihrem
einhu¨llenden Wu¨rfel.
Betrachtet man einen d-dimensionalen euklidischen Raum, so hat eine Kugel,
definiert als die Menge von Punkten, die alle maximal den Abstand r von einem
vorgegebenen Zentrum haben, in diesem Raum das Volumen
V (n) = 2 · r
n · pin/2
n · Γ(n/2) . (2.6)
nDim 2n 3n 9n Speicherplatz Rechenzeit
1 2 3 9 36 B 9 Sekunden
2 4 9 81 324 B 81 Sekunden
3 8 27 729 2,8 kB 12 Minuten
4 16 81 6561 25,6 kB 109 Minuten
5 32 243 59049 230 kB 16 Stunden
6 64 729 531441 2 MB 6 Tage
7 128 2187 4782969 18,2 MB 8 Wochen
8 256 6561 43046721 164 MB 71 Wochen
9 512 19683 387420489 1,4 GB 12 Jahre
10 1024 59049 3486784401 13 GB 111 Jahre
Tabelle 2.2: Diskretisierungs- und Rechenaufwand in n−dimensionalen Parame-
terra¨umen (siehe Text).
Wa¨hrende ein n−dimensionaler Tetraeder (n-Simplex) nur n + 1 Ecken besitzt,













































2.3 Der Fluch der Dimensionalita¨t
beno¨tigt man immer einen Wu¨rfel mit der Kantenla¨nge 2 · r. Betrachtet man den
U¨berdeckungsgrad einer 32−dimensionalen Einheitskugel durch einen 32−dimensio-
nalen Wu¨rfel als Funktion der Kantenla¨nge, so genu¨gt bereits ein Wu¨rfel der Kan-
tenla¨nge r um eine anna¨hernd vollsta¨ndige U¨berdeckung zu erreichen!
Der ”Fluch der Dimensionalita¨t“
4 stellt ein wichtiges Hindernis bei der globalen
Optimierung in hoch dimensionalen Ra¨umen dar5. Wie im vorangehenden Abschnitt
dargestellt, ist es sinnvoll, die Ein- und Ausgangsgro¨ßen und Parameter eines Mo-
dells mo¨glichst eng auf die Nutzer des Modells abzustimmen. Innerhalb eines Mo-
dells und bei seiner Analyse ist es dahingegen wichtig, die Anzahl der unabha¨ngigen
Parameter, das heißt die Dimensionalita¨t, auf ein Minimum zu beschra¨nken. Dazu
dient zuna¨chst die wissenschaftliche Untersuchung des Prozesses. Wird diese als ab-
geschlossen betrachtet, so ko¨nnen die im na¨chsten Abschnitt angerissenen Verfahren
weiterhelfen.
2.3.2 Hochdimensionale Modelrepra¨sentation (HDMR)
Komplexe Funktionen ko¨nnen mit Hilfe einer Reihenentwicklung (Taylor, Fourier,
Volterra, . . .) approximiert werden. Die Mathematik liefert einige Mo¨glichkeiten zur
Linderung der Dimensionskatastrophe [Gri05]. Generell ist nach Kolmogorov jede
Funktion f(x1, . . . , xd) durch eindimensionale Funktionen darstellbar [Kol57]. Da
diese eindimensionalen Funktionen jedoch nicht differenzierbar sei mu¨ssen, werden
die mehrdimensionalen Funktionen damit nicht u¨berflu¨ssig. Das Theorem fu¨hrt zum
Beispiel auf die Approximation durch neuronale Netze (zum Beispiel [Spr96, Spr97,
IP03]).
A¨hnliche Zerlegungen gehen auf [Hoe48] zuru¨ck. So entstand eine Vielzahl von
Techniken (analysis of variance, ANOVA), um hochdimensionale Funktionen durch
solche mit weniger Variablen darzustellen [Gri05]. Es ergibt sich an Stelle der forma-
len Dimension d eine geringere effektive Dimension d˜. Die verbleibenden Funktionen
ko¨nnen dann auf der Basis von adaptiven du¨nnbesetzten Gittern approximiert wer-
den [BG04]. Ziel sind linear (mit der Anzahl der Daten) skalierende Verfahren zur
Berechnung einer nichtlinearen Funktion. Weitere Details liefert die Literatur, zum
Beispiel [Don00].
2.3.3 Reduzierung der Dimensionalita¨t
Die Reduzierung der Dimensionalita¨t ist ein bedeutsames Thema in der Statistik
und Informatik. Bevor man versucht, die dort entwickelten Techniken anzuwenden,
sollte versucht werden, das vorhandene Wissen u¨ber den Prozess zur Reduzierung
der Modell Ein- und Ausga¨nge zu verwenden. Insbesondere kann zuna¨chst das Π-
Theorem herangezogen werden, um die Anzahl der unabha¨ngigen Ein- beziehungs-
weise Ausga¨nge zu reduzieren (siehe [Zlo02]). Dies fu¨hrt dann auch zur Identifikation
von physikalischen Modellen, die bei der Analyse des Prozesses helfen ko¨nnen. Wei-
tere Ansa¨tze zur Reduzierung der Dimensionalita¨t auf der Basis von Datensa¨tzen
finden sich in Abschnitt 2.15, zum Beispiel die Hauptachsentransformation in Ab-
schnitt 2.15.1, und der entsprechenden Fachliteratur [RS00, LV07].
4curse of dimensionality nach [Bel61].

































2.5 Was ist ein Prozessmodell: Kategorien
2.5 Was ist ein Prozessmodell: Kategorien
Per Definition sollte sich ein Prozessmodell in das Schema aus Einga¨ngen xi(t) und
pk und Ausga¨ngen yj(t) einpassen lassen. Damit ist jedoch nicht festgelegt, wie
die yj(t) aus den xi(t) und pk generiert werden. Es ist auch Aufgabe dieser Arbeit
hier zu katalogisieren, zu charakterisieren und den Prozessmodellierer dabei zu un-
terstu¨tzen, mit begrenztem Ressourceneinsatz (wozu auch die eigene Qualifikation
za¨hlt) eine gute Lo¨sung zu finden. Hinzu kommt die Notwendigkeit der empirischen,
das heißt experimentellen U¨berpru¨fung. Ein Prozessmodell ist oft eine Heuristik, das
heißt eine Problemlo¨sung zwischen einfachem Versuch und Irrtum (trial and error)
und der vollsta¨ndigen Vorausberechnung (brute force).
Merkmal Klassifizierungskriterien
Empirisch basiert auf Beobachtungen,
(grey-box) siehe Abschnitt 2.5.1
Mechanistisch basiert auf physikalisch-chemischen Grundgesetzen,
(white-box) siehe Abschnitt 2.5.2
Datengetrieben basiert im Wesentlichen auf Betriebsdaten
(black-box) siehe Abschnitt 2.5.3
Physikalisch Abbildung durch ein a¨hnliches reales System
Mathematisch Abbildung durch ein Mathematisches Modell
Algorithmisch Abbildung durch einen Algorithmus
Linear Superpositionsprinzip anwendbar (Bezugsgro¨ße erforderlich)
Nichtlinear kein Superpositionsprinzip (Bezugsgro¨ße erforderlich)
Stochastisch Modelle auf wahrscheinlichkeitstheoretischer Basis
Deterministisch Modelle auf der Basis von Kausalita¨ten
Statisch Unabha¨ngig von der Zeit (keine Kinetik)
Kontinuierlich Kontinuierlich in der Zeit, vera¨nderliche Ein-/Ausgangsgro¨ßen
Diskret Diskret in der Zeit, vera¨nderliche Ein-/Ausgangsgro¨ßen
Hybrid Mischung aus kontinuierlichen und diskreten Ein- und Ausga¨ngen
Cargo-Kult Modellierung ohne Prozessversta¨ndnis, siehe Abschnitt 2.5.4
Tabelle 2.3: Klassifizierungsmerkmale von Prozessmodellen
Wie unter anderem in [HC01] diskutiert, werden Prozessmodelle gerne in Kate-
gorien eingeteilt. Diese Kategorien basieren auf einer Zuordnung zu Grenzfa¨llen, die
jeweils fu¨r sich genommen eine starke Vereinfachung darstellen. Fu¨r komplexe Pro-
zesse lassen sich somit nu¨tzliche Prozessmodelle in der Regel nicht mehr exklusiv
einer einzelnen Kategorie zuordnen. Die in Tabelle 2.3 erwa¨hnten Klassifizierungen
sind sicher nicht vollsta¨ndig, stellen jedoch eine nu¨tzliche Ontologie der Merkma-





Die Zwillingsproblematik von Skalen und Komplexita¨t [And72] verhindert eine Be-
rechnung aller Teilprozesse eines Gesamtprozesses auf der Basis von grundlegenden
Naturgesetzen und weiterer Unterteilungen. Daher entha¨lt jedes Modell Anteile, die
durch Versuche am Prozess selbst, anderweitige Messungen oder Simulationen ge-
wonnen wurden und nicht innerhalb des jeweiligen Prozessmodells zu berechnen sind.
Wenn diese Anteile dominieren, kann das Modell als empirisch bezeichnet werden.
Ein Beispiel fu¨r die Synthese von Empirischen und mechanistischen Anteilen findet
sich in Kapitel 3. Derartige Modelle werden auch als grey-box Modelle bezeichnet,
da sowohl Prozess spezifische empirische Daten als auch grundlegendes Wissen u¨ber
den Prozess einfließen.
2.5.2 Mechanistische Modelle
Jeder Prozess impliziert drei Fragen:
1. Was passiert (Daten)?
2. Wie la¨uft der Prozess ab (Information)?
3. Warum fu¨hren bestimmte Einstellungen zu bestimmten Ergebnissen (Wissen)?
Alle Daten zu den Modell Ein- und Ausga¨ngen liefern Antworten zu Frage 1. Jedes
Modell, welches die Berechnung korrekter Ausgangsgro¨ßen aus beliebigen vorgegebe-
nen Einga¨ngen erlaubt, entha¨lt Informationen u¨ber den Prozess (Frage 2). Um aber
mit einer minimalen Menge an experimentellem Aufwand zu Modellvorhersagen zu
kommen, die mo¨glichst noch u¨ber den Bereich vorhandener Daten hinausreichen,
ist ein grundlegendes Versta¨ndnis des Prozesses wichtig (Frage 3). Dieses Wissen
entsteht aus der Synthese
• einer Recherche zum Stand der Technik,
• der experimentellen Erfahrung mit dem Prozess,
• der Kenntnis grundlegender Naturgesetze,
• der Anwendung wissenschaftlicher Problemlo¨sungsstrategien,
• der Anwendung mathematischer Modelle und
• der Anwendung von Informationstechnologie.
Die Kapitel 4 und 5 bescha¨ftigen sich mit den Grundlagen pha¨nomenologischer
Prozessmodelle. Darunter werden Modelle verstanden, die mit wissenschaftlichen
Methoden auf der Basis eines Versta¨ndnisses der zu Grunde liegenden Prozesse ge-
wonnen werden.
Der Begriff mechanistisch basiert auf dem kartesianischen Weltbild und wird hier
aus traditionellen Gru¨nden verwendet. Besser wa¨re von einem physikalisch-chemisch
fundierten Modell zu sprechen6. In der Hochtemperaturverfahrenstechnik werden in
der Regel Erhaltungsgleichungen fu¨r Masse, Stoff, Impuls und Energie aufgestellt.
Wird der Prozess in eine kleinere Zahl von Teilsystemen (Zonen) eingeteilt, so spricht
man von Zonenmodellen (siehe Kapitel 8).
6Vorsicht, mit physical model kann auch ein Labormodell gemeint sein.
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Wie in Kapitel 6 diskutiert, ko¨nnen die Erhaltungsgleichungen auch ortsaufgelo¨st
betrachtet werden. Dominieren Stro¨mungspha¨nomene, so wird von CFD-Modellen
gesprochen. Traditionell gibt es auch eine Einteilung nach den verwendeten nume-
rischen Lo¨sungsverfahren, in deren konkrete Implementierung ja der Großteil der
Ressourcen fließt:
• DAE Modelle: Formulierung auf der Basis gewo¨hnlicher Differentialgleichun-
gen und algebraischer Gleichungen.
• PDE Modelle: Formulierung auf der Basis partieller Differentialgleichungen.
• FEM Modelle: Lo¨sung mit der Methode der finiten Elemente (zum Beispiel
fu¨r thermomechanische Problemstellungen – siehe Kapitel 7).
• FVM/FDM Modelle: Lo¨sung der partiellen Differentialgleichungen nach der
Methode der finiten Volumen oder Differenzen.
• CAE Modelle: Oberbegriff fu¨r die Verwendung von komplexen Multi-Physics-
Simulationsumgebungen.
Eine derartige Einteilung macht jedoch nur Sinn, wenn alle Modelldetails offen
liegen (white box). Das ideale Prozessmodell verwendet nur Parameter allgemeinerer
Natur, die unabha¨ngig vom Prozess selbst gemessen werden ko¨nnen.
2.5.3 Datengetriebene Modelle
In Abschnitt 2.15 wird diskutiert, wie sich Ersatzmodelle generieren lassen, um
die Ergebnisse (langsamer) mechanistischer Modelle darzustellen. Derartige Ansa¨tze
sind natu¨rlich auch auf der Basis von Betriebsdaten mo¨glich, um das in diesen Daten
verborgene Systemverhalten zu parametrieren und abzubilden (statistical identifica-
tion techniques). Die innere Struktur derartiger Modelle ist nicht notwendigerweise
kompatibel mit der physikalischen Realita¨t. Da kein Wissen u¨ber den Prozess vor-
ausgesetzt wird, werden derartige Modelle auch als black-box Modelle betrachtet.
Die Anzahl der Fit-Parameter Daten getriebener Modelle ist ein wichtiges Krite-
rium fu¨r die Beurteilung der wissenschaftlich fundierten (mechanistischen) Modelle.
Diese sollten grundsa¨tzlich weniger Parameter beno¨tigen. Andernfalls ko¨nnte es sich
um Modelle handeln, die der Cargo-Kult Wissenschaft zuzuordnen sind. Eine sinn-
volle Reihung der Anzahl der Anpassungsparameter n eines Modells lautet somit




Auf den Samoainseln haben die Einheimischen nicht begriffen, was es
mit den Flugzeugen auf sich hat, die wa¨hrend des Krieges landeten und
ihnen alle mo¨glichen herrlichen Dinge brachten. Und jetzt huldigen sie
einem Flugzeugkult. Sie legen ku¨nstliche Landebahnen an, neben denen
sie Feuer entzu¨nden, um die Signallichter nachzuahmen. Und in einer
Holzhu¨tte hockt so ein armer Eingeborener mit ho¨lzernen Kopfho¨rern,
aus denen Bambussta¨be ragen, die Antennen darstellen sollen, und dreht
den Kopf hin und her. Auch Radartu¨rme aus Holz haben sie und alles
mo¨gliche andere und hoffen, so die Flugzeuge anzulocken, die ihnen die
scho¨nen Dinge bringen. Sie machen alles richtig. Der Form nach einwand-
frei. Alles sieht genau so aus wie damals. Aber es haut nicht hin. Nicht
ein Flugzeug landet.
Richard Feynman: Cargo Cult Science. Ero¨ffnungsrede am California
Institute of Technology zum Semesterbeginn 1974. [Fey74]
Bei dem Versuch Wissenschaft mit mo¨glichst geringem Aufwand und ohne die not-
wendige Freiheit zu betreiben, entstand die Cargo Kult Wissenschaft. Werden, wie
in Abschnitt 2.1 beschrieben, offene standardisierte Modell Ein- und Ausga¨nge ver-
wendet, so lassen sich derartige Tendenzen erkennen, indem diese Gro¨ßen und die
Komplexita¨tsmaße wie T und M betrachtet werden. Ein Cargo Kult Modell wird
zwar bunte Bilder liefern, aber wesentliche qualitative Merkmale des Prozesses nicht
abbilden (ko¨nnen) oder dies nur mit erheblich ho¨herem Aufwand als bereits vorhan-
dene Modelle. In Anbetracht der Eigenschaften moderner CAE Umgebungen ko¨nnen
auch korrekte Teilmodelle verwendet werden um insgesamt doch nur mangelndes
Prozessversta¨ndnis zu demonstrieren. Derartige Aktivita¨ten sind nicht per se nega-
tiv zu werten, da sie zur Finanzierung der entsprechenden Simulationsumgebungen
wesentlich beitragen. Als Abart des Cargo-Kult-Modells kann das Bla-Bla-Modell
betrachtet werden, welches im Nachhinein alles erkla¨rt, aber nur triviale Vorhersagen
macht.
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2.6 Die iterative Prozedur der systematischen
Prozessmodellierung
Nachdem wir nun eine ungefa¨hre Vorstellung gewonnen haben, was ein Prozessmo-
dell ist, wollen wir uns der Frage zuwenden, wie es entsteht. Fu¨r einen komplexen
Prozess ist ein Prozessmodell mit endlichem Aufwand nur zu erhalten, wenn der
Entwicklungsprozess als systematisch organisiertes Projekt behandelt wird. Die we-
sentlichen Einzelschritte sind:
1. Aufgabenstellung (Pflichtenheft).
2. Problemdefinition (siehe Abschnitt 2.1).
3. Stand der Technik (Literatur, Anwender des Prozesses, . . .).
4. Konstruktion des Prozessmodells.
5. Untersuchung des Prozessmodells.
6. Parametrierung und Validierung.
7. Modellinbetriebnahme.
Der Entwicklungsprozess ist auf jeden Fall iterativ, das heißt auf der Basis der aus
einem Schritt gewonnenen Daten und Erkenntnisse ist gegebenenfalls zu einem vor-
herigen Schritt zuru¨ckzukehren um dort Verbesserungen vorzunehmen. Es ist aus der
Sicht der Modellentwicklung zielfu¨hrend, zuna¨chst alle Schritte bis zur Validierung
mo¨glichst schnell zu durchlaufen, um in einen kontinuierlichen Verbesserungsprozess
einzuschwenken. Dies sollte aber nicht zu einer aus der Softwaretechnik bekannten
Vorgehensweise fu¨hren, die sich (u¨berspitzt) so formulieren la¨sst: Alle Eigenschaf-
ten sind offiziell vorhanden, werden aber nur realisiert, wenn sich genu¨gend Kunden
u¨ber deren fehlende Implementierung beschweren.
Es ist zuna¨chst wichtig, die Schnittstelle zu einem Prozessmodell unabha¨ngig von
seiner konkreten Realisierung zu definieren (siehe Abschnitt 2.1). Es macht auch
Sinn, zuna¨chst mit mo¨glichst einfachen und kostengu¨nstigen Modellen in die In-
betriebnahme zu gehen, das perfekte Modell ist nicht aus dem Stand heraus zu
entwickeln. Zudem ergeben sich durch die Verfu¨gbarkeit einer Klasse von unter-
schiedlichen Modellen fu¨r ein und denselben Prozess neue Mo¨glichkeiten, die weit
u¨ber die mit einem einzigen Modell erreichbaren Ziele hinausgehen. Dies liegt an
der einfachen Tatsache, das Modelle mit starkem Vereinfachungsgrad weniger kom-
plex sind (kleinesM und T ) und sich daher Parametrierungen und Optimierungen
schneller durchfu¨hren lassen. Zudem zeichnen Hochtemperaturprozesse sich oft da-
durch aus, das die Sensitivita¨ten nicht a priori bekannt sind und auch experimentell
nicht ohne weiteres ermittelt werden ko¨nnen. Daher ist es zuna¨chst bedeutsam mit
Hilfe eines ersten Prozessmodells eine Sensitivita¨tsanalyse vorzunehmen. So kann
ermittelt werden welche weiteren Aktivita¨ten den gro¨ßten Nutzen liefern.
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2.7 Genauigkeit, Sensitivita¨tsanalyse, Steifigkeit und
Rauschen
Noch bevor versucht werden kann, ein Modell zu parametrieren und zu validie-
ren, sind dessen grundlegende Eigenschaften zu analysieren. Prozessmodelle werden
oft unter Bezugnahme auf konkrete Anwendungsfa¨lle (cases) entwickelt und unter
Bezugnahme auf diese konkreten Fa¨lle gewinnt der Modellentwickler einen ersten
Eindruck des Modellverhaltens, den er dann mit der Realita¨t zu vergleichen hat.
Ziel ist auch die Quantifizierung von Unsicherheiten in den Ausgangsgro¨ßen (Ge-
nauigkeit) und deren Zuordnung zu den Eingangsgro¨ßen (Sensitivita¨tsanalyse). Die
Genauigkeit ist analog zur Messgenauigkeit definiert. Ebenso wie eine Messung lie-
fert auch ein Modell ein Ergebnis, welches (zumindest) mit einer systematischen
Unsicherheit behaftet ist.
2.7.1 Genauigkeit
Fu¨r den Fall der starken Kausalita¨t zwischen den Ausga¨ngen yj(t) und den Einga¨ngen
xi(t) und pk ist die Genauigkeit von Messung wie Berechnung durchaus determiniert.
Trotzdem ist zu beru¨cksichtigen, das auch Modelle eine endliche Berechnungsgenau-
igkeit besitzen und daher insbesondere die Berechnung von (numerisch bestimmten)
Ableitungen zu großen Unsicherheiten fu¨hren kann. Diese Rechengenauigkeit calc7
stellt eine der Schwierigkeiten bei der Sensitivita¨tsanalyse des Modells dar. Analog
fu¨hrt die Messgenauigkeit zu Problemen bei der experimentellen Ermittlung von
Sensitivita¨ten. Da speziell Hochtemperaturprozesse oft stark schwankende und auch
systematisch ungenaue Messwerte liefern, sind nur gro¨ßere Sensitivita¨ten auch ex-
perimentell nachweisbar.
2.7.2 Verzweigungspunkte (Bifurkationen)
Bleibt noch das Problem von qualitativen Zustandsa¨nderungen, die in der Mathe-
matik als Bifurkation bezeichnet werden. Da derartige Phasenu¨berga¨nge nicht nur
ha¨ufig auftreten, sondern oft zum Zweck eines Prozesses geho¨ren, ist natu¨rlich zu
u¨berpru¨fen, ob das Prozessmodell alle real auftretenden Zustandsa¨nderungen qua-
litativ und (soweit erforderlich) auch quantitativ wiedergeben kann. Hier ko¨nnen
Prozessmodelle dazu beitragen, die entsprechenden Parameter zu identifizieren und
quantitativ zu erfassen. Als Beispiel sei die Stabilita¨t einer Schrottschu¨ttung im
Elektrolichtbogenofen genannt – hier geht ein Teilsystem von einem stabilen in einen
instabilen Zustand u¨ber, der dann zufa¨llig wieder in einen neuen stabilen Zustand
u¨bergeht. Ein publizierter Versuch [GI04] liefert zwar experimentelle Hinweise, das
System befindet sich jedoch wahrscheinlich im Zustand der Selbst-Organisierten-
Kritikalita¨t [Bak96], wa¨hrend aktuelle mathematische Modelle sich noch an einer
hydrodynamischen Beschreibung versuchen [GI08].
7Die bei nichtlinearen Systemen wesentlich schlechter als die Genauigkeit der verwendeten Zah-
lendarstellung (Maschinengenauigkeit mach) ist.
38
2.7 Genauigkeit, Sensitivita¨tsanalyse, Steifigkeit und Rauschen
2.7.3 Lokale Sensitivita¨tsanalyse
A¨ndern sich die Steuergro¨ßen xi(t) und pk, so a¨ndern sich auch die Ergebnisse yj(t).
Das Maß fu¨r diese A¨nderungen wird als Sensitivita¨t bezeichnet. Die Bestimmung
der Ableitungen der Modellausga¨nge nach den Modelleinga¨ngen wird als lokale Sen-
sitivita¨tsanalyse bezeichnet. Die Sensitivita¨t des Ausgangswertes yj(t) in Bezug auf












Ein Wert von s˜ = 1 ≡ 100% bedeutet somit, das eine relative A¨nderung des Parame-
ters pk sich in einer gleichartigen relativen A¨nderung am Ausgang yj niederschla¨gt.
Werte von s˜ 1 implizieren ein Systemverhalten, welches eine genaue Bestimmung
des Parameters pk erfordert um ein Prozessmodell sinnvoll nutzen zu ko¨nnen. Die
Kondition der s˜jk−Matrix bestimmt zudem die Mo¨glichkeiten zur Bestimmung der
pk (siehe Abschnitt 2.8).
Analog wird die Sensitivita¨t des Ausgangs yj zum Zeitpunkt t bezu¨glich des Ein-








Es wird schnell klar, welche Datenmenge bereits eine lokale Sensitivita¨tsanalyse er-
zeugt – insbesondere bei sub-optimaler Auswahl der Modellausga¨nge. Es sei empfoh-
len nur diejenigen Sensitivita¨ten zu berechnen, die experimentell auch u¨berpru¨fbar
sind und vor einer Sensitivita¨tsanalyse die Menge der relevanten yj(t) (inklusive
einer Auswahl der relevanten Zeitpunkte) festzulegen.
Um zu demonstrieren, welchen Nutzen schon dieser erste Schritt der Modellana-
lyse liefert, wurde eine lokale Sensitivita¨tsanalyse auf der Basis eines komplexen
Modells durchgefu¨hrt und dokumentiert [Wen11], siehe Kapitel 7.
2.7.4 Linearisierung von Prozessmodellen
Sensitivita¨ten gestatten die Untersuchung der lokalen Eigenschaften eines Modells
und stellen eine lokale Linearisierung dar. Eine globale Linearisierung steht zuna¨chst
einmal im Widerspruch zu dem oft nichtlinearem Verhalten der betrachteten Prozes-
se. Grundsa¨tzlich ko¨nnen jedoch (nicht lineare) Prozessmodelle verwendet werden
um alle in Abschnitt 2.15 diskutierten Arten von Ersatzmodellen zu gewinnen, auch
lineare. Sinnvoll ist die Verwendung linearisierter Ersatzmodelle in lokalen Umge-
bungen um einen Referenzfall (case).
2.7.5 Merkmalsensitivita¨t
Fu¨r die Bewertung und Entwicklung von Prozessmodellen sind die Auswirkungen der
einzelnen qualitativen Merkmale des Modells von wesentlicher Bedeutung. Ha¨ufig
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impliziert die Beru¨cksichtigung eines (real existenten) konkreten physikalischen Ef-
fektes im Modell einen erheblichen Mehraufwand, den es zu rechtfertigen gilt. Es ist
daher bei der Modellentwicklung darauf zu achten, das die Art der Beru¨cksichtigung
(vernachla¨ssigt, heuristisch oder detailliert) einzelner Pha¨nomene u¨ber die Parame-
ter pk eingestellt werden kann. Dann ist es einfach mo¨glich, deren Bedeutung fu¨r die
Ausga¨nge yj quantitativ zu ermitteln und ein optimales Verha¨ltnis von Modellier-
aufwand und Genauigkeit einzustellen. Fu¨r ein Beispiel sei auf Kapitel 7 verwiesen.
2.7.6 Globale Sensitivita¨tsanalyse
Um einen Maßstab fu¨r die Bedeutung der einzelnen Modelleinga¨nge zur bekom-
men, der nicht nur lokal, das heißt fu¨r einen konkreten Modellfall und Zeitpunkt
gilt, wurde die globale Sensitivita¨tsanalyse entwickelt [SRA+08]. Hier wird versucht
globale Bedeutungsmaßsta¨be abzuleiten, die fu¨r den gesamten Raum von Eingangs-
werten und alle Zeiten gelten. An dieser Stelle sei nur ein einfaches Rezept fu¨r eine
Anna¨herung an die globale Sensitivita¨tsanalyse angegeben:
1. Auswahl einer repra¨sentativen Menge von Anwendungsfa¨llenAm = {xi(t), pk}m.
2. Durchfu¨hrung einer lokalen Sensitivita¨tsanalyse fu¨r all diese Fa¨lle c ∈ {Am}
und relevante Zeitpunkte.
3. Analyse der Ergebnismenge.
Da in Schritt (1.) die Anzahl der repra¨sentativen Elemente nA = |{Am}| den Auf-
wand determiniert, ist beim Vorliegen einer Sensitivita¨tsanalyse zu hinterfragen, wie
die Auswahl der Elemente von A qualifiziert wurde und ob deren Anzahl groß ge-
nug ist. Bei der lokalen Sensitivita¨tsanalyse (2.) kann Aufwand durch eine ebenfalls
repra¨sentative Auswahl der Ausgangsgro¨ßen yj(t) eingespart werden. Bei der Ana-
lyse der Ergebnisse (3.) ist darauf zu achten, wie die Einzelsensitivita¨ten in ihrer
jeweiligen Ergebnismenge verteilt sind.
2.7.7 Steifigkeit
Bei der Lo¨sung von Differentialgleichungen [HW91], ergibt sich schnell die Erfah-
rung, das nicht alle (numerischen) Lo¨sungsalgorithmen fu¨r alle Gleichungen (gleich
gut) geeignet sind. Oft ha¨ngt die Ableitung einer Lo¨sungsfunktion stark von der
Lo¨sung selbst ab, beziehungsweise es ist bei mehrdimensionalen Problemen die
Jakobi-Matrix schlecht konditioniert. In der Regelungstechnik wird von Ru¨ckkopp-
lung gesprochen. Nachdem man nun in den 1960’ern die Erfahrung machen musste,
das die Welt voll von derartigen, steifen Problemen ist, sollte dieses Pha¨nomen auch
in der Prozessmodellierung beru¨cksichtigt werden. Dabei sollte das Modell nur das
auch real nachweisbare steife Verhalten aufweisen, hier sind dann besondere nume-
rische Verfahren zur Lo¨sung der mathematischen Modelle erforderlich. Regelungs-
technisch ergibt sich ein Analogon zu einem PID-Regler mit einem besonders hohen
D-Anteil, u¨ber den der Ausgang mit einem Eingang verknu¨pft wird (Ru¨ckkopplung).
Generell ergeben Prozesse mit sehr unterschiedlichen Skalen mathematisch steife
Problemstellungen. Ein wichtiges Beispiel ist sind Kombinationen aus schnellen und
langsamen chemischen Reaktionen. In schwingungsfa¨higen Systemen mit nichtlinea-
rer Da¨mpfung und Selbsterregung kann sich ein Verhalten ergeben, welches nicht
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nur entsprechende Gleichungslo¨ser erfordert, sondern auch mit den Methoden des
Chaostheorie untersucht werden sollte. In der Hochtemperaturprozesstechnik wur-
den noch keine bedeutenden Beispiele fu¨r deterministisches Chaos beschrieben.
2.7.8 Rauschen
Sowohl an den Modelleinga¨ngen, als auch auf Modellausga¨ngen oder bei Messwerten
kann es zu U¨berlagerungen des (wahren) Wertes mit einem Fehlersignal kommen.
Dieses Rauschen kann sowohl zufa¨llig, als auch systematisch sein. Es gibt keine ab-
geschlossene Theorie des Rauschens (siehe auch [Mac62, ZPK07]). Komplexes Ver-
halten kann auch durch Rauschen charakterisiert werden, wie zum Beispiel bei dem
Zusammenhang zwischen dem 1/f -Rauschen und der selbst organisierten Kritika-
lita¨t (SOC, [BTW87]).
2.7.9 Monte-Carlo Modelle
Bleibt noch zu erwa¨hnen, das gerade hoch dimensionale Probleme oft nicht mehr mit
herko¨mmlichen (analytischen oder numerischen) Verfahren lo¨sbar sind. Es werden
oft stochastische Verfahren eingesetzt [Gil98a]. Die Modellierergebnisse sollten dann
zumindest in Form von Mittelwerten und den zugeho¨rigen statistischen Schwan-
kungsbreiten vorliegen. Verbreitet sind derartige Modelle in der Gas-/Plasmadynamik
bei sehr hohen Temperaturen (DSMC, siehe zum Beispiel [OB87]). Auch in der Le-
gierungsentwicklung finden sich Anwendungen [Rob02].
2.7.10 Leitlinien und Falsifikationskriterien
Modellierprojekte fu¨hren nicht per se zum Erfolg. Es ist deshalb wichtig einige
bewa¨hrte Pfade zu markieren und auch herauszustellen, welche Kriterien fu¨r einen
begru¨ndeten Projektabbruch heranzuziehen sind. Die in diesem Abschnitt diskutier-
ten Begriffe fu¨hren zu einer Vielzahl von Aufgaben, die zu erledigen sind, bevor ein
Modell durch experimentelle Daten validiert werden kann. Dabei ergibt sich auch ein
genaueres Bild des Prozesses selbst, dessen Eigenschaften ja immer mit untersucht
werden. Die folgenden Leitlinien skizzieren auch den empfohlenen Aufwand:
1. Die Genauigkeit von berechneten beziehungsweise gemessenen Daten muss ein-
gescha¨tzt werden, insbesondere bei Abweichungen von der starken Kausalita¨t.
2. Die Sensitivita¨tsanalyse des Prozessmodells erfordert eine Menge von Fallbei-
spielen (cases), die den Raum der Eingangsparameter mo¨glichst gut u¨berdecken.
3. Eine lediglich lokale Sensitivita¨tsanalyse liefert auch nur lokal gu¨ltige Aussa-
gen.
4. Die Prozessmodellierung kann den Aufwand fu¨r eine experimentelle Sensiti-
vita¨tsanalyse des Prozesses nur reduzieren, aber nicht beseitigen.
5. Instationa¨res Prozessverhalten ist eher die Regel als die Ausnahme.8
8Wenn ein Modell ein transientes Verhalten abbilden kann, bleibt zu u¨berpru¨fen, ob dieses auch
mit der Realita¨t u¨bereinstimmt.
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6. Der Prozess selbst bestimmt die notwendigen Eigenschaften des mathemati-
schen Modells. Es ist zu u¨berpru¨fen, ob die Relevanz der zu berechnenden
Gro¨ßen in einem angemessenem Verha¨ltnis zu dem fu¨r die Berechnung not-
wendigen Aufwand steht.
7. Komplexe Prozesse lassen sich oft erst durch eine optimale Mischung aus Mo-
dell und (Labor-)Experiment beschreiben.
Da der Validierunsaufwand mit der Modellkomplexita¨t stark anwa¨chst, ist die
Bereitstellung und regelma¨ßige U¨berpru¨fung von Falsifikationskriterien essentiell:
• Die Existenz mindestens eines weiteren Parameters mit einer experimentell
nachgewiesenen signifikanten Sensitivita¨t impliziert eine unvollsta¨ndige Mo-
delldefinition.
• Existiert ein signifikant einfacheres Modell, welches (fast) die gleichen Ergeb-
nisse liefert, so sollte dieses herangezogen werden.
• Zu viele unabha¨ngige Parameter mit relevanter Sensitivita¨t kennzeichnen ein
Prozessmodell als weitgehend nicht parametrierbar und singula¨r.
• Die fehlende Messbarkeit eines Modelleinganges macht alle Ausga¨nge mit ent-
sprechender Sensitivita¨t nutzlos.
• Die fehlende experimentelle U¨berpru¨fbarkeit aller Modellausga¨nge macht ein
Prozessmodell nutzlos.
• Hohe Modellkomplexita¨ten (zum Beispiel K) machen ein Modell singula¨r oder
vollkommen nutzlos.
2.8 Parameteridentifikation und Scha¨tzung
Der folgende Abschnitt soll einen U¨berblick u¨ber die Problematik der Parameter-
identifikation geben, Details finden sich in speziellen Lehrbu¨chern [Lju09] und der
Originalliteratur (angefangen mit [Lev44]). Es sei darauf hingewiesen, das der jewei-
lige Stand der Technik stark von der Art des zu parametrierenden Modells abha¨ngt.
Mathematisch formuliert liefert ein Prozessmodell M die abha¨ngigen Variablen
yj(t) als explizite Funktion der unabha¨ngigen Variablen xi(t) und Parameter pk:
{yj(t)} = M({xi(t)}, {pk}) (2.10)
Zu jedem Einsatzfall (case, Laufindex l) {xi(t)}l geho¨rt eine Menge von Messda-
ten {yj(tm)}l. Die Menge der {xi(t), yj(tm)}l bildet die Menge der experimentellen
Datensa¨tze mit den Messzeitpunkten tm.
Im allgemeinsten Fall soll mit Hilfe der Datensa¨tze dasjenige Modell gefunden
werden, welches diese Messdaten optimal abbildet, die Modellstrukturbestimmung.
Dazu werden in der Regel Modellkandidaten ausgewa¨hlt und die zu scha¨tzenden
Parameter identifiziert. Fu¨r jeden dieser Modellkandidaten ist dann die Menge der
Modellparameter {pk} zu scha¨tzen. Dieser Vorgang wird als Modellkalibrierung be-
zeichnet.
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Nach Wahl einer geeigneten Norm ‖·‖ la¨sst sich die Abweichung zwischen den
Modellvorhersagen {yj}Ml und den Messdaten {yj(tm)}l berechnen:
L({pk}j,l,m) =
∥∥∥{yj(tm)}l − {yj(tm)}Ml ∥∥∥ (2.11)
Eine Parameterscha¨tzung {p̂k}minimiert diese Abweichung. Bedingt durch Messfeh-
ler der Ein- und Ausga¨nge und stochastische Anteile im Modell sind die gescha¨tzten
{p̂k} als Zufallsvariablen zu betrachten.
Fu¨r Modelle mit linearen Abha¨ngigkeiten (bezogen auf die pk) wird in der Regel
die ‖·‖2-Norm verwendet. Eine genauere statistische Betrachtung ist erforderlich,
aber in der Regel nicht trivial. Zur Einfu¨hrung sei auf [HC01, S.306] und entspre-
chende Lehrbu¨cher verwiesen [Wil43, Wit85, Wit95]. Als Algorithmen werden oft
das Levenberg-Marquardt Verfahren [Lev44, Mar63] oder verallgemeinerte Newton-
Verfahren (zum Beispiel [DGW81, BGW93]) verwendet. Es handelt sich im Allge-
meinen um ein nicht-triviales Regressionsproblem, dessen Lo¨sung noch durch den
erheblichen Rechenaufwand zur Ermittlung der einzelnen {yj(tm)}Ml und die gerin-
ge Zahl von Messwerten pro Einsatzfall (case) erschwert wird. Zudem ko¨nnen nur
diejenigen Parameter gescha¨tzt werden, die eine hinreichende Wirkung auf die Mess-
werte besitzen. Zur Identifikation der scha¨tzbaren Parameter ist die s˜jk−Matrix aus
Abschnitt 2.7.3 heranzuziehen. Eine schlechte Kondition dieser Matrix fu¨hrt schnell
auf ein schlecht gestelltes Parameteridentifikationsproblem. Es sei auf das komplexe
Beispiel in Kapitel 9 verwiesen.
Eine erfolgreiche Scha¨tzung ergibt einen Parametersatz pk und damit ein para-
metriertes Modell. Ist eine erfolgreiche Parameterscha¨tzung mo¨glich, so spricht man
von einem parametrierbaren Modell. Ist die Menge der Messwerte unzureichend
oder die Menge der Parameter zu groß, so kann die Parameteridentifikation nicht
durchgefu¨hrt werden. Eine Kreuzvalidierungsanalyse liefert Hinweise auf die Modell-
qualita¨t [Bro00].
Parametrierbare Modelle ko¨nnen zur Prozessoptimierung herangezogen werden,
da der Aufwand (das heißt die Anzahl der zu berechnenden Fa¨lle/cases) einer Op-
timierung in der Regel unter dem Aufwand der Parametrierung liegt. Dementspre-
chend ko¨nnen Modelle durchaus online Optimierungen liefern ohne online parame-
trierbar zu sein. Hier spielt sowohl die Parallelisierung des Prozessmodells an sich
als auch der Optimierungs- beziehungsweise Parametrierungssoftware eine Rolle.
2.8.1 Korrelation, Kontingenz und Kausalita¨t
Zwischen den einzelnen Parametern eines Modells kann ein Zusammenhang beste-
hen, auch ohne das eine Ursache-Wirkung-Beziehung (Kausalita¨t) erkennbar oder
vorhanden ist. Betrachtet man die pk als Zufallsvariablen, die fu¨r eine Menge (Stich-
probe) von Fa¨llen (cases) ermittelt wird, so lassen sich verschiedene statistische
Maße fu¨r den Zusammenhang zweier pk und pk′ ermitteln.
Ebenso lassen sich fu¨r die Modell-Aus- und -Einga¨nge fu¨r verschiedene Muster-
funktionen Korrelationsintegrale bestimmen. So ergeben sich zum Beispiel die zu-
geho¨rigen Frequenzspektren (Fourier-Transformation), Autokorrelations- und Kreuz-
korrelationsfunktionen [JW82].
Abha¨ngig vom Beobachter lassen sich Ursache→Wirkung Beziehungen konstruie-
ren und als Basis einer Regressionsanalyse einsetzen. In der Regel werden kausale
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Prozessmodelle angestrebt, in dem Sinne das die Ausgangswerte yj(t) nur vom An-
fangszustand, den Parametern pk und den aktuellen und vergangenen Eingangswer-
ten xi(t′ < t) abha¨ngen. Verzweigungspunkte sind jedoch oft wesentlich fu¨r einen
Prozess und durch stochastische Modelle sind auch akausale Bifurkationen vorher-
sagbar.
2.8.2 Datengewinnung zur Modellparametrierung
Nicht alle Modellparameter lassen sich aus Betriebsdaten gewinnen, die im regula¨ren
Betrieb gewonnen wurden. Viele Korrelationen gehen im Rauschen der Messwerte
unter oder der regula¨re Betrieb u¨berdeckt ein zu kleines Fenster der Eingabewerte,
fu¨r die das Modell sinnvolle Resultate liefern soll. Oft sind spezielle Messkampagnen
notwendig, bei denen gezielt außergewo¨hnliche Zusta¨nde eingestellt und Parame-
ter variiert werden. Ferner kann es sinnvoll sein, zusa¨tzliche aufwendige Messungen
durchzufu¨hren, die Modellparameter liefern, die anderweitig nicht bestimmbar sind.
Eine serio¨se Modellparametrierung liefert immer auch Hinweise auf eine Verbesse-
rung der Prozessinstrumentierung und sinnvolle Messkampagnen. Eine detailliertere
Diskussion findet sich beispielsweise in [Eyk81], insbesondere in Bezug auf Anre-
gungsmethoden, die parallel zum normalen Betrieb eingesetzt werden ko¨nnen.
2.8.3 Vertrauensintervalle und Bestimmtheitsmaß
Wa¨hrend sich im linearen Fall die Vertrauensintervalle im Parameterraum als mehr-
dimensionale Ellipsen ergeben, sind diese im nicht lineraren Fall nicht mehr einfach
abzuscha¨tzen. Quantitative Informationen zur Parameterscha¨tzung liefert zum Bei-
spiel die NonLinearFit Funktion aus Mathematica. In jedem Fall kann die Gu¨te
der Parametrierung zuna¨chst u¨ber die Abweichungen von Modell und Experiment
definiert werden. Seien die yj(tm) die Messwerte und die yMj (tm) die zugeho¨rigen







berechnen. Deren Mittelwert e˜j,m (fu¨r alle Fa¨lle gleichartiger Messwerte) liefert einen
ersten Hinweis und mit Hilfe von Annahmen u¨ber die Abha¨ngigkeiten lassen sich Be-
stimmtheitsmaße oder Korrelationskoeffizienten berechnen. Wird beispielsweise ein
linearer Zusammenhang zwischen einem Modelleingang xi(t) und einem Modellaus-
gang yj(t) angenommen, so la¨sst sich das Bestimmtheitsmaß r2 oder der empirische






[(xι − x)2 · (yι − y)2] (2.13)






(xι − x)2 (2.14)
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(yι − y)2 (2.15)
berechnen:







• Modelle, die durch Minimierung der quadratischen Abweichung gescha¨tzt wur-
den ergeben die ho¨chsten r2-Werte.
• Ein sehr kleines r2 impliziert nicht einen fehlenden Zusammenhang zwischen
den Ein- und Ausga¨ngen, sondern nur das der von dem Modell antizipierte
Zusammenhang nicht besteht.
• Ein hohes r2 erlaubt nicht zwingend eine gute Vorhersage.
• Eine Korrelation impliziert keine Ursa¨chlichkeit (Kausalita¨t).
• Aussagen u¨ber die Signifikanz erfordern einen Signifikanztest.
• r2 ist Trend empfindlich.
• r2 macht keine Aussagen u¨ber eine gegebenenfalls vorhandene Verzerrung (bi-
as) durch weggelassene Einga¨nge.
• r2 macht keine Aussage u¨ber die Richtigkeit des vom Modell antizipierten
Zusammenhanges.
Da r2 mit der Anzahl p der unabha¨ngigen Variablen wa¨chst, ist es sinnvoll, das
korrigierte Bestimmtheitsmaß r2 zu verwenden:
r2 = r2 − (1− r2) · p
n− p− 1 (2.17)
Wichtig ist r2 fu¨r die Auswahl der modellierten Pha¨nomene.
2.8.4 Anmerkungen zur Parameteridentifikation
Wa¨hrend die Parameteridentifikation fu¨r den Fall eines linearen Zusammenhanges
(in einer Dimension) unmittelbar anschauliche Ergebnisse liefert, gelangt man im
Falle hoch dimensionaler Prozessmodelle schnell zu allen Schwierigkeiten des ma-
schinellen Lernens. Neben der immer erforderlichen Minimierung der Anzahl der
zu scha¨tzenden Parameter ist hier einiger Aufwand erforderlich, der nicht immer
die gewu¨nschten Ergebnisse liefert (siehe zum Beispiel Kapitel 9). Fu¨r den in der
Prozessmodellierung ha¨ufig auftretenden Fall einer mathematischen Beschreibung
mittels differentiell algebraischer Gleichungen sei zur Parametrierung auf die Lite-




Ein wesentlicher Teil der meisten Prozessmodelle besteht in der numerischen Lo¨sung
mathematischer Modelle. Die Bewertung der Genauigkeit dieser Gleichungslo¨ser
(solver) bezeichnet man als Modellverifikation [OTH04]. Dazu sind Spezialfa¨lle er-
forderlich, die von dem (allgemeineren) mathematischen Modell beschrieben werden
und fu¨r die Referenzlo¨sungen existieren:
• Analytisch lo¨sbare Spezialfa¨lle.
• Mit anderen Verfahren numerisch gewonnene Referenzlo¨sungen.
• Lo¨sungen mit konservativen Einstellungen der Numerikparameter.
Falls keine analytisch lo¨sbaren Spezialfa¨lle und keine numerischen Referenzlo¨sungen
zur Verfu¨gung stehen, so ist in Bezug auf die Software besonders auf eine Qua-
lita¨tssicherung mit unabha¨ngiger Verifikation und Validierung zu achten. Die Glei-
chungslo¨ser sollten dann eingebaute numerische Fehlerscha¨tzer beinhalten. Im Be-
reich der CFD und FEM hat es sich auch gezeigt, das im Bereich der ra¨umlich und
zeitlich detaillierten Modelle eine adaptive Diskretisierung erforderlich ist. Die ge-
nannte konservative Einstellung der Numerikparameter (Diskretisierung) erfordert
oft hohen Rechenaufwand, liefert jedoch unter Umsta¨nden die einzigen verfu¨gbaren
Bezugspunkte (benchmark).
2.10 Modellvalidierung
Einen Vergleich mit unabha¨ngigen Beobachtungen und Annahmen mit dem Ziel ei-
nes Nachweises, das die Anforderungen fu¨r einen speziellen Zweck erfu¨llt werden,
bezeichnet man als Validierung (siehe zum Beispiel [WG05]). Eine Validierung ist
in der Regel partiell, das heißt sie bezieht sich auf konkret zu spezifizierende Eigen-
schaften des Modells.
Die Validierung geho¨rt zu den wichtigsten Schritten der Modellentwicklung und
hat dem Einsatz von Prozessmodellen an kritischen und relevanten Stellen immer
voraus zu gehen. Dazu genu¨gen nicht alleine die im vorangegangenen Abschnitt
erwa¨hnten Bestimmtheitsmaße aus der Parametrierung. Zuna¨chst liefert die in Ab-
schnitt 2.7 diskutierte Sensitivita¨tsanalyse mit den fu¨r eine konkrete Berechnungs-
aufgabe relevanten Eingangsgro¨ßen eine wichtige Grundlage fu¨r die Validierung.
Fu¨r sehr einfache Modelle oder Teilmodelle ist ein mathematischer Beweis denk-
bar, der sich dann natu¨rlich nicht auf die Annahmen und Vereinfachungen bezieht,
die ja auch validiert werden mu¨ssen.
In der Regel erfordert die Validierung eines Prozessmodells experimentelle Daten.
Um ein Prozessmodell mit den Ausga¨ngen yj(t) zu validieren sind somit Messungen
{yexpj (tm)} fu¨r eine mo¨glichst große Anzahl von Fa¨llen ({xi(t), pk}-cases) erforder-
lich.
Grundsa¨tzlich sind mehrere Arten der Validierung zu unterscheiden. Die Vali-
dierung kann im Labor oder am betrieblichen Prozess erfolgen und verfolgt zum
Beispiel folgende Ziele:
• Experimentelle Validierung der Modellannahmen.
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• Qualitative Validierung (Nachweis korrekten Modellverhaltens).
• Quantitative Validierung bezu¨glich bestimmter Zielgro¨ßen.
• Vergleich unterschiedlicher Modelle.
• Direkter Vergleich mit der Realita¨t.
Die Validierung ist eingebunden in den iterativen Modellentwicklungsprozess und es
ist daher sinnvoll, ein Prozessmodell zuna¨chst auf der Basis einfacher Validierungs-
experimente zu verbessern, bevor aufwendige Validierungsmaßnahmen ergriffen wer-
den. Ferner ist es oft einfacher, eine Modellannahme zu falsifizieren, als diese positiv
zu validieren. Erst wenn eine mit geringem Aufwand betriebene Falsifikation schei-
tert sollte mit ho¨herem Aufwand nach positiven Validierungsexperimenten gesucht
werden.
2.10.1 Teilvalidierung im Labor
In der Regel lassen sich Teile des Modells oder einzelne Modellannahmen u¨ber Mes-
sungen unter Laborbedingungen validieren. Insbesondere ist es sinnvoll, Prozessmo-
delle derart zu gestalten, das sie auch an Hand a¨hnlicher – im Labor darstellbarer –
Prozesse u¨berpru¨ft oder parametriert werden ko¨nnen. Neben den geringeren Kosten
bietet eine Validierung im Labor unter anderem folgende Vorteile:
• Die Messgenauigkeiten sind im Labor in der Regel ho¨her.
• Laborexperimente ko¨nnen in Bezug auf eine konkrete Messaufgabe optimiert
werden.
• Laborexperimente ko¨nnen von unabha¨ngigen Instanzen durchgefu¨hrt werden.
• Laborexperimente ko¨nnen gro¨ßere Parameterbereiche abdecken und damit ein
korrektes Modellverhalten besser nachweisen.
2.10.2 Validierung mit Betriebsdaten
Aus der Sicht der Modellanwender hat eine Validierung mit Betriebsdaten natu¨rlich
Priorita¨t. Dem stehen nicht nur hohe Kosten gegenu¨ber sondern auch die oft unzu-
reichende Qualita¨t der Betriebsdaten. Diese werden zwar in großer Menge erhoben
unterliegen jedoch nur in denjenigen Bereichen einer Qualita¨tssicherung, wo es einen
unmittelbaren Bezug zu den wirtschaftlichen Anforderungen gibt. Ebenso wie fu¨r
die Modellparametrierung, sind auch fu¨r die Validierung dedizierte Messkampagnen
sinnvoll, bei denen Instrumentierung und Fahrweise der Anlagen an die Messaufga-
ben angepasst werden. Sofern bei jeder Validierung mit Betriebsdaten signifikante
Zusatzkosten entstehen, kann es sinnvoll sein, die Parametrierung und Validierung
an einer Referenzanlage vorzunehmen, die dann Daten fu¨r alle (vergleichbaren) An-
lagen liefert.
2.10.3 Messabweichungen
Ebenso wie bei der Parametrierung spielen auch bei der Validierung Messabwei-
chungen (Messfehler) eine wesentliche Rolle. Bei Versuchsergebnissen ohne Angabe



















































Als systematische Abweichung werden diejenigen Abweichungen einer Messung
bezeichnet, die bei einer mehrfachen Wiederholung einen von Null verschiedenen
Mittelwert besitzen. Falsche Eichung der Messinstrumente kann zu einem konstan-
ten systematischen Fehler fu¨hren. Imperfektionen im Messverfahren ko¨nnen zeitlich
ansteigende oder abfallende Trends verursachen. Auf ein derartiges driften weisen
Wiederholungen der Messung hin. Ursache ko¨nnen zum Beispiel (unsymmetrische)
Temperaturempfindlichkeiten und Vibrationen sein. Grobe Fehler fallen als Abwei-
chungen um mehr als die doppelte Standardabweichung auf und sind gerade in der
Hochtemperaturverfahrenstechnik bei manuellen Messungen besonders ha¨ufig, da
hier in Umgebungen gearbeitet wird, die die menschliche Konzentration erheblich
beeintra¨chtigen.
Systematische Abweichungen lassen sich nicht durch Auswertung der Messwer-
te quantifizieren, sondern sind durch eine detaillierte Analyse des Messverfahrens
abzuscha¨tzen.
Messwerte unterliegen zufa¨lligen Schwankungen und damit einer statistischen Ver-
teilung, die in der Regel a priori nicht bekannt ist. Daraus ergeben sich statistische
Abweichungen. Unter der Annahme einer gutartigen statistischen Verteilungsfunk-












(xi − x)2 (2.20)




den mittleren Fehler des Mittelwertes. Falls die systematischen Abweichungen nicht
dominieren, wird eine Mittelwertbildung beziehungsweise statistische Auswertung
bei mehr 8 Messwerten mo¨glich und ist bei mehr als 100 Messwerten obligatorisch.
Die Messabweichung sollte auf 1-2 Ziffern aufgerundet angegeben werden. Der
Mittelwert wird bis zur gleichen Nachkommastelle wie die Messabweichung angege-




Die Differenz zwischen maximalem und minimalem Messwert wird als Spannweite
(range) bezeichnet. Eine wissenschaftliche Messung liegt erst vor, wenn die Ergeb-
nisse (Wert und Abweichung) durch eine entsprechend große Anzahl von Wiederho-
lungen abgesichert wurden.
Zeiten und Frequenzen lassen sich mit sehr hoher Genauigkeit, elektrische Gro¨ßen
mit Feinmessgera¨ten mit einer Genauigkeit von 0.1 bis 0.5% messen. Es ist darauf





Zufa¨llige, das heißt statistisch auftretende, Fehler stellen Abweichungen der Mess-
werte von ihrem Erwartungswert dar. Es handelt sich um bei einer Wiederholung der
Messung zufa¨llig auftretende Abweichungen vom Mittelwert. Die Ursachen ko¨nnen
sowohl im Messverfahren als auch in der Messaufgabe liegen. Wird zum Beispiel die
Temperatur einer Schmelze gemessen, so ergeben sich auch bei vernachla¨ssigbarem
Fehler der Messeinrichtung (zum Beispiel Thermoelement) Schwankungen, die auf
Prozesse in der Schmelze selbst zuru¨ckzufu¨hren sind (zum Beispiel Energieaustausch
mit der Umgebung, Stro¨mungsprozesse und chemische Reaktionen).
Statistische Fehler lassen sich durch Auswertung der Messreihen einfach ermitteln
und werden daher oft als Maß fu¨r die Messgenauigkeit vermarktet. In der Regel
u¨berwiegen in der Praxis die systematischen Fehler.
Auch Prozessmodelle ko¨nnen stochastische Komponenten verwenden und so si-
gnifikante statistische Schwankungen in den Ergebnissen liefern. Dieses Verhalten
la¨sst sich durch wiederholte Berechnungen mit gleichen Parametern einfach ermit-
teln und quantifizieren. Ein Modell kann allerdings auch stochastische Komponenten
enthalten und trotzdem exakt reproduzierbare Ergebnisse liefern. Dies liegt an Pseu-
dozufallszahlengeneratoren, die nicht korrekt, das heißt zufa¨llig initialisiert wurden.
Weitere Hinweise liefert die Literatur aus der Regelungstechnik, zum Beispiel
[Lju99].
2.10.5 Validierbarkeit
Die bisherigen Betrachtungen haben eine Vielzahl von Hinweisen ergeben, wie ein
Prozessmodell partiell validiert werden kann. Dadurch stellt sich die Frage nach
dem Begriff der Validierbarkeit. Zuna¨chst einmal ist die Validierung eines komplexen
Prozessmodells immer partiell, das heißt sie bezieht sich auf eine zu dokumentierende
Menge von konkreten Aufgabenstellungen. Kann ein Modell unter Angabe dieser
Aufgabenstellungen mittels dokumentierter Messungen validiert werden, so ist es
validierbar. Die fehlende Reproduzierbarkeit von Messungen, die zur Validierung
eines Modells herangezogen wurden, falsifiziert diese Validierung. Sind die fu¨r eine
konkrete Validierungsaufgabe notwendigen Messungen nicht durchfu¨hrbar, so ist das
Modell in dieser Beziehung (noch) nicht validierbar. Fehlerhafte Messungen ko¨nnen
auch dazu fu¨hren, das einem Modell Fehler zugeschrieben werden, die in der Realita¨t
nicht auf ein falsches Modell, sondern auf Messungenauigkeiten zuru¨ckzufu¨hren sind.
Wie wir am Beispiel einer Ku¨hlstrecke in Kapitel 3 sehen werden, lassen sich durch
die Kombination von genauer Berechnung und genauer Messung im Labor durchaus
Prozessmodelle entwickeln, die bessere Daten als die am realen Prozess mo¨glichen




Die U¨berlegungen der vorhergehenden Abschnitte machen schnell klar, das fu¨r die
qualitative und quantitative Beurteilung eines Prozessmodells die Anzahl der zur
Beantwortung einer bestimmten Fragestellung relevanten Parameter kritisch zu be-
trachten ist. Ebenso kritisch ist der Aufwand zur Berechnung eines konkreten Ein-
satzfalles (case) zu betrachten. Die Existenz eines Modells begru¨ndet sich durch den
ersten Satz von Simulationsergebnissen, den dieses liefert. Ist der Aufwand fu¨r die
Simulation eines einzelnen Einsatzfalles (Parametersatzes) sehr hoch, so lassen sich
Modellparametrierungen oder Validierungen nicht durchfu¨hren. Ein derartiges Mo-
dell soll als singula¨r bezeichnet werden. In einer konkreten Arbeitsumgebung kann
sich ein Modell auch bezu¨glich einer bestimmten Operation als singula¨r erweisen,
wenn diese Operation nicht durchfu¨hrbar ist.
Ein Modell kann in einer konkreten Arbeitsumgebung vollsta¨ndig singula¨r sein,
wenn schon die Berechnung eines einzigen konkreten Einsatzfalles (case) in dieser
Umgebung nicht mo¨glich ist. Erfordert zum Beispiel ein Modell eines Hochtempera-
turprozesses einen Aufwand von einigen Mannjahren um einige wenige Fa¨lle (cases)
durchzurechnen, so ist dieses Modell in einer industriellen Automatisierungsumge-
bung nicht einsetzbar – dort also vollsta¨ndig singula¨r.
Liegen zwar Ergebnisse fu¨r einen oder einige wenige Fa¨lle (cases) vor, aber der
Aufwand zur Bestimmung der lokalen Sensitivita¨ten ist nicht darstellbar, so sollte
das Prozessmodell ebenfalls als singula¨r bezeichnet werden. Da eine wissenschaft-
liche Betrachtung eines Prozessmodells nur mo¨glich ist, wenn dessen Ergebnisse in
Zweifel gezogen werden ko¨nnen, sind Parameterstudien Grundvoraussetzung des wis-
senschaftlichen Einsatzes von Prozessmodellen. Sind diese vom Aufwand her nicht
mo¨glich, so ist das entsprechende Prozessmodell fu¨r wissenschaftliche Zwecke nutz-
los. Singula¨re Modelle sind nicht per se negativ zu bewerten, da sie oft den Ausgangs-
punkt einer neuartigen evolutiona¨ren Modellentwicklung darstellen (siehe Abschnitt
2.4).
Gestatten die Modellierergebnisse eher Aussagen u¨ber den Modellierer als u¨ber
den Prozess, so ko¨nnte von einem Fake-Modell gesprochen werden, womit auch die
negativen Qualita¨tsmerkmale nicht unerwa¨hnt geblieben sind.
Es bleibt bei jedem Modell zu hinterfragen, inwieweit gleichwertige Ergebnisse
auch mit signifikant geringerem Aufwand zu erzielen sind. Modelle (zum Beispiel im
Bereich der CFD) ko¨nnen auch der Visualisierung qualitativ bekannter und quanti-
tativ nicht berechenbarer Pha¨nomene dienen, wenn entsprechende Messdaten nicht
vorliegen. Ein wissenschaftliches Prozessmodell sollte immer erst dann als obsolet
betrachtet werden, wenn es andere Modelle gibt, die zumindest mit weniger Aufwand
das gleiche Ergebnis liefern.
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2.11 Vorhersagen, Interpolation und Extrapolation
Ein wesentliches Ziel der Prozesssimulation mittels Prozessmodellen ist die Vorher-
sage von messbaren Gro¨ßen. Die Vorhersagefa¨higkeit (predictability) wird im eng-
lischen auch als Banalita¨t (banality) bezeichnet, womit schon angedeutet wird, das
die real erzielbare Vorhersagefa¨higkeit einer bestimmten Gro¨ße oft in umgekehrten
Verha¨ltnis zu ihrer Relevanz steht.
In diesem Abschnitt geht es nicht um hypothetische Vorhersagefa¨higkeiten, die
einem Modell auf Grund ho¨herer Prinzipien zugeschrieben werden. Es soll viel-
mehr versucht werden, die Vorhersagbarkeit als Systemeigenschaft von den Vor-
hersagefa¨higkeiten eines Modells zu unterscheiden. Neben der Begriffskla¨rung sollen
Scha¨tzfunktionen (estimator) zur Quantifizierung diskutiert werden.
2.11.1 Kausale, deterministische und stochastische Prozesse
Die Wissenschaft klassifiziert Prozesse gern nach ihrer Kausalita¨t: Die starke Kausa-
lita¨t bedeutet: A¨hnliche Ursachen haben a¨hnliche Wirkungen. Kausalita¨t impliziert
eine oder mehrere Ursachen fu¨r die betrachtete Wirkung. Ergeben sich zunehmend
weiter auseinander liegende Wirkungen fu¨r nah beieinander liegende Ursachen – ohne
das der Zufall eine Rolle spielt – so gelangt man zu Prozessen, die sich zwar deter-
ministisch, aber nicht mehr einfach reproduzierbar verhalten. Dominieren zufa¨llige
Ereignisse, so werden die Prozesse als stochastisch bezeichnet.
Es wird schnell klar, das reale Prozesse von allem etwas enthalten, wobei in der
Regel angestrebt wird, das die wesentlichen Zielgro¨ßen streng kausal von den Ein-
gangsgro¨ßen abha¨ngen. Das bedeutet jedoch nicht, das nicht Teilprozesse vo¨llig chao-
tisch ablaufen ko¨nnen und nicht im Detail vorhersagbar sind. Als Beispiele seien die
stro¨mungsmechanischen Turbulenzen oder das Verhalten einer Schrottschu¨ttung im
Elektrolichtbogenofen genannt.
Es bleibt die Aufgabe der Prozessmodellierung, auch im Detail nicht vorhersagbare
Teilprozesse derart zu beschreiben, das die relevanten Zielgro¨ßen (unsere yj(t)) hin-
reichend genau berechnet werden ko¨nnen. So gelangt auch die Prozessmodellierung
an die Grenzen einer streng mechanistischen Vorgehensweise. Eine a priori Validie-
rung (die Gleichungen sind richtig, daher muss auch das Ergebnis richtig sein) ist
in der Regel nicht mo¨glich, Prozessmodelle sind (wie im vorangegangenen Abschnitt
2.10 beschrieben) a posteriori zu validieren.
2.11.2 Interpolation und Extrapolation
Werden zur Parametrierung eines Prozessmodells m Parameter ausgewa¨hlt, so span-
nen die anderen Modelleinga¨nge fu¨r jeden Zeitpunkt t einen Raum der Dimension
k = nx +np−m auf. Es ha¨ngt nun von der Lage der zur Parametrierung verwende-
ten Datensa¨tze in diesem Raum ab, ob eine Modellvorhersage an einem beliebigen
Punkt in diesem Raum eine Extrapolation oder Interpolation darstellt. Diese Un-
terscheidung verliert mit wachsendem k an Bedeutung (siehe Abschnitt 2.3), da in
der Regel kein gleichma¨ßig konvexer Raum aufgespannt wird.
Somit ist innerhalb dieses k-dimensionalen Raumes zu untersuchen, ob das Pro-
zessmodell in der Lage ist, auch fu¨r neue Eingangsdaten korrekte Ergebnisse zu
liefern. Diese Fa¨higkeit ha¨ngt natu¨rlich von der bei der Parametrierung erzielten
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Fit-Qualita¨t und dem ku¨rzesten Abstand des neuen Datensatzes von den zur Para-
metrierung verwendeten Datensa¨tzen ab. Die Schwierigkeiten einer sinnvollen ma-
thematischen Formulierung sollen hier fu¨r den einfachsten Fall k = 1 verdeutlicht
werden. Sei xi(t) der Modelleingang, fu¨r den die Interpolationsfa¨higkeit untersucht
werden soll und E = {xexpi (t)} die Menge der zur Parametrierung verwendeten Da-
tensa¨tze. Fu¨r eine beliebige Funktion xi(t) /∈ E la¨sst sich eventuell eine Teilmenge
von E< finden, deren Elemente xexpi (t) nach einer geeigneten Norm ||< kleiner als
xi(t) sind. Ebenso eine Teilmenge E>. Sind beide Mengen nicht leer, so kann man
von Interpolation sprechen, wenn das Prozessmodell mit der Funktion xi(t) aufge-
rufen wird, andernfalls la¨sst sich von einer Extrapolation sprechen. Werden nun die
Modellvorhersagen fu¨r xi(t) mit Messungen fu¨r die gleichen Eingangsdaten vergli-
chen, so ergibt sich eine Abweichung. Ist diese signifikant gro¨ßer als der Messfehler,
so ergibt sich eine Aussage u¨ber eine beschra¨nkte Inter- beziehungsweise Extrapo-
lationsfa¨higkeit des Modells.
Daraus ergibt sich ein Verfahren zur Bestimmung der lokalen Extrapolations-
fa¨higkeit eines Prozessmodells fu¨r den Zeitpunkt t: Fu¨r einen Zeitpunkt t enthalten
die Parametrierungssdaten Werte zwischen xMini (t) und xMaxi (t). Eine Extrapolati-
onsfa¨higkeit von 50% bedeutet dann, auch fu¨r Werte zwischen 0.50 · xMini (t) und
1.5 · xMaxi (t) liefert das Modell noch yj(t), die im Rahmen der Messgenauigkeit mit
der Realita¨t u¨bereinstimmen. Eine derartige Extrapolationsfa¨higkeit la¨sst sich durch
entsprechende Aufteilung der Messdaten (vor der Parametrierung) relativ einfach
u¨berpru¨fen.
Die Menge der fu¨r die Modellparametrierung (siehe Abschnitt 2.8) herangezo-
genen Datensa¨tze beeinflusst somit die Quantifizierung der Inter- beziehungsweise
Extrapolationsfa¨higkeit eines Prozessmodells. Ein weiterer wesentlicher Punkt kann
die Genauigkeit der Messung von Eingangsdaten oder (unabha¨ngig von der Parame-
trierung) bestimmter Parameter darstellen. Eine sinnvolle Quantifizierung des Inter-
beziehungsweise Extrapolationsfa¨higkeit eines Prozessmodells ist daher nur fu¨r die-
jenigen yj(t) mo¨glich, deren Messgenauigkeit ∆yj(t) deutlich unter ihrer Variabilita¨t
var[yj] = max[yj(t)]−min[yj(t)] (2.23)
liegt. Die Bestimmung der Inter- beziehungsweise Extrapolationsfa¨higkeit wird in der
Praxis oft nur fu¨r bestimmte (anderweitig ausgezeichnete) Zeitpunkte durchgefu¨hrt.
Besonderes Augenmerk auf die Extrapolationsfa¨higkeiten sollte bei Modellen auf
der Basis von neuronalen Netzen gelegt werden. Analog zu den Problemen bei
der Interpolation (over-teaching) ko¨nnen hier auch Extrapolationen nur sehr ein-
geschra¨nkt mo¨glich sein.
Da Prozessmodelle oft numerische Schrittweiten verwenden (zum Beispiel die Zeit-
schrittweite ∆t), besteht ferner die Mo¨glichkeit einzelne Simulationsergebnisse als
Funktion dieser Schrittweite darzustellen und durch eine Ausgleichsrechnung eine
Funktion zu ermitteln, die eine Ermittlung des Ergebnisses fu¨r die Schrittweite 0
gestattet (Richardson Extrapolation [RG27], siehe zum Beispiel [Sid10]).
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2.12 Modellcharakterisierung und Bewertung
Abbildung 2.5: Mehrskalen Doma¨ne der Prozessmodellierung, aus [HC01].
Prozessmodelle lassen sich nach qualitativen (zum Beispiel [HC01, Kap.9]) und
quantitativen Kriterien einteilen. Die qualitativen Hierarchien ergeben sich aus der
Auflo¨sung spezifischer Details, der Ortsauflo¨sung und der Auflo¨sung der Zeitskalen
(siehe Abbildung 2.5).
In diesem Abschnitt wird eine Reihe von Gro¨ßen definiert, mit deren Hilfe sich Pro-
zessmodelle einteilen und vergleichen lassen. Zur Akquisition von Ressourcen kann
es zusa¨tzlich erforderlich sein, ein Modell mit aktuellen Schlagworten hervorzuhe-
ben (Mehrskalenmodelle, ab-initio Modelle, fundamentale Modelle, klimafreundliche
Modelle, . . .), was hier nicht weiter diskutiert werden soll.
2.12.1 Vollsta¨ndigkeit
Oft sind die einen Prozess bestimmenden physikalischen Pha¨nomene bekannt, die
existierenden Modelle ko¨nnen diese jedoch nicht immer alle korrekt abbilden. Wird
ein Ausgangswert yj(t) zu 90% von einer bestimmten Menge von physikalischen
Pha¨nomenen bestimmt, so la¨sst sich ein Modell, welches diese Pha¨nomene (ein-
schließlich ihrer Interaktion) korrekt beschreibt, bezu¨glich yj(t) als zu 90% vollsta¨ndig
charakterisieren.
2.12.2 Performanz und Ressourcenbedarf
Auch Modelle beno¨tigen Ressourcen zu ihrer Erstellung und zur Simulation ei-
nes konkreten Eingabedatensatzes. Dementsprechend lassen sie sich auch bezu¨glich
der Beschaffungskosten, des Entwicklungsaufwandes oder des Simulationsaufwandes
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klassifizieren. Ohne na¨here Angaben fu¨r den Simulationsaufwand handelt es sich in
der Regel um Modelle, die auf einem Arbeitsplatzrechner innerhalb weniger Sekun-
den Simulationsergebnisse liefern. Im Bereich der Forschung ko¨nnen Turn-Around-
Zeiten von bis zu 2 Wochen vorkommen. Gut parallelsierte Prozessmodelle, die sich
die Mo¨glichkeiten von Hochleistungsrechnern zu Nutze machen sind eher selten.
2.12.3 Zuverla¨ssigkeit und Robustheitsanalyse
Ein Prozessmodell wird durch Software realisiert und ist daher nie fehlerfrei, insbe-
sondere nicht in Technologiebereichen die eher auf Erfahrung als auf Wissenschaft
basieren. Die Fa¨higkeit eines Modells, Ergebnisse vorbestimmter Qualita¨t zu liefern,
die Modellzuverla¨ssigkeit, la¨sst sich in der Parametrierungs- und Validierungspha-
se empirisch ermitteln. Unter Robustheit soll hingegen die Fa¨higkeit eines Modells
verstanden werden, als Teilsystem unter den Bedingungen fehlerhafter Eingabeda-
ten weiter zu funktionieren. Alle Modelleinga¨nge xi(t) und pk lassen sich jeweils
einzeln auf die Einhaltung plausibler Wertebereiche u¨berpru¨fen. Dies stellt jedoch
nicht automatisch die Berechnung von sinnvollen Ausgangs- oder Zustandsgro¨ßen
sicher.
Ferner ko¨nnen in industriellen Automatisierungsumgebungen fehlerhafte Eingangs-
daten auftreten, ohne das dieser Umstand sofort ein Totalversagen der Prozessmo-
dells implizieren soll. Hierzu dient zuna¨chst der in Abschnitt 2.14 diskutierte Da-
tenabgleich. Er kann fu¨r konservative Modelle sorgen, die zumindest elementare
Erhaltungssa¨tze im Rahmen der Maschinengenauigkeit nicht verletzen. So kann so
verhindert werden, das sich asymmetrische Messfehler aufschaukeln.
2.12.3.1 Numerische Stabilita¨t
Mathematisch formulierte Prozessmodelle werden in der Regel mittels numerischer
Verfahren gelo¨st. Bei der Auswahl dieser Verfahren ist die numerische Stabilita¨t, das
heißt die Fa¨higkeit des Algorithmus u¨berhaupt Ergebnisse zu liefern, vorrangig ge-
genu¨ber der Rechengeschwindigkeit zu behandeln. Oft sind es gerade die alten und
einfachen Algorithmen, die durch globale Konvergenzeigenschaften zur Stabilita¨t
des Modells beitragen. Wa¨hrend beispielsweise ein einfacher Simplex Algorithmus
[NM65] immer zu einem (zumindest lokalem) Minimum konvergiert, ist bei anderen
Verfahren Vorsicht geboten. Ist der Rechenaufwand hoch, so ist auf Algorithmen zu
achten, die dem Stand der Technik entsprechen und einen mo¨glichst hohen Paralle-
lisierungsgrad aufweisen.
2.12.3.2 Stichprobenerhebung (Abtastung)
Fu¨r eine hinreichende, wenn auch nicht umfassende, Robustheitsanalyse bietet es
sich zuna¨chst an, eine Menge von Datensa¨tzen zu generieren und durchzurechnen.
So ergeben sich Erfahrungswerte zur Robustheit des Modells. Wenn es sich um
reale Betriebsdatensa¨tze handelt, lassen sich zudem Hinweise u¨ber deren Qualita¨t
gewinnen.
Die Stichprobe muss alle Werte von Eingangsdaten u¨berspannen, fu¨r die ein ro-
buster Modellbetrieb gewa¨hrleistet werden soll. Da die Eingangsdaten einen hoch
55
Kapitel 2 Metamodellierung
dimensionalen Raum aufspannen, ist eine rein zufa¨llige Auswahl der Datensa¨tze
(brute force) nicht effektiv. Ein geeignetes Verfahren findet sich in [LBK03].
2.12.4 Modellqualita¨t
Die in diesem Kapitel erwa¨hnten Verfahren und Kriterien lassen sich fu¨r eine sys-
tematische Qualita¨tssicherung von Prozessmodellen verwenden. Im Rahmen einer
Qualita¨tsfunktionendarstellung (Quality function deployment, QFD) stehen dazu
verschiedene Systematiken zur Verfu¨gung, zum Beispiel das Haus der Qualita¨t (Hou-
se of Quality) [Meh10].
2.13 Modellauswahl und Einsatz mehrerer Modelle
Auf der Basis eines Satzes von Betriebsdaten zu einem konkreten Prozess, das heißt





ko¨nnen Prozessmodelle parametriert und validiert werden. Dieser Vorgang liefert
auch Hinweise zur optimalen Modellauswahl.
Allgemeine Ausfu¨hrungen zu diesem Thema (multi model inference, MMI) finden
sich zum Beispiel in [BA02]. In der Regel la¨sst sich ein optimales Prozessmodell
auswa¨hlen, indem fu¨r den gleichen Satz von experimentellen Daten fu¨r alle Mo-
dellkandidaten eine Parameteridentifikation durchgefu¨hrt wird. Dasjenige Modell,
welches bei vorgegebenem Rechenaufwand T den besten Fit liefert, sollte bevor-
zugt verwendet werden. In MPC Anwendungen ist es sinnvoll mehrere, unabha¨ngig
von einander zu betreibende, Modelle einzusetzen um die Robustheit des Reglers
sicherzustellen.
2.14 Datenanalyse und Datenabgleich
Wie bereits erwa¨hnt sind Betriebs- und Labordaten wesentlich fu¨r die Parametrie-
rung und Validierung von Prozessmodellen. Diese Daten ko¨nnen jedoch in der Regel
nicht kritiklos verwendet werden, sie mu¨ssen vorab analysiert und abgeglichen wer-
den.
Fehlt ein hinreichendes Prozessversta¨ndnis, oder liefert das vorhandene Prozess-
versta¨ndnis kein brauchbares Modell, so bleibt noch die Mo¨glichkeit einer Analyse
aller vorhandenen experimentellen Daten zu dem Prozess. Bei der Synthese von
Modellen aus Datensa¨tzen stellt sich die Aufgabe aus einer (großen) Anzahl von
Datensa¨tzen ein (mo¨glichst einfaches) Modell zu generieren, welches die Datensa¨tze
insofern wiedergibt, als das Interpolationen und (in gewissem Umfang) auch Extra-
polationen in dem von den Daten u¨berdeckten Parameterraum mo¨glich sind. Diese
Daten getriebene Modellierung wird in Abschnitt 2.15 behandelt.
An dieser Stelle soll die Analyse experimenteller Daten diskutiert werden, die vor
deren weiterer Verwendung zu erfolgen hat (screening). Diese basiert gro¨ßtenteils
auf der angewandten multivariaten statistischen Analyse [JW82, HS07]. Kann die
Auswahlpru¨fung manuell erfolgen, so steht am Anfang immer die Visualisierung. Ei-
ne gute Visualisierung10 der Eingangsdaten hilft dem menschlichen Operator bei der
10Eine Einfu¨hrung in die Kunst der Visualisierung bietet Tufte [Tuf93, Tuf95].
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Einscha¨tzung der Datenqualita¨t, insbesondere in Bezug auf das Auftreten asymme-
trischer Fehlerbereiche. Diese und andere grobe Messfehler stellen eine wesentliche
Hu¨rde fu¨r den Datenabgleich (data reconciliation) dar, das eigentliche Thema dieses
Abschnittes.
In der Praxis der Hochtemperaturverfahrenstechnik stellt sich auch das Pro-
blem der (zu akzeptablen Kosten) fehlenden Messbarkeit von Stoffflu¨ssen, welche
durch die verfu¨gbaren Datenabgleichstechniken nicht immer ausgeglichen werden
kann. Die folgenden Abschnitte bieten eine kurze Einfu¨hrung, fu¨r Details sei auf
Anwendungsbeispiele [HE80, EFR04] und die umfangreiche Fachliteratur aus dem
Chemieingenieurwesen und der Systemverfahrenstechnik verwiesen (zum Beispiel
[Cro96, QL99, NJ00, CRB01, ADMR08] und das dort zitierte Schrifttum).
2.14.1 Ausreißer und grobe Fehler
Vor einer weiteren Verarbeitung von Messdaten sind diese auf systematische Mess-
fehler und Fehlfunktionen der Messeinrichtungen zu untersuchen. Werden aus den
Messdaten Eingabewerte fu¨r ein Prozessmodell abgeleitet (xi, pk), so kann deren La-
ge relativ zu Grenzwerten und gleitenden Mittelwerten a priori untersucht werden,
um Hinweise auf grobe Fehler (outlier) zu bekommen. Lassen sich die Messwerte
Ausgabewerten eines Prozessmodells zuordnen, so ergeben die Abweichungen von
den berechneten Werten ebenfalls Hinweise auf mo¨gliche grobe Fehler der Messung
(oder auch des Modells).
Werden die Messdaten fu¨r eine Parameteridentifikation eingesetzt, so ko¨nnen de-
ren Ergebnisse a posteriori Hinweise auf grobe Messfehler liefern. Dabei ist auch
der Zustandsraum des Prozessmodells zu betrachten. Fu¨hren die aus den Messwer-
ten abgeleiteten Eingabedaten zu ungewo¨hnlichen Modellzusta¨nden, so kann dies
ebenfalls ein Hinweis auf grobe Messfehler sein.
2.14.2 Datenabgleich auf der Basis von Erhaltungssa¨tzen
Von Messwerten kann grundsa¨tzlich nicht die exakte Einhaltung von Erhaltungssa¨tzen
(Masse, Impuls, Energie, Stoffmenge) und anderen Einschra¨nkungen erwartet wer-
den. Es ist jedoch wichtig, die Messdaten vor einer Weiterverarbeitung derart ab-
zugleichen, dass grundlegende Erhaltungssa¨tze und Einschra¨nkungen eingehalten
werden. Dies erfordert in der Regel eine gewisse Redundanz in den Messungen (bei-
spielsweise Messungen an allen Ein- und Ausga¨ngen des Systems). Messungen an
Systemen in einem stationa¨ren Zustand ermo¨glichen so eine relativ einfache Detek-
tion grober Fehler.
Das Datenabgleichsproblem wird als Optimierungsproblem unter Einhaltung der
Erhaltungssa¨tze und Einschra¨nkungen formuliert, wobei die Korrekturen nach den
jeweiligen Messgenauigkeiten gewichtet werden [Cro96]. Da die Stoffakkumulation
innerhalb der Reaktoren in der Regel nicht direkt gemessen werden kann, ko¨nnen
Prozessmodelle auch direkt zur Verbesserung des Datenabgleiches beitragen. Zur
kontinuierlichen Datenversorgung von online Prozessmodellen ist ein dynamischer
Datenabgleich [RSB93] notwendig, der gegebenenfalls in das Prozessmodell inte-
griert werden kann. In der Fachliteratur wird auch vom nichtlinearen dynamischen
Datenabgleich (nonlinear dynamic data reconciliation, NDDR) gesprochen [VRGN05].
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2.15 Datenbasierte Ersatzmodelle und
Systemidentifikation
The lack of information cannot be remedied
by any mathematical trickery. Lanczos, 1961
Die Erstellung eines mechanistischen Prozessmodells und die Simulationen, das
heißt die Berechnung von Fa¨llen (cases) mit Hilfe eines solchen, erfordern oft einen
hohen Aufwand. Gerade wenn das verwendete Prozessmodell die Realita¨t besonders
gut wiedergibt, ko¨nnen die Simulationen so aufwendig sein, das in der Praxis ein
Ersatzmodell gefordert wird, welches fortan fu¨r eine schnellere Bereitstellung der
Ergebnisse sorgt. In diesem Fall stellt sich die Aufgabe, mit einer mo¨glichst gerin-
gen Zahl von Simulationen eine mo¨glichst gute Abbildung des Ergebnissraumes zu
erhalten und diesen mo¨glichst effizient durch ein Ersatzmodell darzustellen.
Werden die Werte nicht durch Simulationen, sondern durch Messungen gewonnen,
so bezeichnet man die Gewinnung eines Ersatzmodells als Systemidentifikation. Der-
artige Ersatzmodelle werden oft auch als black-box-Modelle bezeichnet [HC01]. Es
existiert letztendlich ein weites Feld zwischen der in diesem Abschnitt behandelten
automatischen Systemidentifikation (Daten getriebene Modellierung), im Extrem-
fall ohne a priori Verwendung von Naturgesetzen, und den physikalisch begru¨ndeten
Prozessmodellen, bei denen jedoch auch experimentelle Daten zur Parametrierung
und Validierung beno¨tigt werden. Ein aus Simulationsdaten gewonnenes Ersatzmo-
dell kann fu¨r Parametrierungen (siehe Abschnitt 2.8) und Optimierungen (siehe Ab-
schnitt 2.16) verwendet werden, wodurch das Prozessmodell indirekt fu¨r Aufgaben
eingesetzt wird, fu¨r die der Simulationsaufwand zuna¨chst zu groß erschien.
Auch ein Ersatzmodell beno¨tigt eine mathematische beziehungsweise eine infor-
mationstheoretische Struktur. Hier gibt es verschiedene Ansa¨tze:
• Lineare Approximation (siehe Abschnitt 2.7.4).
• Taylor-Reihenentwicklung oder allgemeiner eine Entwicklung nach orthogona-
len Basisfunktionen.
• Klassische harmonische Analyse (Fourieranalyse) und deren Verallgemeinerun-
gen (wavelet, . . .).
• Modellbildung u¨ber ku¨nstliche Neuronale Netze [Bha99].
• Zeitreihenanalyse mit linearen Modellen fu¨r stationa¨re, zeitdiskrete stochasti-
sche Prozesse.
• Zeitreihenanalyse mit nicht linearen Modellen [JF92, KS03].
• Zeitreihenanalyse mit stochastischen Modellen [Tsa05].
• Mischformen, siehe beispielsweise [ER06].
Fu¨r weiter gehende Informationen sei auf die Fachliteratur verwiesen [HU90, Joh93,
GDT09]. Da fu¨r Optimierungsaufgaben der Simulations- oder Messaufwand be-
sonders ins Gewicht fa¨llt, spielen hier Ersatzmodelle eine besonders große Rolle
[BM06, FK09]. Um den Einstieg in das Thema zu erleichtern, werden im Folgenden
einige Schlagworte und Konzepte dieses Gebietes kurz vorgestellt.
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Abbildung 2.6: Hauptkomponentenanalyse einer multivariaten Gaussverteilung bei
(1, 3) mit der Standardabweichung 3 in (0.88, 0.48)-Richtung, und
von 1 in der dazu senkrechten Richtung. Am Ort des Mittelwertes
eingezeichnet sind die mit der Wurzel des zugeho¨rigen Eigenwertes
skalierten Eigenvektoren der Kovarianzmatrix [Wikipedia].
Eine Beschra¨nkung auf spezifische Funktionsra¨ume kann hoch dimensionale Ra¨ume
von Eingangsparametern sehr effektiv mit deutlich weniger Dimensionen abbilden
[RA99, AR01] und bildet in der Regel die Basis aller HDMR Techniken, die in
Abschnitt 2.3.2 behandelt wurden oder zur Beschreibung thermodynamischer Zu-
standsfunktionen Anwendung finden (siehe Abschnitt 4.3.9).
2.15.1 Hauptkomponentenanalyse
In der auch als Hauptachsentransformation bekannten Hauptkomponentenanaly-
se (principal component analysis) werden die originalen Modelleinga¨nge durch ei-
ne Linearkombination einer geringeren Anzahl von Hauptkomponenten angena¨hert
[Jol10]. In der Regel wird angenommen, das die Informationen hauptsa¨chlich in Rich-
tungen mit maximaler Varianz liegen (siehe Abbildung 2.6). Zu derartigen Methoden
der multivariaten Analyse geho¨rt auch die A¨hnlichkeitsstrukturanalyse (Multidimen-
sionale Skalierung, MDS) [BEPW11].
2.15.2 Antwortfla¨chenmethode
Die von [BW51] eingefu¨hrte Antwortfla¨chenmethode (response surface methodolo-
gy, RSM) basierte urspru¨nglich auf der Darstellung der Parameterabha¨ngigkeiten
durch Polynome immer ho¨herer Ordnung [Mye09]. Ziel ist es, die Anzahl der Ex-
perimente zur Gewinnung der Parameter und ihrer Abha¨ngigkeiten zu minimieren.
Die Methode spielt in der globalen Optimierung eine wichtige Rolle (siehe [Jon01]).
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Abbildung 2.7: OPTICS-Clusteranalyse auf einem Datensatz mit Gauss-verteilten
Clustern. Der blaue Cluster wird als Teil (Untercluster) des roten
Clusters erkannt. [Wikipedia].
2.15.3 Kriging und Splines
Mit Hilfe von Interpolationsverfahren werden Werte an Stellen im Parameterraum
gewonnen, an denen keine Stichprobe vorliegt. Je nach den zu Grunde liegenden
Annahmen und Ansatzfunktionen spricht man auch von Kriging [Kri52, Kle09b] oder
Spline Interpolation [Wat84]. Als Ergebniss erha¨lt man eine Interpolationsfunktion
und die zugeho¨rigen Vertrauensbereiche.
2.15.4 Ballungsanalyse
Um in der großen Datenmenge der Prozessdaten Strukturen auszumachen, werden
zuna¨chst a¨hnliche Objekte gesucht und kategorisiert (siehe Abbildung 2.7), cluster
analysis, eine Technik aus dem maschinellen Lernen und dem data mining, siehe
[KR05].
2.15.5 Support Vector Machines
Support Vector Machines (SVM) sind mathematische Verfahren zur Mustererken-
nung, die zum maschinellen Lernen gerechnet werden. Auf der Basis von Trainings-
daten (Vektoren), deren Klassifikation bekannt ist, wird nach einer die Klassen
trennenden Hyperebene gesucht, indem der Abstand derjenigen Vektoren, die der
Hyperebene am na¨chsten liegen, maximiert wird. Diese werden als Stu¨tzvektoren
(support vectors) bezeichnet und gaben dem Verfahren seinen Namen. Die Tren-
nung nicht linear trennbarer Objekte wird mittels einer Transformation in einen
ho¨herdimensionalen Vektorraum durchgefu¨hrt (Kernel-Trick) [HDO+98, SC08]. Die
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SVM-Methode wurde bisher zum Beispiel in folgenden Bereichen der Hochtempera-
turverfahrenstechnik eingesetzt:
• Abstichzeitpunkt-Vorhersage im Elektrolichtbogenofen [YMW07].
• Vorhersage des Silizium Gehaltes im Hochofen [JGLZ08].
2.15.6 Ku¨nstliche neuronale Netze
Abbildung 2.8: Vereinfachte Darstellung eines ku¨nstlichen neuronalen Netzes
[Wikipedia].
Ku¨nstliche neuronale Netze (neural networks) versuchen die Informationsverar-
beitung in Nervensystemen nachzubilden. Ganz wesentlich ist dabei eine ada¨quate
Netzstruktur (Topologie) und Netzgro¨ße und der Lernprozess beziehungsweise Ler-
nalgorithmus, der eine Art Parametrierung darstellt. Sie lassen sich durch eine Gra-
phenstruktur mit Eingangs-, Ausgangs- und versteckten Zwischenebenen darstellen,
wobei den einzelnen ”Neuronen“ adaptive Gewichte zugeordnet sind, die u¨ber Ler-nalgorithmen trainiert werden, siehe Abbildung 2.8 und [Hay94].
2.15.7 Mehrebenenanalyse
Aus den Sozialwissenschaften stammt die Mehrebenenanalyse (multi-level analysis
[SB99]), eine Technik um aus in verschiedenen Ebenen strukturierten Daten Mo-
delle abzuleiten. Es ist anzunehmen, das derartige Techniken auch auf komplexe
Produktionsprozesse anwendbar sind, zum Beispiel um Energieeinsparpotentiale bei
der Ablaufplanung zu identifizieren.
61
Kapitel 2 Metamodellierung
2.15.8 Probleme mit Ersatzmodellen
Die Vielzahl von Techniken zur Gewinnung von Ersatzmodellen wird nicht zum Ver-
zicht auf physikalisch-chemisch fundierte Modelle fu¨hren. Nur letztere beru¨cksichtigen
die jeweils relevanten Naturgesetze und liefern somit fu¨r den gesamten Parameter-
raum Ergebnisse, die nicht im Widerspruch zu den Naturgesetzen stehen. Zudem ist
die Anzahl der Parameter bei naturwissenschaftlich fundierten Modellen deutlich ge-
ringer – im Idealfall lassen sich alle Parameter durch Labormessungen bestimmen,
siehe Kapitel 3.
2.15.8.1 Geltungsbereich und Diskontinuita¨ten
Der Geltungsbereich von Ersatzmodellen umfasst in der Regel einen konvexen Raum,
der von den bei der Parametrierung verwendeten Daten aufgespannt wird. Ersatz-
modelle sind per se nicht extrapolationsfa¨hig. Deshalb ist besonders bei nichtlinearen
Modellen auf die Angabe des Geltungsbereiches zu achten, da dieser nicht verlassen
werden sollte.
Bei den hier betrachteten dynamischen Modellen kann zudem der Fehler mit dem
Vorhersagehorizont wachsen und es kann Bifurkationen (Phasenu¨berga¨nge) geben,
die das rein Daten getriebene Modell nicht vorhersagen kann. Dies stellt insbesondere
fu¨r den Einsatz von Optimierungsverfahren ein Problem dar, da die Grenzen des
physikalisch Mo¨glichen in den Ersatzmodellen nicht enthalten sind.
Das Beispiel EAF (Kapitel 9) zeigt, wie dominant sich einzelne Parameter auswir-
ken ko¨nnen. Ersatzmodelle stellen eine Erga¨nzung zu den (detailliertes Prozesswissen
voraussetzenden) mechanistischen Modellen dar.
2.15.8.2 Fehlende Sensitivita¨ten durch unzureichende Daten
Wenn der Datenbereich fu¨r einzelne Parameter nicht informativ ist, das heißt aus den
Daten keine Werte fu¨r diese Parameter gewonnen werden ko¨nnen, so wird das Modell
auf diesen Parameter nicht korrekt reagieren (fehlende Sensitivita¨t). Bei der Auswahl
der Trainingsdaten ist auf einen mo¨glichst großen Bereich in den u¨berspannten Wer-
ten fu¨r die Ein- und Ausga¨nge zu achten. Deren Zeitabha¨ngigkeit erfordert daher die
Identifikation von internen Zustandsra¨umen, die einen Modellraum mit niedrigerer
Dimensionalita¨t aufspannen.
2.15.8.3 Dimensionalita¨t
Die Verwendung von Ersatzmodellen erfordert in der Regel mehr anzupassende Pa-
rameter als ein physikalisch begru¨ndetes Modell. Auch wenn ein Ersatzmodell we-
sentlich schneller Ergebnisse liefert, wird damit der Parametrierungsaufwand des
Ersatzmodells sehr hoch sein – was nicht immer zielfu¨hrend ist. Die Anzahl der
Fit-Parameter ist auch und gerade bei Ersatzmodellen immer zu minimieren. Der
wesentliche Grund fu¨r die Verwendung von Ersatzmodellen ist nicht technisch-
wissenschaftlicher Natur, sondern ergibt sich aus dem vorgeblich geringeren Aufwand
an Arbeitszeit und den geringeren know-how Anforderungen zu deren Gewinnung.
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Abbildung 2.9: Pareto Front zur Minimierung von Produktionskosten und Energie-
verbrauch beim Elektrolichtbogenofen, aus [MNF+13].
Das in Abschnitt 2.8 formulierte Parameteridentifikationsproblem fu¨hrt auf eine
Aufgabenstellung, die mit ga¨ngigen Optimierungsverfahren gelo¨st werden kann. Die
zuna¨chst unscharf formulierte Fragestellung nach der Optimierung eines Prozesses
fu¨hrt aus der Sicht der Prozessmodellierung auf folgende Fragestellung:
Wie ist ein Metamodell zur Lo¨sung einer konkreten Aufgabenstellung aus der Pro-
zessoptimierung zu definieren und zu implementieren.
Dabei bedeutet Optimierung nicht zwangsweise die Minimierung einer Kostenfunkti-
on (1-dimensionale Zielfunktion) unter Einhaltung einer Menge C von Nebenbedin-
gungen. Es kann sich auch um eine nopt-dimensionale Zielfunktion handeln, das heißt
es sind mehrere Optimierungsziele zu beru¨cksichtigen. Die Quantifizierung der nopt
Optimierungsziele liefert die Zielfunktion. In einem durch wirtschaftliche Zwa¨nge
dominierten Umfeld kann aus dieser wieder eine Gesamtkostenfunktion abgeleitet
werden. Hier dominieren dann oft die einzuhaltenden Nebenbedingungen die Aufga-
benstellung.
Im allgemeinsten Fall ist das Optimierungsergebnis somit nicht ein Satz von Pa-
rametern, der die Kostenfunktion minimiert, sondern eine (nopt − 1)-dimensionale
Hyperfla¨che im nopt-dimensionalen Raum der Zielfunktion. Diese Hyperfla¨che wird
oft als Pareto-Optimum bezeichnet, ein Beispiel findet sich in Abbildung 2.9.
Aus der Sicht der Modellierung ist es naheliegend, das zur physikalischen Beschrei-
bung des Prozesses verwendete Modell auch zur Lo¨sung der Optimierungsaufgabe
heranzuziehen: Dazu ist ein Metamodell zu definieren und zu implementieren, wel-
ches aus den zu variierenden Parametern die (zeitabha¨ngigen) Einga¨nge des Prozess-
modells generiert und aus den Ausga¨ngen eine Kostenfunktion berechnet. Wurden
bei der Definition des Prozessmodells (siehe Abschnitt 2.1) derartige Optimierungs-
aufgaben bereits beru¨cksichtigt, so ist ein derartiges Metamodell im besten Fall
bereits durch das Prozessmodell selbst definiert.
In der Praxis ist oft eine deutlich komplexere Optimierungsaufgabe zu lo¨sen, da
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erst das Zusammenwirken mehrerer Prozesse die Gesamtkostenfunktion bestimmt.
Das erfordert ein dediziertes Metamodell, welches unter Umsta¨nden aus Effizienz-
gru¨nden nur auf vereinfachten Prozessmodellen aufbauen kann.
2.16.1 Metamodelle aus Prozessmodellen der Grundoperationen
Metamodelle zur Prozessoptimierung sind zuna¨chst einmal kontextabha¨ngig, das
heißt ihre Ein- und Ausga¨nge sind von der konkreten Aufgabenstellung und der
zugeho¨rigen Anlage abha¨ngig. Zudem ist eine effiziente Implementierung sowohl in
Bezug auf dem Aufwand fu¨r die Erstellung des Modells als auch in Bezug auf den Si-
mulationsaufwand von Bedeutung. Daher stellt sich die Frage nach Bausteinen und
Bibliotheken, die eine effiziente und hochperformante Bereitstellung der Modelle
ermo¨glichen. Ferner werden in der Praxis oft mehrere Einzelprozesse hintereinander
geschaltet, die dann gemeinsam das Endergebnis bestimmen. Daraus ergibt sich die
Notwendigkeit aus einzelnen Prozessmodellen ein Modell des u¨bergeordneten Ge-
samtprozesses zusammenzusetzen. Es stellt sich die Frage nach den kleinsten Ein-
heiten, die sich noch sinnvoll als Einzelprozess abgrenzen und modellieren lassen.
Diese Einzelprozesse werden als Grundoperationen bezeichnet, siehe auch Abschnitt
5.1.
In der historisch gewachsenen und nur langsam vera¨nderbaren Umgebung der
Hochtemperaturverfahrenstechnik ko¨nnen alternativ repra¨sentative Anlagentypen
verwendet und generalisiert werden, um zu Prozessmodellen mit einer maximalen
Wiederverwendbarkeit zu gelangen. Auch hier beno¨tigen die Modellierer jedoch Kon-
zepte zur Beschreibung der verfahrenstechnischen Grundoperationen (Trennen, Mi-
schen, Aufschmelzen, Gießen, Ku¨hlen, . . .).
2.16.2 Inverse Modellierung und Regularisierung
Ein Prozessmodell als direktes Abbild des realen Prozesses bildet auch dessen In-
formationsfluss in Richtung der vorhandenen Kausalita¨ten ab. Zur Lo¨sung von Op-
timierungsaufgaben ist die Fragestellung genau umgekehrt: Es stellt sich die Frage
welche Prozessparameter sind notwendig um ein Ergebnis zu erzielen, welches eine
gegebene Kostenfunktion minimiert. Derartige Aufgabenstellungen werden in der
Wissenschaft als inverse Modellierung bezeichnet. Hier wird von einem (lo¨sbaren)
Vorwa¨rts-Problem ausgegangen, wo Anfangs- und Randbedingungen bekannt sind,
woraus die gesuchten Funktionen dann berechnet werden. Als zuna¨chst einfach an-
mutendes Beispiel sei ein Wa¨rmeleitungsproblem erwa¨hnt, bei dem die Anfangs-
temperaturverteilung und die Wa¨rmestro¨me an den Ra¨ndern die Temperatur T (~r, t)
bestimmen.
Von viel gro¨ßerer praktischer Relevanz ist jedoch die umgekehrte Fragestellung:
Welche Wa¨rmestromdichten an den Ra¨ndern fu¨hren zu an bestimmten Stellen vor-
gegebenen Werten fu¨r die Temperatur T (~r, t)?
Das Beispiel aus der Wa¨rmeu¨bertragung erweist sich als nicht trivial. Hier ist das
Vorwa¨rtsproblem zumindest numerisch sehr einfach zu lo¨sen, wohingegen das inver-
se Problem (IHCP) zur Klasse der inkorrekt gestellten (ill-posed, [Had02, BPT88])
Probleme geho¨rt. Eine entsprechend unterbestimmte Aufgabenstellung ist nun der-
art zu korrigieren, das die inverse Lo¨sung ermittelt werden kann. Diese Modifikation
der Aufgabenstellung bezeichnet man als Regularisierung [TA77].
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Die inversen Modelle stellen eine Teilmenge der Metamodelle dar. Die Lo¨sung
eines inversen Problems unter Nutzung eines Prozessmodells (als black box), wel-
ches das direkte (Vorwa¨rts-) Problem lo¨st, ist dabei jedoch nicht per se mo¨glich.
La¨sst sich ein Prozessmodell als korrekt gestellt betrachten, das heißt es liefert eine
stabile eindeutige Lo¨sung, so folgt daraus nicht, das ein darauf basierendes inverses
Metamodell eine stabile eindeutige Lo¨sung liefert. Diese fehlende Invertierbarkeit
behindert weniger die allgemeingu¨ltige Bereitstellung von Metamodellierungswerk-
zeugen, Prozessoptimierern und Parametrier-Software-Paketen auf der Basis einer
generischen Modellschnittstelle als deren Nutzbarkeit. Scheitern so die Parametrie-
rungen und andere Optimierungen, so sollte zuna¨chst die Prozessinstrumentierung
und das Prozessmodell selbst einer kritischen Analyse unterzogen werden. Ein Bei-
spiel findet sich in Kapitel 9.
2.16.3 Auslegung und Optimierung von Prozessrouten
Prozessmodelle ko¨nnen ein sehr effizientes Werkzeug bei der Optimierung bestehen-
der und der Auslegung neuer Prozessrouten darstellen. Als Prozessroute bezeichnet
man den Weg von den verfu¨gbaren Edukten zu den gewu¨nschten Produkten unter
Verwendung von Prozessschritten auf klar definierten Anlagen.
Um eine neue Prozessroute auszulegen sind die mo¨glichen Edukte, Prozessschrit-
te und Anlagen zu definieren und daraus ist ein Metamodell zu generieren, hier als
Prozessrouter bezeichnet, welches die optimale Route auf der Basis einer Kosten-
funktion und allen Nebenbedingungen berechnet.
Damit bietet sich ein neuer Ansatz um auf der Basis von Prozessmodellen zu einer
automatisierten Auslegung von Hochtemperaturprozessen zu kommen. Von geringe-
rer Komplexita¨t ist sicherlich die (lokale) Optimierung bestehender Prozessrouten,
da hier die Anlagen und Prozessschritte bereits feststehen und die Einzelmodelle
eventuell schon vorliegen. Generell kann eine (Neu-)Auslegung bessere Ergebnisse
als eine derartige Optimierung liefern, sofern die Vorhersage der (global) optimalen
Route nicht an der Vielzahl der zu variierenden Parameter scheitert.
2.16.4 Optimierung von Anlagenfahrweisen
Wenn Anlagenmodifikationen nicht zu beru¨cksichtigen sind, ergibt sich ein etwas
einfacheres Optimierungsproblem:
Wie kann der Prozess auf einer vorgegebenen Anlage optimal betrieben werden?
Liegt ein Prozessmodell vor, so ist dazu der Verlauf der xi(t) derart zu parametrie-
ren, das alle Nebenbedingungen eingehalten werden und die gewu¨nschten Ergebnisse
yj(t) erzielt werden. Daraus ergeben sich neue Parameter poptl , die zusammen mit
einer Teilmenge der pk variiert werden ko¨nnen um eine Kostenfunktion unter Ein-
haltung aller Nebenbedingungen zu minimieren.
Ein derartiges Metamodell kann unter Verwendung des Prozessmodells der An-
lage definiert und implementiert werden und dann unter Verwendung von Opti-
mierungsalgorithmen eine optimale Anlagenfahrweise liefern. In einer bezu¨glich der
Eduktkosten volatilen Umgebung ist eine derartige Optimierung nicht mehr statisch
mo¨glich, sondern muss bei jeder signifikanten A¨nderung einer Eduktkostenfunktion




2.17 Implementierung von Prozessmodellen
Bis in die 1970er Jahre wurden alle Prozessmodelle in a¨hnlicher Art und Weise im-
plementiert: Als dedizierte FORTAN-Codes auf dedizierter Hardware und oft nur
wartbar von den jeweiligen Entwicklern. Mit zunehmender Komplexita¨t der IT Um-
gebungen und gleichzeitig immer kostengu¨nstigerer Standardhardware hat sich die
Implementierung von Prozessmodellen gea¨ndert. In industriellen Umgebungen ste-
hen heute die Anwenderanforderungen im Vordergrund, in der akademischen For-
schung oft der minimale Implementierungsaufwand.
2.17.1 Implementierung aus Anwendersicht
Die Anforderungen an eine konkrete Implementierung ergeben sich aus der Anwen-
dung und werden oft durch die Zielumgebung vorgegeben:
• Prozessmodelle in level-1 Umgebungen verfu¨gen nur u¨ber beschra¨nkte Hardware-
Ressourcen und werden in der Regel mit den Programmiermo¨glichkeiten des
Automatisierungssystems realisiert.
• Prozessmodelle in level-2 Umgebungen werden entweder mit den Mo¨glichkeiten
des Automatisierungssystems oder als dediziertes Visualisierungssystem auf
PC Basis implementiert.
• Prozessmodelle in Forschung und Lehre mu¨ssen im Extremfall durch Berufs-
anfa¨nger ohne externe Schulung implementierbar sein.
In Zukunft ist es durchaus vorstellbar, das identische Prozessmodelle durchga¨ngig
genutzt werden, vom SCADA11 System bis in die MES12 Ebene.
2.17.2 Implementierung aus Entwicklersicht
Die Softwareentwickler wu¨nschen sich eine einfache, offene und dokumentierte Schnitt-
stelle zu allen Systemen, die dem Prozessmodell Daten liefern oder dessen Daten
verarbeiten [MLD09]. Sie bevorzugen oft eine portable ANSI-C Implementierung
oder Java (JNI Verkapselung). Mit zunehmendem Ressourcendruck wird versucht,
Prozessmodelle ohne dedizierte Softwareentwicklung u¨ber CAE-Umgebungen zu er-
zeugen oder Eigenentwicklungen durch angepasste Standardmodelle zu ersetzen.
11Supervisory Control and Data Acquisition.
12Manufacturing Execution System.
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2.18 Fazit und kritische Diskussion
As the complexity of a system increases . . . precision and significance
(or relevance) become almost mutually exclusive characteristics.
”Je genauer man ein reales Problem betrachtet, um so unscha¨rfer wirddas Bild“
Lotfi A. Zadeh’s incompatibility principle [Zad73]
Die kritische Betrachtung der Definition und des Einsatzes von Prozessmodellen
hat – ohne sich auf ein konkretes Modell zu beschra¨nken – eine Vielzahl von The-
men geliefert, zu denen jeweils durchaus Spezialliteratur gefunden werden kann. Als
wichtigste Leitlinie bei der wissenschaftlichen Prozessmodellierung sollten jedoch
immer die Grundprinzipien des wissenschaftlichen Arbeitens [Cha07] dienen:
• Arbeite lege artis.
• Alles ist kritisch zu hinterfragen, auch die eigenen Ansichten.
• Perso¨nliche Eigeninteressen sind zu ignorieren (Desinteresse).
• Die wiederholbare Messung ist die Basis aller Erkenntnis.
• Keep It Simple Stupid.
• . . .
Ferner gibt es Ausschlusskriterien, die den Einsatz – nicht jedoch die Definition –
von Prozessmodellen fragwu¨rdig erscheinen lassen:
• Alle fu¨r den Prozess relevanten Eingangsgro¨ßen und Startwerte mu¨ssen verfu¨gbar
sein. Alle Ausgangsgro¨ßen, die von nicht oder nicht genau genug bekannten
Eingangsgro¨ßen abha¨ngen, sind prinzipiell nicht berechenbar.
• Ein mechanistisches Prozessmodell ist nur sinnvoll, wenn es die beno¨tigten
Ergebnisse innerhalb eines vorzugebenden Ressourcenrahmens liefern kann.
• Ein mechanistisches Prozessmodell ist nur sinnvoll, wenn die dafu¨r notwendi-
gen wissenschaftlichen Grundlagen zur Verfu¨gung stehen (zum Beispiel ther-
modynamische und kinetische Daten).
• Die Schwierigkeiten bei der Lo¨sung inverser Probleme mit einem spezifischen
Prozessmodell ko¨nnen die Metamodellierung unmo¨glich machen. Dies kann
durchaus in der zu Grunde liegenden Physik liegen und sich in den Eigen-
schaften der mathematischen Beschreibung des Prozesses widerspiegeln.13
Grundsa¨tzlich ko¨nnen teure Fehlentwicklungen nur vermieden werden, indem immer
wieder auch nach Stoppschildern gesucht wird. Oft liefert eine Sensitivita¨tsanalyse
entsprechende Hinweise. Sofern diese nicht rein experimentell mo¨glich ist, ist es
nicht mo¨glich, die Anwendbarkeit eines Prozessmodells ohne das Modell selbst (das
heißt a priori) zu untersuchen. Es folgen weitere Leitlinien fu¨r die unterschiedlichen
Personenkreise, die sich mit der Prozessmodellierung bescha¨ftigen.
13Das erschwert dann auch den Einsatz von Metamodellierungswerkzeugen, Prozessoptimierern




Durch die Stringenz der Anforderungen von Prozessmodellen verbessert schon die
Definitions- und Projektierungsphase das Versta¨ndnis des Prozesses und erlaubt da-
mit eine bessere Einscha¨tzung der Handlungsoptionen, noch bevor konkrete Investi-
tionen in Software beziehungsweise deren Entwicklung geta¨tigt werden mu¨ssen. Die
Prozessmodellierung ist so komplex, das entsprechende partizipative Fu¨hrungsbezie-
hungen notwendig sind. Prozessmodelle sind kein Allheilmittel, nach der Definitions–
und Projektierungsphase muss Konsens u¨ber die konkreten Ziele herrschen. Die Be-
herrschung der in den na¨chsten Kapiteln dargestellten Grundlagen und Arbeits-
schritte stellt eine kritische Infrastruktur dar. Prozessmodelle sind eine notwendige,
aber keine hinreichende Bedingung zur Auswahl und Optimierung der Produktions-
prozesse in einem dynamischen Umfeld. Nur Prozessmodelle erlauben ohne wesent-
liche Zusatzkosten eine sta¨ndige Anpassung der Prozesse an die jeweils aktuellen
Rahmenbedingungen. Der ”Fluch der Dimensionalita¨t“ verlangt nach naturwissen-schaftlich begru¨ndeten Prozessmodellen, eine rein datengetriebene Modellierung ist
nur selten zielfu¨hrend oder optimal.
2.18.2 Leitlinien fu¨r den Nutzer von Prozessmodellen
Der Anwender von Prozessmodellen ist nicht gezwungen, die Modelldetails zu ken-
nen. Wichtige Aufgaben der Prozessmodellierung ko¨nnen auch ohne detaillierte
Kenntnis des Standes der Technik oder der Modelle erledigt werden. Er hat jedoch
in allen Phasen der Modellentwicklung und Implementierung Beitra¨ge zu liefern:
1. Definitionsphase: Vereinheitlichung und Offenlegung von Schnittstellen!
2. Projektierungsphase: Welche Metamodelle sind notwendig?
3. Umsetzungsphase: Welche IT Umgebung und welche SW-Bausteine sind verfu¨gbar?
4. Parametrierungsphase: Sollte die Prozessinstrumentierung verbessert werden?
5. Validierungsphase: Wie ko¨nnen Labor- und Technikumsexperimente helfen?
6. Inbetriebname: Werden die wichtigsten Ergebnisse stabil geliefert?
7. Iterative Optimierung (Start bei 1.)
Da auch die Anwendung von Prozessmodellen Erfahrung erfordert, sollte fu¨r den Ein-
stieg in die Thematik ein Prozess gewa¨hlt werden, fu¨r den bereits Modelle verfu¨gbar
sind und fu¨r den keine Ausschlusskriterien erfu¨llt sind.
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2.18.3 Leitlinien fu¨r den Entwickler von Prozessmodellen
Der Entwickler von Prozessmodellen beno¨tigt ein Maximum an Versta¨ndnis des Pro-
zesses und ist damit auf den aktuellen Stand der Technik angewiesen. Dazu geho¨rt
auch die Kenntnis der (Software)Werkzeuge und Modellierkonzepte, die fu¨r den kon-
kreten Prozess in Frage kommen und eine mo¨glichst genaue Festlegung der Anfor-
derungen an das Prozessmodell (Pflichtenheft). Zu den einzelnen Arbeitsschritten
ist folgendes anzumerken:
1. Definitionsphase:
Gibt es physikalisch begru¨ndete Prozessparameter?
La¨sst sich die Schnittstelle offen legen und diskutieren?
2. Projektierungsphase:
Sind die notwendigen Entwicklungsressourcen realistisch und ist die verwen-
dete Softwaretechnologie zielfu¨hrend.
3. Umsetzungsphase:
Reicht die Qualifikation und Erfahrung der Entwickler aus?
4. Parametrierungsphase:
U¨berdecken die Datensa¨tze den Einsatzbereich des Modells und sind die Mess-
genauigkeiten ausreichend?
5. Validierungsphase:
Welche unabha¨ngigen Messungen gibt es?
6. Inbetriebname:
Stehen alle notwendigen Eingangsdaten mit hinreichender Genauigkeit zur
Verfu¨gung.
7. Iterative Optimierung (Start bei 1.)
Ebenso wie bei der Anwendung von Prozessmodellen sollte fu¨r den Einstieg in die
Prozessmodellentwicklung ein Prozess gewa¨hlt werden, fu¨r den bereits Referenzmo-
delle verfu¨gbar sind und fu¨r den keines der Ausschlusskriterien erfu¨llt ist.
In den Kapiteln 4 und 5 werden nun die wissenschaftlichen Grundlagen der Mo-
dellierung von Hochtemperaturprozessen dargestellt. Die Kapitel 6 und 8 behandeln





Beispiel: Auslegung und Betrieb einer
Ku¨hlstrecke
Verba docent, exempla trahunt!
(Ro¨misches Sprichwort)
Nach der vorangegangenen tour de force durch den U¨berbau der Prozessmodellierung
soll in diesem Kapitel an Hand eines Beispiels verdeutlicht werden, worauf es bei
der Prozessmodellierung ankommt. Damit wird dem Praktiker der Zugang erleichtert
und dem Wissenschaftler die Bedeutung betrieblicher Fragestellungen veranschau-
licht. Es handelt sich um ein hypothetisches Beispiel aus der Praxis. Betriebliche
Opportunita¨ten werden ausgeblendet und auf unkritische Details wird verzichtet.
Als Prozess wurde eine Bandku¨hlstrecke mit Spritzku¨hlung ausgewa¨hlt, weil der
zum Versta¨ndnis des Prozessmodells notwendige theoretische Unterbau minimal ist
und deshalb unabha¨ngig von Kapitel 4 dargestellt werden kann.
Abbildung 3.1: Ku¨hlstrecke in einem Stahlwerk [Voestalpine].
Bei der Herstellung von Grobblechen und Stahlband im Walzwerk ist es fu¨r die
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Qualita¨t des Endproduktes wichtig, das heiße Material nach dem Warmwalzen defi-
niert abzuku¨hlen. Dazu werden Ku¨hlstrecken verwendet (siehe Abbildung 3.1), durch
die das Stahlband beziehungsweise Blech hindurch la¨uft und dabei mehr oder weni-
ger definiert abgeku¨hlt wird. Es ergibt sich gegenu¨ber der Abku¨hlung an der Luft eine
verbesserte Material und Oberfla¨chenqualita¨t bei gleichzeitig verringertem Platzbe-
darf. Fu¨r diese verbesserte Abku¨hlung unter Wasser wurde in den 1980er Jahren der
Begriff beschleunigte Ku¨hlung (accelerated cooling) eingefu¨hrt und es entstanden
Technologien, die es erlaubten, in puncto Ku¨hlleistung bis an die in Abbildung 3.4
skizzierte theoretische Obergrenze zu gehen [WEC86, KMO+04]. Aktuell, da Le-
gierungselemente einen immer bedeutenderen Kostenfaktor darstellen, erfa¨hrt die
Ku¨hltechnik wieder Aufmerksamkeit, da mit maßgeschneiderten Abku¨hlprozessen
Legierungsmittel eingespart werden ko¨nnen (”Legierungselement Wasser“).Da es fu¨r du¨nnes Stahlband (oder Kupfer und Aluminium) nicht besonders schwie-
rig ist, auch hohe Abku¨hlraten zu realisieren1, spielten die Details des Ku¨hlprozesses
in den Augen der Anwender lange Zeit keine große Rolle. Erst gestiegene Anforderun-
gen an die Qualita¨t (auch bei Grobblech und Ro¨hrengu¨ten) haben die Ku¨hltechnik
wieder in den Fokus einiger Anwender geru¨ckt. In den Ku¨hlstrecken durchla¨uft das
Material Phasenu¨berga¨nge, deren Kinetik von der Temperaturfu¨hrung und dem Aus-
gangszustand (Temperatur, Zusammensetzung und Gefu¨ge) abha¨ngt. Somit ko¨nnen
maßgeschneiderte Ku¨hlprozesse Qualita¨ten liefern, die ansonsten nur durch kosten-
intensivere Legierungsmaßnahmen zu erzielen wa¨ren.
Es handelt sich bei der Abku¨hlung von Bandmaterial in einer Ku¨hlstrecke um
einen Prozess, dessen innere Abla¨ufe messtechnisch nicht einfach zu erfassen sind,
jedoch das Ergebnis signifikant beeinflussen. Eine Vorausberechnung mit einem Pro-
zessmodell ist daher sinnvoll. Es wird im Folgenden demonstriert, dass es mo¨glich ist,
die optimale Gestaltung des Abku¨hlprozesses vorab rechnerisch zu bestimmen. Da-
zu werden die optimalen Einstellungen der Ku¨hlstrecke mit Hilfe eines Metamodells
anwendungsspezifisch vorhergesagt.
Anders als in Abbildung 3.1 dargestellt wird als Ku¨hltechnik die Spritzku¨hlung
eingesetzt. Durch den Einsatz dieser Technik ist es mo¨glich, die fu¨r eine definierte ho-
mogene Ku¨hlleistung einzustellenden Parameter vorherzusagen und reproduzierbar
einzustellen.
3.1 Problemstellung
Das in Abbildung 3.2 skizzierte Schema verdeutlicht die Funktion und die wesentli-
chen Parameter des kontinuierlichen Abku¨hlprozesses: Ein Material der Dicke d la¨uft
mit einer (na¨herungsweise) homogenen Einlauftemperatur Tin in die Ku¨hlstrecke ein
und verla¨sst diese mit einer (na¨herungsweise) homogenen Auslauftemperatur Tout.
Die letztere Annahme setzt fu¨r den Fall gro¨ßerer Dicken d voraus, das dem Material
nach der aktiven Ku¨hlung ein Temperaturausgleich ohne weitere Abku¨hlung von
außen ermo¨glicht wird (self tempering).
Das Material la¨sst sich na¨herungsweise durch seine Dichte ρ, eine mittlere spezi-
fische Wa¨rmekapazita¨t cp und eine mittlere Wa¨rmeleitfa¨higkeit λ charakterisieren.
Hier sollten die Integralmittelwerte fu¨r den Temperaturbereich Tin . . . Tout verwendet
1Diese Aussage gilt nicht fu¨r die Quantifizierung der Abku¨hlrate.
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Abbildung 3.2: Schema einer Bandku¨hlstrecke [WSW09].
werden. Die sich zum Beispiel aus der Kinetik der Phasenumwandlungen ergeben-
den komplexeren Materialeigenschaften wa¨hrend der Abku¨hlung werden zuna¨chst
vernachla¨ssigt (siehe Abschnitt 3.9). Der Wa¨rmeu¨bergang vom Material an das
Ku¨hlmedium (Wasser) sei charakterisiert durch den lokalen Wa¨rmeu¨bergangskoeffi-
zienten α2:
q = α ·∆T (3.1)
Dabei ist q der Wa¨rmestrom weg von der Oberfla¨che des Materials und ∆T =
TS − TW die Differenz zwischen der lokalen Oberfla¨chentemperatur TS und der
Wassertemperatur TW. Gleichung (3.1) definiert α, impliziert jedoch nicht dessen
Konstanz. In der Regel ist α eine Funktion der Ku¨hltechnikparameter und der lo-
kalen Oberfla¨chentemperatur. Zusa¨tzlich kann α noch etwas von der Struktur der
Oberfla¨che abha¨ngen, nicht aber von den inneren Eigenschaften des abzuku¨hlenden
Ko¨rpers. Diese bestimmen hingegen die Wirkung eines konkreten Wa¨rmeu¨bergangs-
koeffizienten.
Im ortsfesten Koordinatensystem (Euler-Bild) liefert die Ku¨hlstrecke einen orts-
abha¨ngigen Wa¨rmeu¨bergangskoeffizienten α(x). Wie in den folgenden Abschnitten
dargelegt wird, ist q(x) durch eine Wasserbeaufschlagungsdichte VS(x) und eine
Oberfla¨chentemperaturverteilung TS(x) determiniert. VS(x) wird wiederum durch
Art, Position und Betriebsparameter der einzelnen Spritzdu¨sen erzeugt. Es wird fer-
ner angenommen, dass VS und damit α u¨ber der Breite der Ku¨hlstrecke konstant ist,
das heißt nur von der x-Koordinate abha¨ngt. Im mit der Durchlaufgeschwindigkeit
vin mitbewegten Koordinatensystem (Lagrange-Bild) wird somit VS(vin · t) durch die
Ku¨hltechnologie eingestellt.
Zur weiteren Vereinfachung wird nur der stationa¨re Betrieb der Ku¨hlstrecke be-
trachtet, das heißt es gibt aus der Sicht des Prozessmodells keine zeitabha¨ngigen
Einga¨nge (xi(t) = {}), sondern nur die Parameter
pk = {Tin, vin, d, ρ, λ, cp, VS(x)} (3.2)
VS(x) wird nur als Funktion des Ortes in der Ku¨hlstrecke betrachtet und sollte mit
mo¨glichst wenigen Werten charakterisiert werden ko¨nnen. Im stationa¨ren Betrieb
2Heat Transfer Coefficient.
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ergibt sich zuna¨chst nur die messbare Ausgangsgro¨ße yj = {Tout}, die zudem zeit-
unabha¨ngig ist.
Dieses Beispiel zeigt, wie bereits in der Definitionsphase eines Prozessmodells Annah-
men und Vereinfachungen gemacht werden. Dies vermindert die Anzahl der Ein- und
Ausga¨nge, unter Umsta¨nden auf Kosten der Allgemeingu¨ltigkeit. Es ist dabei oft sinn-
voll, zuna¨chst nur diejenigen Details eines Prozesses zu beru¨cksichtigen, die praktisch
oder physikalisch hoch relevant sind. Eine spa¨tere Verfeinerung ist immer einfacher als
auf Anhieb ein hoch komplexes Modell realisieren zu wollen. Ohne gute Kenntnisse der
wesentlichen Eigenschaften des zu beschreibenden Prozesses wird schon in der Defini-
tionsphase die Grundlage fu¨r ein spa¨teres Scheitern gelegt. Ist trotz Vereinfachung die
Anzahl der Parameter np zu groß, so ist von vorn herein mit einer eingeschra¨nkten Mo-
dellierbarkeit des Prozesses zu rechnen. Die explizit und implizit getroffenen Annahmen
und Vereinfachungen mu¨ssen offen diskutiert werden. Ko¨nnen – wie in diesem Beispiel –
die Modellierziele nur mit einem Metamodell erreicht werden, so ist dieses ebenfalls zu
definieren und zu diskutieren.
Die lokalen Eigenschaften des Materials nach Durchlaufen der Ku¨hlstrecke wer-
den nicht nur durch die Auslauftemperatur Tout bestimmt, sondern ha¨ngen vom
Ausgangszustand und der detaillierten Temperaturfu¨hrung ab.
In der Regel ist eine eindimensionale Betrachtungsweise zula¨ssig, das heißt die
Wa¨rme wird im Wesentlichen senkrecht zur Bandebene abgefu¨hrt (z-Ebene). So-
mit ist im mitbewegten Koordinatensystem die laterale Wa¨rmeleitung sehr viel
kleiner als die senkrechte (∂T/∂x2 + ∂T/∂y2  ∂T/∂z2) und das Problem ist
na¨herungsweise eindimensional – eine Annahme, die a posteriori leicht zu u¨berpru¨fen
ist. O.B.d.A. kann zudem angenommen werden, das die Ku¨hlung beidseitig und ho-
mogen erfolgt3. Damit ist die Temperaturfu¨hrung im mitbewegten System durch
T (z, t) charakterisiert, wobei z = 0 die Bandmitte und z = d/2 die Bandoberfla¨che
sei.
3.1.1 Physikalische Aufgabenstellung
Die Lo¨sung der physikalischen Aufgabenstellung, der Verlauf der Funktion T (z, t) ist
in Abbildung 3.3 dargestellt und kann zum Beispiel durch die Auslauftemperatur
Tout, die mittlere Abku¨hlrate in Blechmitte CR4, deren Variation ∆CR und die
minimale Temperatur an der Blechoberfla¨che TS,Min charakterisiert werden. In den
Definitionen
CR = 2







T (z, t) dtdz (3.3)
und
∆CR = 2










ist tSC der Zeitpunkt des Einsetzens der Ku¨hlung und tS,Min der Zeitpunkt minimaler
Oberfla¨chentemperatur. Qualitativ andere Ku¨hlstrategien als die in Abbildung 3.3
skizzierte ko¨nnen eine Modifikation dieser Definitionen erfordern.
3Eine einseitige Ku¨hlung kann durch Simulation mit der Blechdicke 2 · d dargestellt werden.
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• Die Temperaturabha¨ngigkeit von cp und λ, das heißt a(T ).
• Die thermischen Auswirkungen der Phasenumwandlungskinetik ⇒ cp(t).
• Die Variation der Ku¨hlung u¨ber der Blechbreite (α(y)).
• Eine an Ober- und Unterseite unterschiedliche Ku¨hlung.
• Die Abweichungen von der eindimensionalen Wa¨rmeleitung.




λ W /(m K) Wa¨rmeleitfa¨higkeit
cp J /(kg K) spez. Wa¨rmekapazita¨t




CR K/s mittlere Abku¨hlrate in Blechmitte (Glg. 3.3)
∆CR K/s Variation der Abku¨hlrate in Blechmitte (Glg. 3.4)
TS,Min K Minimale Oberfla¨chentemperatur
Tabelle 3.1: Definition des Prozessmodells Ku¨hlstrecke (physikalische
Aufgabenstellung).
3.1.2 Betriebliche Aufgabenstellung
Verglichen mit der im vorangegangenen Abschnitt behandelten direkten physikali-
schen Ausgabenstellung, ist die betriebliche Aufgabenstellung eine andere: Hier muss
die Ku¨hlstrecke so dimensioniert werden, das alle Ku¨hlaufgaben mo¨glichst optimal
ausgefu¨hrt werden ko¨nnen. Die optimale Erfu¨llung einer einzelnen Ku¨hlaufgabe be-
steht im Wesentlichen aus der Realisierung einer – fu¨r diese Ku¨hlaufgabe – optimalen
Wasserbeaufschlagungsdichte VS(x). Daher la¨sst sich eine derartige Spritzku¨hlstrecke
aus (zumindest in x-Richtung) einzeln ansteuerbaren und gegebenenfalls auch ver-
fahrbaren Du¨sen mit mo¨glichst großem Regelbereich realisieren. Die notwendige
Gesamtla¨nge der Ku¨hlstrecke ergibt sich bei vorgegebener maximaler Durchlauf-
geschwindigkeit und maximaler Abku¨hlrate aus der maximalen Blechdicke.
Fu¨r jede Ku¨hlaufgabe ist die jeweils optimale Wasserbeaufschlagungsdichte VS(x)
einzustellen. Es handelt sich somit um eine Modellbasierte pra¨diktive Regelung
(MPC, siehe Abschnitt 2.2.6). VS(x) ergibt sich aus der Position der Du¨sen rela-
tiv zur Blechoberfla¨che und den Betriebsparametern der einzelnen Du¨sen. Fu¨r die
Wasserbeaufschlagungsdichte einer Du¨senanordnung kann ein Superpositionsprin-
zip angenommen werden [HM95]. Die Tropfendurchmesser- und Geschwindigkeits-
Verteilung ist bei den meisten Anwendungen fu¨r den Wa¨rmeu¨bergang nicht relevant,
die Abku¨hlung wird durch die sich daraus ergebende Wasserbeaufschlagungsdichte
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[MJ73] determiniert. Einstoffdu¨sen werden u¨ber den Wasserdruck [Wal82], Zwei-
stoffdu¨sen u¨ber den Luft- und Wasserdruck angesteuert [MF79]. Im Ergebnis – wel-
ches messtechnisch zu u¨berpru¨fen ist – mu¨ssen Art und Betrieb der Du¨sen eine
genaue und reproduzierbare Einstellung der jeweils optimalen VS(x) ermo¨glichen.
Welche Anordnung und Betriebsparameter der Du¨sen zu welcher Wasserbeaufschla-
gungsdichte fu¨hren, wird in der Regel experimentell ermittelt (wobei die Auslegung
nach den Daten des Du¨senlieferanten erfolgt). Damit ergeben sich fu¨r das Meta-
Prozessmodell zur Lo¨sung der betrieblichen Aufgabenstellung folgende Teilaufga-
ben:
1. Berechne fu¨r einen vorgegebenen Parametersatz pk = {vin, d, λ, cp, Tin, Tout,
CR, TS,Min} eine Funktion VS(t = x/vin), mit der die vorgegebene Auslauf-
temperatur und die vorgegebene mittlere Abku¨hlrate erreicht wird, ohne eine
minimale Oberfla¨chentemperatur zu unterschreiten. Als weitere Nebenbedin-
gungen sollte zum Beispiel eine minimale Variation der Abku¨hlrate ∆CR ge-
fordert werden. Auch diese Aufgabe definiert ein Prozessmodell, welches hier
als invers bezeichnet wird, da es die Lo¨sung von (3.5) zur Lo¨sung eines Opti-
mierungsproblems heranzieht.
2. Berechne die Du¨senpositionen und Betriebsparameter um VS(t = x/vin) zu
realisieren – dieser Teil wird hier nicht weiter betrachtet.
Die betriebliche Aufgabenstellung definiert die Obermenge der Parameter. In Ta-
belle 3.1 findet sich eine Definition des physikalischen Prozessmodells (eine weitere
Minimierung der Anzahl der Modelleinga¨nge ist durch Verwendung der Tempera-
turleitfa¨higkeit a mo¨glich). Dieses berechnet aus den Einga¨ngen vin, d, λ, cp, Tin
und VS(x) den Temperaturverlauf in der Ku¨hlstrecke und daraus die Ausgangswerte
Tout, CR, ∆CR und TS,Min. Die Ku¨hlstreckenparameter werden hier zuna¨chst u¨ber
die Funktion VS(x) festgelegt, der nach (3.6) eine Verteilung des Wa¨rmeu¨bergangs-
koeffizienten α(x) entspricht. Diese mit mo¨glichst wenigen Parametern darzustellen
ist fu¨r die Lo¨sung der betrieblichen Aufgabenstellung von besonderer Bedeutung, da
diese Parameter dort vorherzusagen sind. Aus der Sicht des betrieblichen Prozess-
modells ist VS(x) somit ein Modellausgang und Tout, CR und TS,Min geho¨ren zu den
Modelleinga¨ngen.
3.2 Stand der Technik
Als Ausgangspunkt fu¨r die Diskussion des Standes der Technik dient Abbildung 3.4.
Sie verdeutlicht die Rolle des von der jeweiligen Ku¨hltechnik realisierten Wa¨rme-
u¨bergangskoeffizienten α und die durch die Wa¨rmeleitung gegebene physikalischen
Grenze. Diese la¨sst sich durch die Lo¨sung von (3.5) mit der Randbedingung T (z =
d/2, t) = TW berechnen. Keine Ku¨hltechnik kann mehr bewirken, als eine instantane
Abku¨hlung der Oberfla¨che. Die Abku¨hlung der Blechmitte wird immer durch die
Temperaturleitfa¨higkeit des Materials bestimmt. Ab einer Blechdicke von einigen
Millimetern ergeben sich so signifikante Unterschiede zwischen der Oberfla¨chen- und
Blechmittentemperatur in der Ku¨hlstrecke.
Der Einfluss der Temperaturfu¨hrung, und damit auch der Abku¨hlung, auf die Ma-
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Abbildung 3.5: Einfluss der Messposition auf die Genauigkeit der Ergebnisse bei der
Bestimmung von α [Eco68].
oft nicht die verfu¨gbaren (genaueren) Labordaten zum Wa¨rmeu¨bergang, sondern
durch Anpassung an Messdaten (aus der Ku¨hlstrecke) gewonnene Parameter fu¨r
den mittleren Wa¨rmeu¨bergang (siehe zum Beispiel [GH96, TWL+02]).
Aus der Sicht der Automatisierungstechnik wird die Ku¨hlstrecke in [Lat06] un-
tersucht. Wa¨hrend wir hier die Abku¨hlrate als (metallurgisch relevante) Zielgro¨ße
verwenden, steht in der Arbeit von Latzel die Regelung der gesamten Anlage im Vor-
dergrund. Interessanterweise ergeben sich fu¨r die verwendete Laminarku¨hlung ober-
halb von 650◦C Oberfla¨chentemperatur nur Wa¨rmeu¨bergangskoeffizienten von unter
3000 W/(m2K) [ERKS98], also Werte die mit der hier betrachteten Spritzku¨hlung
bei wesentlich besserer Regelbarkeit ebenfalls erreicht werden ko¨nnen.
Zusammenfassend ist zu vermuten, das Bandku¨hlstrecken bisher in der Praxis
auch mit Hilfe von Modellen in der Regel nicht so eingestellt und geregelt werden
(ko¨nnen), das das physikalisch bestmo¨gliche Abku¨hlergebnis erzielt wird. Ledig-
lich die Auslauftemperatur wird quantitativ eingestellt und geregelt, alle anderen
Abku¨hlparameter und damit die Qualita¨t des produzierten Materials werden eher
qualitativ eingestellt. Dies liegt sicherlich auch darin begru¨ndet, das sich die ent-
sprechenden Qualita¨tsparameter messtechnisch noch nicht online ermitteln lassen.
Das in diesem Kapitel diskutierte Beispiel hat insofern praktische Relevanz fu¨r
die Entwicklung der Ku¨hltechnik, als das Ansa¨tze fu¨r eine Modellbasierte Alterna-
tive zur aktuell verwendeten Technologie aufzeigt werden. Die hiermit qualifizierte
Spritzku¨hlung deckt einen anderen Parameterbereich als die bereits erwa¨hnten pro-
prieta¨ren Ho¨chstleistungsku¨hlsysteme (MULPIC [WEC86] und Super-OLAC [OYY03])
ab und ist zudem frei zuga¨nglich. Wa¨hrend die erwa¨hnten Ho¨chstleistungsku¨hlsysteme
eine maximale Abku¨hlrate zu realisieren haben, ermo¨glicht die Spritzku¨hlung eine
definierte und im Rahmen des physikalisch mo¨glichen auch homogene Abku¨hlrate.
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3.3 Labordaten
Konventionelle Ku¨hlstrecken basieren auf der Messung der Ein- und Auslauftempe-
ratur, woraus dann ein mittlerer Wa¨rmeu¨bergangskoeffizient ermittelt werden kann.
Als Ku¨hltechnik kommt dort in der Regel die Laminarku¨hlung zum Einsatz, die
das durchlaufende Material entweder einfach unter Wasser setzt (α ≈ 1000) oder
ra¨umlich inhomogen abku¨hlt. Die exakten lokalen Abku¨hlbedingungen in derartigen
Ku¨hlstrecken lassen sich weder rechnerisch noch experimentell einfach quantifizieren
oder kontrollieren.
Anders stellt sich die Situation bei der Spritzku¨hlung dar. Wie hier kurz darge-
stellt wird, ist es im Labor mo¨glich, den Wa¨rmeu¨bergangskoeffizienten als Funktion
der Ku¨hltechnik-Parameter zu messen, inklusive einer Bestimmung der Messgenau-
igkeit. Dies wurde hier fu¨r den Fall der Spritzku¨hlung durchgefu¨hrt [VSSW06a,
VSSW06b, Vis07, WSW08a, WSW08b]. Die praktische Nutzung dieser Daten
erforderte fu¨r diese Art von Labormessungen den U¨bergang von der qualitativen
Abscha¨tzung zur genauen Messung u¨ber weite Parameterbereiche.
Abbildung 3.6: Versuchsaufbau zur Messung des Wa¨rmeu¨berganges bei der
Spritzku¨hlung (Details siehe [Vis07, WSW08a]).
Bei dem in Abbildung 3.6 skizzierten Versuchsstand am Institut fu¨r Energiever-
fahrenstechnik und Brennstofftechnik der TU Clausthal wird eine mit Thermoele-
menten instrumentierte Probe zuna¨chst in einem Ofen unter Schutzgas auf eine
vorgegebene Starttemperatur erhitzt. Die Probe wird dann automatisch aus dem
Ofen herausgefahren und definiert abgeku¨hlt. Ku¨hltechnische Parameter wie die
Wasserbeaufschlagungsdichte ko¨nnen direkt am Ort der Probenabku¨hlung ermit-
telt werden. Wie in [Vis07] diskutiert, la¨sst sich bei Einhaltung einiger Vorgaben
der Wa¨rmeu¨bergangskoeffizient α als Funktion der Oberfla¨chentemperatur und der
Wasserbeaufschlagungsdichte mit einer Genauigkeit von bis zu 8% bestimmen.
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Abbildung 3.7: Wa¨rmeu¨bergang bei der Spritzku¨hlung (Nukiyama-Kurve [Nuk34],
siehe [Vis07, WSW08a]).
Das Ergebnis dieser Labormessungen sind Nukiyama-Kurven, wie in Abbildung
3.7 skizziert. Diese wurden fu¨r Wasserbeaufschlagungsdichten VS zwischen 4 und
30 kg/(m2s) gemessen [Vis07] und an eine Funktion angepasst [VSSW06b]. Die-
se Fit-Funktion beschreibt den Wa¨rmeu¨bergangskoeffizienten auf der Oberfla¨che in
Abha¨ngigkeit von der Oberfla¨chentemperatur, der Wassertemperatur und der Was-
serbeaufschlagungsdichte im gesamten Abku¨hlbereich (SI–Einheiten, [VSSW06b]):






140± 4 · VS
[
1− VS ·∆T72000± 3500
]







Es ergibt sich die in Abbildung 3.8 dargestellte Funktion, die gegenu¨ber a¨lteren
Arbeiten auch einen qualitativen Unterschied aufweist: Die stabile Filmverdamp-
fung zeichnet sich nur noch fu¨r Wasserbeaufschlagungsdichten unter 10 kg/(m2s)
durch einen konstanten Wa¨rmeu¨bergangskoeffizienten aus. Fu¨r Werte von VS > 30
kg/(m2s) und Oberfla¨chentemperaturen oberhalb von 1400 K sind weitere genaue
Messungen erforderlich. Wa¨hrend der Effekt von Zunderschichten bereits untersucht
wurde, ist der Wa¨rmeu¨bergang unter homogener Beaufschlagung großer Fla¨chen
(A > 0.01 m2) experimentell noch na¨her zu untersuchen. Bisherige Abscha¨tzungen
lassen allerdings kaum signifikante Abweichungen erwarten [WSW08a]. Es sei fer-
ner darauf hingewiesen, dass der zum Beispiel von [Rei87, RJS89] dokumentierte
Verdampfungsku¨hlungsseffekt nicht in der Fit-Funktion enthalten ist. Fu¨r kleine
Wasserbeaufschlagungsdichten von VS < 5 kg/(m2s) sind gegebenenfalls Modifika-
tionen notwendig, die auch die in [PS04] beschriebenen Effekte besonders feiner
Wassertropfen (Nebelku¨hlung) beinhalten sollten.
81







































Abbildung 3.9: Lokale Abku¨hlrate als Funktion der Zeit t und der Tiefe im Blech
(Oberfla¨che z = 0, Blechmitte: z = 15mm) [WSW09].
beschriebene physikalische Aufgabenstellung.
Eine denkbare Weiterentwicklung wa¨re neben den in Abschnitt 3.1 angesproche-
nen Erweiterungen eine ab initio Vorhersage des Wa¨rmeu¨bergangskoeffizienten als
Funktion der Ku¨hltechnikparameter. Im Bereich der Spritzku¨hlung ist dies nur im
Bereich der Einzeltropfen mo¨glich [SS09], da die auftretende Mehrphasenstro¨mung
mit sehr vielen Wassertro¨pfchen numerisch noch nicht beherrscht wird. Daher stellt
die hier demonstrierte Kombination aus Labormessung und Modellierung nicht nur
ein scho¨nes Beispiel eines Prozessmodells dar, sondern zeigt zugleich die Grenzen
der aktuell mo¨glichen Ku¨hlstreckenmodellierung auf. Eine interaktive Schnittstelle
zu diesem physikalischen Prozessmodell findet sich unter www.prmc.de.
3.5 Inverses Prozessmodell
Fu¨r die in Abschnitt 3.1.2 beschriebene betriebliche Aufgabenstellung ist ein in-
verses Wa¨rmeleitungsproblem zu lo¨sen. Gesucht sind die Randbedingungen an der
Oberfla¨che, die zu dem gewu¨nschten Temperaturverlauf im Material fu¨hren – im
Rahmen des physikalisch Mo¨glichen (Abbildung 3.4).
Als Parameter dienen die gewu¨nschte Auslauftemperatur Tout und die in Gleichung
(3.3) und (3.4) definierten Gro¨ßen CR und ∆CR. Hinzu kommt die minimal erlaubte
Oberfla¨chentemperatur TS,Min, mit der zum Beispiel unerwu¨nschte Gefu¨gezusta¨nde
an der Oberfla¨che vermieden werden ko¨nnen. Der Parameter Einlaufgeschwindigkeit
vin dient nur der Modellanwendung, da intern mit der Zeit t gerechnet wird. Fu¨r eine
Verdoppelung von vin ist somit die La¨nge der Ku¨hlstrecke ebenfalls zu verdoppeln
und die Wasserbeaufschlagung entsprechend zu strecken.
Wie in Abbildung 3.10 veranschaulicht, ist nun eine Wa¨rmeu¨bergangsfunktion













































Das physikalische Prozessmodell zu analysieren sei dem Leser u¨berlassen (learning
by doing).
Wa¨hrend eine formal vollsta¨ndige Modellanalyse einen erheblichen Aufwand darstellen
wu¨rde, fu¨hren uns physikalisches Grundversta¨ndnis und U¨berlegungen zur praktischen
Relevanz schnell zu den – bezogen auf dieses konkrete Prozessmodell – interessanten
Fragestellungen.
Das inverse (Meta-)Modell zur Lo¨sung der betrieblichen Aufgabenstellung bie-
tet eine Vielzahl von Anknu¨pfungspunkten, die in Kapitel 2 vorgestellten Analyse-
methoden zu konkretisieren. Hier sollen nur diejenigen Aspekte angesprochen wer-
den, die praktisch relevante Aussagen ermo¨glichen.
3.6.1 Sensitivita¨tsanalyse
Auch wenn die Ku¨hltechnik den Wa¨rmeu¨bergang stark schwanken lassen kann, die
Auswirkungen im Material werden durch die Natur der Wa¨rmeleitung (paraboli-
sche Differentialgleichung) schnell geda¨mpft. Eine Sensitivita¨tsanalyse kann trotz-
dem interessante Ergebnisse liefern. Wa¨hrend sich bei konstantem Wa¨rmeu¨bergangs-
koeffizienten eine Schwankung in der Einlauftemperatur linear auf die Auslauftem-
peratur auswirkt, kann der Verlauf der Nukiyama Kurve (Leidenfrost Pha¨nomen
[Lei56, Lei66]) zu einer nichtlinearen Versta¨rkung von Inhomogenita¨ten fu¨hren. Dies
ist genauer zu untersuchen, sofern konkrete Anwendungen des hier beschriebenen
Modells im entsprechenden Temperaturbereich der Nukiyama-Kurve liegen.
3.6.2 Modellvalidierung
Wa¨hrend komplexe Modelle, zum Beispiel aus dem Bereich der CFD ohne experi-
mentelle Validierung wenig Nutzen und Akzeptanz erfahren, wird das hier verwen-
dete physikalische Prozessmodell sicherlich auch ohne weitere U¨berpru¨fung seiner
Gu¨ltigkeit akzeptiert, da weder an der Gu¨ltigkeit der Grundgleichungen noch an
deren Anwendbarkeit Zweifel begru¨ndbar sind. Die Fourier’sche Gleichung stellt si-
cherlich eine Na¨herung dar [Ver58, MT73, WCG10] – aber eben eine extrem gute.
Das schwa¨chste Glied in der Kette wird bei jeder experimentellen Validierung die
Messung des Wa¨rmeu¨bergangskoeffizienten sein. Da die Lo¨sung der Wa¨rmeleitungs-
gleichung ebenfalls mit fast beliebiger Genauigkeit mo¨glich ist, bleiben als Fehler-
quellen vor allem Messfehler bei den Transportkoeffizienten und die energetischen
Auswirkungen von Umwandlungskinetiken im Material.
3.6.3 Modellbewertung
Das hier als besonders einfaches Beispiel herangezogene Prozessmodell zeigt eine
hohe Performanz, ist o¨ffentlich zuga¨nglich und von akzeptabler Komplexita¨t. Die
Anwender sind nun an der Reihe, ihre Erfahrungen zu publizieren.
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Abbildung 3.11: Optimale Wa¨rmeu¨bergangsfunktion α(t) fu¨r 30 mm dickes Blech
abgeku¨hlt mit der Rate CR von 900 auf 500◦C (eine mittlere
Abku¨hlrate in Blechmitte von mehr als ≈ 18 K/s ist physikalisch
nicht mo¨glich) [WSW09].
3.7 Optimale Anlagenauslegung
Die optimale Auslegung einer Ku¨hlstrecke ha¨ngt von der Menge der zu optimieren-
den Parametertupel pk (bezogen auf das betriebliche Prozessmodell) ab. Fu¨r diese
ko¨nnen vorab optimale Verla¨ufe des Wa¨rmeu¨berganges berechnet werden. Da die
Abku¨hlgeschwindigkeit oft nur grob vorgegeben ist, macht es hier zusa¨tzlich Sinn,
diese – wie in Abbildung 3.11 – als freien Parameter zu betrachten. Fu¨r eine kon-
stante Durchlaufgeschwindigkeit von 1 m/s, eine Materialdicke von 30 mm und eine
Abku¨hlung von 900 auf 500 °C lassen sich die optimalen α(x)-Verla¨ufe so darstellen,
das auch die Relation zur physikalisch mo¨glichen maximalen Abku¨hlrate deutlich
wird (Abbildung 3.11). Mit Hilfe dieser Darstellungen ko¨nnen dann kritische Para-
metertupel identifiziert werden. Die Auslegungsparameter Anlagenla¨nge, Du¨senzahl,
Verfahr- und Regelbereich lassen sich fu¨r eine Ku¨hlstrecke dann derart festlegen, das
alle Ku¨hlaufgaben mo¨glichst optimal erfu¨llt werden ko¨nnen.
Es wird schnell klar, das die Spritzku¨hlung als Ku¨hltechnik immer dann eine gu-
te Wahl darstellt, wenn die physikalisch mo¨glichen Abku¨hlgeschwindigkeiten nicht
ganz erreicht werden mu¨ssen. Dies verdeutlicht auch Abbildung 3.4. Lediglich der
Bereich zwischen der α = 4000 W/(m2K) und der Wa¨rmeleitungsgrenze (α → ∞)
ist mit der Spritzku¨hlung kaum erreichbar. Hier finden dann Wasserstrahl-basierte
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Ansatz nicht zu erzielen sind. Hier zeigt sich die qualitative Bedeutung der
Modellbasierten Regelung.
• Physikalische Modelle liefern Aussagen in Kausalita¨tsrichtung – welche Wir-
kung hat eine bestimmte Ursache? Betriebliche Fragestellungen erfordern in
der Regel deren Invertierung – wie ist eine Ursache zu gestalten um eine be-
stimmte Wirkung zu erzielen?
Aus der Sicht der Ku¨hltechnik la¨sst dieses Beispiel viel Raum fu¨r Erweiterungen, die
jedoch hier zugunsten eines leicht versta¨ndlichen Gesamtbildes keine Beru¨cksichtig-
ung fanden:
• Es wurde nur die Spritzku¨hlung beru¨cksichtigt. Andere Ku¨hltechnologien ko¨n-
nen analog u¨ber deren Wa¨rmeu¨bergangskoeffizienten als Funktion der Ku¨hl-
technikparameter beru¨cksichtigt werden.
• Das Materialmodell war stark vereinfacht (konstantes λ und cp), hier sind
Erweiterungen von einem λ(T ) und cp(T ) bis hin zu einer detaillierten Um-
wandlungskinetik denkbar – ohne das allerdings eine qualitative A¨nderung der
Ergebnisse zu erwarten ist.
• Die Annahme eines rein vertikalen Wa¨rmetransportes kann zugunsten einer
mehrdimensionalen Rechnung aufgegeben werden, was allerdings nur fu¨r la-
teral inhomogene Ku¨hltechnologien zu signifikant anderen Ergebnissen fu¨hren
wird.
• Die verwendete, aus experimentellen Daten gewonnene, α(VS,∆T )-Funktion
kann experimentell noch genauer ermittelt werden, gegebenenfalls unter Ein-
beziehung weiterer Parameter.
• Die Validierung des Modells wu¨rde von der Offenlegung einer experimentellen
Verifikation in einer realen industriellen Ku¨hlstrecke profitieren.
Aus der Sicht der Prozessmodellierung sei vor allem die fehlende Vollsta¨ndigkeit
der Modellanalyse genannt. Es ist jedoch nachvollziehbar, das eine vollsta¨ndige Mo-
dellanalyse eine riesige Menge an Daten liefert (zum Beispiel Sensitivita¨ten), deren
Erkenntniswert zweifelhaft ist. Besser ist es immer ein Prozessmodell – wie hier ge-
schehen – zuna¨chst in Bezug auf seine konkreten Aussagen genauer zu untersuchen.
Prinzipiell sind jedoch alle Ein- und Ausga¨nge zu beru¨cksichtigen. Darauf wurde
hier verzichtet, da bezu¨glich der Grundlage – Wa¨rmeleitung im Festko¨rper – keine
prinzipiellen Zweifel bestehen. Weitere Aspekte der (Meta-)Modellanalyse werden
nach der zuna¨chst notwendigen Bereitstellung der wissenschaftlichen Grundlagen in





Die genaue Scha¨rfe der
Mathematik aber darf man nicht
fu¨r alle Gegensta¨nde fordern,
sondern nur fu¨r die stoﬄosen.
Darum passt diese Weise nicht fu¨r
die Wissenschaft der Natur, denn
alle Natur ist wohl mit Stoff
verbunden.
(Aristoteles)
Aus Kapitel 2 sind uns nun die detaillierten Anforderungen an ein Prozessmodell
bekannt. In Kapitel 3 wurde an einem Beispiel verdeutlicht, wie eine effiziente prag-
matische Vorgehensweise schnell zu relevanten Ergebnissen fu¨hrt. Es stellt sich nun
die Frage nach den naturwissenschaftlichen Grundlagen. Diese werden immer dann
beno¨tigt, wenn ein Modell einen Prozess auf der Grundlage von Naturgesetzen vor-
hersagen soll.
Da Prozessmodelle in Form von Rechnerprogrammen realisiert werden, basieren
sie zuna¨chst auf der Informatik, speziell der Softwaretechnik [Bal08]. Hier werden in
der Regel ga¨ngige Algorithmen und Datenstrukturen verwendet [Wir86, OW12]. In
der Wissenschaft wird die Prozessmodellierung jedoch nicht als reine data mining
Anwendung betrachtet und es wird auf der Basis von Naturgesetzen nach einer
Beschreibung des Prozesses gesucht. Insbesondere bei Hochtemperaturprozessen ist
es oft mo¨glich, auf naturwissenschaftlicher Grundlage ein lo¨sbares mathematisches
Modell des gesamten Prozesses oder eines Teilprozesses zu konstruieren. Von diesen
Grundlagen handelt dieses Kapitel. Besteht das Prozessmodell im Wesentlichen aus
einer mathematisch formulierten Problemstellung, die analytisch oder mit Hilfe von
Standardverfahren der numerischen Mathematik [SK04] gelo¨st wird, so wird oft
von einem mathematischen Modell gesprochen. Fu¨r metallurgische Prozesse liefert
die Literatur einen Eindruck von der historischen Entwicklung und dem aktuellen
Stand der Technik [Oet73, SEB88, SLR+97, IIW00, Spi01, ME10].
Der induktive Ansatz der Physik und der mathematischen Modellierung liefert zu-
na¨chst einmal Prozessversta¨ndnis und Grundgleichungen. Fu¨r die deduktive Erstel-
lung von Prozessmodellen, die konkrete Aufgabenstellungen zu erfu¨llen haben, la¨sst
sich daraus jedoch nicht immer ein vorhersagefa¨higes Modell gewinnen. Es liegt an
der Natur vieler Prozesse selbst, das eine einheitliche mathematische Beschreibung
und die Umsetzung in numerisch effektive Modelle durchaus einen Zielkonflikt dar-
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stellen. Die Grundgleichungen ko¨nnen zwar aufgestellt werden, erlauben jedoch mit
endlichem Aufwand keine Konstruktion konkreter Lo¨sungen. Ferner ko¨nnen Rand-
bedingungen und Kopplungen nicht bekannt sein oder sich erst im Prozessverlauf
herausbilden, oder der direkte Simulationsaufwand ist nicht darstellbar.
In der Praxis werden an Stelle einfacher Gleichungslo¨ser zunehmend black-box-
Umgebungen verwendet, die den Lo¨sungsweg nicht mehr fu¨r jeden offen legen. Ein
unscharfes Gesamtbild kann sich fu¨r den einzelnen Beteiligten zudem als emergente
Eigenschaft der Team basierten Modellentwicklung ergeben, die mit immer mehr
Aufwand an Arbeitszeit und (Software-)Technologie die Komplexita¨t der Prozesse
zu beherrschen versucht.
Auch ohne die Illusion einer prinzipiell richtigen – auf unbezweifelten Grundglei-
chungen basierenden – Modellierung la¨sst sich ein Prozessmodell als Ganzes mit den
in Kapitel 2 vorgestellten Methoden entwerfen und untersuchen. Diese top down Her-
angehensweise gestattet die Validierung und Parametrierung eines Prozessmodells,
unabha¨ngig davon, ob dieses nur als ausfu¨hrbares Programm oder als dokumentier-
ter Quelltext vorliegt.
Prozessmodelle, die nur aus den u¨ber den Prozess vorliegenden Messwerten gene-
riert werden, wurden bereits in Abschnitt 2.15 diskutiert. In der Hochtemperatur-
verfahrenstechnik lassen sich in der Regel viele wichtige Prozessgro¨ßen gar nicht, nur
ungenau oder mit hoher zeitlicher Verzo¨gerung bestimmen, so das der Versuch einer
automatischen Modellgenerierung aus den Messdaten oft nicht zielfu¨hrend ist. Letz-
tere wu¨rde auch die Entwicklung und Optimierung der Prozesse nicht unterstu¨tzen
(fehlende Extrapolationsmo¨glichkeiten). Damit ist nicht gesagt, das es keine sinn-
volle Verknu¨pfung von physikalischer und datenbasierter Modellierung gibt.
Mit einer verbesserten Anlageninstrumentierung ko¨nnen Laborexperimente durch
Anlagendaten erga¨nzt werden. So ergeben physikalische und mathematische Modelle
sowie moderne Simulationsumgebungen und Algorithmen zusammen einen erweiter-
ten Werkzeugkasten, aus dem der Prozessmodellierer scho¨pfen kann. Ziel ist dabei –
wie in Kapitel 3 demonstriert – eine optimale Heuristik, in die sowohl experimentelle
Daten als auch numerische Berechnungen einfließen.
Die Identifikation von relevanten Naturgesetzen bleibt die wesentliche Grundlage,
da diese in der Regel eine optimale Kompression der zu verarbeitenden Informatio-
nen ermo¨glichen. A¨hnlich wie in den Beispielen versuchen die meisten erfolgreichen
Prozessmodelle zuna¨chst den Prozess auf der Basis von fundamentalen Naturgeset-
zen zu beschreiben, als Ganzes (was selten gelingt) oder in klar abgegrenzten Teil-
systemen. Die physikalischen Grundlagen dazu stellt dieses Kapitel dar. Zusa¨tzlich
sind die ingenieurwissenschaftlichen Grundlagen heranzuziehen, wie sie in Kapitel 5
vorgestellt werden. Diese versuchen eine Beschreibung der (Teil-)Systeme auf einer
ho¨heren Entita¨tsebene und ermo¨glichen somit eine weitere Vereinfachung (gegebe-
nenfalls zu Lasten der Allgemeingu¨ltigkeit). Beide Grundlagenebenen gemeinsam
gestatten dann – wie in dem Beispiel von Kapitel 3 – die zielfu¨hrende Konstruktion
eines Prozessmodells aus Teilmodellen, die in der Regel auf mathematischen Mo-
dellen, Laborexperimenten oder ingenieurwissenschaftlich ermittelten Korrelationen
beruhen.
In der Darstellung wird besonderer Wert auf eine konsistente Beschreibung ge-
legt. Es wird versucht, gegebenenfalls auch Gu¨ltigkeitsbereiche aufzuzeigen und auf
mo¨gliche Schwierigkeiten hinzuweisen. Die Auswahl der behandelten Themen rich-
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tet sich nach einer aus der Erfahrung abgeleiteten Relevanz, zusa¨tzlich wird auf die
Literatur verwiesen. So wird angestrebt, die bisherigen Standardwerke (zum Bei-
spiel [SEB88, SLR+97, IIW00, ZPK07, ME10]) fu¨r die Hochtemperaturverfahrens-
technik nutzbar zu machen und um den aktuellen Stand der Technik zu erga¨nzen.
Wa¨hrend fru¨her ein konkreter Prozess im Vordergrund stand, ermo¨glichen die heute
zur Verfu¨gung stehenden Softwarewerkzeuge einen Verzicht auf problemspezifische
Numerik und holistische Betrachtungsweisen gewinnen an Bedeutung.
In den letzten Dekaden hat sich der Fokus der Prozessmodellierung verschoben.
Die numerischen Lo¨sungsverfahren fu¨r die sich ergebenden mathematischen Model-
le sind unspezifisch und nicht Gegenstand dieser Arbeit. Hier ist im Einzelfall zu
entscheiden, ob ausgehend vom aktuellen Stand der Technik in der numerischen Ma-
thematik, individuelle Lo¨sungsalgorithmen u¨berhaupt notwendig sind, oder ob auf
die breite Palette technisch wissenschaftlicher Softwarebibliotheken zuru¨ckgegriffen
werden kann.
Um dem Leser ein belastbares Gesamtbild zu verschaffen werden im na¨chsten Ab-
schnitt zuna¨chst einige Paradigmen diskutiert. Danach folgen die wichtigsten Teilge-
biete und in Abschnitt 4.9 einige ganzheitliche Sichtweisen. Wesentliches Auswahl-
kriterium fu¨r das dargestellte Material ist die konkrete Anwendbarkeit, die durch
Publikationen belegt sein sollte. Die historische Entwicklung kann durchaus einen
guten Leitfaden zur Darstellung des Materials darstellen, zum Beispiel in [KP98].
Es ist jedoch immer auch Aufgabe der Wissenschaft eine mo¨glichst kompakte Dar-
stellung mit einer einheitlichen konsistenten Nomenklatur und Begriffsbildung zu
entwickeln. U¨berkommene Begriﬄichkeiten werden nur dann erla¨utert, wenn es fu¨r
das Versta¨ndnis der Literatur zwingend notwendig erscheint. Auch wenn die Nomen-
klatur vereinheitlicht wurde, so geho¨ren doch viele der in diesem Kapitel angegebe-
nen Zusammenha¨nge zur physikalischen Grundausbildung. Es wurde dann darauf
verzichtet, die jeweilige wissenschaftliche Priorita¨t zu recherchieren.
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4.1 Paradigmen physikalisch motivierter Modelle
Rein rationalistisches Denken, auch Kartesianismus genannt, sieht die Welt im Sin-
ne eines Uhrwerkes und fu¨hrt zu einem u¨bertriebenem Reduktionismus. Auch wenn
die Existenz von Entita¨tenklassen [OP58] nicht geleugnet wird, so wird oft ange-
nommen, das eine genu¨gend genaue Kenntnis der grundlegenden Naturgesetze, eine
Determiniertheit ho¨herer Entita¨tsebenen ermo¨glichen wu¨rde. Eine derartige Weltfor-
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mit dem Hamilton-Operator H eines Systems von Ne Elektronen (Position rj, Masse






























Diese ist zwar durchaus auch fu¨r mehr als 2 Atome numerisch lo¨sbar, der Aufwand
verhindert jedoch schon bei mehr als einem Dutzend Atomen genaue Lo¨sungen und
es ist mehr als fraglich, ob es mit Hilfe von Na¨herungsverfahren je gelingt auch
nur die grundlegenden thermodynamischen Daten einfacher Mischphasen so ge-
nau vorherzusagen, das eine Messung u¨berflu¨ssig wird. Es zeigt sich schnell, das
Na¨herungsverfahren immer dort die geringste Zuverla¨ssigkeit zeigen, wo es gera-
de auch an verla¨sslichen experimentellen Daten fehlt [LP00]. Begriffe wie ab-initio
und Mehrskalenmodellierung verlangen nach einer zielfu¨hrenden Interpretation (sie-
he Abschnitt 8.4 und [Wen00]) um nicht durch Modelle ohne jede Vorhersagekraft
diskreditiert zu werden und in der Schublade der politischen Schlagwo¨rter zu landen.
Aus der Sicht der Komplexita¨tstheorie [NP89] ist die konstruktivistische Hypo-
these nicht relevant [Lau07]. Eine Weltformel minimiert lediglich die algorithmi-
sche Komplexita¨t auf Kosten maximaler logischer Tiefe, das heißt beliebig großen
Rechenaufwands. Auf jeder Entita¨tsebene gibt es Weltformel-Kandidaten1, es exis-
tiert jedoch keine deduktive Verknu¨pfung zwischen den Ebenen, die es zum Beispiel
ermo¨glicht mit Hilfe der Schro¨dingergleichung die hydrodynamische Turbulenz zu
erkla¨ren. Jede Fulguration eines emergenten Pha¨nomens in einem selbstorganisier-
ten System la¨sst sich durchaus mathematisch beschreiben oder simulieren – jedoch
in der Regel nicht durch die Lo¨sung von Grundgleichungen, die nur auf darunter
liegenden Skalen nu¨tzlich sind.
Wesentliche Aufgabe physikalisch motivierter Modelle ist die na¨herungsweise Ab-
bildung der Realita¨t (insbesondere dem messtechnisch erfassbaren Teil) durch ein
mathematisches Modell, welches mit mo¨glichst geringem Aufwand (in der Regel nu-
merisch) na¨herungsweise gelo¨st werden kann. Wir haben es dabei mit zwei Na¨herungs-
schritten zu tun: Im ersten Schritt wird die Realita¨t idealisiert – so beinhalten auch
nichtlineare Modelle oft lineare Na¨herungen. Im zweiten Schritt werden die mathe-
matischen Modelle na¨herungsweise numerisch gelo¨st um zu u¨berpru¨fbaren Aussagen
1zum Beispiel liefert die irreversible Thermodynamik Grundgleichungen fu¨r die Makroskopische
Ebene.
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zu kommen. Hier ko¨nnen wiederum Diskretisierungsfehler, Rundungsfehler und prin-
zipielle Probleme numerischer Na¨herungsverfahren wie zum Beispiel die Steifigkeit
von Differentialgleichungen [Dah63] auftreten. Daher ist in allen Arbeitsschritten
besondere Sorgfalt geboten:
A. Mathematische Formulierung
Die mathematische Formulierung der physikalischen Grundgleichungen muss eine
Lo¨sung besitzen, die die vorherzusagenden Daten genau genug wiedergibt. Ein Mo-
dell, welches (in Teilbereichen) von stationa¨ren Verha¨ltnissen ausgeht, kann insta-
tiona¨re Prozesse unter Umsta¨nden nicht korrekt beschreiben. So sind Stro¨mungen
in der Regel instationa¨r, werden jedoch oft als stationa¨r betrachtet um den Auf-
wand fu¨r Berechnung und Auswertung zu verringern. Besonders zu beachten sind
auch die (impliziten) Annahmen, zum Beispiel ein unter Umsta¨nden gar nicht vor-
handenes makroskopisches thermodynamisches Gleichgewicht (siehe Abschnitt 4.3).
Viele Kontinuumsmodelle sind zwar mathematisch korrekt formuliert, jedoch mit
endlicher numerischer Genauigkeit nur sehr schwer zu behandeln. Als Beispiele sei-
en hier Raumladungen, hohe Dichteunterschiede bei Mehrflu¨ssigkeitsmodellen, oder
auch die Fluid-Struktur-Wechselwirkung bei Erstarrungsvorga¨ngen genannt. In der
Regel fu¨hrt eine zu allgemeine mathematische Beschreibung zu Grundgleichungen,
deren numerische Lo¨sung mit endlichem Entwicklungs- und Rechenaufwand nicht
realisiert werden kann. Ferner lassen sich steife Probleme (mit sehr unterschiedli-
chen Skalen) nur im Bereich der gewo¨hnlichen Differientialgleichungen numerisch
einigermaßen beherrschen.
B. Anfangs- und Randbedingungen
Fu¨r die gewa¨hlte mathematische Formulierung der physikalischen Grundgleichungen
mu¨ssen Anfangs- und Randbedingungen bestimmbar sein. Viele ortsaufgelo¨ste Mo-
delle verlangen detaillierte Anfangs und Randbedingungen, die messtechnisch (noch)
nicht ermittelt werden ko¨nnen. Dies kann auch ein Hinweis auf schlecht gewa¨hlte
(Teil-)Systemgrenzen sein. Bei einigen Hochtemperaturprozessen ko¨nnen zum Bei-
spiel die Reststoffmengen im Ofensystem zu Beginn einer Charge nur schwer be-
stimmt werden (Sumpfproblematik, siehe Kapitel 9). Nicht nur bei Stro¨mungspha¨no-
menen ist deshalb eine genaue Analyse der Sensitivita¨ten bezu¨glich der Anfangs- und
Randbedingungen erforderlich.
C. Messgenauigkeiten
Die Genauigkeit von Messdaten, die (zum Beispiel u¨ber die Parametrierung) in das
Modell eingehen, muss unter Beru¨cksichtigung der jeweiligen Sensitivita¨t der Ge-
nauigkeit der gewu¨nschten Vorhersage entsprechen. Wenn in ein Modell gemessene
thermodynamische oder kinetische Daten eingehen, so ist mit Hilfe einer Sensiti-
vita¨tsanalyse zu kla¨ren, inwieweit die Genauigkeit der Messung dieser Daten aus-
reicht. Messungen ohne nachvollziehbare Angaben zur Genauigkeit sind nicht oder
nur mit a¨ußerster Vorsicht zu verwenden.
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D. Rechengenauigkeiten
Die numerische Lo¨sung der mathematischen Teilprobleme muss unter Beru¨cksichtig-
ung der Sensitivita¨t (bezu¨glich der Numerikparameter) die Genauigkeit der ge-
wu¨nschten Vorhersage widerspiegeln. Als Numerikparameter treten oft ra¨umliche
und zeitliche Diskretisierungen auf. Es ist im Einzelfall zu untersuchen, inwieweit
diese das Ergebnis beeinflussen. Numerische Verfahren, die in der diskretisierten
Form die zugrundeliegenden Erhaltungsgleichungen nicht erfu¨llen sind mit beson-
derer Vorsicht zu behandeln (siehe Literaturangaben in Abschnitt 6.3). Partielle
Differentialgleichungen lassen sich oft nur unter Verwendung Lo¨sungsadaptiver Dis-
kretisierungen mit guter Genauigkeit (10−1 . . . 10−3 im 3D-Fall) lo¨sen [Roa97, SV10].
Diese Tatsache fu¨hrt zu einem Rauschen in den Ergebnissen, welches im Modellein-
satz beispielsweise entsprechende Optimierungsalgorithmen erfordert. Dahingegen
ko¨nnen gewo¨hnliche Differentialgleichungen nur fu¨r den Fall sehr steifer Systeme
schlechter als mit der 100-fachen Maschinengenauigkeit gelo¨st werden.
E. Algorithmen
Die Algorithmen, welche als Gesamtheit das Prozessmodell repra¨sentieren, mu¨ssen
die Genauigkeit der gewu¨nschten Vorhersage zulassen. Auch zwei gute Teilmodelle
ko¨nnen im Rahmen eines Gesamtmodells numerisch schwer miteinander zu verkop-
peln sein, so das die Lo¨sung nur mit erheblichem Aufwand gelingt. Dies gilt zum Bei-
spiel fu¨r die Kopplung von chemischen Reaktionskinetiken mit Stro¨mungsproblemen
in der Verbrennungstechnik [MSWO07] und bei der selbstkonsistenten Berechnung
von Gasentladungen [Wen00].
F. Modellkomplexita¨t
Die rechnerische Komplexita¨t (logische Tiefe, Rechenaufwand) muss die gewu¨nschte
Vorhersage praktisch zulassen. Ein bekanntes Beispiel ist die Wettervorhersage: Dort
muss auf Basis der Vortagesdaten das Wetter des folgenden Tages innerhalb weniger
Stunden vorausberechnet werden – die Wettervorhersage wird vor dem Wetter selbst
beno¨tigt (siehe Abschnitt 6.3). Durch Parallelisierung la¨sst sich das Problem der
Rechenzeit lindern, wobei jedoch ein erheblicher Aufwand an Softwareentwicklung
und Hardwareeinsatz zu betreiben ist.
4.2 Reale Systemzusta¨nde
Der physikalische Begriff Phase wird in Abschnitt 4.3 genauer definiert. Zur Be-
schreibung realer Systeme wird dieser Begriff oft auch fu¨r einen Aggregatzustand
(feste Phase) verwendet und es werden Systeme beschrieben, die sich als Ganzes
nicht im thermodynamischen Gleichgewicht befinden. Bei Hochtemperaturprozessen
spielen ferner kolloide Mischungen von Gasen, Flu¨ssigkeiten und Festko¨rpern eine be-
sondere Rolle. Wie in Tabelle 4.1 zu erkennen, ist eine vollsta¨ndige Lo¨slichkeit (sol)
eher die Ausnahme. Es treten Systeme auf, deren Zusammensetzung und Zustand
o¨rtlich und zeitlich variiert. Oft kann zumindest von einem lokalen thermodynami-
schen Gleichgewicht ausgegangen werden (siehe Abschnitt 4.3.13.1). Die Charakteri-
sierung dieser Mischungen ist wesentlich aufwendiger als die einfache Beschreibung
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Hauptkomponente: Fest Flu¨ssig Gas Plasma
Fest in . . . Schu¨ttung, Dispersion, Aerosol, staubiges
heterogene Suspension, Rauch, Plasma
Werkstoffe Schlacke Staub
Flu¨ssig in . . . Gele, Breie, Emulsion, Nebel, Plasma-
Gewebe Dispersion Aerosol spritzen
Gas in . . . Schaumstoff, Schaum, (sol) (sol)
Isolierstoff Blasenschwarm,
. . . (sol)
Tabelle 4.1: Formen von komplexen Mehrphasensystemen.
eines thermodynamischen Zustandes. Es ist im Einzelfall zu entscheiden, welche
Gro¨ßen relevant sind und welche fu¨r den Ablauf der betrachteten Prozesse keine Rol-
le spielen. Auch die Endprodukte von Hochtemperaturprozessen ko¨nnen oder sollen
sich oft fernab vom vollsta¨ndigen thermodynamischen Gleichgewicht befinden. Je
na¨her ein Prozess am Endprodukt liegt, um so gro¨ßer ist in der Regel der Bedarf
fu¨r eine korrekte Charakterisierung. Diese kann nur entfallen, wenn sie den weiteren
Prozessverlauf nicht signifikant beeinflusst. Das Beispiel der metallurgischen Schla-
cken zeigt, das sich selbst bei Temperaturen um 2000 K die thermodynamischen
Gleichgewichte nicht vollsta¨ndig von selbst einstellen. Immer wenn feste Phasen
vorhanden sind ko¨nnen langsame Diffusionsprozesse die Ausgleichsprozesse stark
behindern. Prozesse in dispersen Mischungen vieler unterschiedlicher Phasen sind in
der Regel von Grenzfla¨chen bestimmt und die thermodynamischen Gleichgewichte
(sofern u¨berhaupt bekannt) geben lediglich die Richtungen der Ausgleichsprozesse
an. Einige der Kategorien aus Tabelle 4.1 werden nun na¨her erla¨utert.
4.2.1 Fest in Fest: Heterogene Werkstoffe
In der Hochtemperaturverfahrenstechnik dienen viele Prozesse der Herstellung von
Werkstoffen. Diese stellen in der Regel eine heterogene Mischung unterschiedlicher
Phasen dar. Lediglich im Turbinenbau und der Halbleitertechnik werden auch Ein-
kristalle verwendet. Diese und viele Legierungen und Keramiken ko¨nnen sich –
als makroskopische Ko¨rper – durchaus nahe am thermodynamischen Gleichgewicht
befinden. Oft werden die gewu¨nschten Eigenschaften jedoch erst u¨ber Abweichun-
gen vom makroskopischen thermodynamischen Gleichgewicht erzielt. So liegen viele
Werkstoffe bei Raumtemperatur in metastabiler Form vor. Ein bekanntes Beispiel
sind metallische Gla¨ser, die durch Erhitzen auskristallisieren und damit ihre Ei-
genschaften auch qualitativ a¨ndern. Sind die Eigenschaften unabha¨ngig von der
Raumrichtung, so spricht man von isotropen Eigenschaften. Prozessmodelle treffen
oft vereinfachende Annahmen in Bezug auf die Rolle der inneren Oberfla¨chen oder
Anisotropien.
4.2.2 Fest, Flu¨ssig und Gasfo¨rmig in Fest: Schu¨ttungen
In der Hochtemperaturverfahrenstechnik werden oft Gas durchstro¨mte Schu¨ttungen
eingesetzt. Das wichtigste Beispiel ist sicher der Hochofen zur Roheisenerzeugung.
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Abbildung 4.1: Druckverlust in einer Wirbelschicht [LR92].
Hier kommt es prima¨r auf die Gasdurchla¨ssigkeit der Schu¨ttung an, zusa¨tzlich be-
stimmen die lokalen Temperaturen, Zusammensetzungen und Schu¨ttgutparameter
den Prozessverlauf.
Die Stro¨mungsverha¨ltnisse in Schu¨ttungen beeinflussen, wie in Abbildung 4.1 dar-
gestellt, die ablaufenden Prozesse qualitativ. Im Festbett la¨sst sich der Druckverlust
mit wenigen Parametern beschreiben (Ergun-Gleichung, [EO49]), eine stabile Wir-
belschicht ist besonders gut fu¨r Gas-Festko¨rper Stoffumwandlungen geeignet und
die pneumatische Fo¨rderung erlaubt einen Fluid-artigen Transport von feinko¨rnigen
Festko¨rpern, wobei jedoch komplexe Fo¨rderzusta¨nde auftreten ko¨nnen [KMRL97].
4.2.3 Fest in Flu¨ssig: Aufschmelz- und Lo¨sungsprozesse
Beim Elektrolichtbogenofen ist das Aufschmelzverhalten des Schu¨ttgutes (Schrott,
Eisenschwamm, . . .) Prozess bestimmend, bei der Desoxidation von Stahlschmel-
zen oder dem Legieren muss das Zugabematerial erst aufgeschmolzen und gelo¨st
werden. Hier spielt wieder die lokale Kinetik des Aufschmelzprozesses eine wichtige
Rolle, wobei die mittleren Effekte einer nicht einfach erfassbaren Schrottgeometrie
zu beschreiben sind.
4.2.4 Flu¨ssig in Fest: Erstarrungsprozesse
Erstarrungsprozesse sind wirtschaftlich hoch relevant und stellen ein eigenes Fach-
gebiet mit einem umfangreichen Stand der Technik dar (siehe zum Beispiel [BT07,
Ste09, DR09, Gli11]). Prozessmodelle sollen oft auch Details abbilden, die u¨ber die
einfachen Energiebilanzen hinausgehen, wie sie seit langem in der Praxis verwendet
werden [Miz67, Rog83].
Auf der Makroskopischen Ebene sind dies zum Beispiel die Abweichungen von der




Auf der Mikroskopischen Ebene ist es mittlerweile mo¨glich, die Mikrostruktur-
bildung (Dendritenwachstum) mit Hilfe der Phasenfeldmethode [KR96] im Detail
zu modellieren [SBE+10]. Damit ko¨nnen Prozessmodelle fu¨r die makroskopischen
Skalen verbessert werden.
4.2.5 Fest und Flu¨ssig in Gasfo¨rmig: Verbrennungsprozesse
Verbrennungsprozesse sind von hoher technischer Bedeutung und stellen ebenfalls
ein eigenes Fachgebiet dar [Web08]. Zumindest die technisch relevanten Verbren-
nungsprozesse sind Gegenstand umfangreicher Modellieraktivita¨ten, zum Beispiel
• die flammenlose Verbrennung von Erdgas (zum Beispiel [MSWO07]).
• Verbrennungsprozesse in Motoren (ICE2, zum Beispiel [RR95]).
• die Verbrennung von Kohle in Kraftwerken (zum Beispiel [SMSW09]).
All diese Prozesse lassen sich mittels lokaler thermodynamischer und kinetischer Mo-
delle in Kombination mit experimentell ermittelten Skalierungsgesetzen modellieren
[ESHE99].
4.2.6 Flu¨ssig in Flu¨ssig: Emulsionen
Sind flu¨ssige Phasen untereinander nicht mischbar, so lassen sich Emulsionen her-
stellen, die durchaus kinetisch stabil sind [Sjo¨06]. Die Bildung und das Koagulations-
verhalten von Emulsionen ha¨ngt wesentlich von den Vorga¨ngen an den Oberfla¨chen
der Einzeltropfen ab. Durch die Zugabe von oberfla¨chenaktiven Substanzen (surfac-
tant, Emulgator) kann die Oberfla¨chenspannung reduziert oder gar eine Mischbar-
keit erreicht werden. In der Hochtemperaturverfahrenstechnik spielen Emulsionen
vor allem dort eine Rolle, wo flu¨ssige Schlacken zur Raffination von Metallschmel-
zen eingesetzt werden. Diese metallurgischen Emulsionen werden in der Regel durch
das Ein- oder Aufblasen von Gas erzeugt [LG94]. Hier liefert das Chemieingenieur-
wesen Skalierungsgesetze [NNR84] und Modellieransa¨tze [LL09].
2internal combustion engine
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4.2.7 Gasfo¨rmig in Flu¨ssig: Blasenschwa¨rme und Scha¨ume
Abbildung 4.2: Einteilung der Scha¨ume nach [Kap04].
Gase ko¨nnen in Flu¨ssigkeiten gelo¨st werden oder Blasenschwa¨rme bilden. Steigt
der Anteil der Gasphase u¨ber 90%, so spricht man von einem Schaum, siehe Abbil-
dung 4.2. In der Hochtemperaturverfahrenstechnik spielen aufgescha¨umte Schlacken
auf Metallschmelzen eine wichtige Rolle [APS+86, JF91]. Auch hier lassen sich am
realen Prozess oder im Labor experimentelle Korrelationen ermitteln (zum Beispiel
[PKLJ99, CS11]), eine detaillierte Vorhersage auf der Basis von mathematischen
Modellen ist jedoch anspruchsvoll [TGPO11].
4.2.8 Auswirkungen komplexer Systemzusta¨nde
In der im na¨chsten Abschnitt diskutierten Thermodynamik werden Systeme vor al-
lem nach den Rand- und Nebenbedingungen eingeteilt. Ansonsten geht die Gleich-
gewichtsthermodynamik von homogenen Teilsystemen beziehungsweise Phasen aus
und vernachla¨ssigt zum Beispiel in der Regel Oberfla¨cheneffekte oder Spannungs-
zusta¨nde. Die realen Systemzusta¨nde ko¨nnen eine erweiterte thermodynamische Be-
schreibung (zum Beispiel auf Basis der U¨berlegungen in [Zie63, Hol00]) erfordern,
die den konkreten Modellierzielen anzupassen ist.
A¨hnliches gilt fu¨r die Kontinuumsmechanik (Abschnitt 4.4), wo zum Beispiel
Stro¨mungspha¨nomene in dispersen Medien eine entsprechend angepasste Beschrei-
bung erfordern, um auch auf makroskopischen Skalen modellieren zu ko¨nnen.
Oft stehen zudem verschiedene Selbstorganisationspha¨nomene in Wechselwirkung
und es ergeben sich Systemzusta¨nde fernab vom Gleichgewicht. Deren emergen-
te Eigenschaften ko¨nnen nicht einfach auf der Basis von Grundgleichungen vor-
ausberechnet werden, sondern sind experimentell zu untersuchen. Im Rahmen von
Prozessmodellen werden dann die sich aus den experimentellen Daten ermittelten




A theory is more impressive the greater the simplicity of its premises,
the more different are the kinds of things it relates, and the more ex-
tended its range of applicability. Therefore, the deep impression which
classical thermodynamics made on me. It is the only physical theory of
universal content, which I am convinced, that within the framework of
applicability of its basic concepts will never be overthrown.
Albert Einstein nach [Kle67]
Die Thermodynamik liefert der Prozessmodellierung zwei wesentliche Typen von
Informationen:
• sie erlaubt eine pra¨zise Vorhersage, was nicht passieren kann.
• sie liefert Gleichgewichtszusta¨nde und damit die Richtung, in die sich ein Sys-
tem (lokal) bewegt.
Zusa¨tzlich postuliert die irreversible Thermodynamik
• die sinnvolle Nutzung lokaler thermodynamischer Gro¨ßen,
• die Beschreibung kinetischer Pha¨nomene auf der Basis von thermodynami-
schen Flu¨ssen und thermodynamischen Kra¨ften.
• na¨herungsweise Proportionalita¨ten zwischen den thermodynamischen Kra¨ften
und der lokalen Abweichung vom thermodynamischen Gleichgewicht (lineares
Regime).
Die Thermodynamik bescha¨ftigt sich mit Systemen, die durch lokale oder globa-
le Zustandsgro¨ßen beschrieben werden (Abschnitt 4.3.1). Die Kenntnis dieser Zu-
standsgro¨ßen und ihr Zusammenhang ist Grundlage jeder thermodynamischen Be-
trachtung. Zudem erlaubt die Thermodynamik die Aufstellung von Energiebilan-
zen (1. Hauptsatz, Abschnitt 4.3.2) und Entropieungleichungen (2. Hauptsatz, Ab-
schnitt 4.3.3). Daraus ergeben sich Extremalprinzipien, mit deren Hilfe thermody-
namische Gleichgewichte berechnet werden ko¨nnen (Abschnitt 4.3.5). Die thermo-
dynamischen Gleichgewichte liefern in der Hochtemperaturverfahrenstechnik in der
Regel die Richtungen kinetischer Prozesse (Abschnitt 4.3.13).
Ein wesentlicher Punkt der thermodynamischen Forschung, und Grundlage der
Modellierung von Hochtemperaturprozessen, ist die (im wesentlichen experimentel-
le) Ermittlung von Gleichgewichten und die Ableitung thermodynamischer Beschrei-
bungen heterogener Systeme aus diesen Daten (Abschnitt 4.3.9). Letztere erfolgt in
der Regel u¨ber eine Modellierung3 der Gibbs’schen freien Enthalpie (Gibbsenergie,
Abschnitt 4.3.1.3) als Funktion von Zusammensetzung, Temperatur und Druck. Wie
bei jeder HDMR-Technik (siehe Abschnitt 2.3.2) ist es besonders wichtig, die An-
zahl der Fit-Parameter zu minimieren. Zudem liegen oft nur fu¨r niedrig dimensionale
Subsysteme Daten vor, so das eine Extrapolation in Richtung mehr-komponentiger
Systeme besonders wichtig ist. Als Komponenten (component) werden in der che-
mischen Thermodynamik die Grundbausteine bezeichnet, aus denen sich ein Sys-
tem zusammensetzt (Systemkomponente), und deren chemisches Potential dann im
3im Sinne einer Regressionsrechnung (Fit).
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thermodynamischen Gleichgewicht systemweit identisch und konstant ist. In der
Regel sind das die chemischen Elemente. Als Konstituenten (constituent) werden
die Grundbestandteile einer Phase bezeichnet, zum Beispiel die in einem Gas vor-
kommenden Moleku¨le. Zur Veranschaulichung wird fu¨r jede Phase eine Struktur
angenommen, zu der gegebenenfalls Untergitter (sublattice) und Gitterpla¨tze (si-
tes) geho¨ren. In diesem Bereich existiert durchaus ein allgemeiner Formalismus mit
einer Vielzahl von Spezialisierungen, die die unterschiedlichen Strukturen der ver-
schiedenen Phasen beru¨cksichtigen, siehe Abschnitt 4.3.9.
Auch wenn hier versucht werden soll, die Grundkonzepte kurz zu repetieren,
sind Grundkenntnisse der Thermodynamik, wie sie zum Beispiel von [KP98, Hil98,
Gas03] vermittelt werden, sehr hilfreich. Dieser Abschnitt versucht eine Synthese aus
den Grundlagen und einer praktisch erprobten Begriffsbildung (zum Beispiel [SS08]).
Auf eine Darstellung der meisten (in [KP98] enthaltenen) historischen Hintergru¨nde
wurde verzichtet. Es ist jedoch erforderlich einige historisch etablierte Gro¨ßen ein-
zufu¨hren, ohne deren Kenntnis ein Studium der Quellen nicht mo¨glich ist. Das Pro-
blem der unterschiedlichen Darstellungen ist in der Thermodynamik besonders zu
beachten [Mus07]. Bis in die 1970er Jahre herrschte die Ansicht vor, mit der experi-
mentellen Ermittlung von Zustandsdiagrammen (siehe Abschnitt 4.3.12) und einigen
grundlegenden quantitativen Daten (Bildungsenthalpien und Aktivita¨ten) wa¨re die
Gleichgewichtsthermodynamik hinreichend erschlossen. Heute bilden Datenbanksys-
teme die Grundlage der Gleichgewichtsthermodynamik. Fu¨r die Prozessmodellierung
ist eine korrekte Vorhersage der Gleichgewichte ebenso essentiell wie schwierig, da
oft nur Systeme mit wenigen Komponenten hinreichend genau beschrieben und va-
lidiert wurden4.
Oft wird an Stelle von Gleichgewichten der mo¨glichen Phasen ein konkreter Satz
von chemischen Reaktionen (siehe Abschnitt 4.3.8) betrachtet. Fu¨r diesen liefert
dann das Massenwirkungsgesetz das Reaktionsgleichgewicht und Abscha¨tzungen
oder Messungen der Reaktionskinetik ermo¨glichen die na¨herungsweise Modellierung
komplexer chemischer Prozesse, zum Beispiel in der Verbrennungstechnik [KMRC01].
4In kommerziellen Datenbanken werden Systeme mit u¨ber 30 Komponenten modelliert, im Stahl-
bereich gibt es eine Validierung fu¨r ein 12 Komponentensystem [DKJ09].
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4.3.1 Grundbegriffe: Systeme, Zustandsgro¨ßen, . . .
Neben dem Systembegriff, der nun im Sinne der Thermodynamik zu konkretisieren
ist, wurde schon der Begriff der Systemkomponente verwendet. Dabei handelt es
sich um die unteilbaren Grundbausteine eines Systems. Thermodynamische Kom-
ponenten sind in der Regel die chemischen Elemente, Elektronen und Leerstellen im
Kristallgitter.
4.3.1.1 Systeme und Zustandsgro¨ßen
Abbildung 4.3: Wichtige thermodynamische Systeme.
Die Thermodynamik5 bescha¨ftigt sich mit großen Systemen, das heißt es wird
von Teilchenzahlen in der Gro¨ßenordnung der Avogadro Konstanten NA ≈ 6 · 1023
ausgegangen. Es ist Konsens, dass die Thermodynamik ab einer Systemgro¨ße von
1011 Atomen (=̂0.3 · 0.3 · 0.3µm) und Moleku¨len anwendbar ist. Kleinere Systeme
erfordern eine genauere Betrachtung (siehe zum Beispiel [Hil03]).
5von altgriechisch θερµoς (warm) und δναµις (Kraft)
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Es werden drei Kategorien von thermodynamischen Systemen unterschieden:
• Isolierte Systeme tauschen weder Energie noch Materie mit ihrer Umgebung
aus (Abbildung 4.3, Beispiel Thermoskanne).
• Geschlossene Systeme tauschen Energie aber keine Materie mit ihrer Umge-
bung aus (Abbildung 4.3, Beispiel Laborofen).
• Offene Systeme tauschen sowohl Energie als auch Materie mit ihrer Umgebung
aus (Beispiel lebende Zelle) [Ber50b].
Die Eigenschaften isolierter Systeme und der zwei wichtigsten geschlossenen Sys-
temkategorien sind in Abbildung 4.3 skizziert. Wie in Tabelle 4.2 zusammengefasst,
wird jedes System durch Variablen, die Zustandsgro¨ßen, charakterisiert und der Sys-
temkategorie kann ein spezifisches thermodynamisches Potential zugeordnet werden.
Jedem Potential sind natu¨rliche Variablen und entsprechende konjugierte6 Varia-
blen zugeordnet. Diese teilen sich in von der Systemgro¨ße unabha¨ngige, intensive
Zustandsgro¨ßen und in mit der Systemgro¨ße skalierende, extensive Zustandsgro¨ßen
auf. Mathematisch bedeutet das, die extensiven Zustandsgro¨ßen sind bezu¨glich der
Systemgro¨ße λ homogene Funktionen f(xι), fu¨r die gilt
f(λ · xι) = λ · f(xι). (4.3)
In Tabelle 4.2 sind die wichtigsten Variablen und Funktionen der Thermodynamik
zusammengefasst.
4.3.1.2 Legendre-Transformation und Maxwell Beziehungen
Zur Transformation der Variablen, beispielsweise fu¨r den U¨bergang zwischen ver-
schiedenen thermodynamischen Potentialen wird die Legendre-Transformation ver-
wendet. Die sich daraus ergebenden Relationen werden auch als Maxwell Relationen
bezeichnet.
Da in der Regel die Gibbs’sche freie Enthalpie G tabelliert wird, soll hier zu-
sammengefasst werden, wie die anderen Zustandsfunktionen aus den tabellierten
G-Funktionen gewonnen werden ko¨nnen. In einem geschlossenem System bei kon-
stantem Druck p und konstanter Temperatur T lassen sich Molvolumen, Entropie
und die chemischen Potentiale aus der Gibbs’schen freien Enthalpie bestimmen:
U = G+ T S − p V (4.4)



























Die Steigung von G(T ) ist immer kleiner als 0, da gilt


















xi 1 Molenbru¨che (
∑
xi = 1)




βT = 1/(kbT ) 1/J inverse Temperatur
p Pa Druck
µi J/Mol chemisches Potential der Komponente i
D,A J/Mol Triebkraft[Hil98, S.23]1, Affinita¨t
ai 1 Aktivita¨ten (Komponente oder Spezies i)
ξk 1 Reaktionslaufzahl2 der Reaktion k
Cp,m J/(Mol K) molare Wa¨rmekapazita¨t bei konst. Druck
cp J/(kg K) spezifische Wa¨rmekapazita¨t bei konst. Druck
CV,m J/(Mol K) molare Wa¨rmekapazita¨t bei konst. Vol.
cV J/(kg K) spezifische Wa¨rmekapazita¨t bei konst. Vol.








Ni Mol Molzahl der Komponente i
Nj Mol Molzahl des Konstituenten j
S J/K Entropie S(U, V,Ni)
U = TS-pV+∑µiNi J innere Energie U(S, V,Ni)
H = U + p V J Enthalpie H(S, p,Ni)
G = H − T S J Gibbs’sche freie Enthalpie G(T, p,Ni)
F = U − T S J Helmholz’sche freie Energie4F (T, V,Ni)
Indizes:
Symbol Verwendung
i Komponentenindex (Elemente, i = 1 . . . nc)
j Konstituentenindex (Spezies, j = 1 . . . ns)
ϕ, l Phasenindex (ϕ = 1 . . . nϕ)
k Reaktionsindex (k = 1 . . . nr)
ν Ordnung (Grad der Na¨herung)
1 Wird oft dimensionslos als Vielfaches von RT angegeben.
2 extend of reaction.
3 Fu¨r die Helmholz’sche freie Energie wird auch der Buchstabe A verwendet.
4 Wird auch als freie Enthalpie oder Gibbsenergie bezeichnet.
Tabelle 4.2: Die Zustandsgro¨ßen der Thermodynamik.
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Mit



















ist auch die Kru¨mmung von G(T ) immer < 0.
4.3.1.3 Die Gibbs-Duhem Beziehung
Labormessungen finden in der Regel in einem geschlossenem System bei konstan-
tem Druck und konstanter Temperatur statt. Hier ist die freie Enthalpie (auch als
Gibbs’sche freie Enthalpie oder einfach Gibbsenergie bezeichnet)
G = H − T · S (4.10)
das zugeho¨rige thermodynamische Potential. Die intensiven Zustandsgro¨ßen T , p
und µi sind nicht unabha¨ngig voneinander, sondern u¨ber die Gibbs-Duhem Bezie-
hung miteinander verknu¨pft:
S dT − V dp+∑
i
Ni dµi = 0 (4.11)
Bei konstantem Druck und konstanter Temperatur gilt fu¨r die chemischen Potentiale
∑
i
Ni dµi = 0 . (4.12)
Allgemein gilt7
dG = −S · dT + V · dp+∑
i
µi · dNi +D · dξ. (4.13)
G wird nach den in Abschnitt 4.3.11 beschriebenen Verfahren ermittelt. Die anderen
Gro¨ßen (H,S, . . .) ko¨nnen aus diesenG-Funktionen und deren partiellen Ableitungen
berechnet werden. Die Druckabha¨ngigkeit der Gibbsenergie ist in der Hochtempera-
turverfahrenstechnik fu¨r kondensierte Phasen oft vernachla¨ssigbar, das Molvolumen
somit konstant.
4.3.1.4 Phasen und Aggregatzusta¨nde
Die Zusta¨nde, in denen sich ein Stoff befindet, werden in die klassischen Aggre-
gatzusta¨nde (state of matter) fest, flu¨ssig und gasfo¨rmig eingeteilt. Ionisierte Gase
werden als Plasmen bezeichnet, in diesem Aggregatzustand befindet sich der gro¨ßte
Teil des Universums, nicht jedoch die uns umgebende Lithospha¨re und Biospha¨re.
Bereiche, in denen die physikalischen Ordnungsparameter und die chemische Zu-
sammensetzung homogen sind, werden als Phase bezeichnet. Der U¨bergang zwi-
schen qualitativ unterschiedlichen Zusta¨nden der Materie wird als Phasenu¨bergang
bezeichnet (siehe Abschnitt 4.3.14).
7Derartige Zusammenha¨nge, die sich aus den Maxwell-Relationen und dem 1. und 2. Hauptsatz
ergeben, bezeichnet man als Fundamentalgleichungen.
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4.3.1.5 Die Gibbs’sche Phasenregel
Die f unabha¨ngigen intensiven Zustandsgro¨ßen, die einen thermodynamischen Sys-
temzustand beschreiben, werden als Freiheitsgrade bezeichnet. Befinden sich in ei-
nem System mit nc Komponenten nϕ Phasen im Gleichgewichtszustand, so ko¨nnen
noch
f = nc − nϕ + 2 (4.14)
intensive Zustandsgro¨ßen unabha¨ngig voneinander vera¨ndert werden (Gibbs’sche
Phasenregel). Reagieren die Komponenten des System u¨ber nr unabha¨ngige Re-
aktionen miteinander, so gilt im Reaktionsgleichgewicht
f = nc − nr − nϕ + 2 (4.15)
Ein geschlossenes System gegebener Zusammensetzung wird im Gleichgewicht u¨ber
zwei Variablen vollsta¨ndig bestimmt (Duhem’s Theorem). Eine ausfu¨hrlichere Dar-
stellung findet sich beispielsweise in [KP98].
4.3.1.6 Der Bezug zur statistischen Physik
Mit Hilfe der statistischen Mechanik lassen sich (zumindest theoretisch) die thermo-
dynamischen Zustandsgro¨ßen aus den mikroskopisch bestimmten Zustandssummen
(partition functions) berechnen. Dies ist besonders dann von Nutzen, wenn sich letz-
tere quantitativ berechnen lassen, wie zum Beispiel in der Plasmaphysik [Wen00].
Ausgangspunkt ist die von Ludwig Boltzmann ([Bol77] in [Bol09]) publizierte Formel
S = kb · ln Ω (4.16)
Danach ergibt sich die Entropie S eines Makrozustandes aus der Anzahl der zu-
geho¨rigen unterscheidbaren Mikrozusta¨nde Ω. Ω ist im thermodynamischen Gleich-
gewicht maximal. Die statistische Mechanik basiert heute auf der Formulierung von
Gibbs [Gib05] und bildet die Grundlage fu¨r die ab initio Berechnung thermodynami-
scher Zustandsgro¨ßen aus mikroskopischen (quantenmechanischen) Modellen. Hier
taucht dann der oben zitierte Zusammenhang als
F = −kbT lnZ (4.17)
wieder auf (mit der kanonischen Zustandssumme Z). Fu¨r eine Einfu¨hrung und wei-
terfu¨hrende Literatur sei auf [Dor97, Sus97] verwiesen. Ein Beispiel fu¨r die Nutzung
von derartigen ab initio Rechnungen liefert [OYH04]. Die Herleitung dieser Glei-
chung ergibt sich aus der Betrachtung eines isolierten Systems mit dem Energieinhalt
E. Die Entropie sei als
S = kb ln Ω(E) (4.18)
definiert. Dabei ist Ω(E) die Anzahl der Quantenzusta¨nde im Intervall zwischen E
und E + δE. Die Entropie ist damit ein Maß fu¨r die Unsicherheit u¨ber den exakten
Quantenzustand eines Systems mit einem Energieinhalt zwischen E und E + δE.
Im thermodynamischen Grenzfall unendlicher Systemgro¨ße ha¨ngt diese nicht mehr
von δE ab [Wikipedia].
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4.3.1.7 Exergie und Anergie
In realen technischen Systemen stehen oft beliebig große thermische Reservoirs zur
Verfu¨gung, die genutzt werden ko¨nnen, zum Beispiel Luft, Boden und Wasser. Den-
jenigen Anteil an der Gesamtenergie des Systems, der Arbeit verrichten kann, wenn
das System ins Gleichgewicht mit dem Reservoir (seiner Umgebung) gebracht wird,
bezeichnet man als Exergie.
Die Exergie ist keine Erhaltungsgro¨ße. Sie wird als Bilanzgro¨ße verwendet um
Prozesse qualitativ zu bewerten. Bezeichnet der Index a den Systemzustand und der
Index 0 den durch (T0, p0) gekennzeichneten Umgebungszustand, so sei die Exergie
B definiert als




Die Differenz zur Gesamtenergie (bezogen auf 0K) wird als Anergie bezeichnet.
Weitere Details liefert [SMS88].
4.3.2 Der erste Hauptsatz
Die Einfu¨hrung der Temperatur und die Transitivita¨t8 des Gleichgewichtszustandes
werden oft als nullter Hauptsatz bezeichnet. Systeme, die miteinander im Gleich-
gewicht stehen, zeichnen sich somit durch die Gleichheit ihrer intensiven Zustands-
gro¨ßen aus.
Das Gesetz von der Erhaltung der Energie wird als erster Hauptsatz der Thermo-
dynamik bezeichnet. Wenn sich ein System von einem Gleichgewichtszustand A in
einen Gleichgewichtszustand B begibt, so ist die Summe der A¨nderungen der einzel-
nen Beitra¨ge zu seiner Gesamtenergie konstant und unabha¨ngig von dem Pfad auf
dem die A¨nderung erfolgt. In geschlossenen Systemen ist die A¨nderung der inneren
Energie dU somit gleich der A¨nderung der Wa¨rmemenge dQ und der mechanischen
Energie dW :
dU = dQ+ dW (4.20)
Die mechanische Energiea¨nderung durch eine Volumena¨nderung bei konstantem
Druck ist zum Beispiel
dW = dWMech,isobar = −p dV (4.21)
In offenen Systemen kommt noch die A¨nderung durch den Stoffaustausch mit der
Umgebung dUMat hinzu:
dU = dQ+ dW + dUMat (4.22)
Die innere Energie U ist eine Zustandsfunktion und nur bis auf eine additive Kon-
stante U0 bestimmbar:
U = U0 + U(T, V,Ni) (4.23)
Beitra¨ge zur inneren Energie liefern auch elektromagnetische Kra¨fte, zum Beispiel
die Bewegung einer Ladung q durch eine elektrische Potentialdifferenz dΦ, die A¨nder-
ung eines Dipolmoments dP in einem elektrischen Feld E oder einer Magnetisierung
dM in einem Magnetfeld B:
dUEM = q dΦ− E dP −B dM (4.24)
8(A↔ B) ∧ (B ↔ C)⇒ (A↔ C)
106
4.3 Thermodynamik
Die A¨nderung einer Oberfla¨che dA liefert einen Oberfla¨chenspannungsbeitrag:
dUSurf = γ dA (4.25)
mit der in Abschnitt 4.3.11.10 beschriebenen Oberfla¨chenspannung γ.
In inhomogenen Systemen gilt der erste Hauptsatz lokal, zum Beispiel fu¨r die Dich-
te der inneren Energie u(~r, t). Der exakte Verlauf der inneren Energie U(T, V,Ni) ist
experimentell zu ermitteln, zum Beispiel in Abwesenheit chemischer Reaktionen und
bei konstantem Volumen mittels kalorimetrischer Messung der spezifischen Wa¨rme
bei konstantem Volumen CV (T, V ). In der Praxis wird U aus den tabellierten Gibb-
senergien u¨ber Gleichung (4.4) ermittelt.
4.3.3 Der zweite Hauptsatz
Zum zweiten Hauptsatz gelangte man u¨ber die Einfu¨hrung der absoluten Tempera-
tur (Kelvin-Skala) und durch Betrachtungen zu Kreisprozessen und dem Wirkungs-
grad von Wa¨rmekraftmaschinen, der maximal ηC betra¨gt (siehe Abschnitt 4.3.6).
Tauscht ein thermodynamisches System mit der Umgebung Wa¨rme aus, so gilt fu¨r
das System ∮ dQ
T




mit einem = fu¨r reversible Prozesse. Die Gro¨ße dS = dQ/T wird als Entropie be-
zeichnet. Jedes System, welches in seinen Ausgangszustand zuru¨ckkehrt muss dazu
Entropie an die Umgebung abgeben. Dadurch wird die Vergangenheit von der Zu-
kunft unterschieden und die Zeit erha¨lt eine Richtung (Zeitpfeil). Nach Clausius ist
somit die Energie des Universums konstant und die Entropie strebt einem Maximum
entgegen. Fu¨r das Gesamtsystem und alle Teilsysteme gilt
dSint ≥ 0 (4.27)
Im Gegensatz zu den Gesetzen der klassischen Mechanik, hat die Zeit in thermo-
dynamischen Systemen eine Vorzugsrichtung [vW39, Zeh07]. Dies ist jedoch nicht
weiter verwunderlich, da es mit zunehmender Systemgro¨ße beliebig unwahrscheinlich
wird, das ein System denselben Mikrozustand mehrfach durchla¨uft. Es ist hingegen
leicht einzusehen, das derjenige Makrozustand am wahrscheinlichsten ist, dem die
gro¨ßte Anzahl von Mikrozusta¨nden zugeordnet werden kann (siehe auch Abschnitt
4.3.1.6).
4.3.4 Der dritte Hauptsatz
Als dritter Hauptsatz wird das von Nernst formulierte Gesetz u¨ber die Entropie am
absoluten Nullpunkt der Temperatur bezeichnet [Ner18, Ner26],
S → 0 wenn T → 0 K (4.28)
der nicht erreichbar ist, da
cp → 0 fu¨r T → 0 K. (4.29)
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4.3.5 Gleichgewicht und thermodynamische Potentiale
Grundsa¨tzlich bewegen sich die Teilsysteme eines insgesamt von der Umgebung iso-
lierten Systems in Richtung eines Zustandes, in welchem die Entropie maximal ist.
Dieser Zustand wird als thermodynamisches Gleichgewicht bezeichnet. Jedes System
mit konstantem U und V bewegt sich in einen Zustand maximaler Entropie [KP98,
S.124].
Je nach den Randbedingungen gibt es fu¨r isolierte oder geschlossene Systeme
thermodynamische Potentiale, die im Gleichgewicht ein Extremum annehmen (siehe
auch Abbildung 4.3):
• Bei konstantem Druck p und konstanter Temperatur T , wird die Gibbs’sche
freie Enthalpie G = H − TS eines geschlossenen Systems minimiert
(dG = −SdT + V dp+∑i µidNi +Ddζ)
• Bei konstantem Druck p und konstanter Entropie S wird die Enthalpie H =
U + pV minimiert (dH = TdS + V dP +∑i µidNi +Ddζ).
• Bei konstantem Volumen V und konstanter Entropie S wird die innere Energie
U minimiert (dU = TdS − PdV +∑i µidNi +Ddζ).
• Bei konstantem T und V wird die Helmholtz’sche freie Energie F = U − TS
minimiert (dF = −SdT − PdV +∑i µidNi +Ddζ).
• Bei konstantem T und konstanten chemischen Potentialen µi wird das groß-
kanonische Potential (auch Landau Potential) Ω = U − TS − µN (= −pV in
homogenen Systemen) minimiert (dΩ = −SdT − PdV −∑iNidµi −Ddζ).
• . . .
Mit Gleichgewicht ist in vielen Anwendungsbereichen ein thermodynamisches Gleich-
gewicht bei konstantem Druck und konstanter Temperatur gemeint. Unter diesen
Bedingungen werden die Werte fu¨r die Gibbs’sche freie Energie ermittelt und ta-
belliert. Komplexe Gleichgewichte lassen sich dann nach der CALPHAD Methode
[KB70, Kau77, Kat97, LFS07, Arn09] berechnen, die auch auf komplexere Neben-
bedingungen erweitert werden kann [KPH07].
In isolierten oder geschlossenen Systemen ist die Gesamtzusammensetzung durch
die konstanten Molenbru¨che xi oder Gewichtsanteile wi gegeben, wobei∑
i
xi = 1 und
∑
i
wi = 1 (4.30)
gilt. Ein isoliertes System bewegt sich irreversibel auf einen Zustand zu, in dem
sich seine Makroskopischen Zustandsgro¨ßen, wie die Temperatur T , der Druck p
und die Molzahlen Ni mit der Zeit nicht mehr a¨ndern. Dieser thermodynamische
Gleichgewichtszustand ist in vielerlei Hinsicht ausgezeichnet. Im thermodynami-
schen Gleichgewicht verschwinden alle thermodynamischen Flu¨sse (siehe Abschnitt
4.3.13). Da insbesondere chemische Reaktionen und Phasenumwandlungen im fes-
ten Zustand sehr langsam ablaufen ko¨nnen, ist die fehlende Beobachtbarkeit von
Zustandsa¨nderungen kein hinreichendes Kriterium fu¨r das Erreichen des thermody-
namischen Gleichgewichtszustandes.
Thermodynamisches Gleichgewicht ist keine Voraussetzung fu¨r die Wohldefiniert-
heit von Zustandsfunktionen. So la¨sst sich ein Nichtgleichgewichtssystem durch orts-
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Abbildung 4.4: Carnot Prozess im p − V -Diagramm und entsprechende Maschine
[Wikipedia].
und zeitabha¨ngige Temperaturen T (~r, t) und Stoffmengendichten nj(~r, t) beschrei-
ben, die dann zu entsprechenden Dichten der Entropie s und der inneren Energie
u fu¨hren. Deren Integrale fu¨hren auf die innere Energie U und Entropie S und die
Molzahlen Nj.
4.3.6 Thermodynamische Prozesse und Triebkra¨fte
Kreisprozesse mit gleichbleibender Entropie bezeichnet man als reversibel. Norma-
le, das heißt irreversible Prozesse produzieren Entropie (siehe Abschnitt 4.3.13).
Besondere Bedeutung besitzen Kreisprozesse, bei denen das System (zumindest
na¨herungsweise) in seinen Ausgangszustand zuru¨ckkehrt. Der Prozess mit dem (be-
zu¨glich der Umwandlung von thermischer Energie in mechanische Arbeit) ho¨chsten
mo¨glichen Wirkungsgrad
ηC = 1− T1→2
T3→4
(4.31)
ist der in Abbildung 4.4 skizzierte Carnot-Prozess. Ideale Zustandsa¨nderungen wer-
den nach der jeweils konstanten Zustandsgro¨ße beziehungsweise nach dem Parameter
κ in der Gleichung
p · V κ = konstant (4.32)
eingeteilt in
• Isobar, bei konstantem Druck (κ = 0, dp = 0).
• Isotherm, bei konstanter Temperatur (κ = 1, dT = 0).
• Isochor, bei konstantem Volumen (κ→∞, dV = 0).
• Adiabatisch, ohne Austausch von Wa¨rme mit der Umgebung (dQ = 0).
• Isentrop, bei konstanter Entropie (κ = κg, dS = 0,
adiabatisch ∧ reversibel ⇒ isentrop).
• Isenthalp, bei konstanter Enthalpie.
• Polytrop, bei beliebigem (konstantem) κ.
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4.3.7 Ideale und reale Gase, Mischungen
Der physikalisch einfachste Aggregatzustand gasfo¨rmig ist dadurch gekennzeichnet,
das sich die Teilchen (Moleku¨le) frei bewegen und das zur Verfu¨gung stehende Vo-
lumen gleichma¨ßig ausfu¨llen. Deutlich oberhalb des Siedepunktes ist die freie Be-
weglichkeit so gut erfu¨llt, das gleiche Volumina bei gleichem Druck und gleicher
Temperatur gleich viele Moleku¨le enthalten. Ein ideales Gas wird durch die Zu-
standsgleichung
p · V = N ·R · T (4.33)
beschrieben. Fu¨r ideale Gase gilt mit der Anzahl aktiven Freiheitsgrade fµ
CV = 1/2 fµR. (4.34)
Das chemische Potential eines idealen Gases ist




Dieser Zusammenhang hat die Definition der Aktivita¨t a als auf einen Referenz-
zustand bezogenes chemisches Potential oder Gibbs’sche freie Enthalpie angeregt:
G = G0 +RT ln a (4.36)




xi ln ai (4.37)
Fu¨r die i chemischen Potentiale einer Mischung von idealen Gasen (ideale Mischung)
gilt mit xi = pi/p0:
µi(xi, p, T ) = µi(p, T ) +RT ln xi (4.38)
Reagieren die Komponenten untereinander, so ist ein entsprechendes inneres Gleich-
gewicht zu bestimmen (siehe Abschnitt 4.3.8). Die chemischen Potentiale der Spezies






Fu¨r adiabatische Prozesse (dQ = 0) gilt mit κg = Cp/CV
T V κg−1 = const. , p V κg = const. und T κg p1−κg = const. (4.40)
Bei niedrigen Temperaturen muss der Einfluss der intermolekularen Kra¨fte auf den
Druck pideal = preal + δp mit δp = avW · (N/V )2 beru¨cksichtigt werden. Der Einfluss
der Moleku¨lgro¨ßen auf das Volumen kann durch Videal = V − bvWN beschrieben





· (V − bvW ·N) = N RT (4.41)
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Am kritischen Punkt (pc, Tc, VM,c), verschwindet die Unterscheidbarkeit zwischen
den Aggregatzusta¨nden flu¨ssig und gasfo¨rmig. Der Zusammenhang mit den Para-
metern avW und bvW der van der Waals’schen Zustandsgleichung lautet:
avW =
9
8 RTc VM,c und bvW = VM,c/3 (4.42)
Die Eigenschaften von Gasen lassen sich mit Hilfe der korrespondierenden Zusta¨nde
mit den normierten (reduzierten) Variablen p˜ = p/pc, V˜ = VM/VM,c und T˜ = T/Tc
beschreiben:
p˜ = 8T˜




Oft werden die Abweichungen vom idealen Verhalten mit Hilfe einer von Kamer-
lingh Onnes vorgeschlagenen Reihenentwicklung [KO02], den Virialkoeffizienten,
beschrieben [DS80, DMW+02]. Fu¨r Anwendungen in der Hochtemperaturverfah-
renstechnik genu¨gt die Zustandsgleichung nach dem Gesetz der korrespondierenden
Zusta¨nde [Su46], fu¨r (organische) Fluide sei auf weiterfu¨hrende Literatur verwiesen
[PT82, Val90, KMF+06].
4.3.8 Chemische Reaktionen
Wa¨hrend im Bereich der Umgebungstemperatur die Kinetik chemischer Reaktionen
durchaus im Detail zu betrachten ist [HTB90], spielen bei Hochtemperaturprozes-
sen oft die thermodynamischen Gleichgewichte und Transportprozesse eine domi-
nierende Rolle. Bei der Betrachtung der heterogenen Gleichgewichte in Abschnitt
4.3.9 werden Gibbsenergien fu¨r alle mo¨glichen Phasen formuliert und eine globa-
le Minimierung liefert den Gleichgewichtszustand unabha¨ngig von den chemischen
Reaktionen, die zur Erreichung dieses Zustandes durchlaufen werden mu¨ssen. Oft
ist es jedoch nu¨tzlich, einzelne chemische Reaktionen zu betrachten und daraus ein
thermodynamisches Reaktionsgleichgewicht zu berechnen. Dafu¨r wird ein System
mit ned Edukten Ei und nprod Produkten Pj und nr chemischen Reaktionen mit den








betrachtet (ek,i ≥ 0, pk,i ≥ 0). Mit den ned ek,i und den nprod pk,j lassen sich die
ns = ned + nprod Konstituenten Cι und die sto¨chiometrischen Koeffizienten
sk,ι =
{
ek,1, . . . , ek,ned ,−pk,1, . . . ,−pk,nprod
}
(4.45)










Der Referenzpunkt fu¨r die ∆N wird dabei auf die Eduktseite gelegt (ξk = 0⇔ nur





9Die nicht dimensionslos sind, sondern die Einheit Molι/MolFormelumsatz besitzen.
10Auch als ξ∗ bezeichnet.
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wird als Reaktionsgeschwindigkeit bezeichnet und ha¨ngt von den detaillierten Re-
aktionsmechanismen ab (siehe Abschnitt 5.6).
Die A¨nderung der Molzahlen wird in der Energieerhaltung u¨ber das chemische
Potential µι beru¨cksichtigt
dU = T dS − p dV +∑
ι










4.3.8.1 Affinita¨t und Triebkraft




ek,i · µEi −
nprod∑
j=1
pk,j · µPj =
ns∑
ι=1
sk,ι · µCι (4.50)
Im thermodynamischen Gleichgewicht gilt fu¨r eine homogene Reaktion (das heißt








Fu¨r Ak > 0 la¨uft die Reaktion in Richtung der Produkte, fu¨r Ak < 0 in Rich-
tung der Edukte. Die Affinita¨t einer (Netto-)Summenreaktion ist gleich der Summe
der Affinita¨ten der Einzelreaktionen. Aus dem ersten Hauptsatz (4.48) folgt fu¨r die
Gesamtentropie














dξk ≥ 0 (4.53)
Die thermodynamische KraftAk/T treibt somit den thermodynamischen Fluss dξk/dt
(Reaktionsgeschwindigkeit). Sind Reaktionen durch gleiche Reaktanden (Edukte
oder Produkte) gekoppelt, so kann fu¨r einzelne Reaktionen Ak
T
dξk < 0 gelten. Ganz
allgemein kann nach dem 2. Hauptsatz Teilchentransport nur in Richtung des nega-




dξ ≥ 0 , (4.54)
was zum Beispiel bei der normalen (einkomponentigen) Diffusion einen Fluss von
der hohen zur niedrigen Konzentration bedeutet.
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Ganz allgemein kann jedem systeminternen Prozess mit der Umsatzvariable ζ eine
systeminterne Entropieproduktion dSip zugeordnet werden [dDR36]. Daraus ergibt
sich neben ζ eine neue (intensive) Zustandsvariable, die nach [Hil98] als
D = T dSip
dζ
(4.55)
definiert und thermodynamische Triebkraft (driving force) genannt wird. Es gilt
dann nach dem zweiten Hauptsatz
Ddζ ≥ 0 (4.56)
mit einem Gleichheitszeichen im thermodynamischen Gleichgewicht. Mit ζ˙ ∝ D
ergibt sich D = 0 als Bedingung fu¨r das thermodynamische Gleichgewicht.
4.3.8.2 Die Reaktionsenthalpie
Die Reaktionsenthalpie (ohne den Reaktionsindex k) ist definiert als




Die Reaktionsentropie ∆rS(T, p) ist analog definiert und aus beiden ergibt sich die
Gibbs’sche freie Reaktionsenthalpie
∆rG(T, p) = ∆rH(T, p)− T ·∆rS(T, p) (4.58)
Gilt fu¨r alle Temperaturen in einem Bereich ∆rG(T, p) < 0, so la¨uft die Reakti-
on in diesem Temperaturbereich vollsta¨ndig ab, das heißt alle Reaktanden werden
(zumindest im Rahmen dieser Betrachtungen) bis auf einen Einwaage-U¨berschuss
aufgezehrt. Eine Reaktion bei der Energie (Wa¨rme) freigesetzt wird als exotherm
(∆rH < 0), eine Reaktion die Energie beno¨tigt als endotherm (∆rH > 0) bezeichnet.
4.3.8.3 Das Massenwirkungsgesetz
Bezieht sich das thermodynamische Gleichgewicht auf ein System von nr chemischen
Reaktionen (4.44), so spricht man von einem chemischen Reaktionsgleichgewicht.
Jede reversible Reaktion im Gleichgewichtszustand ist durch eine Konstante Keq ge-
kennzeichnet, die nur von den a¨ußeren Bedingungen (in der Regel p und T ) abha¨ngt.
Werden mit [Cι] beziehungsweise [Ei] und [Pj] die Konzentrationen [Mol/MolFU] be-





ek,1 · · · [Ened ]ek,ned





im Gleichgewicht Qk = Keq. Ist Keq  1 so liegt das Gleichgewicht auf der Seite der
Produkte, fu¨r Keq  1 auf der Seite der Edukte. Man beachte das Katalysatoren
u¨ber die beteiligten Elementarreaktionen den Reaktionsweg und die Reaktionskine-
tik vera¨ndern, nicht aber die durch Keq beschriebene Lage des Reaktionsgleichge-









siµi = 0 (4.60)
113
Kapitel 4 Physikalische Grundlagen der Prozessmodellierung
In komplexen Mischphasen wird ha¨ufig ein Bezugszustand 0 definiert und die Diffe-
renz zur Gibbs’schen freien Enthalpie der Reaktion11
∆Grxn0 = −Aeqk =
nprod∑
j=1
pk,j · µPj −
ned∑
i=1
ek,i · µEi (4.61)
u¨ber die Aktivita¨t
∆Gm,i = RT ln ai (4.62)
beziehungsweise bei Gasphasenspezies u¨ber den Partialdruck




beschrieben (siehe Abschnitt 4.3.9). Die Gleichgewichtskonstante einer Reaktion









Die tabellierten Standard Reaktionsenthalpien ∆Hrxn0 beziehen sich auf die Produkte
und Edukte im Standardzustand. Fu¨r jede Reaktion12 ist ∆Grxn0 u¨ber die Gibbs-





















durch Messung der Gleichgewichtskonzentrationen bei verschiedenen Temperaturen
ermitteln (van’t Hoff’sche Reaktionswa¨rme).
4.3.8.4 Reaktive Gasmischung
Das einfachste Beispiel eines Reaktionsgleichgewichtes ist eine Mischung von ns mit-
einander reagierenden Gasspezies. Es reagieren jeweils n0i [Mol] der nc Komponenten





Mit dem auf die Spezies bezogenen Molenbruch yj = nj/n und der unbekannten Ge-
samtmenge des Gases n (n = ∑nj, in Mol) stellt sich ein inneres thermodynamisches





11∆Grxn0 bezieht sich auf thermodynamische Reaktionsgleichgewichte, mit der Affinita¨t Ak werden
auch Nichtgleichgewichtszusta¨nde beschrieben.
12Eine Phasenumwandlung kann auch als Reaktion betrachtet werden.
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yj ·Ggasj (T ) +RT
∑
j




bei konstanten p, T und xi (aus n0i ) minimiert wird. In diesem Fall la¨sst sich die
Minimierung mit der Methode der Lagrange-Multiplikatoren auf die Lo¨sung eines
nichtlinearen Gleichungssystems zuru¨ckfu¨hren.
4.3.9 Heterogene Gleichgewichte, Mischungen und Lo¨sungen
Abbildung 4.5: Gemeinsame Tangentenkonstruktion zur Bestimmung der Gleichge-
wichtszusammensetzung zweier Phasen α und β bei konstantem T
und p, aus [Arn09].
Ein System von np Phasen ϕ im thermodynamischen Gleichgewicht, die jeweils
ein separates Volumen beanspruchen, wird als heterogenes Gleichgewicht bezeichnet.
Die physikalischen und chemischen Eigenschaften sind von Phase zu Phase unter-
schiedlich, nicht jedoch T , p und die chemischen Potentiale der Systemkomponen-
ten µi. Im thermodynamischen Gleichgewicht13 stellt sich fu¨r jeden Zustandspunkt
(T, p, xi) diejenige Konstitution ein, deren integrale Gibbsenergie minimal ist.
13Ohne weitere Angaben ist immer das Gleichgewicht bei konstantem (T, p, xi) gemeint, fu¨r andere
Randbedingungen ist in diesem Abschnitt an Stelle von G das entsprechende thermodynamische
Potential zu verwenden.
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Diese Konstitution ist zum Beispiel durch folgende Wertemenge eindeutig be-
stimmt:
• die Gesamtmasse msys,
• die Temperatur T ,
• den Druck p,
• die Molenbru¨che xϕ beziehungsweise Massenanteile wϕ der Phasen
mit ∑xϕ = 1 und ∑wϕ = 1.
• die Zusammensetzungen der Phasen xϕi beziehungsweise w
ϕ
i
mit ∑xϕi = 1 und ∑wϕi = 1.
Zur Bestimmung der Anteile und Zusammensetzungen der einzelnen Phasen im
Gleichgewicht ist nur eine globale Minimierung der integralen Gibbs’schen freien





xϕGϕ(T, p, xϕi ). (4.70)
Die Ergebnisse lassen sich als Funktion der Gesamtzusammensetzung xi, der Tem-
peratur T oder des Druckes p darstellen, siehe zu Beispiel Abbildung 4.7. Das molare
chemische Potential der einzelnen Komponenten ist u¨ber
µi =
(





definiert. Mischen sich zwei Phasen, so sind sie als Mischphase zu betrachten, die
beispielsweise u¨ber die zusa¨tzliche Beru¨cksichtigung der Gibbsenergie des isothermen
Mischungsvorgangs ∆Gkm(x, p, T ) < 0 zu beschreiben ist. Befindet sich ein System
mit den Phasen ϕ = 1 . . . np u¨ber die Reaktionen k = 1 . . . nr im thermodynamischen
Gleichgewicht, so sind die Affinita¨ten Ak = 0 und die chemischen Potentiale fu¨r alle
Komponenten i in allen Phasen ϕ gleich
µ1i = . . . = µ
nϕ
i . (4.72)
Die Gϕ(T, p, nϕi ) werden in thermodynamischen Softwarepaketen beispielsweise mit
den in den folgenden Abschnitten kurz skizzierten Ansa¨tzen modelliert. Zur Veran-
schaulichung ist in Abbildung 4.5 die Bestimmung der Gleichgewichtszusammenset-
zung zweier Phasen dargestellt (Tangentenkonstruktion).
Sei Ttr fu¨r die Temperatur eines Phasenu¨berganges (tr), so beschreibt die Clapey-





Dabei ist ∆Htr die Enthalpiea¨nderung und ∆Vm,tr die Volumena¨nderung. Fu¨r den
Fall des U¨berganges zwischen einer kondensierten Phase und der Gasphase gilt auf









Die Mischungswa¨rme ∆Hm ist die beim Mischen von reinen chemischen Stoffen ent-
stehende (exotherm) oder verbrauchte Wa¨rme (endotherm). Sie ist in der idealen
Lo¨sung 0. Wird ein Stoff in einem anderen gelo¨st, so spricht man von Lo¨sungswa¨rme
(Lo¨sungsenthalpie). In bina¨ren Systemen wird die Abha¨ngigkeit der Mischungswa¨rme
von der Systemzusammensetzung in der Regel durch eine Summe symmetrischer
Funktionen (der Molenbru¨che) beschrieben (zum Beispiel nach Redlich und Kister
[RK48, SAH+01]) und ist tabelliert [CG84a, CG84b, CG89, CG91].
Die Gibbs’sche freie Enthalpie einer Mischung oder Lo¨sung wird u¨ber die Einfu¨hrung





i + ∆Gm (4.75)
Die einzelnen gleichartigen Moleku¨le eines Gases sind nicht unterscheidbar. Fu¨r eine
Mischung ergibt sich eine Mischungsentropie von
∆Sm = −R ·
∑
i
xi ln xi (4.76)
In ungeordneten substitutionellen Lo¨sungen, zum Beispiel Schmelzen und Substi-
tutionsmischkristallen herrscht eine a¨hnliche statistische Atomverteilung vor und es
gilt
∆Sidm = −R ·
∑
i
xi ln xi (4.77)
In idealen (Raoult’schen) Lo¨sungen verschwindet die Mischungsenthalpie (∆H idm =
0) und es gilt
∆Gidm = −T ·∆Sidm (4.78)
In nicht-substitutionellen Lo¨sungen (zum Beispiel interstitielle Mischkristalle) oder
geordneten Lo¨sungen (chemische Nahordnung, Assoziate) mu¨ssen fu¨r die Mischungs-
entropie geeignete Funktionen gefunden werden. Dazu wird oft die Abweichung vom
idealen Verhalten mit einem spezifischen U¨berschuss(Exzess)-Term beschrieben:
∆Gm = ∆Gidm +Gexm (4.79)
∆Sm = ∆Sidm + Sexm (4.80)
mit
Gexm = ∆Hm − T · Sexm (4.81)
Im Falle einer negativen Abweichung Gexm < 0 ist die Mischung noch stabiler als eine
ideale Mischung. In Lo¨sungen wird die Abweichung vom idealen Verhalten oft mit
dem Aktivita¨tskoeffizienten γi beschrieben:
Gexi = RT ln ai mit ai = γixi (4.82)
In diesem Fall strebt γi fu¨r einen reinen Stoff (xi → 1) gegen 1 und fu¨r den Fall
unendlicher Verdu¨nnung gegen einen endlichen Grenzwert KHenryi , das Henry’sche
Gesetz mit der Henry’sche Konstante KHenryi .
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4.3.10 Thermodynamische Beschreibung einzelner Phasen
Um thermodynamische Gleichgewichte in heterogenen Systemen (heterogene Gleich-
gewichte) zu berechnen, werden die Gibbsenergien der beteiligten Phasen als Funk-
tion von Druck, Temperatur und Zusammensetzung beno¨tigt. Um den Aufwand in
Grenzen zu halten, werden Formalismen gesucht, die sich auf mehrere Phasen an-
wenden lassen. In diesem Abschnitt soll kurz auf einige dieser Methoden zur Model-
lierung der Gibbsenergie eingegangen werden. Die in der (organischen) technischen
Chemie u¨blichen Gruppenbeitragsmethoden werden hier nicht behandelt.
4.3.10.1 Einfache Behandlung sto¨chiometrischer Phasen in
mehrkomponentigen Systemen
Die Gibbsenergie einer sto¨chiometrischen Phasen ϕ, zum Beispiel der Verbindung










B (T ) +H
0,ϕ
ApBq + T · S0,ϕApBq (4.83)
beschrieben ([HS70], in [J/Molatoms]). Alternativ wird auch ein Bezug auf die SER-
Zusta¨nde der Elemente verwendet [SFG01], der jedoch auf der T-Achse oberhalb



















In einer sto¨chiometrischen Phase ApBq ko¨nnen Zwischengitterpla¨tze Va durch
Fremdatome C besetzt werden (siehe Abbildung 4.6). Es ergibt sich eine intersti-
tielle Lo¨sungsphase, die im einfachsten Fall durch




p+ q + 1RT · (yVa ln yVa + yC ln yC) (4.85)
beschrieben werden kann. Ein Beispiel ist die Herleitung und Beschreibung der Koh-
lenstoﬄo¨slichkeit im Austenit [MD69, AM70a].
4.3.10.3 Ansa¨tze fu¨r die Gibbsenergie in mehrkomponentigen Phasen
Zur Anpassung an die Messwerte werden verschiedene empirische Beschreibungen
verwendet, die in der Regel einfache Reihenentwicklungen darstellen [Hil80]. Dabei
wird besonderer Wert auf die Extrapolation in mehrkomponentige Systeme gelegt
[PC00, Sau06]. Fu¨r einfache Substitutionslo¨sungen hat sich der Ansatz von Guggen-
heim [Gug37] beziehungsweise Redlich und Kister [RK48] durchgesetzt, da er unmit-
telbar auf Mehrkomponentensysteme u¨bertragbar ist [Dar67, LWH82]. Die Anzahl
der Komponenten sei nc. Die Vorgehensweise ist ein Spezialfall der in Abschnitt
2.3.2 diskutierten HDMR Techniken. Die Gibbs’sche freie Enthalpie der Phase ϕ











xi ln xi︸ ︷︷ ︸
ideale Mischung
+Gex,bin,ϕ +Gex,tern,ϕ +Gex,quat,ϕ + . . . (4.86)


















xi xj xk ·
[
L1,ϕi,j,k · (xi + ξi,j,k)












xi xj xk xl ·
[
L1,ϕi,j,k,l · (xi + ξi,j,k,l)
+L2,ϕi,j,k,l · (xj + ξi,j,k,l) + L3,ϕi,j,k,l · (xk + ξi,j,k,l)
+L4,ϕi,j,k,l · (xl + ξi,j,k,l)
]
(4.89)
mit ξi,j,k = (1− xi − xj − xk)/3 (4.90)
und ξi,j,k,l = (1− xi − xj − xk − xl)/4 (4.91)
In einem terna¨ren System ist ξi,j,k = 0, in einem quaterna¨ren System ξi,j,k,l = 0.
Die Wechselwirkungsparameter L sind wiederum temperaturabha¨ngig. Werden die
entsprechenden Wechselwirkungen u¨berhaupt beru¨cksichtigt (Lν,ϕ... 6= 0), so wird in















i,j,k,l · T (4.94)
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Derartige Ansa¨tze werden seit den 1970ern verwendet [MGB75]. Eine Diskussion zur
Extrapolation bina¨rer Daten in terna¨re Systeme findet sich beispielsweise in [Hil80].
In der Regel stellen die oben genannten Gex,tern,ϕ und Gex,quat,ϕ den einfachsten
Ansatz dar, der von symmetrischen Wechselwirkungen ausgeht. Die Anpassung an
experimentelle Daten ist sehr aufwendig. In mehrkomponentigen Lo¨sungen sind oft
schon die terna¨ren Lν,ϕi,j,k vernachla¨ssigbar. In ferromagnetischen Phasen kommt noch
ein magnetischer Anteil hinzu, siehe Gleichung (4.111).
Der Ansatz (4.86) ist um so zielfu¨hrender, je kleiner die terna¨ren und quaterna¨ren
Beitra¨ge sind. Alternativ gibt es fu¨r komplexere Lo¨sungsphasen Modelle, die die
spezifischen physikalischen Verha¨ltnisse beru¨cksichtigen und so die Anzahl der Fit-
Parameter zumindest soweit reduzieren, das die vorhandenen experimentellen Daten
fu¨r eine Regressionsrechnung ausreichen. Eine Einfu¨hrung liefert [Gan08].
Nicht ideale Lo¨sungen werden in der Literatur auch u¨ber die Aktivita¨t ai = γixi
mit dem Aktivita¨tskoeffizienten γi beschrieben:
µ(p, T, xi) = µ0i (p, T ) +RT ln ai (4.95)
Sind Gasphasen vorhanden, so entspricht die Aktivita¨t dem Verha¨ltnis des partiel-
len Dampfdruckes von i zum Dampfdruck des reinen Stoffes ai = pi/p∗i und kann
entsprechend gemessen werden (KEMS14, [DG67, HCCC04]).
Aktivita¨ten beziehen sich in der Regel nicht auf den Standardzustand (SER,SATP).
Daher ist bei der Angabe von Aktivita¨ten der Bezugszustand unabdingbar:
• aϕ/Ri bezeichnet die Aktivita¨t der gelo¨sten Komponente i in der Phase ϕ be-
zogen auf den natu¨rlichen (Raoult’schen) Bezugszustand.
• aϕ/ϕ
′
i bezeichnet die Aktivita¨t der gelo¨sten Komponente i in der Phase ϕ be-
zogen auf den reinen Stoff in der Phase ϕ′.
• aϕ/Hi bezeichnet die Aktivita¨t der gelo¨sten Komponente i in der Phase ϕ be-
zogen auf den Henry’schen Bezugszustand.
• aϕ,%i bezeichnet die Aktivita¨t der gelo¨sten Komponente i in der Phase ϕ be-
zogen auf 1 Gewichtsprozent.
An dieser Stelle sei auf die grundsa¨tzlichen Schwierigkeiten der zuna¨chst so ein-
fach erscheinenden ”thermodynamischen HDMR Techniken“ hingewiesen [Gre70].Diese beruhen auf den experimentellen Schwierigkeiten einer direkten Messung der
thermodynamischen Gro¨ßen. Es stehen oft lediglich experimentelle Daten zu den
Phasengleichgewichten und Zusammensetzungen zu Verfu¨gung. Wa¨hrend die Be-
rechnung von Phasendiagrammen mit Hilfe der Gibbsenergien G(T, p, xi) der ein-
zelnen Phasen von jeder Standardsoftware beherrscht wird, ist das inverse Problem
nicht eindeutig lo¨sbar [HT68, HT69a, HT69b]. Ein einheitliches, fu¨r alle Phasen
gut geeignetes, Modell zur Beschreibung von G(T, p, xi) steht im Widerspruch zur
Grundforderung aller HDMR Techniken, der Minimierung der Dimensionalita¨t des
Parameterraumes. Unter dem Sammelbegriff Lo¨sungsphase (solution) finden sich
so thermodynamische Beschreibungen, die die jeweiligen Besonderheiten im Sinne






Stoffe im Aggregatzustand fest oder flu¨ssig werden auch als kondensierte Phasen
bezeichnet. Das Volumen wird durch die Gro¨ße der Moleku¨le und deren Wechsel-













dp = αpV dT − κTV dp (4.96)
Na¨herungsweise kann
V (p, T ) = V (p0, T0) · [1 + αp(T − T0)− κT (p− p0)] (4.97)
verwendet werden. Auf die isotherme Kompressibilita¨t κT wird in Abschnitt 4.3.11.7
und auf den thermischen Expansionskoeffizienten αp in Abschnitt 4.3.11.8 na¨her
eingegangen.
Eine U¨bersicht u¨ber die verfu¨gbaren Zustandsgleichungen fu¨r Gas-Flu¨ssigkeits
Gemische findet sich in [WS00], wo auch entsprechende Mischungsregeln diskutiert
werden. Daten fu¨r eine Vielzahl von Gasen und Flu¨ssigkeiten liefert [PPOR07]: Viri-
alkoeffizienten, Dampfdru¨cke, Wa¨rmeleitfa¨higkeiten, Lenard Jones Parameter, Dif-
fusionskoeffizienten und Oberfla¨chenspannungen.
4.3.10.5 Gla¨ser, Schlacken und Salzschmelzen
Komplexe Schmelzen aus Oxiden und anderen Verbindungen spielen in vielen Be-
reichen eine besondere Rolle. Zu Ihnen geho¨ren die in der extraktiven Metallurgie
verwendeten Salzschmelzen, die ku¨nstlichen metallurgischen Schlacken sowie Gla¨ser
und Gesteinsschmelzen. Turkdogan [Tur83] liefert eine Einfu¨hrung und ebenso wie
der Schlackenatlas [VDE95] eine Vielzahl von experimentellen Befunden.
Schwierige experimentelle Bedingungen ergeben sich bei der experimentellen Er-
mittlung von thermodynamischen Gleichgewichtszusta¨nden in Systemen aus Schla-
cke, Gas und Metallschmelze. Durch die unterschiedlichen Reaktionsgeschwindigkei-
ten sind vollsta¨ndige Gleichgewichte oft nur schwer erreichbar: Einige Reaktionen
ea¨quilibrierenquilibrieren in wenigen Minuten, andere sind auch nach Tagen nicht im
Gleichgewicht. Die Experimente liefern somit zuna¨chst nur Hinweise zum zeitlichen
Verlauf der Einzelreaktionen [Tur83, Seite 276].
Schon vor hundert Jahren wurde zwischen sauren und basischen Schlacken un-
terschieden. Wa¨hrend auch heute oft noch das Verha¨ltnis von [CaO] und [SiO2]
in einer Schlacke als Basizita¨t bezeichnet wird, so eignen sich spezifische Basi-
zita¨tsdefinitionen besser fu¨r Korrelationen mit den Eigenschaften des jeweiligen
Schlackensystems [VDE95]. Als optische Basizita¨t wurde das Verha¨ltnis Elektro-
nenabgabefa¨higkeit einer Schlacke an ein Dotierelement bezogen auf reines CaO
definiert [DI71].
Unterscheiden sich die Konzentrationen eines Elementes a in zwei Phasen ϕ1 und
ϕ2 eines (im Gleichgewicht stehenden) thermodynamischen Systems signifikant, so
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zu Raffinationszwecken nutzen. In Schlacken werden oft Sulfid-, Phosphat- und
Phosphid-Verteilungskoeffizienten definiert. Die Definitionen beziehen sich dabei auf
die Konstituenten des molecular slag model oder des ionic slag model, welche je
nach den vorherrschenden Bindungstypen verwendet werden sollten [War62, Wel84].
Neben den thermochemischen Eigenschaften mehrkomponentiger Schlacken wird
zusa¨tzlich die Viskosita¨t modelliert [BSS01]. Thermodynamische Modellierungen
von Schlackensystemen finden sich in der Literatur [GLRW89, HKM+09] und in
kommerziellen Datenbanken ([Pel04], FTOxide).
4.3.10.6 Festko¨rper
Grundsa¨tzlich ist zu erwarten, das es fu¨r jede Phase in einem bestimmten Zusam-
mensetzungsbereich eine optimale thermodynamische Beschreibung gibt. In der Pra-
xis wird eine Fit-Formel fu¨r die Gibbs’sche freie Enthalpie mit einer minimalen An-
zahl von Parametern beno¨tigt. Diese ko¨nnte mit entsprechendem Rechenaufwand
auch aus den Ergebnissen einer ab-initio Theorie gewonnen werden (siehe zum Bei-
spiel die U¨bersichten in [CMC05, Liu09]).
Die Zustandsgro¨ßen µ, S und H sind fu¨r kondensierte Phasen nur sehr schwach
Druckabha¨ngig. Daher gilt na¨herungsweise






Die spezifische Wa¨rme eines Festko¨rpers ist nach Debye






et − 1dt (4.100)
Fu¨r hohe Temperaturen ergibt sich der Wert CV = 3R (Dulong und Petit), fu¨r
niedrige Temperaturen ist CV ∝ T 3. Unter mechanischer Beanspruchung ergeben
sich zusa¨tzliche Beitra¨ge [GRM08].
4.3.10.7 Volumen in Mischungen
Die Wa¨rmedehnung, die Schrumpfung bei der Erstarrung und die A¨nderung der
Molvolumina bei chemischen Reaktionen spielen in der Praxis eine wichtige Rolle.
Aus diesem Grunde wird in thermodynamischen Datenbanken nicht nur die Tempe-
raturabha¨ngigkeit der Gibbsenergie sondern auch die Druckabha¨ngigkeit und damit
das Molvolumen modelliert. Eine Einfu¨hrung in die entsprechenden Modelle liefert
[HDH+07].
4.3.10.8 Diskussion der thermodynamischen HDMR Techniken
Die in den vorangegangenen Abschnitten angerissenen Techniken zur thermody-
namischen Modellierung komplexer Mischphasen erscheinen auf den ersten Blick
als recht vielfa¨ltig und fu¨hren auf den Wunsch nach einer einheitlichen Beschrei-
bung, beispielsweise der von Abschnitt 4.3.10.3. Diese ist jedoch nur so lange zu
bevorzugen, wie nicht ein fu¨r die jeweilige Phase optimales Modell die Verha¨ltnisse
bei mindestens gleicher Genauigkeit mit weniger Parametern abbilden kann. Fu¨r
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eine Berechnung komplexer thermodynamischer Gleichgewichte werden daher un-
terschiedlich beschriebene Einzelphasen herangezogen. Es ist jedoch darauf zu ach-
ten, ob nicht unzula¨ssigerweise auf die Modellierung einer Komponente (chemisches
Element) in einer Phase verzichtet wurde, da sich ansonsten schnell unrealistische
Gleichgewichte ergeben.
Die Vielzahl der Permutationen fu¨hrt dazu, das im Bereich der ho¨her kompo-
nentigen Systeme erst fu¨r relativ wenige Teilmengen thermodynamische Daten in
ausreichender Qualita¨t zur Verfu¨gung stehen. Der Anwender ist gut beraten nur in
solche Datenbanken und Softwaresysteme zu investieren, deren Datenqualita¨t nach-
vollziehbar und deren langfristige Verfu¨gbarkeit sichergestellt ist.
Der Wissenschaftler wird versuchen, die weißen Flecken auf der Landkarte zu be-
arbeiten und findet sich dabei in einer hoch dimensionalen Landschaft wieder, deren
Zuga¨nglichkeit aus vielerlei Gru¨nden beschra¨nkt ist. Ein kooperativer Umgang mit
der Aufgabe einer zielgerichteten Erweiterung der thermodynamischen Datenbasis
findet durchaus statt (SGTE), die wirtschaftlichen Nutznießer der Daten sind jedoch
nur selten bereit eine kritische Masse an Ressourcen fu¨r die Gewinnung wissenschaft-
lich fundierter Daten zur Verfu¨gung zu stellen, da Geheimhaltungsbedu¨rfnisse u¨ber
die Qualita¨tssicherung durch ein peer-review gestellt werden.
Die aktuelle thermodynamische Datenbasis wird im folgenden Abschnitt in so weit
erla¨utert, wie es fu¨r eine qualitative Beurteilung konkreter Daten erforderlich ist.
4.3.11 Thermodynamische Daten
In diesem Abschnitt werden die Quellen thermodynamischer Daten zusammenge-
fasst und diskutiert. Er soll es dem Leser ermo¨glichen, entsprechende Datenbanken
und Literaturstellen auszuwerten und einen Einstieg in eigene Messungen zu finden.
4.3.11.1 Referenz- und Standardzusta¨nde
Fu¨r den Druck wurde 1982 [Cox82] von der IUPAC der Wert 100 kPa=1bar als
Standardzustand festgelegt, wa¨hrend vorher oft 101325 Pa=1 atm verwendet wurde.
Als Standardtemperatur (STP) wurde 273.15 K (0°C) festgelegt, fu¨r Geometriedaten
(La¨ngenmessung) 293.15 K (20°C) (ISO 1).
Die thermodynamischen Zustandsfunktionen beno¨tigen einen Bezugspunkt (Ei-
chung). Es bietet sich der absolute Nullpunkt T = 0K an, der jedoch als Refe-
renzzustand lediglich fu¨r die Entropie sinnvoll ist. Man spricht von der absoluten
Entropieskala und setzt
S(T = 0) = 0 (4.101)
Zusa¨tzlich wurde per Konvention der Referenzzustand auf pref = 1 bar = 105 Pa und
Tref =298.15 K (25°C) festgelegt. Diese Standard-Element-Referenz (SER) wird von
kommerziellen Datenbanken in der Regel als Bezugspunkt verwendet. Fu¨r Gase wird
oft STP verwendet. Stro¨mungsmessgera¨te beziehen sich auf Standardumgebungsbe-
dingungen (SATP=SER). Fu¨r die bei Standardumgebungsbedingungen stabilen
Phasen wurde
Hm(T = 298.15 K, p = 105 Pa) = 0 (4.102)
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festgelegt. Die Gibbsenergie der Elemente wird ebenfalls auf 0 gesetzt und die mo-
laren freien Gibbsenergien der Verbindungen i
µi(p0, T0) = ∆G0f [i] (4.103)
im Referenzzustand tabelliert [Bar95, SGT99, BM02]. Die molare Gibbsenergie bei
einer Temperatur T und einem Druck p werden u¨ber
µ(p0, T ) =
T
T0







µ(p, T ) = µ(p0, T ) +
∫ p
p0
Vm(p˜, T ) dp˜ (4.105)
bestimmt. Dabei wird die molare Enthalpie Hm aus den Messwerten der spezifischen
Wa¨rme




und das Molvolumen Vm aus Dichtemessungen bestimmt.
4.3.11.2 Einstoffsysteme
In Datenbanken und Tabellenwerken (zum Beispiel [Bar95, SGT99, BM02]) werden
oft empirische Gleichungen fu¨r die auf die jeweilige Bildungsenthalpie im Referenz-
zustand HSERi bezogende Gibbsenergie
G0,ϕi (T ) = G
ϕ
i (T )−HSERi (4.107)
der Komponente i in der Phase ϕ verwendet, zum Beispiel [Din91b]:
G0,ϕi (T ) = a+ b T + c T lnT + d T 2 + e T 3 +
f
T
+ g T 7 + h
T 9
(4.108)















und zu Gm kommt der Term




Bei kondensierten Phasen ist der Druckeinfluss erst auf einer logarithmischen Druck-
skala sichtbar. Einer Enthalpiea¨nderung von 1K entspricht eine Drucka¨nderung von





Bei ferromagnetischen Festko¨rpern kommt ein magnetischer Beitrag hinzu, der den
magnetischen Phasenu¨bergang beru¨cksichtigt (siehe zum Beispiel [CSC85, FFI+95]):







Dabei ist τ = T/TC mit der Curie Temperatur15 TC, βmag das mittlere magnetische



































fu¨r τ > 1
(4.112)
mit









wobei p = 7/25 fu¨r kfz- und p = 2/5 fu¨r krz-Kristallgitter ist. Die Curie-Temperatur
TC und das mittlere magnetische Moment βmag ha¨ngen von der Zusammensetzung
ab [FFI+95].
Wie bei allen Modellen der Gibbsenergie ist es wichtig, die empirischen Gleichun-
gen fu¨r G (oder das entsprechende cp) so zu definieren, das diese auch in den instabi-
len Bereichen, das heißt fu¨r Zusammensetzungen und Temperaturen, bei denen die
entsprechenden Phasen nicht vorkommen, definiert sind ohne das diese Erweiterung
des Definitionsbereiches zu Artefakten in den Gleichgewichten fu¨hrt.
Ferner ist zu beachten, ob die Gibbs’sche freie Enthalpie einer Komponente i in der
Phase ϕ, Gϕi,m(p, T ) auf den (unbekannten) Enthalpiewert im SER Zustand HSERi
bezogen wird (absolute Daten) oder relativ auf die Daten einer Bezugsphase ϕ′, zum
Beispiel die im SER Zustand stabile Phase (relative Daten mit Bezugskurve).
Neben den spezifischen Wa¨rmen, dem Molvolumen und der Bildungsenthalpie
wird die Druckabha¨ngigkeit in kondensierten Phasen u¨ber den thermischen Ausdeh-
nungskoeffizienten und die Kompressibilita¨t beschreiben.
Sind die Fit-Parameter (a . . . f , siehe Gleichung (4.108)) einer Komponente i in der
Phase ϕ bekannt, so sind damit auch deren Entropie, Enthalpie und die spezifische
Wa¨rme bekannt:
S = −b− c− c lnT − 2 d T − 3 e T 2 + f T−2 (4.114)
H = a− c T − 2 d T 2 − 3 e T 2 + f T−2 (4.115)
Cp = c− 2 d T − 6 e T 2 − 2 f T−2 (4.116)
4.3.11.4 Mehrkomponentige Systeme
Fu¨r mehrkomponentige Systeme sollte zuna¨chst versucht werden eine gepru¨fte Da-
tenbasis zu beschaffen oder eine entsprechende Bewertung (assessment, siehe bei-
spielsweise [SFAC+07]) vorzunehmen und gegebenenfalls durch eigene Messungen
15Bei antiferromagnetischen Stoffen ist hier die Neel-Temperatur einzusetzen.
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zu validieren und zu erga¨nzen. Gemessen werden dabei in der Regel die spezifi-
schen Wa¨rmen bei konstantem Druck Cp. Aus den Messungen werden empirische
Gleichungen abgeleitet, zum Beispiel fu¨r die Temperaturabha¨ngigkeit
Cp = α + β T + γ T 2 + δ T−2 (4.117)
(gegebenenfalls auch stu¨ckweise fu¨r einzelne Temperaturbereiche). Daraus ergibt
sich










GM(T ) = HM − T · SM (4.120)
Wa¨hrend fu¨r die Elemente HSATPM = 0 festgelegt wurde, ist fu¨r Verbindungen HSATPM
die Standard-Bildungsenthalpie.
4.3.11.5 Die Wa¨rmekapazita¨ten
















Aus dem ersten Hauptsatz folgt unmittelbar der Zusammenhang von Cp und CV
[KP98, S.46]:
















Im idealen Gas gilt daher Cp − CV = R. U¨blicherweise wird neben der spezifischen
Wa¨rme bei konstantem Druck Cp das Molvolumen VM, die isotherme Kompressibi-
lita¨t κT (siehe Gleichung (4.131)) und der thermische Volumenexpansionskoeffizient
αp (siehe Gleichung (4.134)) gemessen. Aus diesen ergibt sich dann
Cp − CV =
α2p
κT
· VM · T (4.124)
In der Thermochemie, das heißt unter Beru¨cksichtigung von chemischen Reaktionen
(wozu auch Phasenu¨berga¨nge geza¨hlt werden), wird als Zustandsgro¨ße die Enthalpie
H = U + p V (4.125)








bestimmt. Die thermischen Eigenschaften eines Stoffes lassen sich durch die Wa¨rme-
kapazita¨ten Cp und CV sowie durch die im Folgenden besprochenen Koeffizienten
µJT, κT und αp beschreiben.
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4.3.11.6 Der Joule-Thomson Effekt
Bei adiabatischer Expansion (Drosselung) a¨ndert sich die Temperatur eines Gases








bezeichnet man als Joule-Thomson16 Koeffizienten [Wikipedia]. Bei einem idealen
Gas ist H ist unabha¨ngig vom Druck und
















Die Inversionstemperatur bezeichnet dabei den Nulldurchgang von µJT und somit
den U¨bergang zwischen Anziehung (=Abku¨hlung) und Abstoßung (=Erwa¨rmung)
zwischen den Teilchen. Ist der thermische Volumenexpansionskoeffizient αp bekannt,
so ist
µJT = (αp · T − 1) · V
Cp
(4.130)
Der Effekt sollte nicht mit der verlustlosen (isentropen) Expansion eines Gases ver-
wechselt werden.
4.3.11.7 Die isotherme Kompressibilita¨t
Die Druckabha¨ngigkeit des Volumens bei konstanter Temperatur wird als (isother-
me) Kompressibilita¨t κT [1/Pa] bezeichnet:









Diese nimmt fu¨r kondensierte Phasen Werte zwischen 10−10 (Mineralien) und 10−6





verwendet (siehe Abschnitt 4.8). Fu¨r ideale Gase gilt KT = p beziehungsweise fu¨r






bestimmt. In Festko¨rpern gilt KS ≈ KT , Schall kann sich dann nicht nur als Longi-
tudinalwelle sondern auch als Transversalwelle ausbreiten.
16William Thomson, 1. Baron Kelvin, 1824-1907.
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4.3.11.8 Der thermische Volumenexpansionskoeffizient












In kondensierten Phasen liegt αp zwischen 3 · 10−6 K−1 fu¨r Diamant und 10−3
K−1 fu¨r organische Flu¨ssigkeiten. Auf die thermische Dehnung von Festko¨rpern












ist mit αp und κT u¨ber die fundamentale Beziehung [Bar95]
αp = κT γV p . (4.136)
verknu¨pft. Bei idealen Gasen gilt αp = γV = 1/T und κT = 1/p.
4.3.11.9 Die Druckabha¨ngigkeit des Molvolumens in kondensierten Phasen
Fu¨r ein ideales Gas gilt VM = RT/p. Die Druckabha¨ngigkeit der thermodynamischen
Gro¨ßen sollte natu¨rlicherweise aus der ”bekannten“ Gibbsenergie bei Umgebungs-druck (SATP) und mit der Druckabha¨ngigkeit des Molvolumens VM(p, T ) aus
G(T, p) = G(T, p0) +
∫ p
p0
VM(p′, T )dp′ (4.137)
berechnet werden. Die dazu notwendige ”Kompatibilita¨t“ von G(T, p0) und der ver-wendeten Zustandsgleichung [And95] fu¨hrt zu Schwierigkeiten, die zur Zeit eine ge-
naue experimentelle U¨berpru¨fung im Einzelfall erforderlich machen [BMS07]. Oft
wird fu¨r die Druckabha¨ngigkeit der Gibb’schen freien Enthalpie einfach der Term
VM · (p− p0) addiert.
4.3.11.10 Oberfla¨chenspannung und Kontaktwinkel
Die A¨nderung der Helmholtzschen freien Energie F mit der Grenzfla¨che wird als














Charakteristische Werte von γ fu¨r Flu¨ssigkeiten liegen in der Gro¨ßenordnung von
0.01 N/m. Wasser liegt bei 0.073 (20°C) und 0.059 N/m (100°C17), Quecksilber bei




17Die Oberfla¨chenspannung verschwindet erst am kritischen Punkt, nicht am jeweiligen Siede-
punkt, fu¨r die Temperaturabha¨ngigkeit kann die Eo¨tvo¨s’sche Regel [Eo¨t86] oder die Katayama-
Guggenheim Gleichung verwendet werden.
128
4.3 Thermodynamik
Der Winkel θw, den ein Flu¨ssigkeitstropfen auf der Oberfla¨che eines Feststoffes zu
dieser Oberfla¨che bildet wird als Kontakt-, Rand- oder Benetzungswinkel bezeichnet.
Ist θw bekannt, so kann γ zum Beispiel mittels der Steigho¨he h in einer Kapillare
bestimmt werden:
γ = h ρ g di4 cos θw
(4.140)
Dabei ist di der Innendurchmesser der Kapillare und ρ die Dichte der Flu¨ssigkeit. Ge-
messen wird θw als Eigenschaft einer spezifischen Phasenkombination (fest-flu¨ssig).
Die freie Energie der (inneren) Oberfla¨chen – deren messbare Auspra¨gung die
Oberfla¨chenspannung ist – beeinflusst auch die real auftretenden Phasengleichge-
wichte [HA02]. Fu¨r Legierungen spielt auch der Einfluss der Legierungselemente auf
die Gaslo¨slichkeit eine Rolle [RP93, SMD05]. Bei Stahlschmelzen sind der gelo¨ste
Schwefel und Sauerstoff zu beru¨cksichtigen, insbesondere da der Temperaturkoeffi-
zient dγ/dT in Abha¨ngigkeit vom Schwefelgehalt sein Vorzeichen wechselt. Damit
ergibt sich die in der Schweißtechnik bekannte Richtungsumkehr der Marangoni-
Konvektion (siehe beispielsweise [KG92] und das dort angegebene Schrifttum).
4.3.12 Diagramme in der Thermodynamik
Selbst in einfachen Systemen beinhalten die thermodynamischen Gleichgewichte als
Funktion von Zusammensetzung und Temperatur eine Vielzahl von Phasen. Die
Untersuchung thermodynamischer Gleichgewichte basierte daher lange Zeit auf den
entsprechenden grafischen Darstellungen. Diese Phasendiagramme dokumentierten
sowohl die experimentellen Ergebnisse als auch die erwarteten Gleichgewichte in
den jeweils nicht zuga¨nglichen Parameterbereichen. Es ist daher fu¨r den Prozessmo-
dellierer wichtig, die in der Literatur am ha¨ufigsten verwendeten Darstellungen zu
kennen.
Zudem lassen sich die in der Hochtemperaturverfahrenstechnik verwendeten ther-
modynamischen Softwaresysteme (wie beispielsweise FactSage, PanDat oder Ther-
mocalc) beziehungsweise deren Datenbanken leicht an Hand von Diagrammen be-
urteilen. Auch online ko¨nnen die verfu¨gbaren Diagramme recherchiert werden (bei-
spielsweise von CRCT/GTT) oder es ko¨nnen fu¨r einfache Systeme Diagramme mit
den zugeho¨rigen Schliffbildern aufgerufen werden (zum Beispiel DoITPoMS). Die

































Abbildung 4.8: Das Eisen-Kohlenstoff-Diagramm [Wikipedia].
Schon das bekannteste bina¨re Phasendiagramm, das in Abbildung 4.8 dargestell-
te Eisen-Kohlenstoff-Diagramm, zeigt bereits einige der in der Realita¨t auftretenden
Pha¨nomene. Die Linien trennen dabei zuna¨chst die Gebiete, in denen die jeweils
angegebenen Phasen auftreten. Sie werden aus den Zero-Phase-Fraction-Linien zu-
sammengesetzt, an deren Außenseite eine spezifische Phase jeweils nicht mehr auf-
tritt. Von besonderer Bedeutung sind dabei diejenigen Linien an denen auch ein neu-
er Aggregatzustand auftaucht (homogene und heterogene Gebiete). Eine isotherme
Hilfslinie, die zwei im Gleichgewicht stehende Phasen miteinander verbindet bezeich-
net man als Konode (tie line), sie hilft bei der Analyse von Erstarrungsvorga¨ngen.
Wie in den Lehrbu¨chern [Pre82, Cal13] erkla¨rt, werden noch Liquiduslinien, (retro-
grade) Soliduslinien und Solvuslinien verwendet. Es treten Mischungslu¨cken auf und
Dreiphasengleichgewichte vom eutektikischen18 oder peritektischen Typ auf. Verbin-
dungen werden als kongruent und inkongruent (sich zersetzend) bezeichnet, Mi-
schungslu¨cken fu¨hren zu Mono- und Dystektika. Es treten Allotropien und (ma-
gnetische) Ordnungsumwandlungen auf. Zusa¨tzlich ko¨nnen Informationen u¨ber die
Grenzen zwischen metastabilen und instabilen Bereichen (spinodale Kurven) in die
Diagramme aufgenommen werden. Es lassen sich Auflo¨sungs- und Bildungsreaktio-
nen identifizieren.
18Ohne Beteiligung einer flu¨ssigen Phase als eutektoid bezeichnet.
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In Phasendiagrammen werden sowohl intensive als auch extensive thermodyna-
mische Gro¨ßen gegeneinander aufgetragen. Die Auftragung T u¨ber w% ist lediglich
der ha¨ufigste Typ. Die gute Lesbarkeit der bina¨ren Diagramme la¨sst es mit heutiger
Technologie sinnvoll erscheinen, zusa¨tzliche Abha¨ngigkeiten u¨ber Animationen in
einer grafischen Benutzeroberfla¨che (slider widgets) hinzuzufu¨gen.
4.3.12.3 Terna¨re Phasendiagramme
Abbildung 4.9: Liquidusfla¨chen der vier terna¨ren Subsysteme des CaO −MnO −
SiO2 − Al2O3 Systems (berechnet, [KJD+04], T -Angaben in °C).
Dreistoffsysteme oder, wie in Abbildung 4.9 dargestellt, Quasi-Dreistoffsysteme
lassen sich in Form von gleichseitigen Dreiecksdiagrammen darstellen. Diese sind
zuna¨chst isotherme Schnitte einer Darstellung im Raum – in der Tat wurden fru¨her
volumino¨se Drahtmodelle erstellt. Dabei werden oft zusa¨tzlich die Liquidusisother-
men eingezeichnet. Um Erstarrungspfade zu erkennen werden wieder die Konoden
als Hilfslinien verwendet.
Systeme mit mehr als 3 Komponenten lassen sich nicht mehr ohne weiteres vi-
sualisieren. Eine isotherme oder gar polytherme Tetraederdarstellung ist nur noch
schwer zuga¨nglich. In der Regel wird mit parametrierten 2-dimensionalen Darstel-
lungen gearbeitet. Ist lediglich der Erstarrungspfad von Interesse (Legierungen), so
wird dieser bei fester Legierungszusammensetzung als Funktion der Temperatur im




Abbildung 4.10: Stabile Phasen im System Eisen-Sauerstoff(-Kohlenstoff) in der 1/T
u¨ber log(pCO2/pCO) Auftragung, aus [DG46].
Chemische Reaktionen ko¨nnen in Abha¨ngigkeit von den thermodynamischen Be-
dingungen nicht (nur Edukte), teilweise oder vollsta¨ndig (nur Produkte) ablau-
fen. Diese thermodynamischen Gleichgewichte werden in Stabilita¨ts- oder Predo-
minance-Diagrammen dargestellt. Ein Beispiel ist die in Abbildung 4.10 dargestell-
te Oxidation von Eisen. Eine Vereinfachung der Stabilita¨tsdiagramme ergibt sich,
indem beispielsweise nur die Trennlinie zwischen Oxid und Metall aufgetragen wird.
Ebenfalls bedeutsam sind die Ellingham-Richardson-Jeffes Diagramme (Abbil-
dung 4.11), wie sie zuerst von Ellingham [Ell44] und dann von Richardson und
Jeffes [RJ48] publiziert wurden. Eine interaktive Einfu¨hrung stellt die University of
Cambridge zur Verfu¨gung.
4.3.12.5 Pourbaix- und Ha¨ggdiagramme
In der Elektrochemie und bei der Untersuchung von Korrosion in wa¨ssrigen Systemen
wird das mit Hilfe der Nernst-Gleichung












ermittelte Potential u¨ber dem pH-Wert aufgetragen (sofern nicht anders angegeben
fu¨r 25°C und 1 Mol/l, siehe Beispiel in Abbildung 4.12). Auch hier sei auf eine
interaktive Einfu¨hrung der University of Cambridge hingewiesen.
Eine Darstellung der auftretenden Konzentrationen u¨ber dem pH-Wert wird als
Ha¨gg-Diagramm bezeichnet.
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Abbildung 4.12: Pourbaix Diagram fu¨r Eisen bei 25°C [Wikipedia].
4.3.12.6 Zeit-Temperatur-Umwandlungsschaubild
In Festko¨rpern ist der Weg zum thermodynamischen Gleichgewicht in der Regel
durch langsame Transportprozesse (Diffusion) stark gehemmt. Zur Darstellung der
in der Realita¨t stattfindenden Umwandlungen bei der Abku¨hlung dienen die Zeit-
Temperatur-Umwandlungsschaubilder (ZTU oder TTT19). Sie spielen bei Schweiß-
prozessen [SMS92] und der gezielten Eigenschaftsa¨nderung durch definierte Ab-
ku¨hlprozesse [AARH10] eine wichtige Rolle. Ein Beispiel findet sich in Abbildung
4.13. Einfachere ZTU-Schaubilder lassen sich durchaus mit Hilfe thermodynamischer
U¨berlegungen berechnen [Bha82], es wird jedoch in der Regel auf entsprechende
Sammlungen [USS51, Atk80, SMS92] und Softwaresysteme [Som12] zuru¨ckgegriffen.
19Time-Temperature-Transformation (TTT) diagram.
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Abbildung 4.13: Isothermes ZTU-Schaubild fu¨r einen AISI-4140 Stahl (a¨hnlich




4.3.13 Thermodynamik der irreversiblen Prozesse
Die Darstellungen der Gleichgewichtsthermodynamik (Thermostatik) und der re-
versiblen Prozesse stellen nicht immer eine kompakte und selbst-konsistente Theorie
dar. Im Bereich der Thermodynamik der irreversiblen Prozesse, das heißt außerhalb
des thermodynamischen Gleichgewichtes, ist man ebenfalls von einer allgemein ak-
zeptierten Darstellung entfernt [Mus07]. Dies liegt allerdings in der Natur der Sache,
lassen sich doch die komplexesten adaptiven Prozesse – bis hin zur Biologie – diesem
Fachgebiet zuordnen. Die Darstellung in diesem Abschnitt entstammt der physika-
lischen Grundausbildung [Sim87] und soll in Zukunft als theoretischer Unterbau fu¨r
Modelle zur Gewinnung von experimentell u¨berpru¨fbaren Vorhersagen genutzt wer-
den. Die irreversible Thermodynamik bildet auch die Grundlage der in Abschnitt
4.4 diskutierten Kontinuumsmechanik.
Quantita¨tsgro¨ßen E, das heißt extensive Zustandsgro¨ßen (S, V, U, . . .) lassen sich
auf die Masse beziehen und es ergeben sich spezifische Gro¨ßen  mit
E =
∫∫∫
ρ  dV (4.143)
Den spezifischen Gro¨ßen lassen sich entsprechende Dichtestro¨me ~Φ und Erzeugungs-




(ρ ) + ~∇ ·~Φ = σ (4.144)






~Φ − ρ ~v
)
+ σ (4.145)





+ ~v · ~∇  . (4.146)




+ ~∇ · (ρ~v) = 0 . (4.147)
Entspricht  den Molenbru¨chen γi = ρi/ρ, so ergibt sich mit den Partialdichten




γi ~vi . (4.148)
Damit ergeben sich die Diffusionsstromdichten zu
~Ji = ρi · (~vi − ~v) . (4.149)
Die Produktionsraten seien Γi und es gilt∑
i
Γi = 0 und
∑
i
~Ji = 0 . (4.150)
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Dementsprechend ergeben sich die Bilanzgleichungen im Euler-
∂ρi
∂t





γi = −~∇ · ~Ji + Γi . (4.152)

































~Jj = 0 sowie
n∑
j=1
~Γj = 0 . (4.156)
Die Entropieproduktion σs wird in der Na¨he des Gleichgewichtes in der Regel u¨ber
einen linearen Ansatz beschrieben, siehe Abschnitt 4.3.13.2. In der Praxis unver-
meidliche irreversible Prozesse fu¨hren zu A¨nderungen der Entropie dS. Diese ko¨nnen
durch thermodynamische Flu¨sse dX und deren Triebkra¨fte F beschrieben werden:
dS = F dX . (4.157)







dX = dQ (4.159)




Fk dXk ≥ 0 (4.160)
Ein isoliertes System a¨ndert die Entropie der Umgebung nicht (dSex = 0), ein ge-




= dU + p dV
dT
und dSint ≥ 0 . (4.161)
Ein offenes System tauscht schließlich auch Materie mit der Umgebung aus:
dSex =
dU + p dV
dT
+ dSMaterie und dSint ≥ 0 (4.162)
Die Entropie und die Richtung der Zeitachse haben in der Natur fundamentale
Bedeutung. Irreversible Prozesse spielen eine grundlegende konstruktive Rolle, oh-
ne sie ga¨be es kein Leben. Irreversible Prozesse ko¨nnen sowohl Unordnung, zum
Beispiel Wa¨rme, als auch Ordnung, zum Beispiel die Trennung von Komponenten,
bewirken. Fernab vom Gleichgewicht ko¨nnen Fluktuationen wachsen und emergente
neue dissipative Strukturen herausbilden.
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4.3.13.1 Lokales thermodynamisches Gleichgewicht
Da schon wenige Elementarprozesse auf molekularer Ebene ausreichen um lokal eine
Temperatur zu definieren, ist die Annahme eines lokalen thermodynamischen Gleich-
gewichtes (LTG20) bei Hochtemperaturprozessen oft gut erfu¨llt [Dra69]. Somit la¨sst
sich ein System durch lokale, das heißt orts- und zeitabha¨ngige intensive Zustands-
gro¨ßen, zum Beispiel die Temperatur T (~r, t) und extensiven Zustandsgro¨ßen in Form
von Dichten, zum Beispiel s(~r, t), beschreiben. Dieses Konzept wurde zuerst in der
Astrophysik verwendet [LJ36], ist jedoch seit den 1950er Jahren auch in anderen
Bereichen bekannt (siehe zum Beispiel [Wes57] und [Wen00]).
4.3.13.2 Das lineare Regime
In der Na¨he des Gleichgewichtszustandes la¨sst sich die Nichtgleichgewichtsthermo-
dynamik durch lineare Beziehungen zwischen den thermodynamischen Flu¨ssen Jk






gelten und die Flu¨sse lassen sich mit Hilfe der pha¨nomenologischen Koeffizienten





Nach dem Prinzip der detaillierten Bilanz oder der mikroskopischen Reversibilita¨t
[Cas45] gelten die Onsager-Casimir’schen Reziprozita¨tsbeziehungen [Ons31a, Ons31b]
Lki = Lik, (4.165)
die auch experimentell u¨berpru¨ft wurden [Mil60]. Die pha¨nomenologischen Koeffi-
zienten lassen sich aus den chemischen Potentialen und den entsprechenden Trans-
portkoeffizienten wie zum Beispiel
• den Diffusionskoeffizienten,
• der Temperaturleitfa¨higkeit,
• dem spezifischen elektrischen Widerstand,
• dem Seebeck-Koeffizienten und
• dem Peltier-Koeffizienten
berechnen (siehe zum Beispiel [KP98, Teil IV]). Fu¨r Details und Anwendungsbei-
spiele sei auf die Literatur verwiesen [DS01, DS04, KBJG10].
4.3.13.3 Chemische Reaktionskinetik
Viele Prozesse der Hochtemperaturverfahrenstechnik beinhalten oder bezwecken ei-
ne Stoffumsetzung. Aus den Gleichgewichtszusta¨nden ergeben sich die Richtungen,
in die die thermodynamischen Triebkra¨fte wirken, die energetischen Einschra¨nkungen
20local thermodynamic equilibrium (LTE).
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und Daten zu mo¨glichen Begleitreaktionen. Fu¨r die Umsetzung mit endlichem Auf-
wand an Anlagentechnik und Zeit ist die beobachtete effektive Reaktionskinetik (Ma-
krokinetik) von entscheidender Bedeutung. Dieser Reaktor spezifische Vorgang wird
oft nicht von den Geschwindigkeiten der ablaufenden Reaktionen, der physikalischen
Reaktionskinetik (Mikrokinetik) bestimmt, sondern von den Stofftransportprozessen.
Entscheidend ist daher weniger eine (komplexe) auf den mikroskopisch ablaufenden
physikalischen Prozessen basierende Modellierung [HTB90], als eine ingenieurma¨ßige
Beschreibung, wie sie in Abschnitt 5.6 zusammengefasst wird.
Mit Hilfe der irreversiblen Thermodynamik ist jedoch – insbesondere im linearen
Regime – eine gekoppelte Betrachtung aller Transport und Umwandlungsprozesse
(Energie und Stoff) mo¨glich. Sie stellt prinzipiell ein wichtiges Werkzeug zur physi-
kalischen Optimierung von Prozessen dar [KBJG10].
4.3.13.4 Wa¨rmeleitung
Betrachten wir ein Temperaturfeld T (~r, t), so wird unter Wa¨rmeleitung im Allge-
meinen das erste




(ρh) = ~∇ ·~qT (4.167)




T = a · 4T (4.168)




formuliert wird [Fou22, Lie11], wobei dann λ und cp nicht von der Temperatur
abha¨ngen du¨rfen.
Es handelt dabei um einen Spezialfall einer Energiebilanz (siehe auch Gleichung
4.199), wobei ~qT den messbaren Wa¨rmestrom darstellt, der nur in Abwesenheit von
(konvektivem) Stofftransport mit dem Gesamtwa¨rmestrom der irreversiblen Ther-
modynamik u¨bereinstimmt.
In der Hochtemperaturverfahrenstechnik sind oft auch konvektive Energiestro¨me
und Phasenu¨bergange zu beru¨cksichtigen. Das Problem der beweglichen Phasengren-
ze wird dabei als Stefan-Problem betrachtet [Ste90, Fri68], welches in Spezialfa¨llen
analytisch [Han81] und ansonsten numerisch [VST90, Vol96, JP03] gelo¨st werden
kann.
4.3.13.5 Diffusion
Analog zu den Fourier’schen Gesetzen, fu¨hren Konzentrationsgradienten zu Teil-
chenstro¨men. Der lineare Zusammenhang zwischen der Teilchenstromdichte J und




Abbildung 4.14: Diffusionskoeffizienten als Funktion der Temperatur, nach Daten
von [GT04] aus [CR12].
dem Konzentrationsgradienten wird als 1.Fick’sches Gesetz bezeichnet:
~J = −D ~∇ c (4.170)
Der Diffusionskoeffizient D22 zeigt dabei eine thermische Aktivierung (siehe Abbil-
dung 4.14). Der entsprechende zeitabha¨ngige Vorgang wird u¨ber eine parabolische




c = ~∇ ·(D ~∇ c) . (4.171)
Die eindimensionale Diffusionsgleichung la¨sst sich nach Boltzmann durch Einfu¨hrung
von ξ = x/(2
√
t) in eine gewo¨hnliche Differentialgleichung transformieren. Bei der
Berechnung des Diffusionskoeffizienten aus den gemessenen Konzentrationsverla¨ufen
wird die Bezugsebene u¨ber die Konzentrationsverla¨ufe selbst definiert (Matano-
Ebene, [Mat33]).
In Festko¨rpern erfolgt die Diffusion u¨ber Leerstellen, was durch die Volumen-
a¨nderungen der beteiligten Phasen und entsprechende Poren nachgewiesen wurde
(Kirkendall-Effekt). Entsprechend ist die Diffusion an Korngrenzen oft um Gro¨ßen-
ordnungen intensiver als im Gitter und immer noch wesentlich kleiner als die Ober-
fla¨chendiffusion.
22In anisotropen Festko¨rpern ist hier der Diffusions-Tensor einzusetzen.
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Diese klassische Diffusion steht in enger Beziehung zur irreversiblen Thermody-
namik mit dem Gradienten des chemischen Potentials als thermodynamische Trieb-
kraft. Dabei wird ein thermodynamischer Faktor fu¨r den Stofftransport eingefu¨hrt
(siehe beispielsweise [Vig66] fu¨r bina¨re Lo¨sungen). Stoff- und Energietransport sind
miteinander verknu¨pft und fu¨r mehrkomponentige Systeme wird der Ansatz von
Maxwell und Stefan verwendet (fu¨r eine Einfu¨hrung siehe [KW97]).
4.3.13.6 Kreuzeffekte
Zwischen den thermodynamischen Kra¨ften und Flu¨ssen existieren auch Kreuzeffekte:
• Temperaturdifferenz ⇒ Elektrische Spannung (Seebeck-Effekt).
• Elektrische Spannung ⇒ Temperaturdifferenz (Peltier-Effekt).
• Temperaturdifferenz ⇒ Stoffstrom (Ludwig-Soret-Effekt,
Thermodiffusion oder Thermophorese).
• Konzentrationsgradient⇒Wa¨rmestrom (Diffusionsthermo- oder Dufour-Effekt).
• Elektrischer Strom im Temperaturgradienten (Thomson-Effekt)
• Magnetfeld ⇒ Wa¨rmestrom (Ettingshausen-Nernst-Effekt).
• Elektrische Spannung ⇒ Druckdifferenz (Elektroosmose).
• Stoffstrom ⇒ Stromfluss/Spannung (Elektrokinetik23).
Im linearen Regime gelten die Onsagerschen Reziprozita¨tsbeziehungen [Ons31a,
Ons31b], dass heißt die Kreuzkoeffizienten sind gleich groß.
Wa¨hrend lange Zeit nur der Seebeck-Effekt praktisch genutzt wurde (Tempera-
turmessung mit Hilfe von Thermoelementen), werden zur Zeit wieder Materialien
gesucht, in denen einer der genannten Effekte so ausgepra¨gt ist, das eine praktische
Nutzung in Frage kommt.
4.3.13.7 Extremalprinzipien
Auch fu¨r offene und andere Systeme, die sich nicht im thermodynamischen Gleichge-
wicht befinden, lassen sich aus dem 2.Hauptsatz Extremalprinzipien ableiten. Wird
zwischen zwei Phasen unterschiedlicher Temperatur Energie und Materie ausge-
tauscht, so gilt nach Prigogine [Pri67]:
Im linearen Regime ist im stationa¨ren Zustand die Entropieproduktion minimal.
Das Prinzip der maximalen Entropieproduktion (MEPP, [Zie63, MS06]) besagt,
das ein Nichtgleichgewichtssystem sich unter gegebenen Randbedingungen so entwi-
ckelt, das die Entropieproduktion σS maximal ist. Dies kann als Erweiterung oder
als Folge des 2.Hauptsatzes gesehen werden. Die Aussage wiederspricht auch nicht
dem von Prigogine fu¨r bestimmte Vorraussetzungen abgeleiteten Prinzip minimaler
Entropieproduktion im stationa¨ren Zustand. Fu¨r eine weitere Diskussion und die




4.3.13.8 Erweiterte irreversible Thermodynamik
Auch wenn aktuell versucht wird, die irreversible Thermodynamik fu¨r die mo¨glichen
Anwender, und damit auch fu¨r die Prozessmodellierung, nutzbar zu machen [KRE04],
so finden die Formalismen bisher nur selten eine technische Anwendung. In der Regel
nutzen heuristische Modelle lediglich das Konzept des lokalen thermodynamischen
Gleichgewichts. Treten jedoch hohe Gradienten (zum Beispiel bei Schockwellen) auf,
so existiert eine Erweiterung, die auch diese beru¨cksichtigt, die erweiterte (exten-
ded) irreversible Thermodynamik [JCVL10]. In der Plasmaphysik kommen noch
Erweiterungen der Temperaturdefinition [KM67, CVJ03] hinzu, oder die Kontinu-
umsmodelle mu¨ssen ganz (Boltzmann) oder teilweise (Langevin) zugunsten einer
Behandlung mit Hilfe der kinetischen Gastheorie aufgegeben werden.
4.3.14 Prozesse mit Phasenu¨berga¨ngen
Wenn sich ein System in qualitativ unterschiedlichen Makrozusta¨nden befinden
kann, so bezeichnet man den U¨bergang zwischen diesen Zusta¨nden als Phasen-
u¨bergang. Phasenu¨berga¨nge treten auch als emergente Pha¨nomene in Nicht-Gleich-
gewichtssystemen auf (siehe zum Beispiel [Sch72, Hak83, Leb07]) und bilden als
U¨bergang zwischen thermodynamisch stabilen Phasen ein zentrales Thema der Ma-
terialforschung. Die Kinetik von Phasenu¨berga¨ngen la¨sst sich mit der Phasenfeldme-
thode beschreiben [PF90]. Eine Einfu¨hrung in das Thema Phasenu¨berga¨nge bietet
zum Beispiel [GK80], im Folgenden werden lediglich einige wesentliche Eigenschaften
von Phasenu¨berga¨ngen repetiert.
4.3.14.1 Phasenu¨berga¨nge erster Ordnung
Qualitative Struktura¨nderungen haben oft signifikante Auswirkungen auf die ther-
modynamischen Zustandsvariablen. Wenn die extensiven Zustandsvariablen (zum
Beispiel S, V,H) sich diskontinuierlich (Sprung) a¨ndern, die spezifische Wa¨rme einen
ausgepra¨gten Pol aufweist und das chemische Potential einen Knick, so wird von ei-
nem Phasenu¨bergang erster Ordnung gesprochen. Neben der Temperatur kommen
als Kontrollparameter auch Magnetfelder in Frage. Beispiele sind Phasenu¨berga¨nge
mit A¨nderung des Aggregatzustandes, aber auch die Supraleitung oder das Auftre-
ten smektischer Phasen in Flu¨ssigkristallen [HLM74].
4.3.14.2 Phasenu¨berga¨nge zweiter Ordnung
Bei einem Phasenu¨bergang zweiter Ordnung a¨ndern sich die extensiven Zustandsva-
riablen (zum Beispiel S, V,H) kontinuierlich (stetig). Die spezifische Wa¨rme macht
einen Sprung. Phasenu¨berga¨nge zweiter Ordnung finden sich auch in Systemen fern-
ab vom thermodynamischen Gleichgewicht, zum Beispiel beim LASER [GH70]. Ein
weiteres Beispiel sind Hochtemperatursupraleiter [FP87].
4.3.14.3 Der kritische Punkt
Phasenu¨berga¨nge sind durch qualitativ zu unterscheidende Phasen gekennzeichnet.
Oberhalb eines kritischen Druckes pc und einer kritischen Temperatur Tc, dem kriti-
schen Punkt, verschwindet beispielsweise die Unterscheidungsmo¨glichkeit zwischen
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flu¨ssig und gasfo¨rmig. Das Verhalten der thermodynamischen Variablen in der Na¨he
dieses Punktes wurde bereits von Landau theoretisch untersucht und spa¨ter mittels
der Renormierungs-Gruppen-Theorie gut beschrieben (siehe zum Beispiel [Wil83]).
Daten u¨ber den kritischen Punkt eines Stoffes sind von besonderer Bedeutung, da
so zum Beispiel u¨ber das Gesetz der korrespondierenden Zusta¨nde (siehe Abschnitt
4.3.7) eine Zustandsgleichung ermittelt werden kann.
4.3.14.4 Der Dampfdruck
Der Druck (in bar) einer Substanz ` in der Gasphase u¨ber derselben Substanz in der

















Die gemessenen Dampfdru¨cke werden logarithmisch aufgetragen, um
∆G0,sv` ≈ ∆H0,sv` − T ·∆S0,sv` (4.174)
und
∆G0,lv` ≈ ∆H0,lv` − T ·∆S0,lv` (4.175)
zu bestimmen.
4.3.14.5 Erstarrungsprozesse
Die Erstarrung geho¨rt zu den Phasenumwandlungen mit der gro¨ßten wirtschaftlich-
technischen Bedeutung. Aus der Vielzahl von Lehr- und Fachbu¨chern zu diesem
Thema seien hier nur einige aktuelle Werke genannt [KF92, DR09, Gli11].
Erstarrungsprozesse dienen der Urformung von Werkstu¨cken und Halbzeugen und
werden bei Metallen als Gießprozesse bezeichnet. Entstehen dabei endabmessungs-
nahe Produkte so fa¨llt der Prozess in das Fachgebiet der Giessereitechnik [Ste09].
Ansonsten werden auch kontinuierliche Prozesse eingesetzt. Diese wurden, nicht nur
bei der Stahlherstellung [BCE+03], auch unter dem Aspekt der Prozessmodellierung
bereits na¨her untersucht [Boe97, Ode04]. In Kapitel 7 wird zum Beispiel der Prozess
der Strangschalenbildung beim Stranggießen behandelt.
Die Thermodynamik liefert mit den Gibbsenergien der entstehenden Phasen wich-
tige Daten zur Modellierung von Erstarrungsprozessen. Oft ermo¨glichen einfache
Gleichgewichtsrechnungen und Scheil-Gulliver-Erstarrungsmodelle [Sch42, Koz00]
erste Abscha¨tzungen. Die bei Erstarrungsprozessen auftretenden geometrischen In-
stabilita¨ten (zum Beispiel bei der dendritischen Erstarrung) ko¨nnen mittels der Pha-
senfeld Methode beschrieben werden [KR98, OS09], wobei entsprechende Softwa-
resysteme fu¨r die Ankopplung an thermodynamische Datenbanken sorgen [Ste00,
SBE+10]. Metallschmelzen erstarren unterhalb der Schmelztemperatur nicht sofort





Bei Aufschmelzprozessen sind die Details von geringerem wirtschaftlichen Interes-
se. Die theoretische Beschreibung bescha¨ftigt sich mit der Wa¨rmeleitung im festen
Anteil und dem Wa¨rmeu¨bergang zur umgebenden Schmelze [Lan50, JM66]. In prak-
tisch bedeutsamen Fa¨llen spielt auch die Diffusion eine Rolle (Diffusionschmelzen)
und die Aufschmelzkinetik wird von den (oft unbekannten) geometrischen Randbe-
dingungen und Stro¨mungsverha¨ltnissen dominiert. Hier liefert Kapitel 9 ein Beispiel.
4.3.15 Fazit und kritische Diskussion der Thermodynamik
Das Ziel jeder Darstellung der Thermodynamik ist ein u¨bersichtlicher Formalismus
mit einer mo¨glichst kleinen Zahl von einheitlichen und wohldefinierten Gro¨ßen. Dem
steht eine große Menge von beobachteten Pha¨nomenen entgegen. Um Daten aus der
Literatur zu nutzen sind auch historisch gewachsene Begriffe erforderlich.
Die irreversible Thermodynamik als ebenso grundlegende wie konstruktivistisch
schwer nutzbare Theorie unserer makroskopischen Welt erfordert experimentelle
Daten, die oft nicht verfu¨gbar sind und nicht ohne weiteres aus einer mikrosko-
pischen Theorie abgeleitet werden ko¨nnen. Eine numerische Konstruktion aller sich
aus den Grundgleichungen ergebenden komplexen Pha¨nomene ist im u¨brigen kaum
durchfu¨hrbar. Die Ableitung von Transportkoeffizienten erfordert selbst bei der Be-
schra¨nkung auf die Gaskinetik immer noch Wirkungsquerschnitte, die nicht ohne
weiteres ab initio zu berechnen sind. Auch dort liefert erst eine Kombination von
Theorie [HCB64] und Messwerten die beno¨tigten makroskopischen Transportkoef-
fizienten (siehe zum Beispiel [Wen00]). Ist eine derartige Beschreibung fu¨r Stoff-
umsetzungspha¨nomene nicht zielfu¨hrend, so sind die in Kapitel 5 behandelten inge-
nieurma¨ßigen Modellierungen vorzuziehen.
Die Gleichgewichtsthermodynamik wird erfolgreich angewendet und ist auch Grund-
lage der Ingenieurwissenschaften. In der Praxis hat man es mit vielkomponentigen
Systemen zu tun. Die Grundlagenforschung lieferte hingegen bisher nur fu¨r bina¨re
und einige wenige terna¨re Systeme vollsta¨ndige Daten. Diese Problematik ungenau-
er Daten (in der Regel Gibbs’sche freie Enthalpien) wird in der Praxis nicht immer
beru¨cksichtigt, wenn die beno¨tigten Daten mittels kommerzieller Datenbanksysteme
gewonnen werden. Diese Systeme legen ihre Datenbasis nicht vollsta¨ndig offen und
machen keine spezifischen Angaben zur Genauigkeit der Berechnungen.
Da es sich um aufwendig zu messende Daten in einem sehr hoch dimensiona-
len Parameterraum handelt, ist es zuna¨chst Aufgabe der Anwender thermodyna-
mischer Datenbanksysteme, die relevanten Parameterunterra¨ume zu identifizieren.
Dann bleibt es Aufgabe der Forschung, dort wissenschaftliche Messungen vorzu-
nehmen, die sich dem wissenschaftlichen Qualita¨tssicherungsprozess (peer review)
unterziehen sollten.
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4.4 Kontinuumsmechanik
Die Kontinuumsmechanik stellt physikalisch gesehen eine Feldtheorie dar. Es werden
nicht Einzelteilchen sondern ein mit einem dehnbaren Medium ausgefu¨llter Raum
betrachtet. Im Bezug auf die Realita¨t besteht eine Na¨herung darin, das die einzelnen
Raumelemente als mathematisch infinitesimal und gleichzeitig als noch genu¨gend
Teilchen enthaltend (Kontinuum) betrachtet werden. Durch die begrenzte Gro¨ße der
Volumenelemente bei der numerischen Lo¨sung der Feldgleichungen stellt das jedoch
kein wirkliches Problem dar. Bereits 1011 Teilchen bilden ein klassisches thermody-
namisches System und beno¨tigen einen Wu¨rfel von 1 (kondensiert) bis 10 (gas) µm
Kantenla¨nge. Selbst theoretisch du¨rften Abweichungen somit erst in den Grenzbe-
reichen der Mikrofluidik24 auftreten.
Zuna¨chst einmal muss man sich daru¨ber klar werden, das sich die Kontinuumsme-
chanik in zwei unterschiedliche Teilgebiete aufteilt: In die Festko¨rpermechanik und
die Stro¨mungslehre beziehungsweise Fluiddynamik. Letztere wiederum wird nach
der Bedeutung der Kompressibilita¨t in Hydrodynamik und Aerodynamik aufgeteilt.
Fluide, das heißt Flu¨ssigkeiten, Gase und Plasmen besitzen keine Fernordnung
und zwei urspru¨nglich nah beieinander liegende Punkte ko¨nnen sich innerhalb kurzer
Zeitra¨ume weit voneinander entfernen. Dahingegen ist bei Festko¨rpern die histori-
sche Entwicklung im Bezug auf Umformung und Temperatur von großer Bedeutung
– anfa¨ngliche Korrelationen verschwinden nicht unbedingt. Wa¨hrend Festko¨rper oft
durch die Na¨herung kleiner Verschiebungen mit linearen Modellen beschrieben wer-
den ko¨nnen (siehe zum Beispiel die Elastizita¨tstheorie in Abschnitt 4.4.9) ist das
Verhalten von Fluiden in der Regel chaotisch und nichtlinear. Mit der Navier-Stokes
Gleichung (Abschnitt 4.4.3.3) und deren na¨herungsweiser numerischer Lo¨sung steht
jedoch ein zuverla¨ssiges mathematisches Modell fu¨r eine große Zahl von Stro¨mungs-
pha¨nomenen zur Verfu¨gung.
Festko¨rpermechanik und Fluidmechanik verwenden durchaus unterschiedliche Be-
schreibungsweisen und Nomenklaturen, die den fundamentalen Unterschieden beider
Zusta¨nde angepasst sind (Euler- und Lagrange-Bild). Die bei Erstarrungsprozessen
auftretenden mechanischen Pha¨nomene, das heißt die den Phasenu¨bergang flu¨ssig-
fest begleitenden Schrumpfungen und daraus resultierenden Spannungszusta¨nde im
erstarrten Material, sind aus diesem Grund besonders schwierig zu beschreiben.
Wa¨hrend das Verhalten im festen Zustand von der Materialgeschichte (bezu¨glich
Umformung und Temperaturfu¨hrung) abha¨ngt (Materialgeda¨chtnis), verliert das
Material im flu¨ssigen Zustand jede Erinnerung. Die Grundgleichungen der folgenden
Abschnitte finden sich so oder in a¨quivalenter Form in eigenen Arbeiten [Wen00]
und der Literatur, wie beispielsweise [RBD03]. Bei der Verwendung von CFD- und
FEM-Softwarepaketen sollte darauf geachtet werden, das der entsprechende Code
auch wirklich die jeweils gewu¨nschten Gleichungen lo¨st, was natu¨rlicherweise nur
mit viel Vertrauen in den Software-Lieferanten oder (in open-source-Umgebungen)
mit viel Erfahrung in der Numerik mo¨glich ist.
24Die real in der Mikrofluidik auftretenden Unterschiede zum makroskopischen Verhalten beruhen
auf den kleinen Reynolds- und Bond-Zahlen.
146
4.4 Kontinuumsmechanik
4.4.1 Erhaltung der Masse
Nichts wird bei den Operationen ku¨nstlicher oder natu¨rlicher Art ge-
schaffen, und es kann als Axiom angesehen werden, dass bei jeder Opera-
tion eine gleiche Quantita¨t Materie vor und nach der Operation existiert.
Antoine Laurent de Lavoisier am 1.11.1772
Die Massendichte ρ(~r, t) [kg/m3] und das Geschwindigkeitsfeld ~v(~r, t) [m/s] mu¨ssen
immer der Massenerhaltung genu¨gen:
∂ρ
∂t
+ ~∇ ·(ρ~v) = 0 (4.176)
Im Fall ∂ρ
∂t
= 0 spricht man vom stationa¨ren Zustand. Im Fall konstanter Dichte gilt
~∇ ·~v = 0 und man bezeichnet das stro¨mende Medium als inkompressibel. In Gasen
und Plasmen ist die Machzahl Ma < 0.3 ein gutes Kriterium fu¨r eine na¨herungsweise
Inkompressibilita¨t. Auch eine Gasstro¨mung kann somit fu¨r Geschwindigkeiten un-
terhalb von 30% der lokalen Schallgeschwindigkeit als inkompressibel betrachtet
werden.
4.4.2 Erhaltung der Spezies
Die Komponenten bleiben (unter Vernachla¨ssigung von Kernreaktionen) ebenfalls
erhalten. Es gilt die Elementerhaltung
∂ci
∂t
+ ~∇ · (ci ~v) + ~∇ ·~ji = 0 (4.177)
Chemische Reaktionen ko¨nnen durch Quellterme Q˙j beschrieben werden. Es ist




+ ~∇ · (cj ~v) + ~∇ ·~jj = Q˙j (4.178)
Dabei ist cj(~r, t) die Konzentration des Konstituenten j [Mol/m3], ~jj der Diffu-
sionsstrom [Mol/(m2s)] und Q˙i der Volumenquellterm [Mol/(m3s)], das heißt die
Entstehungs- oder Vernichtungsrate. Gleichung (4.178) kann unter Verwendung von






+ ~v · ~∇wj
)
+ ~∇ ·~jj = Q˙j (4.179)
4.4.3 Erhaltung des Impulses
Sind ~Fv die auf ein Fluidvolumen wirkenden a¨ußeren Kra¨fte und σ der im folgen-
den Abschnitt 4.4.3.2 behandelte Spannungstensor, so ergibt sich fu¨r die Erhaltung
des Impulses eine lokale Formulierung von Newton’s Gesetz fu¨r ein deformierbares





+ (~v · ∇)~v
]
= ρ~a = ~Fv + ~∇ ·σ (4.180)
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Der ~v Gradient eines Vektors ~A ist dabei u¨ber die Jakobimatrix J ~A definiert:
(~v · ∇) ~A = J ~A ~v (4.181)
In krummlinigen Koordinatensystemen erfolgt die Darstellung u¨ber Christoffelsym-
bole. Der Gradient des Geschwindigkeitsfeldes ~∇~v, der Tensor der Schergeschwin-
digkeit γ˙, wird oft durch
~∇~v = d + ω (4.182)
in einen symmetrischen Geschwindigkeitsgradiententensor (auch als linearisierter





















4.4.3.1 Eulersche und Lagrange’sche Beschreibungsweise
Die Fluiddynamik basiert auf der Formulierung von Erhaltungsgleichungen in ei-
nem festen Koordinatensystem, welches entweder ortsfest ist oder sich mit konstan-
ter Geschwindigkeit beziehungsweise mit einem Ko¨rper mitbewegt. Diese Euler’sche
Betrachtungsweise ergibt sich als natu¨rliche Beschreibungsweise fu¨r Fluide aus der
Tatsache, das die Teilchen in einem einzelnen Volumenelement zu einem Zeitpunkt
t a¨hnliche Geschwindigkeiten aufweisen, zu einem fru¨heren oder spa¨teren Zeitpunkt
hingegen beliebig weit voneinander entfernt sein ko¨nnen. Ein Fluid wird durch Mate-
rialeigenschaften (Rheologie, siehe Abschnitt 4.8) beschrieben, die nicht von der Ge-
schichte eines Fluidelementes abha¨ngen. Die Bahnkurve eines Fluidteilchens ergibt





Demgegenu¨ber wird bei der Lagrange’schen Betrachtungsweise jedem Teilchen be-
ziehungsweise Ko¨rperelement eine Ausgangsposition ~x (verschiebungsfreier Zustand)
zugewiesen. Seine Position zum Zeitpunkt t wird dann durch eine Verschiebung
~u(t, ~x) beschrieben. Es ist so durchaus realisierbar, die Eigenschaften eines Volumen-
elementes als Funktion seiner Geschichte (bezogen auf Verformung und Temperatur)
zu beschreiben.
Die Kopplung beider Betrachtungsweisen wird alsArbitrary-Lagrangian-Eulerian-
Methode bezeichnet [HAC74]. Sie vereinfacht die numerische Berechnung von Mehr-
phasenstro¨mungen mit freien Oberfla¨chen und die Behandlung von Problemen der
Fluid-Struktur-Kopplung.





Auch der Drehimpuls ist eine Erhaltungsgro¨ße. Der Spannungstensor σ ist daher
symmetrisch und hat nur 6 unabha¨ngige Komponenten. Dieser wird auch mit T
bezeichnet (stress tensor) und mit den Normalspannungen σxx, σyy und σzz sowie
den Scher- oder Schubspannungen τxy = τyx, τyz = τzy und τzx = τxz als
σ = T =
 σxx τxy τxzτyx σyy τyz
τzx τzy σzz
 (4.186)
formuliert. Damit beschreibt Gleichung (4.180) zwar jedes Material, liefert jedoch
nur 3 Gleichungen. Wir beno¨tigen somit zusa¨tzlich eine Beschreibung des Materi-
alverhaltens durch Stoffgesetze (Abschnitt 4.8). Bei Festko¨rpern wird dazu in der
Regel der Spannungstensor in Bezug zu den Dehnungen oder Dehnraten gesetzt. Bei
Fluiden wird der Spannungstensor in Bezug zum Geschwindigkeitsfeld gesetzt.
Abbildung 4.15: Illustration der elementaren Dehnungskomponenten eines Parallel-
epipedes, aus [RBD03].
Zuna¨chst sollen jedoch noch einige ha¨ufig verwendete Rechengro¨ßen eingefu¨hrt
werden. Mit dem Einheitstensor I = δij und F = I + ~∇~v wird C = FTF = als
rechter Cauchy-Green-Verzerrungstensor und E = 1/2 (C − I) als Green-Lagrange-
Verzerrungstensor bezeichnet (d ≈ DDt). Unter Vernachla¨ssigung der nichtlinearen
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Dessen Komponenten sind in Abbildung 4.15 illustriert, die dem Lehrbuch von Rap-
paz, Bellet und Deville [RBD03] entnommen wurde, dem auch diese Darstellung
folgt.
Der Spannungstensor la¨sst sich in einen deviatorischen Anteil s (Spannungsdevia-
tor) [DP05, S.14]
s = σ + p I (4.188)
und den hydrostatischen Druck





zerlegen. Weitere Details wie die Invarianten des Spannungstensors und die Defini-
tion der Vergleichsspannung nach von Mises liefert Wikipedia und die Fachliteratur
[DB88, Cot94, SD96, ZC06].
Fu¨r den Fall vernachla¨ssigbarer Tra¨gheitseinflu¨sse spricht man von einem quasi
statischen Problem und die linke Seite von (4.180) kann vernachla¨ssigt werden.
Damit gilt mit dem Cauchy’schen Spannungstensor σ und dem Vektor der Dichte
der a¨ußeren Kra¨fte ~Fv im mechanischen Gleichgewicht
~∇ ·σ + ~Fv = 0 (4.190)
Unter Vernachla¨ssigung der a¨ußeren Kra¨fte ~Fv (zum Beispiel der Gravitation) ergibt
sich somit
~∇ ·σ = 0. (4.191)
Spielen Tra¨gheitskra¨fte eine Rolle, so verha¨lt sich das Material in der Regel viskos,
der Spannungstensor ha¨ngt nur vom Geschwindigkeitsfeld ab.
4.4.3.3 Die Navier-Stokes Gleichungen
Fu¨r ein inkompressibles Newton’sches Fluid gilt
σ = −p I + 2η d (4.192)
Damit ergibt sich fu¨r die Impulserhaltung die nach Claude Louis Marie Henri Navier





= η · ∇2~v −∇p+ ~Fv (4.193)
Ob fu¨r ein Anfangsgeschwindigkeitsfeld ~v0 eine Lo¨sung in Form eines Geschwindig-
keitsfeldes ~v(~r, t) und eines skalaren Druckfeldes p(~r, t) existiert, konnte mathema-
tisch noch nicht bewiesen werden (1 Million Dollar-Frage). Eine direkte numerische
Lo¨sung ist in der Regel mo¨glich, kann jedoch extrem aufwendig werden.
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4.4.3.4 Die Euler’sche und die Stokes’sche Gleichung
Das stro¨mungsmechanische Verhalten eines Fluids wird in der Regel durch das
Verha¨ltnis von Tra¨gheitskraft und Reibungskraft bestimmt. Dieses la¨sst sich mit





charakterisieren. Fu¨r den Grenzfall eines inkompressiblen reibungsfreien Fluides




= −∇p+ ~Fv (4.195)
und fu¨r den Kriechfall (Re→ 0) die Stokes-Gleichung
0 = −∇p+ η∇2~v + ~Fv . (4.196)
In der Regel wirkt als a¨ußere Kraft nur die Schwerkraft
~Fv = ρ · ~g . (4.197)
4.4.4 Erhaltung der Energie
Der in Abschnitt 4.3.2 behandelte 1. Hauptsatz der Thermodynamik, die Energieer-
haltung spielt bei Hochtemperaturprozessen eine entscheidende Rolle. In der Regel
wird dabei nicht die spezifische innere Energie u sondern die spezifische Enthalpie
h bilanziert. Mit
u = h− p
ρ
+ 1/2 v2 (4.198)
wird in der CFD beispielsweise27
∂
∂t





hi ~Ji + τ eff~v
)
+ Sh . (4.199)
verwendet, wobei die effektive Wa¨rmeleitfa¨higkeit (λeff) und die viskose Dissipati-
on (τ eff) u¨ber das jeweilige Turbulenzmodell berechnet werden. Die Quellterme Sh,
zu denen auch die chemischen Reaktionen beitragen, ko¨nnen durchaus dominieren,
wa¨hrend die viskose Dissipation in der Regel zu vernachla¨ssigen ist. Fu¨r die Ablei-
tung von allgemeingu¨ltigen Energieblianzgleichungen sei auch auf Abschnitt 4.3.13
verwiesen. Bei der Aufstellung der Energiebilanz von Hochtemperaturprozessen wird
oft eine reine Wa¨rmebilanz verwendet, da mechanische und potentielle Anteile in der
Energiebilanz keine Rolle spielen. Als Bilanzgleichung fu¨r die Enthalpie folgt:
∂
∂t
(ρh− p) + ~∇ ·(~vρh) = ~∇ ·λ~∇T + Sh . (4.200)
Als Quellterm Sh tritt beispielsweise die Joule’sche Erwa¨rmung durch einen elektri-
schen Stromfluss Sh =~j · ~E auf.
26Es wurde bewiesen, das fu¨r kleine Geschwindigkeiten eine glatte Lo¨sung der Euler’schen Glei-
chung existiert [Kat67].
27[ANSYS FLUENT Theory Guide, V.14.5, Ch.5].
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4.4.5 Allgemeine Form der Erhaltungsgleichungen
Fu¨r die numerische Lo¨sung der Bilanzgleichungen ist es hilfreich diese in eine allge-
meine Form zu bringen [Pat80]:
∂
∂t
(ρ φ) + ~∇ ·(ρ~v φ) + ~∇ ·~jφ = Sφ (4.201)
mit
Bilanzgro¨ße φ ~jφ Sφ
Masse 1 0 0
Komponente wi [Mol/kg] ~ji [Mol/(m2s)] Q˙i [Mol/(m3s)]
Enthalpie h [J/kg] ~jT [W/(m2)] Q˙T [W/(m3)]
x-Impuls vx [m/s] −σx [N/(m2)] F˙v,x [N/(m3)]
. . . . . . . . . . . .
4.4.6 Turbulenz
Schon 1883 konnte Osborne Reynolds die Verwirbelung einer laminaren Stro¨mung
oberhalb einer kritischen Geschwindigkeit experimentell nachweisen [Rey83]. Nach
der Vorstellung von Richardson [Ric22] wird bei einer turbulenten Stro¨mung die
Energie auf großer Skala zugefu¨hrt, dann durch denn Zerfall von Wirbeln durch
alle Skalen hindurch transportiert und auf der kleinsten Skala in Wa¨rme dissipiert
[Kol41].
Diese Energiekaskade la¨sst sich durchaus direkt modellieren. Derartige direkte
numerische Simulationen (DNS) sind jedoch sehr aufwendig (in Abbildung 6.1
findet sich eine Zusammenfassung der verschiedenen aktuellen numerischen Kon-
zepte zur Behandlung der Turbulenz). Fu¨r weitere Details sei auf Lehrbu¨cher und
U¨bersichtsartikel verwiesen, zum Beispiel [Pop00, FS06].
4.4.7 Strahlungstransport
Strahlungstransportprobleme sind nur in zwei Fa¨llen einfach zu modellieren: Zum
einen kann die optisch du¨nne Abstrahlung aus einem Bilanzraum heraus durch einen
einfachen Verlustterm in der Energiebilanz beschrieben werden. Zum anderen la¨sst
sich fu¨r den Fall eines optisch dichten Mediums eine Strahlungswa¨rmeleitfa¨higkeit
verwenden. Ansonsten ergibt sich eine schwer zu lo¨sende Integro-Differentialgleichung,
die jedoch fu¨r einfache Geometrien stark vereinfacht oder mit Ray-Tracing Algorith-
men behandelt werden kann.
In der Hochtemperaturverfahrenstechnik ist der Energietransport durch Strahlung
im Detail zu betrachten [Web12, Mod13].
4.4.8 Mehrphasenstro¨mungen
Mehrphasenstro¨mungen sind zwar mathematisch beschreibbar [Cro06], fu¨hren je-
doch nur selten zu praktisch relevanten und numerisch lo¨sbaren Modellen. Daher
erfolgten die wissenschaftlichen Untersuchungen in der Vergangenheit im wesentli-
chen experimentell und lieferten ingenieurwissenschaftliche Korrelationen. Eine kur-
zer Abriss findet sich in Abschnitt 5.5.2.
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Die numerische Behandlung mit der Volume-Of-Fluid-Methode ergibt in eini-
gen Fa¨llen zufriedenstellende Ergebnisse [TSZ11], insbesondere wenn die ra¨umliche
Diskretisierung adaptiv verfeinert wird. Eine korrekte Wiedergabe von Oberfla¨chen-
spannungseffekten ist mit Hilfe der Level-Set-Methode mo¨glich [OF03]. Ansonsten
muss die Phasengrenze im Detail verfolgt werden (front-tracking, [TBE+01]) oder
es ko¨nnen Phasenfeld-Methoden [Fix83] herangezogen werden.
4.4.9 Elastizita¨tstheorie
Das (reversible) elastische Verhalten von festen Ko¨rpern wird in der Regel durch
die Annahme einer Proportionalita¨t zwischen Spannung und Dehnung beschrieben
[Saa09], dem Hooke’schen Gesetz
σ = c  . (4.202)
Die Anzahl der unabha¨ngigen Komponenten des Elastizita¨tstensors cijkl wird dabei
durch Isotropie- und Symmetrieeigenschaften entsprechend reduziert. Die 81 Kom-
ponenten lassen sich zuna¨chst fu¨r eine lineare Spannung-Verzerrungs-Relation auf
21 unabha¨ngige Elastizita¨tskonstanten reduzieren (Voigt’sche Notation). Auch diese
werden lediglich zur Beschreibung eines vollsta¨ndig anisotropen Materials [Tin96]
beno¨tigt. In der Praxis unterscheidet man unterschiedliche Auspra¨gungen elasti-
schen Verhaltens. Beim einfachen elastischen Verhalten (Cauchy-elastic-material)
spielt die Deformationsgeschichte keine Rolle, der Spannungstensor ist eine Funkti-
on des Forma¨nderungstensors. Nichtlineares Materialverhalten [NT04] wird ha¨ufig
noch in hypoelastisch [Tru63] und hyperelastisch [Ogd84] unterteilt.
In einem isotropen Material genu¨gen zwei Materialkonstanten zur Festlegung des
Elastizita¨tstensors. Das Hooke’sche Gesetz la¨sst sich als
σ = λL Spur() I + 2µL  (4.203)
schreiben, wobei sich die erste Lame´-Konstante λL und die zweite Lame´-Konstante,
der Scher- oder Schubmodul Gsh = µL, aus der Querkontraktionszahl (Poissonzahl)
νP und dem Elastizita¨tsmodul EY (Young’s modulus) berechnen lassen:
λL =
νPEY





Gleichung (4.203) la¨sst sich auch mit Gsh und dem Kompressionsmodul
K = EY3(1− 2νP) = λL +
2/3 µL (4.206)
formulieren. Da 0 ≤ νP ≤ 1/2 folgt 1/3EY ≤ Gsh ≤ 1/2EY. Der Kompressionsmodul
K = −V ∂p
∂V
(4.207)
ist eine thermodynamische Gro¨ße.
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Praktische Bedeutung haben ferner orthotrope Materialien mit 3 Symmetrie-
ebenen, die sich durch 9 Konstanten beschreiben lassen (rhombische Anisotropie)
und Materialien mit lediglich transversaler Isotropie (3 Symmetriebenen, 5 Kon-
stanten). Das elastische Verhalten von mehrphasigen Materialien wird in [HS63]
beschrieben.
4.4.10 Thermomechanik
Die durch den linearisierten Verzerrungstensor , siehe Gleichung (4.187), beschrie-
bene Gesamtdehnungsrate la¨sst sich additiv in einen elastischen, einen inelastischen
und einen thermischen Anteil aufgespalten:
˙ = ˙el + ˙ie + ˙th (4.208)
Die thermische Dehnrate ˙th ist dabei im einfachsten Fall proportional zur Aufheiz-
beziehungsweise Abku¨hlrate T˙ mit dem Wa¨rmeausdehnungskoeffizienten αp [1/K]:
˙
th
= αp T˙ I . (4.209)
Mit dem isotropen Elastizita¨tstensor





ergibt sich dann als Hook’sches Gesetz
σ˙ = D : ˙el = D :
(
˙− ˙ie − ˙th
)
. (4.211)
Fu¨r ein isotropes Material beschreibt der Schubmodul G das Verha¨ltnis zwischen
der Schubspannung τ und dem Tangens des Schubwinkels γ (Gleitung).
4.4.11 Spezielle Pha¨nomene
Von der Vielzahl der mo¨glichen Spezialfa¨lle, bei denen einzelne Pha¨nomene das Ge-
schehen dominieren, sollen hier nur einige in der Hochtemperaturverfahrenstechnik
vorkommende Beispiele genannt werden:
• Beim Transport in du¨nnen Fluidschichten oder in sehr kleinen Geometrien
(Mikrofluidik, [SQ05]) lassen sich die Bilanzgleichungen vereinfachen (siehe
Abschnitt 4.4.3.4) und oft auch relativ genau lo¨sen.
• Im Falle der Marangoni Konvektion dominieren Unterschiede in der Grenz-
fla¨chenspannung das Verhalten der Stro¨mung, die sich an der Grenzfla¨che von
der niedrigeren Spannung zur (lokal) ho¨heren Spannung bewegt (siehe zum
Beispiel [CSD92, BES98]).
• Bewegt sich ein ideales (reibungsfreies) Fluid stationa¨r im Schwerefeld, so las-
sen sich die Verha¨ltnisse oft gut durch die Bernoulli’sche Energiegleichung
beschreiben.
Zu den komplexesten und im Detail numerisch aufwendigsten Pha¨nomenen geho¨rt
die Fluid-Struktur-Wechselwirkung [DH01] und die Thermomechanik von Erstar-




Eine Vielzahl von Hochtemperaturprozessen sind ohne elektrische Energie nicht
mo¨glich. So kann elektrischer Strom auf verschiedene Art und Weise genutzt werden:
• direkt zur chemischen Umsetzung (siehe Abschnitt 4.7 – Elektrochemie).
• zur direkten oder indirekten Aufheizung.
• zur Erzeugung von Magnetfeldern, die dann den Prozess beeinflussen
(siehe Abschnitt 4.6).
• zur Erzeugung von Gasentladungen (Plasmen) als weiteren nutzbaren Aggre-
gatzustand oder als Wa¨rmequelle.
Die Definitions- und Grundgleichungen der Elektrodynamik, die Maxwell’schen
Gleichungen lauten [Jac93]:
~D = 0~E + ~P (4.212)
~B = µ0 ~H + ~M (4.213)
~∇ ·B = 0 (4.214)
~∇ ·~D = ρel (4.215)
~∇ ·~j = −ρ˙el (4.216)
~∇× ~E = − ~˙B (4.217)
~∇× ~H = ~j + ~˙D (4.218)
Mit der Festlegung der Lichtgeschwindigkeit auf c =299 792 458 m/s, sind auch 0 =
107/(4pic2) F/m und µ0 = 4pi · 10−7 H/m festgelegt. Im Vakuum sind die elektrische
Feldsta¨rke ~E, die magnetische Induktion ~B, die Ladungsdichte ρel und die elektrische
Stromdichte ~j als Funktion des Ortes und der Zeit zu bestimmen. Ansonsten liefern
gebundene Ladungen und Stro¨me die elektrische Polarisierung ~P (dominiert vom
elektrischen Dipolmoment) und die Magnetisierung ~M (dominiert vom magnetischen
Dipolmoment). ~P und ~M machen die Einfu¨hrung der pha¨nomenologischen Gro¨ßen
elektrische Verschiebung ~D und magnetische Feldsta¨rke ~H erforderlich. Diese sind
u¨ber Materialgesetze mit ~E und ~B zu verknu¨pfen. Dazu kommt fu¨r leitfa¨hige Medien
ein verallgemeinertes Ohm’sches Gesetz, welches ~j mit ~E und ~B verknu¨pft:
~j = σel · ( ~E + ~v × ~B) (4.219)
Wa¨hrend ferroelektrische und ferromagnetische Materialien auch in Abwesenheit
von a¨ußeren Feldern ein ~P 6= 0 oder ~M 6= 0 aufweisen ko¨nnen, verhalten sich
die meisten anderen Materialien fu¨r kleine Felder linear, das heißt sie lassen sich
durch einen Dielektrizita¨tstensor  und einen magnetischen Permeabilita¨tstensor µ
beschreiben. In isotropen Materialien (Gase, Flu¨ssigkeiten, einige Festko¨rper) redu-
zieren sich diese Tensoren zur relativen Dielektrizita¨tskonstante r und der relativen
magnetischen Permeabilita¨t µr und es folgt
~D = 0r~E (4.220)
~B = µ0µr ~H (4.221)
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Unterschiedliche Materialien erfordern unterschiedliche Stoffgesetze und an den Grenz-
fla¨chen treten Oberfla¨chenladungen und Oberfla¨chenstro¨me auf. Daher ist an einer
Grenzfla¨che die Normalkomponente von ~B kontinuierlich und die Normalkomponen-
te von ~D gleich der Oberfla¨chenladungsdichte σS:
(~D2 − ~D1) · ~n = σS , (~B2 − ~B1) · ~n = 0 (4.222)
Die Tangentialkomponente von ~E ist kontinuierlich, die Tangentialkomponente von
~H gleich den Oberfla¨chenstro¨men ~K:
~n× ( ~E2 − ~E1) = 0 , ~n× ( ~H2 − ~H1) = ~K (4.223)
Daraus folgt
(~j2 − ~j1) · ~n +∇|| · ~K + σ˙ = 0 (4.224)
Da die magnetische Induktion divergenzfrei ist, kann sie auch u¨ber das Vektorpo-
tential ~A definiert werden:
~B = ~∇× ~A (4.225)
So kann die elektrische Feldsta¨rke ~E als Summe aus dem Gradienten des elektrischen
Potentials Φ und der zeitlichen A¨nderung des Vektorpotentials geschrieben werden:
~E = −~∇Φ− ~˙A (4.226)
Wa¨hrend die elektrischen und magnetischen Felder fundamental sind, handelt es
sich bei den Potentialen ~A und Φ um nicht eindeutige Hilfsgro¨ßen. Zusa¨tzlich ist es
nu¨tzlich eine elektromagnetische Energieflussdichte, den Poyntingvektor ~S
~S = ~E× ~H (4.227)
und die elektromagnetische Energiedichte uEM
uEM = 1/2 (~E · ~D + ~B · ~H) (4.228)
zu definieren. Damit ergibt sich die Erhaltungsgleichung fu¨r die elektromagnetische
Energie, das Poynting Theorem, zu
u˙EM + ~∇ ·~S +~j · ~E = 0 . (4.229)
Weitere Erla¨uterungen, Spezialfa¨lle und Literaturhinweise finden sich zum Beispiel
in [Jac75, Jac93].
Die Kopplung mit den Gleichungen der Kontinuumsmechanik ha¨ngt davon ab,
welche Pha¨nomene den Prozess dominieren. Mit diesem Thema bescha¨ftigt sich
beispielsweise die im na¨chsten Abschnitt angerissene Magnetohydrodynamik. Fu¨r
thermische Plasmen finden sich die Grundgleichungen und deren Anwendung bei-
spielsweise in [Wen00].
4.6 Magnetohydrodynamik
In elektrisch leitfa¨higen Fluiden la¨sst sich die Stro¨mung u¨ber externe elektromagne-
tische Felder beeinflussen. Im einfachsten Fall tritt auf der rechten Seite der Im-
pulsbilanz (4.180) die Lorentz-Kraftdichte ~v × ~B und in der Energiebilanz (4.199)
eine Joul’sche Erwa¨rmung ~j · ~E auf. Als verallgemeinertes Ohm’sches Gesetz kann
(4.219) verwendet werden. Weitere Details zur Magnetohydrodynamik finden sich
in der Literatur [Dav99, MEG07], wobei insbesondere auf die magnetohydrodyna-




Die Hochtemperaturverfahrenstechnik und die Elektrochemie u¨berschneiden sich im
Bereich der Elektrolyse mit Hilfe von Salzschmelzen. Fundierte Kenntnisse der Elek-
trochemie ko¨nnen hier nicht vermittelt werden (dazu sei auf U¨bersichtsartikel [AY93]
und Standardwerke [BR98, BRGA00, BR00] verwiesen). Um den Nutzen und die
Machbarkeit von Prozessmodellen im Bereich der Elektrolye in Salzschmelzen ein-
scha¨tzen zu ko¨nnen, sollen jedoch einige Literaturhinweise gegeben werden.
In vielen Fa¨llen ist eine Elektrolyse in wa¨ssriger Lo¨sung nicht mo¨glich (Elektroche-
mische Spannungsreihe, Wasserdissoziation) und es werden Salzschmelzen als Elek-
trolyten verwendet. Ein wichtiges Beispiel ist die Reduktion von Aluminium in einer
Mischung aus Kryolith, Aluminium- und Calciumfluorid in der Hall-Heroult-Zelle bei
etwa 950°C. Eine Einfu¨hrung findet sich in a¨lteren Standardwerken [DM61, Jan68]
und U¨bersichtsartikeln zu Salzschmelzen mit und ohne hochpolymeres Anionen-
geru¨st [Sun65].
Die Elektrochemie ist u¨ber die Nernst Gleichung eng mit Thermodynamik ver-
bunden, die auftretenden Elektromotorischen Kra¨fte (Zellenspannung bei I = 0)
entsprechen Gibbs’schen freien Enthalpien.
Aktuell wird die Anwendung ionischer Flu¨ssigkeiten bei Raumtemperatur [HL08,
Wei08, AEM+09] versta¨rkt erforscht. Weitere Details liefern entsprechende Lehrbu¨cher
[KDB75, BF01].
Abbildung 4.16: Einteilung der Fluide [Wikipedia].
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4.8 Rheologie und Materialgesetze
Zur Anwendung der in Abschnitt 4.4 behandelten Gleichungen der Kontinuumsme-
chanik ist ein Modell des Verformungs- und Fließverhaltens der zu beschreibenden
Stoffe erforderlich. Mit dieser Fragestellung bescha¨ftigt sich das interdisziplina¨re
Fachgebiet der Rheologie, siehe Abbildung 4.16. Eine wichtige Einteilung des Ver-
haltens der Fluide erfolgt duch die Betrachtung der Abha¨ngigkeit der Scherspannung
τ von der Schergeschwindigkeit γ˙, siehe Abbildung 4.17. Fluide mit einem linearen
Zusammenhang
τ = η · γ˙ (4.230)
bezeichnet man als Newton’sche Fluide, die mit Hilfe der Navier-Stokes-Gleichung
beschrieben werden ko¨nnen (siehe Abschnitt 4.4.3.3).
Andere, nicht Newton’sche Fluide, erfordern spezielle Modelle [Ast74, Bo¨h00],
wobei die Viskosita¨t durchaus zeitabha¨ngig erscheinen kann, siehe Abbildung 4.18.
In der Hochtemperaturverfahrenstechnik spielen flu¨ssig-fest-Phasenu¨berga¨nge ha¨ufig
eine entscheidende Rolle. Hier handelt es sich oft um einen U¨bergang von einem New-
ton’schen Fluid zu einem Festko¨rper, siehe beispielsweise [FCJB09]. Komplexe Rheo-
logien treten bei Emulsionen und polymeren Schmelzen auf und ko¨nnen durchaus
praktisch relevante Auswirkungen haben. So kann das Fluid an einem Ru¨hrstab em-
porsteigen und damit das entsprechende Ru¨hrwerk scha¨digen (Weissenberg-Effekt).
4.8.1 Wa¨rmedehnung
Abweichungen von der linearen Elastizita¨t spielen in der Natur eine große Rolle.
So ist die elastische Anharmonizita¨t der interatomaren Wechselwirkungspotentiale
verantwortlich fu¨r die Wa¨rmedehnung. Der aus dieser Anharmonizita¨t resultierende
temperaturabha¨ngige thermische Volumenausdehnungskoeffizient γ = αp(T, p) ist



















Fu¨r isotrope Festko¨rper ist γ ≈ 3α` eine exzellente Na¨herung [HT98]. Zur Betrach-
tung der Druckabha¨ngigkeit beginnen wir mit der Reihenentwicklung des spezi-
fischen Volumens V um den Punkt (V0, P0, S0) [She92, S.45]. Diese lautet unter
Vernachla¨ssigung quadratischer und ho¨herer Terme:
V − V0
V0
= −κS · (P − P0) + γG · κS · T0(S − S0)
V0
. (4.233)
Dabei ist κS die adiabatische Kompressibilita¨t









4.8 Rheologie und Materialgesetze
Abbildung 4.17: Verschiedene Abha¨ngigkeiten der Scherspannung τ von der Scher-
geschwindigkeitsabha¨ngigkeit γ˙ [Wikipedia].
Abbildung 4.18: Zeitabha¨ngige Viskosita¨tsa¨nderung thixotroper und rheopexer Stof-
fe bei konstanter Scherbeanspruchung [Wikipedia].
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bestimmt werden. κS ist in Gasen von der Gro¨ßenordnung des inversen Druckes (10−5
Pa−1) und in kondensierten Phasen ungefa¨hr 10−11 Pa−1. Der Gru¨neisenkoeffizient















Die isotherme Kompressibilita¨t wurde bereits in Gleichung (4.131) definiert. Typi-
sche Werte bei P = 105 Pa und 20℃ sind:
ρ[kg/m3] cs[m/s] κS[Pa−1] γG[1]
Luft 1.205 344 7.01·10−6 0.40
Wasser 998.2 1484 4.55·10−10 0.11
Edelstahl 7896 4569 6.07·10−12 2.47
4.8.2 Plastizita¨t und Fließkriterien
Die rein elastische Dehnung geht beim Erreichen einer kritischen Dehnung (bei Me-
tallen in der Gro¨ßenordnung von 0.1%) in eine irreversible plastische Dehnung u¨ber.
Diese dauerhafte Dehnung p wird klassisch als additiv zur elastischen Dehnung e
und zur thermischen Dehnung t angesetzt. Die Gesamtdehnung  kann als aus ei-
nem elastischem, einem plastischem und einem thermischen Anteil zusammengesetzt
betrachtet werden:
 = e + p + t (4.237)
Bei metallischen Werkstoffen gilt in der Regel e + t  p. In einem porenfreien
Material a¨ndert das plastische Gleiten das Volumen nicht – dies ist die Inkompres-
sibilita¨tsbedingung der Plastizita¨t. Da sich die Atomabsta¨nde bei der plastischen
Verformung nicht a¨ndern, gilt:
˙p,x + ˙p,y + ˙p,z = 0 (4.238)




3/2 s : s (4.239)
und die effektive plastische Dehnrate ˙p zu
˙p =
√
2/3 ˙p : ˙p ≈
√
2/3 ˙ : ˙ (4.240)
In polykristallinen Materialien ist das Einsetzen der plastischen Verformung (Fließ-
kriterium) oft ein isotroper Prozess. Dieser ist zudem ein Scherprozess, das heißt der
Einfluss makroskopischer hydrostatischer Dru¨cke kann vernachla¨ssigt werden. Da-
her reicht in der Praxis oft das Fließkriterium nach von Mises [vM28] aus. Ein
Fließkriterium kann mit Hilfe einer Funktion f formuliert werden:
f(σ) = 0 (4.241)
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Fu¨r f < 0 sei die Forma¨nderung elastisch. Es folgt, das f eine gerade symmetrische
Funktion des Spannungsdeviators sein muss. Mit dem Spannungsdeviator s nach
(4.188) lautet der Ansatz nach von Mises:
f = σeff − σyield =
√
3/2 s : s− σyield (4.242)
Abbildung 4.19: Schematisches Grenzforma¨nderungsdiagramm, aus [DB10].
Die plastische Deformation wird in Produktionsprozessen eingesetzt, insbesondere
bei hohen Temperaturen [Ils73]. Diese Prozesse reichen vom klassischen Warmwalzen
bis zu Massivumformprozessen mit extremer plastischer Verformung (Severe Plastic
Deformation), bei denen die Mikrostruktur signifikant vera¨ndert wird und sich bei-
spielsweise durch Kornfeinung (Hall-Petch-Beziehung) wesentlich bessere mechani-
sche Eigenschaften ergeben [Est06]. Die Umformbarkeit eines Materials wird mit Hil-
fe der in Abbildung 4.19 schematisch dargestellten Grenzforma¨nderungsdiagramme
(Forming Limit Stress Diagrams, Forming Limit Diagrams) bewertet. In der Pra-
xis werden die in einem Bauteil aufgetretenden Forma¨nderungen optisch ermittelt
und als Punktwolke in Relation zu den Grenzforma¨nderungskurven (Bruch, Ein-
schnu¨rung, . . .) visualisiert.
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4.9 Komplexe Systeme, Selbstorganisation und
Emergenz
Die bisher vorgestellten Grundlagen der Prozessmodellierung haben ihre Wurzeln
in der klassischen Physik. Zu dieser kam Anfang des 20. Jahrhunderts die Quan-
tenmechanik. So ko¨nnen einfache makroskopische (klassische) und mikroskopische
(quantenmechanische) Systeme gut beschrieben werden. Die Naturwissenschaftler
wenden sich nun auch mesoskopischen Systemen zu und versuchen sich an deren
Modellierung – wozu nicht nur eine mathematische sondern in zunehmendem Maße
auch eine prima¨r algorithmische Beschreibung geho¨rt, zum Beispiel durch zellula-
re Automaten [Wol02]. Nachdem die Pha¨nomenologie einfacher isolierter Systeme
jedoch hinreichend untersucht und beschrieben wurde, ru¨cken immer komplexere
Systeme in den Fokus der Grundlagenforschung. Damit fokussiert sich die Wissen-
schaft auf das Verhalten komplexer adaptiver Systeme, mit denen sich auch die
Lebenswissenschaften und die empirischen Sozialwissenschaften bescha¨ftigen.
Zusa¨tzlich wird nach den Grundlagen fu¨r die beobachtete Komplexita¨t gesucht.
Dabei wurden neue Klassen von Pha¨nomenen entdeckt und mit einer Menge neuer
Begriffe beschrieben. Dieser Abschnitt soll es dem Prozessmodellierer ermo¨glichen,
derartige Pha¨nomene zu erkennen, einzuordnen und gegebenenfalls mathematisch
oder algorithmisch zu beschreiben.
4.9.1 Synergetik
Die Synergetik [HG71] untersucht den Einfluss von Kontrollparametern auf die Sys-
temdynamik [HV97]. Diese Fragestellung a¨hnelt in gewisser Weise der in Kapitel
2 vorgestellten Notwendigkeit einer quantitativen Charakterisierung von Prozess-
modellen. In der von Hermann Haken pra¨sentierten Form wird versucht eine allen
Pha¨nomenen gleichermaßen zugrunde liegende na¨herungsweise mathematische Be-
schreibung zu finden, welche als verallgemeinerte Ginzburg-Landau-Gleichung be-
zeichnet wird. Die Problemstellung a¨hnelt der des Prozessmodells: Gesucht wird ein
zeitabha¨ngiger Zustandsvektor ~q(t), dessen zeitliche A¨nderung ~˙q durch eine nicht-
lineare Funktion ~F und zeitabha¨ngige Fluktuationskra¨fte beschrieben werden soll.
Da ~F sowohl Ableitungen als auch die Geschichte von ~q beinhaltet ist eine derartige
Beschreibung sicher formal immer richtig, kann jedoch nur am konkreten Beispiel
zu nachpru¨fbaren Ergebnissen fu¨hren [GH70]. Es handelt sich somit um die Suche
nach einem theoretischen U¨berbau fu¨r eine große Klasse qualitativ unterschiedlicher
emergenter Pha¨nomene [Hak80, Hak83, Hak87, Hak06].
4.9.2 Komplexe Systeme
Psychologisch betrachtet begegnet der Mensch Komplexita¨t zuna¨chst mit Ignoranz:
Alle Details und Pha¨nomene, die die Informationsverarbeitungskapazita¨t des Be-
obachters u¨berschreiten werden nicht ”bewusst“ wahrgenommen. Ist ein Wahrneh-mungsergebnis gefordert, so wird ein artifizielles Ergebnis geliefert28. Damit kann
zwar jeder Beobachter von jedem noch so komplexen Pha¨nomen ein individuelles
28Jede bewusste Wahrnehmung erfordert ein entsprechendes Training.
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”Bild“ liefern. Von einer gro¨ßeren Menge von Beobachtern u¨bereinstimmend wahr-genommen wird ein spezifisches Abbild eines komplexen Systems erst, wenn es eine
Vereinfachung darstellt, u¨ber die ein Konsens erzielt wird. Als verstanden sollte ein
komplexes System immer nur in denjenigen Aspekten betrachtet werden, fu¨r die
konkrete Vorhersagen gemacht werden ko¨nnen29.
Der Begriff Komplexita¨t fand Eingang in die exakten Wissenschaften mit der Be-
gru¨ndung der Informationstheorie durch Shannon [Sha48]. Und so wie jedes Maß
fu¨r Intelligenz nur durch den verwendeten Intelligenztest definiert wird, so lassen
sich fu¨r die Komplexita¨t an sich beliebig viele Maße finden. Damit sind Komple-
xita¨tsmetriken nicht nutzlos, sondern stellen lediglich eine Abbildung von einem
ho¨her dimensionalen Raum in einen niedrig-, in der Regel ein-dimensionalen Raum
dar. Diese Abbildung ist a¨hnlich nu¨tzlich beziehungsweise kritisch zu betrachten
wie jede konkrete Zielfunktion fu¨r nicht triviale Optimierungsprobleme. In dem
selben Umfang wie die mathematische Beschreibung der Komplexita¨t zu scheitern
scheint, liefert eine Ontologie der Komplexita¨t ”Erkla¨rungen“ realer und relevanterPha¨nomene [Lov92, Kau95, Bak96].
Am Anfang jeder neuen wissenschaftlichen Erkenntnis stehen die Wahnsysteme
der Voreiligkeit30. Daher sollten auch Komplexita¨tstheorien nur an ihren konkreten
Vorhersagen fu¨r konkrete Probleme gemessen werden. In der Vorstellungswelt der
mathematischen Modellierung ist eine allgemeine Theorie nu¨tzlich, wenn es einen
formalen Weg von einem allgemeingu¨ltigem Grundgleichungssystem zu einem kon-
kret lo¨sbarem Gleichungssystem gibt. Einige von der Komplexita¨tsforschung be-
schriebene Pha¨nomene erweisen sich als fu¨r die Prozessmodellierung nu¨tzlich und
sollten kurz erla¨utert werden. Aus der Sicht der Physik knu¨pfen wir hier an den
Abschnitt 4.3.13 an. Die dort diskutierte irreversible Thermodynamik ist auch der
Ausgangspunkt, von dem aus sich Prigogine und andere dem Thema Komplexita¨t
anna¨hern (siehe zum Beispiel [NP89]).
4.9.3 Bifurkationen und Deterministisches Chaos
Unter Chaos versteht man einen Zustand vo¨lliger Unordnung. Ein ungeordneter
(chaotischer) Prozess ist somit vo¨llig zufa¨llig. Da mit realen Computersystemen Zu-
fallszahlen fast beliebiger Qualita¨t erzeugt werden ko¨nnen, ko¨nnen chaotische Pro-
zesse einfach simuliert werden. A¨hnlich wie bei der deterministischen Erzeugung
der dafu¨r notwendigen zufa¨lligen Zahlenfolgen ko¨nnen auch mathematische Modelle
zu numerischen Lo¨sungen fu¨hren, die zuna¨chst den Eindruck von zufa¨lliger Unord-
nung erwecken (deterministisches Chaos, [Sch95]). Nichtlineare dynamische Systeme
ko¨nnen durchaus komplexes Verhalten aufweisen, welches ein eigenes Forschungsge-
biet mit eigenen Begriﬄichkeiten begru¨ndet hat [SF95], die nichtlineare Dynamik.
In dem als Phasenraum bezeichneten Raum der mo¨glichen Systemzusta¨nde er-
zeugen die Trajektorien Untermengen, die sogenannten Attraktoren. Es bilden sich
Muster oder zuna¨chst ungeordnet erscheinende Strukturen heraus, die wiederum in
verschiedene Klassen eingeteilt werden ko¨nnen. Dieses Pha¨nomen tritt auch bei un-
belebter Materie auf, vom Quantensystem u¨ber chemische Reaktionssysteme bis hin
zu astronomischen Bahnverla¨ufen. Ein Beispiel, welches sich mit dem bloßem Auge
29Eine Vorhersage ist immer eine Wahrscheinlichkeitsverteilung.
30Ein Terminus, der wohl von Peter Sloterdijk stammt.
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Abbildung 4.20: Die Belousov Zhabotinsky Reaktion [Flickr].
beobachten la¨sst, ist die in Abbildung 4.20 gezeigte Belousov-Zhabotinsky Reakti-
on (siehe zum Beispiel [PGMS93]). Es ist somit durchaus sinnvoll, das Verhalten
eines Systems mit Begriffen Bifurkation [Sey10], Intermittenz oder dem Ljapunow-
Exponenten zu analysieren. Die geometrischen Strukturen des na¨chsten Abschnittes,
die Fraktale, finden sich auch in den graphischen Darstellungen von Attraktoren. Fu¨r
eine Einfu¨hrung in die nichtlineare Dynamik sei an dieser Stelle auf die Literatur
verwiesen [Sch95, ASY96, Sch08].
4.9.4 Die fraktale Geometrie der Natur
Selbsta¨hnliche geometrische Strukturen lassen sich ha¨ufig beobachten (siehe Abbil-
dung 4.21 oder viele Pflanzen), oder tauchen in der Darstellung von Attraktoren
dynamischer Systeme auf (zum Beispiel [Bec03]), den Fraktalen. In der belebten
Natur sind Strukturen, die eine begrenzte skaleninvariante Selbsta¨hnlichkeit aufwei-
sen, eine Selbstversta¨ndlichkeit. Auch in der unbelebten Natur und technologischen
Prozessen finden sich oft, in der Regel als Ergebnis von Selbstorganisationsprozessen,
Strukturen, die auf mehreren Skalen selbsta¨hnlich sind.
Das Buch von Mandelbrot [Man82], dessen Titel fu¨r diesen Abschnitt verwendet
wurde, hat uns gezeigt, das sich derartige komplexe geometrische Strukturen mathe-
matisch gut beschreiben lassen. Da die mathematische Struktur einfach, die gesuch-
te geometrische Struktur jedoch komplex ist und sich erst durch einen erheblichen
Rechenaufwand generieren la¨sst, sollte hier eher der Begriff der algorithmischen Be-
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Abbildung 4.21: Fraktale Struktur einer durch Schrumpfungspha¨nomene eingerisse-
nen Oberfla¨che [Flickr].
schreibung verwendet werden. Wa¨hrend die mathematisch generierten Fraktale auf
allen Gro¨ßenskalen selbsta¨hnlich sind, tritt dies in der Natur in einem begrenzten
Skalenbereich auf, zum Beispiel
• bei Risslinien und Bruchoberfla¨chen [XS86, Kot06],
• in Gesteinsformationen [Sah93],
• bei Wolken [Lov82, Sel90],
• in Scha¨umen und bei der Emulgierung [BP98, Tay11],
• bei Turbulenzerscheinungen [Sre91] und
• in poro¨sen Medien [YL04].
Prozessmodelle, die derartige Strukturen erzeugen, sind im wesentlichen algorithmi-
scher Natur, zum Beispiel die zellula¨ren Automaten zur Modellierung der Gefu¨ge-
ausbildung bei Rekristallisations und Erstarrungsprozessen [GR94, Raa02].
4.9.5 Selbstorganisation und Kritikalita¨t
Auch unbelebte Systeme fernab vom thermodynamischen Gleichgewicht ko¨nnen von
Selbstorganisationspha¨nomenen dominiert werden, fu¨r die zuna¨chst keine Kontroll-
parameter bekannt oder einstellbar sind. Diese Pha¨nomene sind auch Lo¨sungen der
in diesem Kapitel vorgestellten physikalischen Grundgleichungen – allerdings oft
nur mit extrem hohem Aufwand simulierbar. Als Beispiele aus der Hochtempera-
turverfahrenstechnik seien komplexe Wa¨rmeu¨berga¨nge genannt, zum Beispiel der in
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Kapitel 3 diskutierte Wa¨rmeu¨bergang bei der Spritzku¨hlung oder die in Kapitel 7
modellierte Schalenbildung beim Stranggießen.
Unter Umsta¨nden ist es sinnvoll, Selbstorganisationspha¨nomene unter stochasti-
schen Gesichtspunkten zu betrachten. Mit der selbst organisierten Kritikalita¨t (SOC)
fand sich ein Oberbegriff fu¨r eine Menge von Pha¨nomenen in dissipativen dynami-
schen Systemen ohne charakteristische Zeit und La¨ngenskalen. Er diente zuna¨chst
als Erkla¨rung fu¨r das sogenannte 1/f -Rauschen [BTW87]. Es handelt sich um ein
Pha¨nomen, welches in vielen Bereichen zu beobachten ist, als deren Gemeinsamkeit
zuna¨chst nur die sich selbst organisierenden dissipativen Strukturen identifiziert wer-
den konnten [Bak96]. Auch in Hochtemperaturprozessen finden sich Pha¨nomene, die
auf SOC-Zusta¨nde hinweisen [KS05].
4.9.6 Emergenz
Nach Aristoteles ist das Ganze mehr als die Summe seiner Teile (verku¨rztes Zitat aus
der Metaphysik). Dieses von Konrad Lorenz als Fulguration bezeichnete Pha¨nomen
wird heute in der Regel als Emergenz bezeichnet. Diese ergibt sich aus dem Scheitern
der konstruktivistischen Hypothese: Die Fa¨higkeit alles auf einfache Grundgesetze
zu reduzieren impliziert nicht die Fa¨higkeit ausgehend von diesen Gesetzen das Uni-
versum zu konstruieren [And72]. Entstehen aus dem Zusammenwirken der Elemente
oder Teilsysteme eines Systems spontan neue Eigenschaften, so bezeichnet man diese
als emergent. Ohne die Diskussion von schwacher und starker Emergenz aufzugrei-
fen sind nach Meinung des Autors auch emergente und irreduzible31 Eigenschaften
eines Prozesses algorithmisch modellierbar. Der Begriff Emergenz ist eng verknu¨pft
mit den Begriffen Selbstorganisation, Ru¨ckkopplung, Selbstreferenz und Musterbil-
dung. Eine konstruktive Wissenschaft erfordert an Stelle der konstruktivistischen
Hypothese einen interdisziplina¨ren Dialog mit dem Ziel eines Vergleichs von Struk-
turen auf unterschiedlichen Emergenzebenen. Dazu sei auf die Betrachtungen von
Laughlin und Pines verwiesen [LP00].
4.10 Fazit und kritische Diskussion
Jeder Hochtemperaturprozess besteht aus Teilsystemen, die sich in der Regel – auch
in ihrer Wechselwirkung untereinander – mit Gleichungen aus der klassischen Physik
beschreiben lassen. Daraus eine einer numerischen Lo¨sung zuga¨ngliche Problemstel-
lung abzuleiten ist Aufgabe des Prozessmodellierers. Im Idealfall ergibt sich zuna¨chst
ein ortsaufgelo¨stes Prozessmodell (Kapitel 6) und dann – als kompakteste Darstel-
lung der relevanten Pha¨nomene – ein Zonenmodell (Kapitel 8). Im Normalfall sind
ingenieurwissenschaftliche Korrelationen erforderlich um zu einer zielfu¨hrenden nu-
merischen Beschreibung zu gelangen. Ob und in welchem Umfang somit auf Grund-
gleichungen oder experimentell zu bestimmende Korrelationen zuru¨ckgegriffen wird
ist im Einzelfall zu entscheiden. Mit den ingenieurwissenschaftlichen Korrelationen
bescha¨ftigt sich das na¨chste Kapitel.
In der Praxis erfa¨hrt der Prozessmodellierer, wie einfach eine reduktionistische Ab-
leitung der Grundgleichungen ist und wie schwer die quantitative Vorhersage nicht
31Nicht auf tieferliegende Einheiten zuru¨ckfu¨hrbare.
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trivialer Prozessdetails dann fa¨llt. Wie schon in Abschnitt 1.1 diskutiert, scheitert
diese an der Zwillingsproblematik von Skalen und Komplexita¨t [And72] und ge-
lingt oft erst durch eine elegante Kombination aus berechenbaren und experimentell
beherrschbaren Teilprozessen (siehe Kapitel 3). U¨ber diese Vorgehensweise hinaus
(siehe auch [Lon91]) bietet die in Abschnitt 4.9 angesprochene Wissenschaft komple-
xer Systeme eine Vielzahl von Modellierkonzepten, die zusammen mit der Informa-
tik die Grundlage fu¨r neue Prozessmodelle bilden ko¨nnen. Diese ko¨nnen auch dort
zielfu¨hrende Abbildungen (mit Datenreduktions- und Vorhersagefa¨higkeit) liefern,
wo eine rein mathematische Modellierung zuna¨chst scheitert.
Wie bereits in Abschnitt 1.1.1 erla¨utert, sind die meisten bedeutenden Hochtem-
peraturprozesse ohne quantitative Auslegungsrechnungen nach dem Prinzip von
Versuch und Irrtum entstanden. Derartige historisch gewachsene – und durch in-
terne Selbstorganisationsprozesse dominierte – Prozesse sind oft nur mit erhebli-
chem Aufwand modellierbar. Es kann daher sinnvoll sein, einen neuen – besser
prediktiv modellierbaren – Prozess zu konstruieren und dann mit Hilfe des zu-
geho¨rigen Prozessmodells zu optimieren. Von den in diesen Kapiteln behandelten
physikalischen Grundlagen kann den thermodynamischen Gleichgewichten zur Zeit
die ho¨chste praktische Relevanz zugeordnet werden. Immer leistungsfa¨hige Softwa-
resysteme ermo¨glichen jedoch eine immer detailliertere Lo¨sung der Erhaltungsglei-
chungen. Hier ist es Aufgabe der Wissenschaft, open source Softwaresysteme fu¨r
konkrete Prozesse zu validieren und weiter zu entwickeln.
Der Prozessmodellierer sollte bei der Konstruktion und Implementierung von
algorithmischen Prozessmodellen dafu¨r zu sorgen, das zumindest die physikalisch
nicht mo¨glichen Systemzusta¨nde ausgeschlossen werden. Mathematische Modelle ha-
ben hier prinzipielle Vorteile, sofern eine genu¨gend genaue Lo¨sung der Bewegungs-
und Erhaltungsgleichungen mit endlichem numerischen Aufwand gelingt. Die Be-
trachtungsweisen der irreversiblen Thermodynamik ko¨nnen zur Optimierung der
Prozesseffizienz beitragen, insbesondere indem die im Rahmen der Naturgesetze






I see no viable alternative to the
profit system; I have nothing but
contempt for the profit motive.
(Warren Kendall Lewis)
Die Ingenieurwissenschaften nutzen naturwissenschaftliche Erkenntnisse und Unter-
suchungsmethoden fu¨r anwendungsorientierte Forschung mit dem Ziel der Umset-
zung in neue Produkte und technische Verfahren. Dazu geho¨rt sowohl die Patentie-
rung vorstellbarer (jedoch oft noch nicht realisierter) Innovationen als auch deren
konkrete Umsetzung in die Realita¨t. Die Hierarchie der ingenieurwissenschaftlichen
Forschung in der Hochtemperaturverfahrenstechnik la¨sst sich an Hand von Beispie-
len verdeutlichen:
1. Thermodynamik, heterogene Gleichgewichte (Abschnitt 4.3).
2. Angewandte Reaktionskinetik (Abschnitt 5.6).
3. Stoff-, Impuls und Energiebilanzen (Abschnitt 4.4).
4. Kontinuumsmechanik (Abschnitt 4.4 und 5.5).
5. Wa¨rme- und Stoffu¨bergang (Abschnitt 5.7).
6. Auslegung, Konstruktion und Analyse von Anlagen (Abschnitt 5.8).
7. Steuerungs- und Regelungstechnik (Abschnitt 5.8.3 und Abbildung 1.2).
8. Optimierungstechniken (Abschnitt 2.16).
Wa¨hrend die experimentelle ingenieurwissenschaftliche Forschung oft reduktionis-
tisch betrieben wird, ist die Prozessmodellierung eine heuristische ”Kunst“ in derU¨bergangsphase zur konstruktivistischen Wissenschaft. Prozessmodelle in der For-
schung ermo¨glichen Fortschritte auf den oben genannten Ebenen 1 bis 5, industrielle
Prozessmodelle fokussieren auf die Ebenen 6 bis 8.
Die naturwissenschaftlichen Grundlagen aus dem vorangegangen Kapitel liefern
die grundlegenden Bilanzgleichungssysteme (Stoff-, Impuls- und Energiebilanzen)
sowie Materialmodelle und die Konstitution heterogener Systeme im thermodynami-
schen Gleichgewicht. Die Thermodynamik der irreversiblen Prozesse (4.3.13) stellt
prinzipiell die Grundlage zur Beschreibung der in der Hochtemperaturverfahrens-
technik auftretenden kinetischen Vorga¨nge dar. In der Praxis sind jedoch heuristische
Modelle auf der Basis experimentell ermittelter Zusammenha¨nge vorzuziehen – ein
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Modell sollte ja immer eine Vorhersage auf der Basis mo¨glichst weniger Parameter
liefern.
Oft werden zuna¨chst die Grundgleichungen zu den einzelnen Teilen eines zu model-
lierenden Gesamtprozesses aufgestellt. Fu¨r Spezialfa¨lle lassen sich aus diesen Glei-
chungen nu¨tzliche ortsaufgelo¨ste Modelle gewinnen (siehe Kapitel 6). Wie bereits
anhand des Beispiels in Kapitel 3 verdeutlicht, fu¨hrt fu¨r viele Prozesse jedoch erst
eine Kombination aus konstruktivistischen und heuristischen Modellen mit den zu-
geho¨rigen experimentellen Daten zu einer zielfu¨hrenden Beschreibung. Zudem ist
es oft mo¨glich und erforderlich Hochtemperaturprozesse auf der Basis einer Unter-
teilung in einzelnene Zonen zu modellieren. Dieser Ansatz wird in Kapitel 8 na¨her
beschrieben.
Als Erga¨nzung zu den Klassikern [WH62, HWR66, HWR67, SH87, SEB88], ak-
tuellen Lehrbu¨chern [Lev99, HM12, SL13] und entsprechenden Handbu¨chern (bei-
spielsweise [MKK05, GP09]) erla¨utert dieses Kapitel die fu¨r zielfu¨hrende Prozess-
modelle wichtigen ingenieurwissenschaftlichen Grundlagen. Nach der Diskussion ak-
tueller Schlagworte wie Prozessintensivierung (Abschnitt 5.1) und dem CAPE (Ab-
schnitt 5.2) enden die allgemeinen Betrachtungen mit Hinweisen zur ingenieurwis-
senschaftlichen Systemtheorie (Abschnitt 5.3).
Die Grundlagenforschung liefert Skalierungsgesetze und Korrelationen, zum Bei-
spiel fu¨r die Kinetik der schon in Abschnitt 4.2 erwa¨hnten komplexen heteroge-
nen mehrphasigen Reaktionssysteme. Traditionell orientieren sich die Teilgebiete der
Hochtemperaturverfahrenstechnik an den jeweiligen Produkten (Verbrennungstech-
nik, Steine und Erden, Zement, Stahl, . . .) und haben sich durchaus unabha¨ngig von-
einander entwickelt. Die Forschung liefert jedoch zunehmend auch allgemein gu¨ltige
Zusammenha¨nge und Methoden. Hier sind die A¨hnlichkeitstheorie (Abschnitt 5.4),
die ingenieurma¨ßige Betrachtung von Stro¨mungspha¨nomenen (Abschnitt 5.5) und
die angewandte Chemische Kinetik (Abschnitt 5.6) von besonderer Bedeutung. Auch
wenn es prinzipiell mo¨glich erscheint, viele Pha¨nomene auf der Basis von Erhaltungs-
gleichungen zu berechnen, so bleibt die experimentelle Untersuchung des Wa¨rme-
und Stoffu¨berganges (Abschnitt 5.7) gerade im Bereich der Mehrphasensysteme eine
wichtige Grundlage der Prozessmodellierung.
Im Abschnitt 5.8 werden die Verfahrens- und Prozesstechnischen Aspekte der
Prozessmodellierung diskutiert (Reaktortheorie, Regelung, Instrumentierung und
Aktuatoren). Zum Abschluss folgt ein Abriss der relevanten Visualisierungs- und
Planungstechniken (Abschnitt 5.9) und eine Zusammenfassung mit kritischer Dis-
kussion (Abschnitt 5.10).
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5.1 Grundoperationen, Prozessintensivierung und
Systemverfahrenstechnik
Divide et impera, nach dem Prinzip des schrittweisen Vorgehens setzen sich indus-
trielle Prozesse aus Teilschritten zusammen, die jeweils ein Stu¨ck des Weges zum
Endprodukt zuru¨cklegen. Bei den Teilschritten, die sich aus einer u¨berschaubaren
Menge an Grundoperationen (unit operations) rekrutieren, spielt auch die Komple-
xita¨t eine wesentliche Rolle: Nach dem Zadeh’schen Inkompatibilita¨tsprinzip [Zad73]
darf die Komplexita¨t eines Teilsystems nicht die Schwelle u¨berschreiten, ab der wir
keine genauen und relevanten Aussagen u¨ber das Systemverhalten mehr abgeben
ko¨nnen.
Quantitativ haben sich die Prozesse in der Hu¨ttenindustrie im Laufe der Jahrhun-
derte (Abbildung 5.1) sicher deutlich gea¨ndert. Qualitative A¨nderungen hingegen
sind oft durch die Kosten und Schwierigkeiten einer probierenden Vorgehensweise
begrenzt. Gerade die Prozesse der Hochtemperaturverfahrenstechnik sind durch ei-
ne lange experimentelle Entwicklung gekennzeichnet. Hier standen immer die Kosten
des Produkts im Fokus und erst in zweiter Linie der Energie- oder Materialeinsatz,
sowie Rahmenbedingungen wie Arbeitssicherheit und Umweltschutz.
Erst eine ausufernde Umweltverschmutzung, sowie die Begrenztheit der perso-
nellen, materiellen und energetischen Ressourcen fu¨hrte seit den 1970er Jahren zu
neuen Herausforderungen. In der chemischen Verfahrenstechnik wurde von Rams-
haw der Begriff Prozessintensivierung (PI) gepra¨gt [Ram95]. Er soll einen Paradig-
menwechsel unterstu¨tzen, der zum Beispiel durch folgende Ziele gekennzeichnet ist
[SM00, vGS09]:
• qualitative Reduzierung der spezifischen Anlagengro¨ßen (> Faktor 2).
• wesentliche Reduzierung des spezifischen Energieeinsatzes.
• signifikante Verringerung der Anzahl an Grundoperationen.
• qualitativ neuartige Grundoperationen und Anlagen.
Eine Prozessintensivierung liegt somit vor, wenn der Prozess mit wesentlich kleine-
ren Anlagen, sauberer und energieeffizienter durchgefu¨hrt wird als die vorher beste
verfu¨gbare Technologie1.
Aus wissenschaftlicher Sicht ist das Ziel der Prozessintensivierung eine maximale
Ressourceneffizienz. Hierzu ist es sinnvoll, die relative Prozesseffizienz folgender-
maßen zu definieren:
Ein Prozess hat bezu¨glich der Ressource A eine relative Effizienz von
100%, wenn die Naturgesetze bezogen auf eine bestimmte Produktmenge
keinen Prozess mit einem geringeren Einsatz der Ressource A gestatten.
1Best Available Technology.
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Abbildung 5.1: Gewinnung von Gold aus Erz um 1556 [Agr56, 8. Buch, S.258].
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Produkt: Zement (Klinker) Roheisen
Prozess: Drehrohrofen Hochofen
Weltweit produzierte Menge [Mt/a]: 3300 1120
Minimaler theoretischer Energiebedarf [GJ/t]: < 2 3
Realer Energiebedarf [GJ/t]: 3.5 11
Energiebedarf [J/a]: 1.16 · 1019 1.23 · 1019
Energiebedarf [% der Prima¨renergienutzung]: 2.3% 2.4%
Tabelle 5.1: Gescha¨tzter Energiebedarf der beiden bedeutendsten Hochtemperatur-
prozesse im Jahre 2010.
Prima¨renergietra¨gernutzung: 5.1 · 1020 J = 1.4 · 1014 kWh
. . . durch O¨l: 34%
. . . durch Kohle: 27%
. . . durch Erdgas: 21%
. . . durch erneuerbare Energien: 13%
Energienutzung: 9.8 · 1013 kWh
davon elektrisch: 2 · 1013 kWh
Weltsozialprodukt (WGP): 5.2 · 1013 €
Weltbevo¨lkerung: 6.7 · 109
Prima¨renergietra¨ger pro Kopf: 7.6 · 1010 J = 21200 kWh
Wirtschaftsleistung pro Kopf: 7800 €
Energie pro Wirtschaftsleistung: 9.8 MJ/€ = 2.7 kWh/€
Tabelle 5.2: Gescha¨tzte weltweite Nutzung von Energietra¨gern im Jahre 2010.
Den Anteil der zwei wichtigsten Hochtemperaturprozesse an der weltweiten Prima¨r-
energietra¨gernutzung zeigen die Zahlen in Tabelle 5.1, deren Gesamtumfang wie-
derum in Tabelle 5.2 dargestellt ist. Die Zahlen wurden mit Hilfe der Daten von
Wikipedia und [vOP02, FFPB00] abgescha¨tzt.
Daraus ergibt sich fu¨r die Wissenschaft die Aufgabe, fu¨r jeden Prozess die im
Rahmen der Naturgesetze mo¨gliche Energieeffizienz zu ermitteln. Bei der Errei-
chung dieser Grenzen handelt es sich um eine Mehrzieloptimierung, die in einer
wirtschaftlichen Umgebung auf eine Kostenfunktion mit Einschra¨nkungen (Umwelt-
schutz, Arbeitsschutz, . . .) reduziert wird. Wichtig ist anzumerken, das die relative
Prozesseffizienz den Vergleich verschiedener Prozesse mit den gleichen Edukten und
Produkten erlaubt, die Suche nach einer optimalen Prozessroute fu¨r ein konkretes
Produkt jedoch die Betrachtung der absoluten Effizienz als Bezugspunkt erfordert:
Der absolute Ressourcenbedarf eines Prozesses bezu¨glich der Ressource
A entspricht der Menge an A, die pro Mengeneinheit des Produktes P
beno¨tigt wird. Die Naturgesetze bestimmen die Minimalmenge, die nicht
unterschritten werden kann und die die relative Effizienz verschiedener
Prozesse mit gleichen Edukten und Produkten definiert.
Eine weitere wichtige Entwicklung stellt die Systemverfahrenstechnik (PSE, pro-
cess systems engineering) dar [Wil61, Per02]. Hier geht es um die Optimierung und
Analyse von Prozessen mit Hilfe einer holistischen Betrachtung, wobei Prozessmo-
delle eine wichtige Rolle spielen [SKSM05]. Aus diesem Bereich stammt auch das
Konzept der Grundfunktionen (als Weiterentwicklung des Konzeptes der Grundope-
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Abbildung 5.2: PI und PSE: Objekte und Skalen, aus [MSGG08].
rationen) [FS08, PFS10]. Ein Beispiel fu¨r den Modell gestu¨tzten Reaktorentwurf
findet sich in [FPS11]. In Abbildung 5.2 sind die beiden Gebiete gegenu¨bergestellt
[MSGG08]: Es handelt sich im Wesentlichen um einen Top-Down (PSE) und einen
Bottom-Up (PI) Zugang. Beide Begriffe, PI und PSE, werden in den Teilgebieten
der Hochtemperaturverfahrenstechnik selten verwendet, die Bemu¨hungen um eine
Prozessoptimierung gehen jedoch in eine a¨hnliche Richtung.
Im Folgenden soll an einem sehr stark vereinfachtem Beispiel gezeigt werden,
wie sich Optimierungspotentiale a priori einscha¨tzen lassen und auf Maßsta¨be fu¨r
Prozessoptimierungsmaßnahmen fu¨hren.
Die Reduzierung von Eisenerz mit Kohlenstoff verla¨uft nach der Summenreakti-
onsgleichung
1/2 Fe2O3 + 3/2 C + 3/4 O2 
 Fe + 3/2 CO2 + 508 kJ/MolFU (5.1)
Der reale Prozess verla¨uft u¨ber die Reduktion mit CO in 3 Schritten u¨ber die Zwi-
schenstufen Fe3O4 und FeO, begleitet von der Boudouard Reaktion, die das CO
bereitstellt. Daraus folgt ein Kohlenstoffbedarf von 322 kgC/tFe verbunden mit einer
Produktion von 1182 kgCO2/tFe. Ein Teil der freigesetzten Wa¨rmeenergie (1.3 GJ/t)
ist als fu¨hlbare Wa¨rme im flu¨ssigen Eisen enthalten.
Somit beno¨tigt die Erzeugung von einer Tonne flu¨ssigem Eisen (Rohstahl) durch
Reduktion von Ha¨matit mindestens 2.8 GJ (1.5 GJ fu¨r die Reduktion und 1.3 GJ
als Enthalpie im flu¨ssigen Produkt). Wird Kohlenstoff als Reduktionsmittel und
Energietra¨ger verwendet, so sind mindestens 322 kg notwendig, die 1182 kg CO2
und zusa¨tzlich maximal 7.8 GJ thermische Energie freisetzen ko¨nnen. Diese Koh-
lenstoffmenge entspricht einem oberen Heizwert von 10.6 GJ. Die Verwendung von
Wasserstoff ist ebenfalls mo¨glich, wobei im Falle einer Wasserstofferzeugung ohne
fossile Energietra¨ger netto kein CO2 emittiert wu¨rde. In der Praxis la¨sst sich die
CO2-Emission nur durch Verwendung von Erdgas verringern.
Diese U¨berlegungen zeigen im Vergleich mit den praktischen Rahmenbedingungen,
das eine rein energetische Betrachtung die realen Prozesse zuna¨chst als ineffizient er-
scheinen la¨sst2. Um einen realen Prozess zu beurteilen ist eine genauere Betrachtung
erforderlich, die die genauen Stoff- und Energiestro¨me auch unter dem Gesichtspunkt
des zweiten Hauptsatzes betrachtet. Diese Betrachtungen ko¨nnen dann fu¨r vorgege-
bene Pro- und Edukte eine realistische Berechnung der maximal mo¨glichen Effizienz
2Wobei in unserem Beispiel der Energieeinsatz beim Hochofen durchaus schon optimal ist.
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ermo¨glichen. Im obigen Beispiel zeigt der hohe Anfall an Wa¨rmeenergie durch die
zur Reduktion notwendige Kohlenstoffmenge, das es bei der weiteren Verbesserung
der Prozesse vor allem auf die sinnvolle Nutzung von Wa¨rmeenergie auf einem nied-
rigen Exergieniveau ankommt. So ist es unter Umsta¨nden fu¨r Stahlwerke einfacher
ihre Umgebung mit Heizenergie zu versorgen, als den Einsatz an Energietra¨gern
noch weiter zu verringern.
Integrierte Hu¨ttenwerke haben zur Zeit eine Prima¨renergietra¨gernutzung von 14-
19 GJ/t, fu¨r den Rohstahl und 17-23 GJ/t fu¨r das fertige Endprodukt [LD03]. Die
spezifischen CO2-Emissionen betragen ungefa¨hr 1650 kg pro Tonne Stahl und sollen
laut EU-Beschluss auf 1320 kg reduziert werden. Elektrostahlwerke mu¨ssen theore-
tisch nur die Enthalpie des flu¨ssigen Stahles aufwenden (1.3 GJ/t), entsprechend 360
kWhthermisch/t. Die Stahlproduktion hat energetisch damit unter Umsta¨nden noch
nicht das – durch Naturgesetze festgelegte – Optimum erreicht. Zur Zeit sorgen zu-
dem U¨berkapazita¨ten fu¨r eine geringe Wertscho¨pfung, die keine Freira¨ume fu¨r eine
erst mittelfristig rentable Reduzierung der Energietra¨gernutzung la¨sst.
Auch CO2 Emissionsgrenzen du¨rfen natu¨rlich nicht lokal festgelegt werden, da
dieses zu einer – wirtschaftlich ruino¨sen – Produktionsverlagerung fu¨hrt, die in der
Folge die globalen CO2 Emissionen eher steigert als verringert. Solange global ei-
ne Reduzierung der CO2 Emissionen nicht durchgesetzt werden kann, ist diese fu¨r
einzelne Regionen wirtschaftlich ruino¨s, wohingegen jede o¨konomisch sinnvolle Ver-
besserung der Energieeffizienz wirtschaftliche Vorteile generiert.
Bezu¨glich des Energie- und Materialeinsatzes existieren fundamentale Grenzen fu¨r
die Herstellung eines bestimmten Produktes unabha¨ngig von der Produktionsroute.
Mittels genauer derartiger Daten la¨sst sich die Effizienz unterschiedlicher Produk-
tionsrouten quantifizieren. Fu¨r die Umsetzung bestimmter Produktionsrouten la¨sst
sich in analoger Weise eine absolute Effizienz angeben, indem entsprechende Zwi-
schenzusta¨nde als zwingend erforderlich festgelegt werden – so wie im obigen Beispiel
der flu¨ssige Zustand fu¨r das Produkt Roheisen.
Die Prozessintensivierung erfolgt durch neue Gera¨te und Anlagen, stimuliert durch
neue Prozesse und Energiequellen. Beispiele aus dem Bereich der chemischen Verfah-
renstechnik zeigen, dass wesentliche Verbesserungen vor allem durch Hybridtechno-
logien und die engere Verknu¨pfung von Prozessschritten erreicht werden [SM00]. Hier
spielt die Prozessmodellierung eine wichtige Rolle. Dafu¨r finden sich auch Beispiele
in der Stahlindustrie, wo zur Zeit Methoden der kontinuierlichen Rohstahlerzeugung
[PPR06] und neuartige Gießprozesse [Sch98, KED+99, GIG12] untersucht werden.
In der Regel erfordert die Prozessintensivierung den Verzicht auf die klassische
Aufteilung in Grundoperationen zugunsten hybrider integrierter Prozesse. Eine Ver-
ringerung der spezifischen Anlagengro¨ße fu¨hrt oft zu Kostenvorteilen. Im Zuge ei-
ner Verringerung von Systemrisiken ko¨nnte der Trend zu immer weniger Anlagen
mit jeweils immer gro¨ßerer Kapazita¨t umgekehrt werden in Richtung hochflexibler
Kleinanlagen. Dem stehen jedoch die gerade in der Hochtemperaturverfahrenstech-
nik schwer wiegenden Vorteile eines gu¨nstigen Verha¨ltnisses von Oberfla¨che zu Vo-
lumen entgegen. Die Handhabung einer immer gro¨ßeren Anlagenkomplexita¨t erfor-
dert große Anstrengungen in der Ingenieurausbildung um in Zukunft alle relevanten
Hochtemperaturprozesse sta¨rker zu intensivieren.
Die Prozessintensivierung ist sicher keine neue Idee, sondern basiert auf dem alt-
bekannten Zielkonflikt zwischen der Beherrschung der Komplexita¨t einer einzelnen
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Anlage einerseits und den durch Prozessschrittintegration erzielbaren Synergien an-
dererseits. Gerade die Prozessmodellierung erlaubt dann wesentliche Fortschritte,
wenn sie es ermo¨glicht, neue integrierte Anlagen mit einer minimalen Anzahl von
aufwendigen experimentellen Entwicklungsschritten zu realisieren.
5.2 Computer Aided Process Engineering (CAPE)
Wie in vielen anderen Bereichen wird auch in der Vefahrenstechnik von einer ent-
sprechenden Computer unterstu¨tzten Technik (computer aided, CA) gesprochen,
dem Computer Aided Process Engineering (CAPE) [PH06a]. Diese beinhaltet ei-
ne Reihe von Methoden und Werkzeugen, die durch den Einsatz entsprechender
IT-Werkzeuge [Bra02] genutzt werden ko¨nnen:
• Numerische Lo¨sungsverfahren (ein U¨berblick findet sich in [PH06a]).
• Automatisierte Ableitung von Zonenmodellen oder kombinierten Zonen/CFD
Prozessmodellen [BMP04, BM04].
• Bereitstellung spezieller Simulationsumgebungen (SimuSage, gPROMS, As-
pen, . . .) und von Interoperabilita¨tswerkzeugen (CAPE-Open).
CAPE Methoden und Werkzeuge erlauben einen Computer unterstu¨tzten Prozessbe-
trieb inklusive Ressourcenplanung, Produktionsplanung, Prozessu¨berwachung und
Datenabgleich, Modellbasierter Regelung und verschiedener Optimierungen [PH06b].
Aus wissenschaftlicher Sicht sind all diese Technologien kritisch zu begleiten, um die
Anwender vor riesigen nutzlosen Datenfriedho¨fen oder einer kommerziellen Verein-
nahmung ihrer Informationen zu bewahren. Wie in [KM09] vorgeschlagen, sollte der
Begriff CAPE zugunsten der Systemverfahrenstechnik (PSE) nicht weiter verwendet
werden.
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Wie sicher schon im zweiten Kapitel klar geworden ist, beno¨tigt eine Wissenschaft
von der Prozessmodellierung Konzepte, die mit – je nach Fachdisziplin – unter-
schiedlicher Bedeutung als Systemtheorien bezeichnet werden. Steht bei diesen Sys-
temtheorien die mathematische Formulierung im Vordergrund so bilden sich Kate-
gorien heraus, die auch in [HC01] verwendet wurden (siehe Abschnitt 2.5).
Als Ausgangspunkte der heutigen Systemtheorien ko¨nnen die 1948 durch Norbert
Wiener begru¨ndete Kybernetik [Wie63], die sich mit der Steuerung und Regelung
von Maschinen bescha¨ftigt, und die Systemtheorie von Bertalanffy [Ber50a, Ber68b]
betrachtet werden. Dazu einige wichtige Begriﬄichkeiten:
Das negative Feedback geho¨rt zu den Konzepten aus der Regelungstechnik. Es fin-
det sich schon bei antiken Wasseruhren [Bec03] oder als Arbeitspunktregelung von
Mu¨hlen mittels Fliehkraftreglern [PCOS10]. In der Sprache der Prozessmodellierung
wird ein Sollwert als Modelleingang vorgegeben. Der Istwert, ein Modellausgang,
wird durch einen Regelprozess derart kontrolliert, das die Abweichung zu dem Soll-
wert minimiert wird. Kleine Sto¨rungen des Prozesses werden somit geda¨mpft. Die
Grundlagen wurden von Kalman erarbeitet [Kal60b, Kal60a], der auch die Begriffe
Regelbarkeit und Beobachtbarkeit definiert.
Im Gegensatz dazu bewirkt das positive Feedback eine Versta¨rkung von Sto¨rungen,
wodurch diese (exponentiell) wachsen ko¨nnen. Als Beispiel seien Selbsterregungs-
prozesse (Resonanzen) in der Physik, Lawinen in der Natur oder die Finanzma¨rkte
(Zinseszinseffekt) genannt.
Die Kommunikations- oder Signaltheorie beschreibt zum Beispiel die U¨bermittlung
von Information in der Gegenwart von Rauschen. Da jede Messung stochastische
Fehler entha¨lt, sind diese U¨berlegungen fu¨r die Modellparametrierung aus Messwer-
ten (Abschnitt 2.8) durchaus bedeutsam.
Der Begriff des Isomorphismus spielt in der Kybernetik ebenfalls eine wichtige
Rolle. So wie in der Mathematik ein bijektiver Homomorphismus fu¨r eine umkehr-
bar eindeutige Struktur erhaltende Abbildung steht, so bescha¨ftigt sich auch die
Kybernetik, wie jede Systemtheorie, mit strukturellen Analogien. An dieser Stelle
sollte wieder auf den Zielkonflikt zwischen mathematischer Eindeutigkeit und An-
wendbarkeit hingewiesen werden. Es ist fu¨r den menschlichen Beobachter oft mo¨glich
Muster in Strukturen oder Verhaltensweisen zu erkennen, die sich nicht streng ma-
thematisch so beschreiben lassen, das ein Isomorphismus vorliegt.
Auf der Ebene der Systemverfahrenstechnik (PSE,[KM09]) ergeben sich eine Reihe
von Schwierigkeiten bei der Aufschlu¨sselung von Systemen in Teilsysteme oder der
umgekehrten Zusammensetzung (Aggregation) eines Prozessmodells aus den Model-
len der Teilsysteme.
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Als einfacher Einstieg wurde die SIMILAR Methode entwickelt [Gig91]:
1. State the problem: identify the requirements the system must satisfy.
2. Investigate alternatives: generate alternatives which meet the requirements
and define a multi-criteria decision-making process to identify the most pro-
mising alternative.
3. Model the system: analyse promising alternatives and find the as is and de-
termine the to be by any kind of system model which can be processed and
interpreted.
4. Integrate: connect the designed system to its environment to optimize the
function of the overall system the designed system is embedded in.
5. Launch the system: implement the system, run it and produce output.
6. Assess performance: measure the systems performance against the require-
ments in the design problem statement.
7. Re-evaluate: continuously monitor and improve the performance of the system
during its whole lifecycle.
Derartige konzeptionelle Prinzipien sind nu¨tzlich fu¨r Managementaufgaben, ko¨nnen
aber natu¨rlich spezifische Detailprobleme nicht lo¨sen. Bei der Ausarbeitung konkre-
ter Modellentwicklungsabla¨ufe (siehe zum Beispiel Abschnitt 8.7) kann eine U¨ber-
einstimmung mit diesen Prinzipien jedoch die Akzeptanz verbessern.
In der Modellierung von Prozessen der Hochtemperaturverfahrenstechnik findet
sich selten ein expliziter Bezug zur Kybernetik. Besonders die Daten getriebene
Modellierung (Abschnitt 2.15) basiert jedoch auf den hier erwa¨hnten Verfahren.
Beispiele gibt es fu¨r den Hochofen [ZLG+08] und den RH-Prozess [MM08].
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Hochtemperaturverfahrenstechnik
Im Abschnitt Modelldefinition wurde bereits zwischen den Modelleinga¨ngen fu¨r den
Anwender und den aus wissenschaftlicher Sicht notwendigen Modelleinga¨ngen unter-
schieden. Standardisierte Modellschnittstellen enthalten in der Regel mehr Einga¨nge
(nx, np) als physikalisch notwendig sind. Wa¨re die unten erwa¨hnte Dimensionsana-
lyse ein universelles und eindeutiges Werkzeug, so ko¨nnte immer die geringere Zahl
der daraus gewonnenen Parameter verwendet werden. Da jedoch in der Regel bei der
Definition und Offenlegung der Modelleinga¨nge fu¨r einen konkreten realen Prozess
die minimal notwendige Anzahl der Parameter nicht bekannt ist, wird das Prozess-
modell zuna¨chst in einem ho¨her dimensionalen Raum definiert.
Sind die Stoffeigenschaften na¨herungsweise konstant, so kann die Anzahl der
Modellvariablen mit Hilfe der Dimensionsanalyse reduziert werden [Buc14, Lan51,
Sti90, Ruz08]. Grundsa¨tzlich werden naturwissenschaftliche Gro¨ßen durch Zahlen-
werte verknu¨pft mit entsprechenden Einheiten beschrieben. Bei der mathematischen
Formulierung von Naturgesetzen ist dann auf die Verwendung von dimensionshomo-
genen Funktionen zu achten. Nicht homogene Funktionen (zum Beispiel log, sin, . . .
du¨rfen nur auf dimensionslose Argumente angewendet werden. Ferner ist auf die Ver-
wendung von koha¨renten Einheiten zu achten, wobei Prozessmodelle grundsa¨tzlich
in den SI Basiseinheiten [TT08] zu formulieren sind. Werden nun m verschiedene
Grundeinheiten verwendet, so la¨sst sich eine Gleichung mit n dimensionsbehafte-
ten Gro¨ßen in eine Gleichung mit n − m dimensionslosen Gro¨ßen umformulieren
(Buckingham’sches Π-Theorem [Vas92, Buc14]).
Fu¨r einen konkreten Prozess lassen sich dimensionslose Gruppen von Gro¨ßen,
die Kennzahlen, finden. Diese sind Potenzprodukte von physikalischen Gro¨ßen und
lassen sich formal aus der Dimensionsanalyse [Lan51] oder bereits bekannten Grund-
gleichungen gewinnen. Dimensionslose Kennzahlen spielen auch bei der Skalierung
von Prozessen und Anlagen eine wichtige Rolle [Zlo02]. Es sollte nach Mo¨glichkeit





Ursache Bezeichnung Intensit¨at Beispiel
Dichteunterschiede nat¨urlicheKonvektion niedrig(∝∇T) Pfanne,Verteiler
Dichteunterschiede Entgasung mittel Vakuum-Ofen
Gravitation Blasenauftrieb mittel(∝Qgas) gasger¨uhrtePfanne
Gravitation Erdbeschleunigung signiﬁkant(∝∆h) Abstich
Druckdiﬀerenz Gasstrahl hoch Lanzen







































































5.5 Konvektive Pha¨nomene bei Hochtemperaturprozessen
2. Einfache experimentelle Verfahren, mit denen komplexe Reaktoren charakte-
risiert und Modelle parametriert werden ko¨nnen (beispielsweise durch Verweil-
zeitverteilungen aus Tracer-Experimenten).
Gerade mit Blick auf aktuelle CFD Methoden wird deutlich, das sich jedes komple-
xere Modell gegenu¨ber seinen einfacheren Vorga¨ngern durch einen relevanten und
signifikanten Zusatznutzen rechtfertigen muss. Zu den wichtigsten dieser einfachen
Konzepte geho¨ren die Grenzschichten. Die in Abbildung 5.3 dargestellte Modellvor-
stellung des U¨bergangs von einer Oberfla¨che in ein (turbulent) durchstro¨mtes Fluid
liefert uns Vereinfachungen fu¨r 3 wichtige Pha¨nomene:
• Das Geschwindigkeitsfeld einer turbulenten Stro¨mung [Pra04]:
An der Oberfla¨che gilt die Haftbedingung, jenseits der Stro¨mungsgrenzschicht
mit der Dicke dl,v verha¨lt sich die Stro¨mung weitgehend unbeeinflusst von der
Wand (Stro¨mungsgeschwindigkeit v).
• Die Thermische Randschicht [Pra12]:
In der thermischen Randschicht sorgt der Gradient zwischen der Wandtem-
peratur TW und der Fluidtemperatur Tf fu¨r den energetischen Ausgleich, es
dominiert der konvektive Transport. Die Dicke der Temperaturgrenzschicht
dl,T entspricht nicht der Dicke der Stro¨mungsgrenzschicht dl,v.
• Die Konzentrationsgrenzschicht [Lew16]:
Der Stoffu¨bergang zwischen Phasengrenzen zeigt einen a¨hnlichen U¨bergang
wie bei der thermischen Grenzschicht. Wieder gilt fu¨r die Konstituenten Ai:
dAi 6= dAj 6= dl,v 6= dl,T
Fu¨r eine genauere Betrachtung dieser Modelle sei auf die Literatur verwiesen [TM58,
SG97]. Die Grenzschichten bilden sich in Abha¨ngigkeit von den Stoffeigenschaften
und den Stro¨mungsverha¨ltnissen heraus und werden auch in Abschnitt 5.7 behan-
delt.
5.5.2 Mehrphasenstro¨mungen
Die Stro¨mungspha¨nomene, an denen unterschiedliche (nicht mischbare) Phasen,
eventuell noch in unterschiedlichen Aggregatzusta¨nden, beteiligt sind, sind sehr
vielfa¨ltig und werden in [Cro06] detailliert behandelt. Es wu¨rde den Rahmen dieser
Arbeit sprengen, hier auch nur die wichtigsten Kategorien und den jeweiligen Stand
der Technik bezu¨glich der jeweils fu¨r die Prozessmodellierung relevanten Korrela-
tionen zu diskutieren. Es soll jedoch mit Hilfe von Schlagworten versucht werden,
die jeweilige Detailkomplexita¨t offenzulegen. In einem konkreten Reaktor finden sich
in der Regel alle Arten von Mischformen der im Folgenden erwa¨hnten Kategorien.
Die damit einhergehende Steigerung der Prozesskomplexita¨t kann im Rahmen einer
Prozessintensivierung in Kauf genommen werden, geht jedoch schnell auf Kosten ei-
ner quantitativen Vorhersagbarkeit des Systemverhaltens. Ein Verzicht auf komplexe
Mehrphasenprozesse ist in der Praxis nicht mo¨glich, weil nur so hohe Stoffumsa¨tze
erreichbar sind. Dies verdeutlicht der Vergleich zwischen den Zusta¨nden eines Sys-
tems von zwei nicht mischbaren fluiden Phasen unterschiedlicher Dichte:
• Im einfachsten Fall bilden die beiden Phasen auf Grund ihrer unterschiedlichen
Dichte im Reaktor zwei ruhende Schichten (keine Konvektion). Damit sind alle
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fu¨r den Stoffumsatz relevanten Parameter minimal (Grenzfla¨che, Transport
innerhalb der Phasen).
• Im komplexen Fall einer optimalen mechanischen Durchmischung wird sowohl
die Grenzfla¨che als auch die Konvektion innerhalb der Phasen erho¨ht, wodurch
der Stoffumsatz wesentlich schneller ablaufen kann.
• Im einfachen Fall einer perfekten Durchmischung lassen sich die Phasen nach
der Stoffumsetzung nicht mehr einfach trennen, der Gesamtprozess wird wieder
ineffizient.
So wird schnell klar, das der mathematisch am einfachsten beschreibbare System-
zustand keine praktische Relevanz hat, wa¨hrend die Verfahrenstechnik mit dem
Konzept des Ru¨hrkesselreaktors (siehe Abschnitt 5.8.1.2) einen praktisch relevan-
ten Grenzfall untersucht.
Grundsa¨tzlich wird zwischen Systemen mit mehreren, nicht mischbaren, dichten
Phasen und dispersen Systemen unterschieden, die zusa¨tzlich unterschiedliche Ag-
gregatzusta¨nde beinhalten. Die Kopplung zwischen den Phasen, bezogen auf den
Austausch von Masse, Energie und Impuls, spielt in der Hochtemperaturverfah-
renstechnik eine wichtige Rolle. Gasblasen in einer flu¨ssigen Phase sind in Bezug
auf ihren Volumenanteil und u¨ber eine Formverteilungsfunktion zu charakterisieren.
Zusa¨tzlich kann der Stoffaustausch bis in den Bereich des Kochens oder der Kon-
densation hinein verlaufen. Gemische aus dispersen Festko¨rpern mit Flu¨ssigkeiten
ko¨nnen makroskopisch hochviskose Fluide formen (Brei, Schlamm).
Gasdurchstro¨mte Schu¨ttungen sind auch bei hohen Temperaturen von großer tech-
nischer Bedeutung. Nicht erst seit den Untersuchungen von Ergun [EO49] bilden
sie die Basis von Reduktions- und Verbrennungsprozessen. Mit zunehmendem Gas-
durchsatz vera¨ndern sich die Eigenschaften des Systems, welches sich zuna¨chst du¨nn-
flu¨ssiger verha¨lt (Fluidisierung) und schließlich eine Feststofffo¨rderung in Rohrlei-
tungen erlaubt (pneumatischer Transport). Die dabei auftretenden System- und
Fo¨rderzusta¨nde werden oft mit einer Auftragung des Druckgradienten u¨ber der vor-
dergru¨ndigen Gasgeschwindigkeit (Zenz-Darstellung [Zen57]) charakterisiert. Die ex-
perimentelle Charakterisierung von pneumatische Fo¨rderanlagen ist sowohl fu¨r ein-
fache [LZC+07], als auch fu¨r komplexe Leitungsfu¨hrungen [Fri13] machbar. Eine
rechnerische Vorhersage erfordert – je nach Fo¨rderzustand –unterschiedliche Tech-
niken mit jeweils unterschiedlich hohem numerischen Aufwand [HS98, Tsu07].
Von besonderer Bedeutung in der Hochtemperaturverfahrenstechnik sind Emul-
sionen aus nicht mischbaren Phasen, wobei hier fu¨r die Emulgierung weniger ober-
fla¨chenaktive Additive als mechanische Ru¨hrer und Gasstrahlen eingesetzt werden
[Koz75, MMD75].
Von hoher technischer Bedeutung ist das Verhalten von nichtmetallischen Teil-
chen in Metallschmelzen. Es a¨hnelt den Prozessen in Da¨mpfen und Sta¨uben. Hier
ko¨nnen zur Untersuchung von Keimbildung, Coagulation und Agglomerisation die
Ergebnisse der Grundlagenforschung im Bereich der Aerosole herangezogen werden.
Auch Spru¨hsysteme sind – wie wir bereits in Kapitel 3 gesehen haben – nicht
immer vollsta¨ndig durch einfach messbare Parameter zu beschreiben. Hier kann
eine detaillierte Kenntnis der Tropfengro¨ßenverteilungsfunktion und ihrer Beeinflus-
sungsmo¨glichkeiten relevant sein.
Hochtemperaturprozesse, deren prima¨rer Zweck eine Stoffumwandlung ist, be-
dienen sich all dieser genannten Mehrphasensysteme. Durch eine Oberfla¨chenver-
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gro¨ßerung – die Chemiker sprechen von Zerteilungsgrad – und eine gute Durchmi-
schung innerhalb der Phasen wird der Stoffumsatz durch einen effektiven Trans-
port der Reaktanden zu den sich sta¨ndig erneuernden chemisch aktiven Oberfla¨chen
maximiert. In der Regel ist die Kinetik des Stoffumsatzes bei Hochtemperatur-
prozessen durch die notwendigen Transportprozesse limitiert. Insbesondere in
Gasen kann jedoch die chemische Reaktionskinetik eine Rolle spielen, mit der sich
der na¨chste Abschnitt bescha¨ftigt.
5.6 Chemische Kinetik
Wie in Abschnitt 4.3.8 beschrieben, kann eine chemische Reaktion durch die Reakti-
onslaufzahl ξ(t) beschrieben werden. In einer fluiden Umgebung wird die A¨nderung
der Konzentration der Edukte (Hinreaktion) mit der Zeit als Reaktionsgeschwin-
digkeit vR bezeichnet. Eine Summenreaktionsgleichung gibt dabei noch keinen Auf-
schluss u¨ber den Reaktionsmechanismus. Dieser bestimmt die Kinetik der Reaktion
[Esp95] und die experimentelle Analyse der Reaktionskinetik bezeichnet man als
Chemometrie [TWB09]. Die Reaktionsmodelle, die mit Hilfe experimenteller Da-
ten parametriert werden mu¨ssen, ko¨nnen als Klasse von Prozessmodellen angesehen
werden. Dementsprechend ko¨nnen viele in der Chemometrie eingesetzte Technolo-
gien unter Umsta¨nden auch auf andere Prozessmodelle angewendet werden. Zur
Einfu¨hrung sei auf [MM09] verwiesen. Als motivierendes Beispiel wollen wir kurz
die Reaktion von Kohlenmonoxid mit Stickstoffdioxid diskutieren. Die Summenre-
aktionsgleichung lautet
CO + NO2 → CO2 + NO . (5.2)
Die experimentellen Daten lassen sich jedoch nicht durch eine direkte Reaktion beim
Zusammentreffen der CO und NO2 Moleku¨le erkla¨ren, so das der genaue Mechanis-
mus Objekt jahrzehntelanger Forschung war [Baw35, AYD97]. Um beispielsweise
eine Reaktionsrate von vr = k · [NO2]2 zu erkla¨ren, wird die Reaktion
2NO2 → NO3 + NO (5.3)
als langsamster (Raten bestimmender) Schritt angenommen, wobei sich die Sum-
menreaktion (5.2) aus (5.3) und der schnellen Reaktion
NO3 + CO→ NO2 + CO2 (5.4)
ergibt.
5.6.1 Kinetische Reaktionsordnung
Bei einer Reaktion 0. Ordnung
A→ B (5.5)
ha¨ngt vr = k nicht von der Konzentration der Edukte ab. Beispiele sind photo-
chemische Reaktionen und katalytische Umsetzungen. k kann beispielsweise eine
Funktion der Temperatur oder der Lichtintensita¨t sein. Bei einer Reaktion Pseudo-
0. Ordnung ha¨ngt die Reaktionsgeschwindigkeit zwar prinzipiell von der Konzentra-
tion der Edukte ab, diese wiederum ergibt sich jedoch aus einem Gleichgewichts-
zustand mit einem im U¨berfluss vorhandenen Stoff und kann somit als konstant
angesehen werden.
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Eine Reaktion 1. Ordnung findet sich bei Zerfallsprozessen (auch katalytisch)
A→ B + C (5.6)




= k · [A]⇒ [A](t) = [A]0 · e−k t (5.7)
Entsprechend wird die Reaktion zweier Edukte zu einem Produkt








= k · [A] · [B] (5.9)
als Reaktion 2. Ordnung bezeichnet. Die Reaktionsgeschwindigkeit ha¨ngt von der
Konzentration der Edukte [A] und [B] ab und die Zeitabha¨ngigkeit ergibt sich fu¨r
[A]0 6= [B]0 zu
[A](t) = [A]0 · ([B]0 − [A]0)[B]0 e([B]0−[A]0)·kt − [A]0 (5.10)
Reaktionen noch ho¨herer Ordnung sind sehr selten.
Das Konzept einer Beschreibung auf der Basis des detaillierten Reaktionsmecha-
nismus [Lev02, WH62] liefert oft Modelle mit derartig vielen Parametern, das eine
eindeutige Identifikation des Reaktionsmechanismus aus den experimentellen Da-
ten nicht mo¨glich ist [Hin30]. In der Physik und physikalischen Chemie spielt diese
Theorie der Reaktionsraten jedoch eine wichtige Rolle bei der Aufkla¨rung der Ele-
mentarreaktionen [HTB90].
Im Chemieingenieurwesen sollten mo¨glichst einfache Modelle verwendet werden,
mit denen die experimentellen Befunde mit einer minimalen Anzahl von Parame-
tern beschrieben werden (Chemical Reaction Engineering Konzept). Dazu werden
Temperatur- und Konzentrationsabha¨ngigkeit der Reaktionsrate zuna¨chst separiert
[WP54]:
rA = −k(T ) · f([Xi]) (5.11)
Die Temperaturabha¨ngigkeit wird u¨ber den Ha¨ufigkeitsfaktor k0 und die Aktivie-
rungsenergie ∆Ek beschrieben [vH84, Arr89]:
k(T ) = k0 e−
∆Ek
RT (5.12)
Die Konzentrationsabha¨ngigkeit wird mit dem Ansatz
f([Xi]) = [A]a · [B]b · . . . · [D]d (5.13)
beschrieben [Lev99], wobei n = a+ b+ . . .+ d die Gesamtordnung der Reaktion be-
zeichnet und die Ordnungen bezu¨glich der Edukte (zum Beispiel a) nicht notwendig
mit den sto¨chiometrischen Koeffizienten u¨bereinstimmen. So ergeben sich Model-
le, deren Parameter sich aus den experimentellen Daten gewinnen lassen. Dabei ist
das Modell mit der geringsten Parameterzahl auszuwa¨hlen, welches innerhalb der
Messgenauigkeit U¨bereinstimmung mit den experimentellen Daten liefert.
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5.6.2 Die Unabha¨ngigkeit der chemischen Reaktionen
Eine chemische Reaktion, deren (experimentell ermittelte) Ratengleichung mit der
Sto¨chiometrie u¨bereinstimmt wird als Elementarreaktion bezeichnet. Ist der Rang
der von den sto¨chiometrischen Koeffizienten sk,ι (siehe Abschnitt 4.3.8) gebildeten
Matrix gleich der Anzahl der Reaktionen, so sind diese linear unabha¨ngig voneinan-
der. Zur experimentellen Bestimmung der minimalen Menge von Elementarreaktio-
nen sei auf die Literatur verwiesen [AM63]. Die klassische Methode und ihre Weiter-
entwicklungen (siehe [GDM01]) zur Auswertung der experimentellen Daten liefert
somit Hinweise fu¨r alle drei Teilgebiete der Untersuchung eines Reaktionssystems:
Die Sto¨chiometrie, die Reaktionsmechanismen und die chemische Reaktionskinetik.
5.6.3 Bestimmung von Reaktionsraten
Es du¨rfte nun hinreichend klar sein, das die Modellierung von chemischen Reaktion
mit Hilfe von Ratengleichungen immer auf der Basis der verfu¨gbaren chemometri-
schen Daten erfolgen muss [BPS98].
Unter den mo¨glichen Ansa¨tzen ist derjenige mit dem best-fit bei minimaler Para-
meteranzahl auszuwa¨hlen. Fu¨r die Temperaturabha¨ngigkeit kann der Ansatz nach
van’t Hoff und Arrhenius, seine Erweiterungen oder beispielsweise auch der Ansatz
von Landau und Teller [LT36] verwendet werden.
Ergeben sich nicht-sto¨chiometrische Reaktionsraten, so stellt die Reaktion die
Summe einer (unbekannten) Menge von Elementarreaktionen dar.
5.6.4 Reaktionsinvarianten
Bei chemischen Reaktionen werden diejenigen Gro¨ßen, die sich im Verlauf der Re-
aktion nicht a¨ndern, als Reaktionsinvarianten bezeichnet. Diese sind insbesondere
fu¨r die Validierung von Reaktionsmechanismen und die Regelung von Reaktoren
wichtig [Asb72, GDM01].
5.6.5 Gleichgewichtsreaktion
In der Regel ko¨nnen Reaktionen in beide Richtungen ablaufen
A
 B (5.14)
Eine kinetische Beschreibung kann u¨ber zwei Reaktionsraten erfolgen, kAB fu¨r die




= −kAB · [A] + kBA · [B] (5.15)
verschwindet dann im thermodynamischen Gleichgewicht, kAB und kBA sind an die-
sem Punkt durch das Massenwirkungsgesetz verknu¨pft (siehe Abschnitt 4.3.8.3,
[SM82]). Fernab vom thermodynamischen Gleichgewicht sind kAB und kBA durch
Anpassung an Messwerte zu bestimmen.
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5.6.6 Chemische Mikro- und Makrokinetik
Die Vielfalt der Pha¨nomenologie in der chemischen Kinetik hat zu einer Untertei-
lung in zwei Gruppen gefu¨hrt [Hed58]:
Die Mikrokinetik bescha¨ftigt sich mit Transportprozessen auf mikro- und mesosko-
pischen Skalen:
• Diffusion (siehe Abschnitt 4.3.13.5).
• Erstarrungsprozesse (Abschnitt 4.2.4).
• Transport von Ionen im Festko¨rper (Ionenleiter), siehe zum Beispiel [WHK+04].
• Kinetik der Bildung du¨nner Schichten, siehe zum Beispiel [SFB+05].
• Oxidationsprozesse, siehe zum Beispiel [JB91].
Die Makrokinetik bescha¨ftigt sich mit Transportprozessen auf Reaktorebene, zum
Beispiel:
• Bestimmung von Korrelationen fu¨r den Stoffu¨bergang (siehe Abschnitt 5.7).
• Bestimmung von Verweilzeitverteilungen (siehe Abschnitt 5.8.1.1).
• Untersuchung der Stabilita¨t und Regelbarkeit von Reaktoren.
• Untersuchung spezifischer Reaktionstypen, zum Beispiel die Reaktion von Ga-
sen mit flu¨ssigen Metallen [BH93].
• Prozess-spezifisch, zum Beispiel bei der Raffinierung [Plu90] oder Desoxidation
[ZP03] von Stahlschmelzen.
In Kapitel 3 wurde bereits an einem Beispiel gezeigt, wie ein optimales Zusam-
menspiel zwischen Laborexperimenten und Prozessanalyse (=Modell) funktioniert.
Auch in der Makrokinetik hat sich schon fru¨h gezeigt, das es nicht zielfu¨hrend ist,
einen Laboraufbau mo¨glichst groß und nah am realen Prozess zu gestalten. Die da-
mit einhergehenden Messfehler und Unklarheiten bezu¨glich der Messbedingungen
fu¨hren oft zu Ergebnissen, die ”weder praktischen noch irgendwelchen Wert fu¨r dieAufkla¨rung der Theorie des Prozesses besitzen“ [Hed58]. Laborexperimente mu¨ssen
hingegen eine klar definierte Messumgebung und eine quantifizierte Messgenauigkeit
liefern (siehe Abschnitt 2.10.3). Auch unter schwierigen Bedingungen besitzen nur
reproduzierbare Messungen mit definierter Genauigkeit wissenschaftliche Relevanz
und Publikationswu¨rdigkeit3.
Wa¨hrend in der Chemie Reaktionen in einer idealisierten (isothermen) Umge-
bung untersucht werden, sind in der Verfahrenstechnik oft Prozesse anzutreffen,
in denen unterschiedliche Aggregatzusta¨nde und Phasen mit komplexer Morpho-
logie zu beru¨cksichtigen sind. Die Makrokinetik bildet damit die Grundlage der
Prozessmodellierung. Eine weniger am konkreten Prozess als an allgemeingu¨ltigen
Zusammenha¨ngen orientierte ingenieurwissenschaftliche Beschreibung liefert das im
folgenden Abschnitt angerissene Gebiet des Wa¨rme- und Stoffu¨bergangs.
3Auch wenn Hinweise zu gescheiterten Experimenten durchaus lehrreich sind [JIR].
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Die detaillierte quantitative Vorhersage von Wa¨rmeu¨berga¨ngen auf der Basis der
Energie und Impulsbilanz ist nur selten mo¨glich. In der Regel ist man auf experi-
mentelle Daten angewiesen, die mittels der A¨hnlichkeitstheorie aufbereitet werden.
Fu¨r eine Vielzahl von Fa¨llen finden sich brauchbare quantitative Zusammenha¨nge
zum Wa¨rmeu¨bergang im VDI-Wa¨rmeatlas [Mar06].
Chemische Reaktionen und damit der Stoffu¨bergang sind temperaturabha¨ngig,
wobei in der Hochtemperaturverfahrenstechnik oft die lokalen thermodynamischen
Gleichgewichte dominieren. Die jeweilige Temperatur ha¨ngt ganz allgemein von der
Energiebilanz und konkret von den auftretenden Wa¨rmeu¨berga¨ngen ab. Der effekti-
ve Wa¨rmeu¨bergang ergibt sich zudem u¨ber die Energiebilanz aus den auftretenden
endo- oder exothermen Reaktionen und Phasenu¨berga¨ngen. Die Energiebilanz ist
wiederum mit der Stoff- und Impulsbilanz verknu¨pft. Ein kontinuumsmechanisches
Modell (siehe Abschnitt 4.4) erfordert thermodynamische Nebenbedingungen, oder
noch allgemeiner eine Beschreibung auf der Grundlage der Thermodynamik irreversi-
bler Prozesse (Abschnitt 4.3.13). Dort werden seit Onsager auch die thermodynami-
schen Verknu¨pfungen der einzelnen Stoff- und Energiestro¨me behandelt, in der Na¨he
des Gleichgewichts mit dem Postulat einer linearen Abha¨ngigkeit [Ons31a, Ons31b].
Die theoretischen Grundlagen wurden in letzter Zeit durchaus erweitert [JCVL10],
eine praktische Anwendung scheitert jedoch regelma¨ßig am Rechenaufwand und der
fehlenden Kenntnis der dort auftretenden Transportkoeffizienten, die sich experi-
mentell nur in einfachen Fa¨llen (Diffusion, . . .) ermitteln lassen und wird in den
Ingenieurwissenschaften oft als praktisch nicht durchfu¨hrbar angesehen.
Die rein ingenieurma¨ßige Beschreibung basiert auf Laboruntersuchungen und de-
ren Auswertung mittels A¨hnlichkeitsbetrachtungen fu¨r Prozessklassen mit signifi-
kanter praktischer Relevanz. Der makroskopische Wa¨rme- und Stoffu¨bergang ha¨ngt
stark von den Stro¨mungsverha¨ltnissen, den Morphologien der beteiligten Phasen
und den Stoffeigenschaften ab. Zur Beschreibung einer konkreten Situation sei auf
die Standardwerke verwiesen [Rie79, KC93, Kra12, ID13]. An dieser Stelle soll nur
versucht werden, eine qualitative Vorstellung der beteiligten Pha¨nomene und der
einfachsten Modellvorstellungen zu vermitteln.
Schon die Betrachtung zweier Phasen, bei denen die chemische Reaktion nur in
der einen Phase abla¨uft, fu¨hrt auf die wichtigsten Grenzfa¨lle [Ast66]:
• Im kinetischen Regime la¨uft die chemische Reaktion wesentlich langsamer ab
als der Stoffu¨bergang zwischen den Phasen.
• Im diffusiven Regime dominiert der (langsame) diffusive Stoffu¨bergang.
• Im Regime der schnellen Reaktion existieren kaum nennenswerte Abweichun-
gen von den Gleichgewichtskonzentrationen in der reaktiven Phase.
• Im durch Reaktionen an der Oberfla¨che dominierten Regime finden die chemi-
schen Reaktionen nur an der Phasengrenzfla¨che statt.
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5.7.1 Film- und Penetrationstheorie
Nachdem Lewis 1916 die Konzepte von Prandtl, Newton, Fourier und anderen mit
der Einfu¨hrung des U¨bergangskoeffizienten h beziehungsweise α auf den Wa¨rme-
u¨bergang ausgedehnt hatte, ero¨ffnete sich ein neues Forschungsfeld:
Die Ermittlung makroskopischer Korrelationen in stro¨mungsmechanisch beeinfluss-



























Als Gu¨ltigkeitsbereich wurde Re > 3000 und 0.6 < Pr < 100 genannt. Derarti-
ge Korrelationen werden um so komplexer, je mehr Pha¨nomene mit beru¨cksichtigt
werden und ko¨nnen durchaus auch nicht durch eine Linearkombination von Po-
tenzgesetzen beschreibbare Zusammenha¨nge abbilden (siehe Gleichung (3.8) aus
[VSSW06b]). In der obigen Gleichung wa¨ren das beispielsweise der Rohranfang,
die Rohrbiegung oder die Rauigkeit der Innenwand. Problematisch ist oft die gerin-
ge Genauigkeit der Messungen, auf die dann die große Streuung der angegebenen
Korrelationen zuru¨ckgefu¨hrt wird, beispielsweise ±25% im obigen Beispiel.
Angewandt auf den Stoffu¨bergang (mass transfer) [Whi23] ergibt sich die Defini-
tion des Stoffu¨bergangskoeffizienten kc beziehungsweise β
β = n˙A
A ·∆cA . (5.17)
In Abwesenheit konvektiver Vorga¨nge bestimmt im einfachsten Fall der Diffusions-
koeffizient D den Stofftransport. Korrelationen der (dimensionslosen) Sherwood-
zahl Sh = βL/D enthalten oft neben der Reynolds-Zahl auch das Verha¨ltnis von
diffusivem Impuls- zu diffusivem Stofftransport, die Schmidt-Zahl Sc = η/(ρD)
[Sch53, GS54]. Wa¨rme-, Impuls- und Stoffu¨bergang sind nicht unabha¨ngig vonein-
ander und die Vorstellung einer laminaren Grenzschicht mit der Haftbedingung an
der Phasengrenze ist in einem turbulenten, vom Stoffu¨bergang dominierten Regime
zweifelhaft. In der Penetrationstheorie (surface renewal) [Dan51] wird die Phasen-
grenzfla¨che als sich sta¨ndig erneuernd betrachtet. Film- und Penetrationstheorie lie-
fern die Grenzfa¨lle des allgemeinen Stoffu¨berganges an einer Phasengrenze [TM58].
Detailliertere Betrachtungen finden sich in den Lehrbu¨chern, zum Beispiel [Gea93]
und [Kra12, Abschnitt 3.1].
5.7.2 Wa¨rmeu¨bergang bei der Ku¨hlung von
Festko¨rperoberfla¨chen mit Fluiden
In der Hochtemperaturverfahrenstechnik spielt die kontrollierte Abku¨hlung von Pro-
dukten eine wichtige Rolle. Durch das ”preiswerte Legierungselement Ku¨hlwasser“lassen sich Materialeigenschaften gezielt beeinflussen. Zugleich zeigt sich in diesem
Gebiet die Bedeutung genauer Labormessungen. Alle in der Praxis eingesetzten
Ku¨hltechniken zeichnen sich durch eine relativ hohe Detailkomplexita¨t bezogen auf
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. . ., ”an der Luft abku¨hlen“) lassen sich mit CFD Methoden noch gut untersu-chen. Beim Einsatz von flu¨ssigen Ku¨hlmedien (in der Regel Wasser, siehe Abbil-
dung 5.4) spielt die Dampfphase durch die hohen Temperaturen des abzuku¨hlenden
Festko¨rpers (T > 100◦C) eine wichtige Rolle. Im Ergebnis lassen sich die fu¨r eine
konkrete Anwendung beno¨tigten Wa¨rmeu¨bergangskoeffizienten, in Abbildung 5.5
beispielhaft dargestellt, nicht mit jeder Technik erreichen. Wa¨hrend fu¨r speziel-
le Anwendungen (dicke Bleche und maximale Abku¨hlraten) spezielle Technologi-
en entwickelt wurden [WME85, FO05], kommt es bei den allermeisten Anwendun-
gen auf eine gute Regelbarkeit und Vorausberechenbarkeit des Wa¨rmeu¨berganges
an. Hier empfiehlt sich die Spritzku¨hlung, sofern der nichtlineare Zusammenhang
zwischen der Oberfla¨chentemperatur und dem Wa¨rmeu¨bergangskoeffizienten mess-
technisch [WSW08a] und in Bezug auf die Auslegungsrechnung [WSW09] sicher
beherrscht wird. In der Praxis ko¨nnen zusa¨tzlich stochastische Effekte einen Rolle
spielen, wie sie beispielsweise bei der Abku¨hlung verzunderter Oberfla¨chen auftreten
[WSW08b].
Abbildung 5.6: Blasenaufstiegsgeschwindigkeiten im System Wasser/Luft (links,
[WSW88]) und volumenspezifische Phasengrenzfla¨che als Funkti-
on des volumenbezogenen Leistungseintrags (rechts, [OLBS78]), aus
[Kra12].
5.7.3 Angewandte Reaktionskinetik
Wa¨hrend sich die in Abschnitt 5.6 behandelte chemische Kinetik mit dem zeitli-
chen Verlauf der Reaktionen bescha¨ftigt, spielen in der angewandten Reaktionski-
netik auch Reaktor-spezifische Aspekte eine Rolle. Gerade bei der Modellierung von
Hochtemperaturprozesse ergibt sich ein erhebliches Vereinfachungspotential. Falls
die chemische Kinetik u¨berhaupt eine Rolle spielt, so kann sich die Modellierung
oft auf einfache Schlu¨sselmechanismen beschra¨nken, die sich durchaus systematisch
bestimmen lassen [PZ99].
In der Regel verlaufen die dominanten heterogenen Reaktionen jedoch transport-
bestimmt [SLR+97] und lassen sich in wenige Kategorien einteilen:
• Gas-Festko¨rper Reaktionen [SJES76, Soh90].
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• Metall-Schlacke Reaktionen [GDP54, KJ84, GL04].
• Gas-Flu¨ssigkeit Reaktionen [Dan70, BH93, BAB10].
Die wissenschaftliche Untersuchung dieser Kategorien in der Hochtemperaturver-
fahrenstechnik stu¨tzt sich dabei auch auf die A¨hnlichkeiten zu den im Chemiein-
genieurwesen behandelten Prozessen [PG99]. Ein Musterbeispiel, wie sich auch fu¨r
einen komplexen Prozess (Stoffumsatz in einer Blasensa¨ule) Korrelationen finden
lassen, lieferten Akita und Yoshida [AY73, AY74]. Dabei sei auf die in Abbildung
5.6 dargestellte Komplexita¨t der Reaktorsituation hingewiesen. Auf Korrelationen
aus Laborexperimenten ist gerade die Hochtemperaturverfahrenstechnik mit ihren
sehr eingeschra¨nkten experimentellen Mo¨glichkeiten angewiesen.
5.8 Verfahrens- und Prozesstechnische Aspekte
Die Hochtemperaturverfahrenstechnik im Allgemeinen und speziell die metallur-
gische Prozesstechnik verwendet oft konkrete Anlagen und Aufgabenstellungen als
Einteilungsmerkmal. In den folgenden Abschnitten werden einige wichtige Aspekte
diskutiert, unter denen diese Anlagen zu betrachten sind.
5.8.1 Reaktortheorie
In der Regel spielen Stro¨mungen eine wichtige Rolle in chemischen Reaktoren, auch
und gerade in der Hochtemperaturverfahrenstechnik. Mit Hilfe von physikalischen
Modellen (siehe Abschnitt 6.2) und der numerischen Stro¨mungsmechanik (CFD,
siehe Abschnitt 4.4 und 6.3) ist es oft mo¨glich einige relevante Details rechnerisch zu
erfassen und auch komplexe Reaktoren in ihren wesentlichen Aspekten physikalisch
oder numerisch zu simulieren (siehe zum Beispiel [Ode04]). Derartig aufwendige
Untersuchungen sind besonders fu¨r die Visualisierung messtechnisch unzuga¨nglicher
Prozessdetails und die Grundlagenforschung von Bedeutung.
In Bezug auf die in der Verfahrenstechnik verwendeten Reaktoren dominierten bis
in die 1950er Jahre Rohrreaktoren mit Pfropfenstro¨mung und – bei Hochtempera-
turprozessen – die Ru¨hrkesselreaktoren, beide werden in Abschnitt 5.8.1.2 diskutiert.
Auch wenn es zumindest fu¨r einphasige Systeme mo¨glich ist, fast jeden beliebigen
Reaktor im Detail zu simulieren4, so liefert die Tracer-Technologie und das Konzept
der Verweilzeitverteilung (siehe Abschnitt 5.8.1.1) fu¨r eine Vielzahl von Reaktoren
einfache Verfahren zur Erfassung der wesentlichen verfahrenstechnischen Parame-
ter fu¨r eine Prozessmodellierung und fu¨r Auslegungsrechnungen. Aus der Sicht der
Modellierung bereiten Mehrphasenstro¨mungen besondere Schwierigkeiten, die so-
wohl numerischer als auch grundsa¨tzlicher Natur sein ko¨nnen (jede neue Schu¨ttung
liefert ein neues Stro¨mungsbild).
Im Folgenden werden grundlegende Begriffe kurz erla¨utert und einige Reaktorkon-
zepte vorgestellt. Mit Hilfe dieser Konzepte und bekannter Korrelationen lassen sich
fu¨r eine Vielzahl von Hochtemperaturprozessen einfache Prozessmodelle ableiten.
4In der Hochtemperaturverfahrenstechnik trifft man dabei oft auf instationa¨re Stro¨mungsprofile
die aufwendige LES-Modelle (siehe Abschnitt 4.4.6) erfordern.
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Erst wenn es um die Vorhersage von Selbstorganisationsprozessen und die Visua-
lisierung von messtechnisch nicht zuga¨nglichen Details geht, sind die in Kapitel 6
beschriebenen aufwendigen zeit- und ortsaufgelo¨sten Modelle erforderlich.
5.8.1.1 Verweilzeit, Kurzschlussstro¨mungen und Totra¨ume
Abbildung 5.7: Verweilzeitdichtefunktionen verschiedener idealer Reaktoren.
Chemische Reaktoren wurden vor der Einfu¨hrung der Verweilzeitverteilung [GM52,
Dan53] mit Hilfe zweier idealisierter Kategorien behandelt,
• als idealer Rohr- oder Pfropfenstro¨mungsreaktor (Abschnitt 5.8.1.2),
• oder als idealer Ru¨hrkesselreaktor (Abschnitt 5.8.1.2).
Bezogen auf eine bestimmte Substanz, wird einem Reaktor mit der Kapazita¨t VR





zugeordnet. Bezogen auf den eintretenden Volumenstrom wurde auch von der Raum-
zeit gesprochen. Betrachten wir nun einen realen Reaktor [GM52, Dan53]: A¨ndert
sich Konzentration eines Indikators (tracer) zum Zeitpunkt t = 0 von 0 auf 1, so la¨sst
sich dessen Konzentration am Ausgang des Reaktors mit der sogenannten F -Kurve
beschreiben. Die zeitliche Ableitung entspricht der Altersverteilung des Fluids am
Reaktorausgang, wenn bei t = 0 ein Konzentrationsimpuls (mathematisch beschrie-
ben durch eine δ-Distribution) erfolgt, und wird als E-Kurve bezeichnet:
E(t) = F˙ (t) mit
∫ ∞
0
E(t)dt = 1 (5.19)
Sie wird aus der experimentell ermittelten Konzentrationsverteilung durch Normie-
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ist die mittlere Verweilzeit im Reaktor und stimmt im Falle der Abwesenheit von
Totra¨umen mit τr u¨berein. In Abbildung 5.7 sind die E-Kurven verschiedener idea-
lisierter Reaktoren aufgetragen:




· e− tτ (5.22)







· e−n tτ (5.23)
. (5.24)
Wichtig ist dabei, das die Wahl der Systemgrenzen so erfolgt, das das Fluid nur ein-
mal in den Reaktor ein- beziehungsweise ausstro¨mt (am Ein- beziehungsweise Aus-
gang keine Wirbel oder Diffusion, closed vessel boundary condition). Die E-Funktion
wird als Verweilzeitverteilungsfunktion (Residence-Time-Distribution) bezeichnet











beschreibt die Altersverteilung des Fluids im Reaktor. Tracer-Messungen stellen ein
effektives Werkzeug zur messtechnischen Charakterisierung von Stro¨mungsreaktoren
dar. Dabei wird ha¨ufig auch die C-Kurve angegeben, die sich direkt aus der Zugabe
der Masse mtr eines Indikators zum Zeitpunkt t = 0 und der Messung von dessen
zeitabha¨ngiger Konzentration ctr(t) ergibt. Mit ctr in kg/m3 ergibt sich
E(t) = ctr(t) · V˙
mtr
. (5.26)
Die Verallgemeinerung, die lokale Verweilzeitverteilungsfunktion E(~r, t), kann in
jedem Stro¨mungssystem definiert und berechnet werden [GL02]. Ihr zeitlicher Mit-
telwert E(~r) wird als Verweilzeitfeld (Residence Time Field) bezeichnet und la¨sst
sich aus den CFD-Daten gut berechnen [EW09]. Die Visualisierung des RTF gibt
ein gutes Bild u¨ber die Ausnutzung des Reaktorvolumens. Im Ergebnis erha¨lt man
Hinweise auf Bereiche mit gu¨nstigen stro¨mungstechnischen Eigenschaften, Pfade auf
denen das Fluid zu schnell vom Eingang zum Ausgang des Reaktors transportiert
wird (Kurzschlußstro¨mung) und Totra¨ume (stagnation regions), in denen das Fluid
zu langsam ausgetauscht wird. Das Reaktorvolumen la¨sst sich in ein aktives (per-
fekt geru¨hrtes) Volumen Va und ein Totraumvolumen Vd mit V = Va + Vd auf-
teilen. Analog kann eine Einteilung in ein Ru¨hrkesselvolumen und ein Pfropfen-
stro¨mungsvolumen beziehungsweise ein Kurzschlussstro¨mungsvolumen erfolgen.




1− e−ζι·(t−ι) : t > ι
0 : t ≤ ι (5.27)
zusammengesetzt sind [WR63]. Dabei ist die Verwendung einer gro¨ßeren Anzahl von
Parameterpaaren (ζι, ι) nur sinnvoll, wenn damit die Anpassung an die experimen-
tellen Daten signifikant besser gelingt.
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5.8.1.2 Reaktoren
Wie bereits in Abschnitt 2.1.4 erwa¨hnt, unterscheidet man zwischen Chargen- (batch)
und kontinuierlichen Prozessen. Diese erfordern dann auch unterschiedliche Reakto-
ren. Diskontinuierliche Chargenprozesse werden in der Hochtemperaturverfahrens-
technik oft in großen feuerfest ausgemauerten Beha¨ltern betrieben. Hier erfolgt in
der Regel am Anfang die Chargierung der wichtigsten Ausgangsstoffe und am Ende
der Abstich der Produkte, zum Beispiel einer Metallschmelze. Zur Beschleunigung
der Stoffumwandlung werden verschiedene Ru¨hrprozesse eingesetzt:
• Zugabe von Edukten durch Lanzen, die eine starke Durchmischung erzeugen.
• Ru¨hren mittels durch Spu¨lsteine erzeugter Gasblasen (Bodenblasen).
• Elektromagnetisches Ru¨hren (bei Metallschmelzen).
• Mechanisches Ru¨hren (bei hohen Temperaturen selten eingesetzt).
Die Gefa¨ße werden in der metallurgischen Prozesstechnik als Pfannen (ladle) oder
Konverter bezeichnet. Dieser Reaktortyp entspricht dem aus der chemischen Ver-
fahrenstechnik bekannten Grundtypus des Ru¨hrkessel-Reaktors (Perfectly Stirred-
Tank Reactor), der im kontinuierlichen Betrieb als Continuous flow Stirred-Tank
Reactor bezeichnet wird.
Finden die Stoffumsetzungen in einem kontinuierlich durchstro¨mten Rohrreaktor
statt, so wird die Idealisierung einer Pfropfenstro¨mung verwendet. Dieser stellt dann
eine Hintereinanderschaltung von unendlich vielen infinitisimalen CSTR’s dar, siehe
Abbildung 5.7. In einem derartigen Plug-Flow-Reactor findet sich ha¨ufig ein stati-
ona¨rer Zustand mit kontinuierlichen Konzentrationsgradienten in Stro¨mungsrichtung.
Als Beispiel ko¨nnten Verteiler (tundish) in der Stahlmetallurgie genannt werden,
wobei als ”Reaktion“ die Abscheidung oxidischer Partikel betrachten werden kann.Die Stro¨mungsverha¨ltnisse in realen Verteilern werden jedoch in der Regel durch
den Zuflussbereich, Totra¨ume und Kurzschlusstro¨mungen dominiert.
In der Hochtemperaturverfahrenstechnik spielen auch Reaktoren mit Schu¨ttungen
eine wichtige Rolle, wobei es sich nicht um Katalysatorschu¨ttungen sondern um
gasdurchla¨ssige Schu¨ttungen der Edukte handelt, beispielsweise in Schacht- und
Hocho¨fen.
5.8.2 Chemische Reaktionstechnik
Auch eine Gliederung nach der Kategorie der ablaufenden Stoffumsetzung ist durch-
aus u¨blich. So stellt beispielsweise die Verbrennungstechnik ein wichtiges Fachgebiet
dar. Hier steht die Nutzbarmachung von chemischer Energie im Vordergrund. In
diesem Bereich sind auch kinetische Daten zu den beteiligten Elementarreaktionen
bekannt [Kuo05, WMD05, Web08] und in den jeweiligen Teilgebieten liegt ein um-
fangreicher Stand der Technik vor:
• Verbrennungsmotoren [GO09].
• Verbrennung von Feststoffen, Flu¨ssigkeiten und Gasen (siehe oben und [WPBV95,
ESHE99]).
• Spezialgebiete wie die Flammenlose Verbrennung, die partielle Oxidation in
Reformern mit und ohne Katalysatoren, siehe beispielsweise [MSWO07, MHTD11].
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In der metallurgischen Prozesstechnik ist die Reduktion der Erze ein wesentlicher
Teilschritt. Hier werden die verwendeten Reduktionsmittel als Einteilungsmerkmal
verwendet, zum Beispiel:
• Die carbothermische Reduktion mit Kohlenstoff im Hochofen zur Gewinnung
von Roheisen oder Blei.
• Die Reduktion mit Metallda¨mpfen, wie Tantaloxid mit Magnesiumdampf.
• Die Reduktion mit Wasserstoff, beispielsweise als alternative Route zur Stahl-
herstellung [SJ11].
5.8.3 Regelungstechnik
Prozessmodelle liefern der Regelungstechnik die nichtlinearen Zusammenha¨nge
{xi(t), pk} → {yj(t)}. (5.28)
Die Regelungsaufgaben stellen Anforderungen an das Prozessmodell und beeinflus-
sen damit die Definition der {xi(t), pk, yj(t)}. Ein Prozessmodell kann als nichtli-
neares Glied im Mehrgro¨ßensystem Regelkreis eingesetzt werden und es sei auf die
Ausfu¨hrungen zur Modellbasierten Regelung (MPC) in Abschnitt 2.2.6 verwiesen.
Sollen Prozessmodelle nicht direkt in MPC-Systemen eingesetzt werden, so ko¨nnen
sie doch bei der Optimierung von Rezepturen und der Ablaufplanung helfen. Ganz
wesentlich fu¨r die erfolgreiche Umsetzung von Prozessmodellen ist die Kooperation
zwischen den MSR5-Technikern und den Modellentwicklern. Die Anlagentechniker
sind auf stabile Modelle, die messtechnisch nachpru¨fbare Vorhersagen liefern, ange-
wiesen. Die Modellentwickler beno¨tigen qualitativ hochwertige Daten zur Modellpa-
rametrierung und Validierung. Eine besondere Rolle spielen Prozessmodelle auch bei
der Entwicklung und Implementierung von Strategien zur Vermeidung und Hand-
habung abnormer Anlagenzusta¨nde (Abnormal Event Management, [VRYK03]).
Aus der Regelungstechnik stammt auch die Systembeschreibung u¨ber einen Zu-
standsvektor ~z(t). Dabei ist es durchaus nu¨tzlich, die Modelldefinition aus Abschnitt
2.1 in eines der regelungstechnischen Zustandsraummodelle zu u¨bertragen, am ein-
fachsten durch Linearisierung und Ableitung einer U¨bertragungsfunktion.
5.8.4 Prozessinstrumentierung
Die messtechnische Zuga¨nglichkeit von Hochtemperaturprozessen ist im Vergleich
zu Prozessen bei Raumtemperatur stark eingeschra¨nkt. Daher werden im Folgenden
einige Hinweise auf zeitlich diskrete und kontinuierliche Messverfahren gegeben, die
bei der Instrumentierung von Hochtemperaturprozessen verwendet werden ko¨nnen.
5.8.4.1 Stro¨mungsgeschwindigkeiten
Stro¨mungsgeschwindigkeiten lassen sich mit und ohne Beeinflussung der Stro¨mung
messen. Ist das stro¨mende Fluid durchsichtig, so sind hochwertige Messvorrichtungen
(Laser-Doppler-Anemometrie [ABDT03] und Particle Image Velocimetry [AW11])
5Messen, Steuern, Regeln.
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kommerziell verfu¨gbar. Diese Verfahren werden in der Hochtemperaturverfahrens-
technik nur an den in Abschnitt 6.2 angesprochenen Labormodellen eingesetzt.
Stro¨mungen in undurchsichtigen Flu¨ssigkeiten (flu¨ssige Metalle) lassen sich mittels
Ultraschall Doppler Velocimetrie [Tak91] vermessen, wie beispielsweise die Messun-
gen an einem Modell des Stranggussprozesses zeigen [TEG11]. In Metallschmelzen
[ECG07] kann auch die Aufschmelzrate einer eingetauchten Kugel zur Messung der
Stro¨mungsgeschwindigkeit herangezogen werden [BW98, MA05].
Technologien zur beru¨hrungslosen Untersuchung leitfa¨higer Ko¨rper, wie die elek-
trische Impedanztomographie [Hol05] und die elektromagnetische Induktionstomo-
graphie [PYL+96], wurden ebenfalls schon im Bereich der flu¨ssigen Metalle angewen-
det [BLPP01]. Magnethydrodynamische Effekte (siehe Abschnitt 4.6) erlauben zu-
dem eine beru¨hrungslose Messung der Stro¨mungsgeschwindigkeit, die Lorentz Force
Velocimetry [TVK06].
5.8.4.2 Durchfluss
Die Durchflussmessung ist auch bei hohen Temperaturen eine wichtige Aufgabe
der Prozessinstrumentierung. Dabei wird oft versucht, die eigentliche Messung in
den Bereich niedriger Temperatur zu verlagern. Aus den Daten einer (kontinuierli-
chen) Wa¨gung des Beha¨lters wird auf Zu- und Abflu¨sse geschlossen. Bei elektrisch
leitfa¨higen Fluiden ist eine indirekte Messung mo¨glich, die zudem kostensparend
mittels CFD kalibriert werden kann [WKT12].
5.8.4.3 Temperaturen
In der Hochtemperaturverfahrenstechnik werden Oberfla¨chentemperaturen u¨ber Bo-
lometer und Pyrometer gemessen. Zum Eintauchen in Schmelzen und Schlacken
werden mit einem passenden Schutzmantel versehene Thermoelemente verwendet.
Kommerzielle Sensoren ko¨nnen in eine Schmelze eingetaucht werden und liefern
dann die lokale Temperatur mit einer Zeitauflo¨sung von typischerweise 10s. Auch
optische Verfahren ko¨nnen fu¨r die kontinuierliche U¨berwachung der Temperatur von
Schmelzen [LKL+05] und heißen Oberfla¨chen [CPMRV02] herangezogen werden.
Insbesondere bei den niedriger schmelzenden Leichtmetallen ko¨nnen auch Ultra-
schalltechniken verwendet werden [BSC+99]. Da die Schallgeschwindigkeit in einer
Flu¨ssigkeit von der Temperatur und den rheologischen Eigenschaften abha¨ngt, las-
sen sich diese u¨ber eine eingetauchte Ultraschallsonde indirekt erfassen [PBKG08,
PRL+11].
Da die Temperatur ganz wesentlich die durch thermodynamische Gleichgewichte
bestimmten (lokalen) chemischen Zusammensetzungen bestimmt beziehungsweise
oft von energieintensiven Phasenu¨berga¨ngen bestimmt wird, ist eine Messung von
Temperaturverteilungen ein wesentlicher Baustein einer Modellparametrierung und
Validierung. Hier spielen die absoluten Messgenauigkeiten eine große Rolle, beispiels-
weise um Phasenu¨berga¨nge zuzuordnen.
In Metallschmelzen ist neben der Temperatur auch die direkte Messung von kriti-
schen Gehalten an gelo¨sten Stoffen bedeutsam, zum Beispiel der gelo¨ste Sauerstoff
[Plu79].
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5.8.4.4 Gasanalyse
In der Regel erfolgt die chemische Gasanalyse bei Raumtemperatur. Es wird ei-
ne Probe entnommen, abgeku¨hlt und mittels Gaschromatograph und Massenspek-
trometer analysiert. Dies ist bei reaktiven Gasen natu¨rlich problematisch, da die
Reaktionsgleichgewichte stark von der Temperatur abha¨ngen.
Direkt bei hohen Temperaturen arbeiten potentiometrische Messungen mittels
Festko¨rper-Ionenleitern die als Lambdasonden weite Verbreitung gefunden haben.
Neben der Sauerstoffsensorik [GLLM95] lassen sich auch Wasserstoff [LMY96], Me-
than und NOx nachweisen, wobei die Selektivita¨t durch katalytische Filter verbessert
werden kann [FKW+00].
Sobald das zu untersuchende Gas (oder Plasma) im relevanten Wellenla¨ngenbereich
optisch du¨nn ist, ko¨nnen spektroskopische Methoden angewendet werden:
• Emissionsspektroskopie.
• Laserinduzierte Fluoreszenz (LIF).
• Absorptionsspektroskopie (AS, TDLAS, siehe zum Beispiel [WTC05]).
Zur Gasanalyse (Temperatur und Zusammensetzung) sind in der Regel Laser-basierte
Verfahren erforderlich, da die fu¨r eine reine Emissionsspektroskopie erforderlichen
Leuchtsta¨rken erst in Plasmen erreicht werden.
5.8.4.5 Druck
Eine Druckmessung erfolgt in der Regel durch U¨bertragung des Druckes im Hochtem-
peraturteil der Anlage auf Umgebungstemperatur. Im Bereich der Verbrennungsmo-
toren stehen anspruchsvollere Sensoren zur Verfu¨gung, siehe zum Beispiel [MM90].
5.8.4.6 Fu¨llstand
In metallurgischen Systemen ist die Metallschmelze oft von einer Schlackenschicht
bedeckt. Eine Messung des Fu¨llstandes oder der Dicke dieser Schlackenschicht ist
indirekt durch die Auswertung der Temperaturverteilung eines vorher eingetauchten
Stabes mo¨glich [HCX11].
5.8.4.7 Physikalische Eigenschaften: Leitfa¨higkeiten, Viskosita¨t und
Oberfla¨chenspannung
Da Wa¨rme- und Stromtransport in elektrischen Leitern von den Elektronen getragen
werden6, gilt fu¨r die Wa¨rmeleitfa¨higkeit nach Wiedemann-Franz [WF53] und Lorenz
[Lor73]:
λ = Lλσ T σel (5.29)
Die Lorenz-Zahl Lλσ ist experimentell zu bestimmen und nimmt dabei Werte zwi-
schen 2.1 und 2.9 · 10−8 W·Ω·K2 an [KPP93]. Fu¨r flu¨ssige Metalle gilt nach [Pow65]
λM(T ) = Lλσ,M T σM,el(T ) + CM (5.30)
6Im Temperaturbereich zwischen 50 und 200K gibt es einen zusa¨tzlichen Phononenbeitrag [Kle54],
die ballistische Wa¨rmeleitung.
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mit einer Abweichung von unter 10%. Fu¨r poro¨se metallische Werkstoffe (Scha¨ume)
liegen ebenfalls Modelle und Messungen vor [KF73, BCM02].
Details zu den physikalischen Eigenschaften flu¨ssiger Metalle liefert Guthrie [IG93].
Mit den Eigenschaften von Salzschmelzen, flu¨ssigen Gla¨sern und Schlacken befassen
sich [Tur83] und [MHS05].
Aktuell wird die Messtechnik weiter verbessert, zum Beispiel in der Ultraschallsen-
sorik [BSC+99] oder mit Hilfe einer elektrostatisch frei schwebenden Probe [RO00].
Neben den Leitfa¨higkeiten und Viskosita¨ten bei hohen Temperaturen erfa¨hrt auch
die Messung von Grenzfla¨chenspannungen und Kontaktwinkeln ein zunehmendes In-
teresse [ESPN05]. Dies liegt darin begru¨ndet, das es mit Hilfe der im folgenden Ka-
pitel erwa¨hnten CFD-Techniken immer besser gelingt, makroskopische Pha¨nomene
vorherzusagen, sofern die grundlegenden physikalischen Eigenschaften der jeweiligen
Fluide bekannt sind. Mission critical wird dies erst, wenn entsprechende Prozessmo-
delle sensitiv auf die entsprechenden Daten reagieren.
5.8.5 Aktuatoren in der Hochtemperaturverfahrenstechnik
Ein weiteres Teilgebiet der Hochtemperaturverfahrenstechnik ist die Bereitstellung
von geeigneten Aktuatoren zur Probenentnahme und stoﬄichen Beeinflussung der
Prozesse. Grundkenntnisse dazu sollten auch Prozessmodellierer mitbringen.
Die Probenentnahme wird in der Literatur ausfu¨hrlich behandelt [GDM80]. Der
Prozessmodellierer muss dabei besonders auf die zeitliche Zuordnung der Probe ach-
ten, den korrekten Entnahmezeitpunkt. Zur Entnahme von Schmelzen- oder Schla-
ckenproben werden Lanzen eingesetzt. Dienen diese nur der Messung und nicht der
Beeinflussung, so werden sie als Sublanzen bezeichnet. Ist die Zugabe von Prozess-
gas mittels Lanze entscheidend fu¨r die Kinetik des gesamten Prozesses, so ko¨nnen
CFD-Modelle zum Versta¨ndnis der Vorga¨nge an den Du¨sen beitragen [OKSE07].
Auch Ventile, Stopfen (plug) und Schieber (slide gate) spielen in der metallurgi-
schen Prozesstechnik eine wichtige Rolle. Hier ko¨nnen mit Hilfe der CFD Modellie-
rung relevante Detailprobleme analysiert werden [JTW10]. So spielt beim Strang-
gießen (siehe Kapitel 7) die Einstro¨mung des flu¨ssigen Metalls in die Kokille ei-
ne wichtige Rolle (Tauchrohr, Submerged Entry Nozzle) [BT00]. Die Regelung
von Massenstro¨men bei Metallschmelzen la¨sst sich ebenfalls mit CFD-Modellen der
Stro¨mungsverha¨ltnisse im Bereich der Schieber optimieren [BT01a, BT01b].
5.9 Visualisierungen, Diagramme und Pla¨ne
Das geflu¨gelte Wort ”Ein Bild sagt mehr als tausend Worte“ gilt gerade auch inder Prozessmodellierung, wo es um komplexes Systemverhalten geht, welches den
Gleichungen nicht anzusehen ist7.
Anlagen der Hochtemperaturverfahrenstechnik werden durch komplexe Pla¨ne und
Diagramme visualisiert. Die Prozessmodellierer werden oft schon in der Entwurfs-
phase eingebunden, beispielsweise um die Machbarkeit neuer Konzepte abzuscha¨tzen.
Daher muss jeder Prozessmodellierer die entsprechenden Unterlagen verstehen und
analysieren ko¨nnen. Es ist zudem durchaus zielfu¨hrend, wenn sich die Abgrenzung
7Mit der Komplexita¨t der Prozesse wa¨chst zudem der fu¨r eine Lo¨sung der Grundgleichungen
notwendige Rechenaufwand oft u¨ber alle Grenzen.
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der modellierten Prozesse an den Anlagen und Liefergrenzen der realen Prozesse
orientiert.
Die Vereinfachung der realen Vorga¨nge geho¨rt zur Kernaufgabe der Prozessmodel-
lierung. Daher ist es wichtig, die fu¨r konkrete Modelle verwendeten Vereinfachungen
auch in entsprechenden Grafiken anschaulich darzustellen.
In der chemischen Verfahrenstechnik dient in der Regel ein Prozessschema als
Ausgangspunkt. Auch in der Hochtemperaturverfahrenstechnik beginnt die Arbeit
mit einer Anlagenskizze und Blockdiagrammen und selbst die Prozessmodellierung
kann sich die Graphentechniken aus anderen Fachgebieten [Cel91] zu Nutze machen.
Fu¨r den Fall ortsaufgelo¨ster oder anderer hoch dimensionaler Prozessmodelle ist
die Visualisierung ein wesentlicher Bestandteil jeder Modellieraktivita¨t.
5.9.1 Visualisierung
Mit zunehmender Prozesskomplexita¨t wird eine Beschreibung u¨ber wenige Kenn-
zahlen immer schwieriger und die Visualisierung großer Datenmengen wird im-
mer wichtiger. Die Grundlagen einer zielfu¨hrenden Visualisierung finden sich in
[Tuf93, Tuf95]. Es ist hervorzuheben, das es sich bei der Suche nach einer optimalen
visuellen Darstellung eines komplexen Sachverhaltes um eine Aufgabe handelt, die
hochspezifisch auf den Prozess und den Adressaten bezogen gelo¨st werden muss. In
vielen Bereichen helfen spezialisierte Softwarelo¨sungen, es gilt jedoch immer: Weni-
ger ist mehr . . .
5.9.2 Fließschemata
Es empfiehlt sich auch bei Hochtemperaturprozessen genormte Schemata und Sym-
bole zu verwenden [DIN13, DIN10]:
• Das Block- oder Grundfließbild (”Rechtecke und Pfeile, erweitert um Edukteund Produkte“).
• Das Grundfließbild mit weiteren Zusatzinformationen.
• Das Verfahrensfließschema (Process Flow Diagram).
• Das Rohrleitungs- und Instrumentenfließschema (R&I-Fließbild,
Piping & Instrumentation Diagram).
• Den Rohrleitungsverlegungsplan.
Zusa¨tzlich sei auf die in der Prozessleittechnik (Process Control Engineering) ver-
wendeten Symbole verwiesen [DIN93, DIN91a].
5.9.3 Stoff- und Energieflu¨sse im Sankey-Diagramm
Ein Musterbeispiel gelungener Visualisierung ist die Grafik von Minard zu Napo-
leons Russlandfeldzug (reproduziert in [Hei92]). Davon lies sich Sankey bei seiner
Darstellung der Energieflu¨sse von Dampfmaschinen inspirieren. Derartige Darstel-
lungen (siehe Abbildung 5.8) werden daher oft als Sankey-Diagramme bezeichnet
und zur Visualisierung von Stoff- und Energieflu¨ssen mit Hilfe von Spezialsoftware
verwendet.
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Abbildung 5.8: Energiefluss in Deutschland (1 Mio. t SKE =ˆ 29.308 Petajoule (PJ),
[AG Energiebilanzen 07/2011]).
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5.9.4 Visualisierung der zeitlichen Abla¨ufe
Der zeitliche Ablauf eines Prozesses wird a¨hnlich zum Gantt-Diagramm (Balken-
plan) in der Projektplanung mit einem Zeitablaufdiagramm (ProcessTimingDiagram)
visualisiert. Die Dauer und andere Details zu wesentlichen Teilschritten werden u¨ber
der Zeitachse t aufgetragen. Neben abstrakten Rezepten fu¨r den zeitlichen Ablauf
werden oft zuna¨chst die zeitabha¨ngigen Eingangsdaten des Prozessmodells xi(t) und
die zeitabha¨ngigen Ausgangsdaten des Prozessmodells yj(t) visualisiert.
5.10 Fazit und kritische Diskussion
Wa¨hrend bei der Darstellung der physikalischen Grundlagen der Prozessmodellie-
rung in Kapitel 4 eher ein umfassendes Versta¨ndnis der zugrundeliegenden Natur-
gesetze im Vordergrund stand, stellen die ingenieurwissenschaftlichen Grundlagen
aus diesem Kapitel vor allem einen Werkzeugkasten zur effizienten Untersuchung
konkreter Prozesse dar, die auf der Basis von physikalischen Grundgleichungen (ab
initio) nicht oder nur mit sehr hohem Aufwand vorausberechnet werden ko¨nnen.
Schlagwo¨rter wie Prozessintensivierung, Systemverfahrenstechnik oder CAPE ver-
deutlichen dabei die ganzheitliche Sichtweise, die zur Bereitstellung effizienter Hoch-
temperaturprozesse notwendig ist. Auch die Systemtheorie und die Kybernetik lie-
fern hier eher neue Werkzeuge und Sichtweisen als ein universell anwendbares Rezept
fu¨r den optimalen Prozess. Die in der Prozessmodellierung zwingend erforderliche
genaue Spezifikation und Quantifizierung aller Eingangs-, Ausgangs- und Einfluss-
gro¨ßen liefert in der Praxis schon durch die Definition eines Prozessmodells nu¨tzliche
Impulse.
Die fu¨r die Hochtemperaturverfahrenstechnik relevanten ingenieurwissenschaft-
lichen Fachgebiete basieren auf der A¨hnlichkeitstheorie, der Theorie der Grenz-
schichten und der Untersuchung von Mehrphasenstro¨mungen. Der Wa¨rme und Stoff-
u¨bergang liefert mit der chemischen Kinetik und der Tracer-Technologie zur Charak-
terisierung realer Reaktoren die empirischen Grundlagen zur effektiven Vorhersage
von Stoff- und Energiewandlungsprozessen bei hohen Temperaturen.
Die Prozessmodellierung baut auf den selben Pla¨nen wie die realen Anlagen auf
und die Ergebnisse von Prozesssimulationen sollten a¨hnlich wie die realen Betriebs-
daten visualisiert werden. Mit dem Einsatz von Prozessmodellen ergeben sich neue
Anforderungen an die Anlageninstrumentierung, da eine Parametrierung prediktiver
Modelle umfangreiche Messungen mit definierter Genauigkeit erfordert.
Werden die Modelle u¨ber Labormessungen und detaillierte Modelle (CFD/FEM)
parametriert, so sind detaillierte physikalische Eigenschaften der beteiligten Stoffe
erforderlich. Hier muss die ingenieurwissenschaftliche Forschung in einigen Berei-
chen noch den U¨bergang von der Erfassung qualitativer Zusammenha¨nge hin zu
Messungen mit bekannter Genauigkeit schaffen. In [WSW08a] gelang dieser sogar





Gott steckt in den Details.
(Ludwig Mies van der Rohe)
In der Verfahrenstechnik werden zeit- und ortsabha¨ngige Systeme als distributed
parameter systems (DPS) bezeichnet (siehe zum Beispiel [HC01, Kapitel 7]). Sie
stellen die detaillierteste Form eines Prozessmodells dar. Eine mathematische Be-
schreibung u¨ber orts- und zeitabha¨ngige Feldgro¨ßen (Kontinuum) fu¨hrt zu Systemen
von gekoppelten nichtlinearen partiellen Differentialgleichungen. Zeitabha¨ngige (dy-
namische) Prozesse fu¨hren zu Modellen, deren mathematische Struktur oft durch
parabolische- oder hyperbolische partielle Differentialgleichungen bestimmt wird.
Ohne die Zeitabha¨ngigkeit ergeben sich in der Regel elliptische partielle Differen-
tialgleichungen. Die Lo¨sung dieser Gleichungssysteme erfolgt mit CFD1/FEM Me-
thoden, wobei oft kommerzielle Softwarewerkzeuge eingesetzt werden ko¨nnen. Als
Ergebnis werden u¨blicherweise aufwendige Visualisierungen derjenigen Gro¨ßen pu-
bliziert, deren Ortsabha¨ngigkeit das Modell abbilden kann2.
Ausgangspunkt der CFD bilden die Arbeiten zur Finite Volumen Methode, mit
denen seit 1972 gekoppelte Energie- und Impulstransportprobleme numerisch unter-
sucht werden [PS72]. Bis zur Jahrhundertwende erforderten neuartige CFD Ergeb-
nisse oft eine individuelle Implementierung speziell angepasster Verfahren auf der
Basis des Lehrbuches von Patankar [Pat80], siehe zum Beispiel [Wen00]. Heutzuta-
ge werden fast nur noch kommerzielle Softwarepakete und open source Plattformen
wie OpenFoam eingesetzt. Im Bereich der Stro¨mungsmechanik wird die Entwick-
lung vom Luftfahrzeugbau und der Wettervorhersage dominiert. Letztere Anwen-
dung bestimmt wohl den Stand der Technik in der Nutzung von Supercomputern
(Parallelisierung), die Modellvorhersagen mu¨ssen ja vor dem Wetter selbst verfu¨gbar
sein.
In der Hochtemperaturverfahrenstechnik liegen oft komplexe Mehrphasensyste-
me vor, wobei Reaktionen und komplexe transiente Randbedingungen die von der
Stro¨mung selbst generierten Pha¨nomene u¨berlagern oder gar dominieren. Es existiert
ein umfangreicher Kenntnisstand in der physikalischen und numerischen Simulation
einzelner Hochtemperaturprozesse, wie die Flu¨ssigstahlstro¨mung beim Strangguss
(siehe zum Beispiel [AHG95, TZ01, Jav06]). Einen detaillierten Stand der Tech-
nik fu¨r den Bereich der Stro¨mungssimulation kontinuierlicher Gießprozesse liefert
Odenthal [Ode04]. Eine weitere U¨bersicht zu den CFD Anwendungen bei der Ei-
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Thermo-Fluiddynamik in den Materialwissenschaften.
Die Erforschung vieler Gießprozesse erfordert zusa¨tzlich eine Berechnung der Span-
nungszusta¨nde im erstarrten Material. Hier wurden die Arbeiten von Bellet und
seinen Kollegen [BJP04] in kommerzielle Werkzeuge integriert (THERCAST). Die
Arbeit von Thomas et.al. demonstriert den Trend zu immer ho¨herer Modellkomple-
xita¨t [KHLT10, RLLMS10], ohne das es bisher gelungen ist, den Stranggussprozess
wirklich ab-initio3 vorauszuberechnen, siehe Abschnitt 8.4 und Kapitel 7.
Viele CFD/FEM-Modelle sind zum Zeitpunkt der ersten Publikation zuna¨chst
in Sinne von Abschnitt 2.10.6 singula¨r. Dennoch sind die numerischen Techniken
der ortsaufgelo¨sten Modellierung grundsa¨tzlich fu¨r die Implementierung von Pro-
zessmodellen geeignet – siehe zum Beispiel die Integration eines CFD Modells in
ein gPROMS-basiertes Prozessmodell in [EHPW11] und Kapitel 7. In Bezug auf
die Hochtemperaturverfahrenstechnik liefert dieses Kapitel eine U¨bersicht und das
na¨chste Kapitel ein ausgearbeitetes Beispiel.
6.1 Validierung von ortsaufgelo¨sten Modellen
Grundsa¨tzlich wu¨nschen sich die Anwender numerischer Modelle eine Validierung
direkt an ”ihrem“ Prozess. Wirklich umsetzbar ist das nur selten – nicht nur in derHochtemperaturverfahrenstechnik. In der CFD hat sich die Validierung von Model-
len mit Hilfe von Laborversuchen bewa¨hrt, bei denen eine qualitativ hochwertige
messtechnische Erfassung der untersuchten Pha¨nomene mo¨glich ist.
In der Hochtemperaturverfahrenstechnik wird die experimentelle Validierung zu-
sa¨tzlich erschwert, beispielsweise durch die Opazita¨t flu¨ssiger Metalle und Schlacken.
Oft ist nur eine indirekte Validierung mo¨glich. Hierzu wird an einem physikalisch
a¨hnlichen Prozess gemessen. Besonders die A¨hnlichkeit vieler Kennzahlen von Was-
ser mit denen von flu¨ssigem Stahl wird hier immer wieder ausgenutzt. In Abschnitt
5.8.4 wurde bereits auf einige wichtige Messtechniken hingewiesen.
Neben der Modellvalidierung durch den direkten Vergleich mit Messungen sind
auch die grundsa¨tzlichen Grenzen der entsprechenden Modelle zu beru¨cksichtigen.
Hier sei auf entsprechende U¨bersichtsartikel verwiesen [OB98, OTH04, Tho09].
6.2 Physikalische Modellierung
Bevor CFD Methoden allgemein verfu¨gbar wurden, war eine Abbildung des zu er-
forschenden Hochtemperatursystems auf ein (einfacher zu untersuchendes) Labor-
system die wichtigste Methode zur wissenschaftlichen Analyse von Stro¨mungs- und
Transportprozessen in der Hochtemperaturverfahrenstechnik [SY72]. Die Wahrneh-
mung der realen Komplexita¨t der praktisch relevanten Mehrphasensysteme und Pro-
zesse fu¨hrte dann bei der wissenschaftlichen Untersuchung zu einer Kombination aus
physikalischen Modellen und numerischen Verfahren. Zusa¨tzlich ist es sinnvoll, auch
die physikalischen Labormodelle noch durch ortsaufgelo¨ste Prozessmodelle abzubil-
den. Wenn diese dann erfolgreich die Parametrierung und experimentelle Validierung
durchlaufen haben, kann eine U¨bertragung auf die realen Systeme erfolgen, deren
3Das heißt auf der Basis von Naturgesetzen und Materialeigenschaften, die sich unabha¨ngig vom
Prozess im Labor messen lassen.
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Abbildung 6.1: Schema der drei numerischen Methoden zur Simulation turbulenter
Stro¨mungen:
(a) Reynolds-Averaged Navier–Stokes equations liefern ein zeitlich und
ra¨umlich gemitteltes Stro¨mungsfeld,
(b) die Large Eddy Simulation liefert transiente ra¨umlich gefilterte
Stro¨mungsfelder und
(c) die Direct Numerical Simulation lo¨st die Navier-Stokes-Gleichungen
direkt, aus [GSP12].
mangelhafte experimentelle Zuga¨nglichkeit dann durch eine indirekte Parametrie-
rung und Validierung u¨ber die Laborsysteme ausgeglichen werden kann.
6.3 Numerische Stro¨mungsmechanik
Mit Hilfe aufwendiger Programme und leistungsfa¨higer Rechner ist eine numeri-
sche Lo¨sung der Erhaltungsgleichungen aus Abschnitt 4.4 mo¨glich. Zur Einfu¨hrung
in die Thematik stehen gute Lehrbu¨cher zu Verfu¨gung [Pat80, ADDG92, RBD03,
FP08, LO09], denen hier die in Abbildung 6.1 dargestellte Gegenu¨berstellung der
verschiedenen numerischen Behandlungen der Turbulenz und einige Kommentare
hinzugefu¨gt werden sollen.
Im Bereich der Hochtemperaturprozesse waren die numerischen Lo¨sungsverfahren
fu¨r ortsaufgelo¨ste Modelle zuna¨chst sehr eng mit der konkreten Aufgabenstellung
verknu¨pft. Mit dieser Herangehensweise lassen sich heute nur noch selten Pro-
bleme lo¨sen, die mit ”universellen“ Softwarewerkzeugen (noch) nicht beherrschbarsind [Wen00]. Dies liegt nicht nur an den weit entwickelten Fa¨higkeiten moderner
kommerzieller Simulationsumgebungen sondern vor allem an dem hohen Softwa-
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reentwicklungsaufwand. Etwas Abhilfe schaffen hier open-source Umgebungen wie
OpenFOAM, die aktuelle Lo¨sungsverfahren mit der in der Wissenschaft no¨tigen
Offenlegung und Nachpru¨fbarkeit verbinden.
Wichtig ist zudem die logische und softwaretechnische Trennung von numerischen
Gleichungslo¨sern, der Anwendung konkreter mathematischer Modelle und der For-
mulierung eines Prozessmodells. Im Bereich der Gleichungslo¨ser stehen hoch effizi-
ente Bibliotheken und Entwicklungswerkzeuge zur Verfu¨gung [Tay07, Jea14]. Das
Softwaresystem Mathematica kann zur effizienten Erarbeitung von Modellprototy-
pen eingesetzt werden, erfordert jedoch eine ausgearbeitete mathematische Formu-
lierung, die in kommerziellen Simulationsumgebungen fu¨r viele Prozesse nicht mehr
erforderlich ist.
Wesentlich fu¨r die Umsetzung von detaillierten Prozessmodellen ist eine optimale
Kombination aus vorhandenen Softwarewerkzeugen, personellen Ressourcen und La-
borexperimenten. Dies erfordert zuna¨chst ein ausgepra¨gtes Prozessversta¨ndnis und
viel Modelliererfahrung und erst dann den Zugang zu den entsprechenden Software-
Paketen inklusive Schulung und Betreuung.
6.4 Kopplung von Kontinuumsmechanik und
Reaktionskinetik
In der Hochtemperaturverfahrenstechnik dienen die Prozesse oft einer Stoffumset-
zung und Phasentrennung. Dabei spielen lokale thermodynamische Gleichgewichte
und komplexe Mehrphasenstro¨mungen eine wesentliche Rolle.
In der Gasphase wird die Interaktion einer komplexen Reaktionskinetik mit der
Stro¨mung durch die Einbindung einer kinetischen Beschreibung (zum BeispielChem-
Kin) in ein CFD-Modell (Fluent, OpenFoam) realisiert [Mag89, MSWO07]. An-
sonsten werden lokale thermodynamische Gleichgewichte mit entsprechenden Bi-
bliotheken (zum Beispiel ChemApp, TQ oder PanEngine) berechnet. Der Aufruf
erfolgt wieder aus dem CFD Programm heraus. Derartige Kopplungen sind sehr re-
chenintensiv und haben deshalb schon fru¨h die Nutzung adaptiver unstrukturierter
Rechengitter erforderlich gemacht, die seit ungefa¨hr 1995 [WM95] wesentlich zur
Effizienzsteigerung beitragen. In der Hochtemperaturverfahrenstechnik finden sich
Beispiele in der Pyrometallurgie [SYA+10] und der Kohlevergasung [UMG+11].
6.5 Beispiele aus der
Hochtemperaturverfahrenstechnik
Das Beispiel im folgenden Kapitel bescha¨ftigt sich mit einem Prozess, in dem die
thermomechanische Materialgeschichte eines Erstarrungsprozesse orts- und zeitauf-
gelo¨st abgebildet wird. Hier wird in einem mit dem Material mitbewegten System
gerechnet (Lagrange-Bild). Vorher soll in diesem Abschnitt versucht werden die
historische Entwicklung der ortsaufgelo¨sten Prozessmodellierung in der Hochtem-
peraturverfahrenstechnik an Hand von Beispielen zu erla¨utern. Dabei wurden nur
Modelle beru¨cksichtigt, die A¨hnlichkeiten mit der in Kapitel 2 definierten Kategorie
Prozessmodell aufweisen.
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Jahr Quelle Prozess Temp. [°C]
1963 [WB63] Thermomechanik der Erstarrung (1D) 600. . .1600
1963 [LE63] Verbrennung/Flammenmodell (1D) 327. . .1029
1967 [WP67] Lichtbogen (2D) ≈ 10000
1972 [Spa72] Drehrohrofen (Zement, 1D) 100. . .1700
1984 [Iku84] Stro¨mungen bei der Stahlherstellung (3D)
1988 [JB88] Stahlpfanne (2D) ≈ 1600
1989 [BBW89] Drehrohrofen (Zement, 2D) 100. . .1700
1989 [LM89] Lichtbogen (3D) ≈ 10000
1990 [HS90] Kupferverhu¨ttung (2D) 50 . . . 1500
1995 [AHG95] Stranggießen (2D) ≈ 1600
1999 [MMT+99] Drehrohrofen (Zement, 3D) 100. . .1900
2000 [BMP00] Fluent/gProms-Kopplung
2004 [Ode04] Gießprozesse (Review)
2005 [MSW05] Kopplung CFD und Thermochemie
2008 [EHT+08] Konverter (CFD+Thermocalc) ≈ 1600
2010 [OTFS10] Argon Oxygen Decarburization (3D, VOF) ≈ 1600
2010 [ME10] Stahlerzeugung (Lehrbuch)
2012 [CTV12] Strangguss (LES, EM-Brake) ≈ 1600
2013 [LW13] Exemplarisch (diverse Prozesse)
2014 [TYM+14] Strangguss (RANS & LES, particle trapping) ≈ 1600
Tabelle 6.1: Einige Meilensteine in der Geschichte der ortsaufgelo¨sten Modellierung
von Hochtemperaturprozessen.
Die in Tabelle 6.1 zusammengefasste historische Entwicklung zeigt, dass die orts-
aufgelo¨ste Prozessmodellierung u¨ber viele Dekaden hinweg ganz wesentlich von der
Entwicklung der verfu¨gbaren Rechenleistung abhing. So erforderten selbst einfache
2-dimensionale Modelle bis Ende der 1960er Jahre die Ressourcen der NASA. Die
in den 1970ern entwickelten CFD Techniken wurden erst mit der Verbreitung kom-
merzieller Codes und preiswerter leistungsfa¨higer Hardware in den 1990er Jahren
auch in der Hochtemperaturverfahrenstechnik genutzt.
Wa¨hrend dieses Forschungsgebiet fru¨her auf eine Koinzidenz zwischen aktueller
Hardwareausstattung und hochqualifiziertem Personal angewiesen war, dominieren
heute die Qualifikationsanforderungen. Bei der Nutzung der besten verfu¨gbaren Mo-
delliertechniken in der Industrie gibt es ebenfalls große Unterschiede zwischen den
einzelnen Unternehmen: Einige arbeiten eng mit den Entwicklern zusammen, an-
dere kaufen fertige Lo¨sungen und einige verzichten weitgehend auf die komplexen
Modelle, die in den letzten Dekaden entwickelt wurden.
So ist es bei vielen metallurgischen Reaktoren und Gefa¨ßen durchaus vorstellbar,
das mit Unterstu¨tzung der CFD Verbesserungsmo¨glichkeiten erkannt und umgesetzt
werden. Konventionelle Anlagen sind gekennzeichnet durch instationa¨re turbulente
Stro¨mungen und signifikante Totra¨ume. Sofern in der Praxis Modifikationen mo¨glich
sind, ko¨nnen hier CFD Rechnungen, insbesondere mit LES- und VOF4-Verfahren,
Verbesserungen anstoßen.
4Volume Of Fluid (Mehrphasenmodell)
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6.6 Resu¨mee
Orts- und zeitaufgelo¨ste Prozessmodelle erscheinen auf den ersten Blick als er-
strebenswerteste Ebene der Modellierung. Diese Ansicht widerspricht jedoch dem
Prima¨rziel wissenschaftlicher Prozessmodellierung, der Vorhersage relevanter Para-
meterabha¨ngigkeiten mit mo¨glichst geringem Aufwand.
Abbildung 6.2 gibt einen Eindruck vom Stand der Technik im Bereich der Verbren-
nungssimulation, einem der am weitesten fortgeschrittenen Teilgebiete der Hochtem-
peraturverfahrenstechnik. Und der visuelle Eindruck ta¨uscht nicht: Die numerische
Simulation liefert Abbilder realer Prozesse in Form von riesigen Datenmengen. Der
hohe Aufwand zur Generierung dieser Daten ist kaum geringer als der experimentel-
le Aufwand zur ortsaufgelo¨sten Vermessung a¨hnlicher Stro¨mungsfelder. Man spricht
deshalb von Computerexperimenten [FLS06], aus denen dann entsprechende Schluss-
folgerungen, Verallgemeinerungen und Skalierungsgesetze zu gewinnen sind.
Durch den hohen Aufwand an Ressourcen bleibt dieser Stand der Technik sicher-
lich noch einige Zeit der Grundlagenforschung und wenigen High-End Anwendungen
vorbehalten. Die Prozessmodelle der Hochtemperaturverfahrenstechnik ko¨nnen von
derartigen Computerexperimenten vor allem dadurch profitieren, das bislang unver-
standene Prozessdetails mit den Werkzeugen der modernen CFD aufgekla¨rt werden
[Ode04]. Die direkte Verwendung von ortsaufgelo¨sten Simulationen im Rahmen eines
Prozessmodells ist technisch machbar und wird im na¨chsten Kapitel demonstriert.
Bei der Nutzung durch industrielle Anwender steht jedoch der Kostenrahmen im
Vordergrund, da viele Hochtemperaturprozesse nicht – wie bei der Verbrennung in
Triebwerken und Motoren – direkt als Produkt vermarktet werden, sondern in in-
dustriellen Umgebungen mit sehr geringen F&E-Anteilen am Umsatz beheimatet
sind. Die Forderung der Wissenschaft nach Vereinfachung und die Forderung der
Anwender nach Kostenreduzierung macht so die in den Kapiteln 8 und 9 dargestell-
te Kategorie der Zonenmodelle zur Ko¨nigsklasse der Prozessmodellierung.
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Abbildung 6.2: Visualisierung der Ergebnisse einer massiv parallelen Simulation
(Verbrennungsprozess):
(a) Momentaufnahme des Geschwindigkeitsfeldes und







Papier. Vertrauen hat immer nur
der, der von Erfahrenem redet.
(Hermann Hesse)
Orts- und zeitaufgelo¨ste Prozessmodelle ermo¨glichen eine detaillierte Simulation
von Hochtemperaturprozessen. Dabei werden auch Pha¨nomene beru¨cksichtigt, de-
ren Auftreten und Relevanz vorab nicht bekannt ist. Der Preis ist in der Regel ein
hoher Realisierungsaufwand und ein hoher Berechnungsaufwand. Die in Abschnitt
1.1.4 definierte T -Zahl wird wesentlich gro¨ßer als 1 und es sind auch zuna¨chst
singula¨re Modelle1 in Kauf zu nehmen, deren praktischer Nutzen dann stark von
den Pra¨missen abha¨ngt. Neben den bereits diskutierten CFD Modellen fallen auch
thermomechanische FEM-Modelle in diese Modellkategorie. In diesem Abschnitt
soll demonstriert werden, wie ein kritischer Aspekt eines hochkomplexen industri-
ellen Schlu¨sselprozesses durch ein Prozessmodell abgebildet werden kann und das
es mo¨glich ist, eine – im Sinne der Modelldefinition – vollsta¨ndige lokale Sensiti-
vita¨tsanalyse an einem derartigen Modell durchzufu¨hren. Der Stand der Technik
der Modellierung der Schalenbildung bei Stranggießen von Stahl wurde dafu¨r soweit
erweitert, das die Kriterien einer zielfu¨hrenden Prozessmodellierung im Wesentlichen
erfu¨llt werden ko¨nnen [Wen11], zum Beispiel:
• Modelldefinition im Sinne einer kleinen Zahl von Eingangs- und Zielgro¨ßen.
• Modellvalidierung auf der Basis unabha¨ngiger experimenteller Daten.
• Sensitivita¨tsanalyse an einem orts- und zeitaufgelo¨sten Prozessmodell.
Die orts- und zeitaufgelo¨ste Modellierung versucht traditionell mit immer ho¨herem
Aufwand immer neue Details zu modellieren. Dabei ist eine vollsta¨ndige Offenlegung
aller Rand- und Anfangsbedingungen und eine Sensitivita¨tsanalyse bezu¨glich der
Eingangsdaten besonders wichtig. So kann der Eindruck vermieden werden, bei dem
Modell seien alle Eingangsdaten ausschließlich unter Opportunita¨tsgesichtspunkten
ausgewa¨hlt worden. Besonders wichtig ist zudem die Abbildung relevanter interner
Selbstorganisationsprozesse. Reale Hochtemperaturprozesse werden oft von inneren
Strukturbildungen bestimmt, die nicht direkt u¨ber externe Parameter kontrolliert
werden ko¨nnen.
1Definition siehe Abschnitt 2.10.6.
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Abbildung 7.1: Schema der anfa¨nglichen Erstarrung beim Stranggießen, aus
[TYZV06].
Das hier vorgestellte Modell beinhaltet sowohl heuristische Teile als auch die
Lo¨sung komplexer mathematischer Modelle. Es zeigt zudem, das sich Rechnun-
gen auf der Basis professioneller Simulationsumgebungen gut automatisieren las-
sen und so auch bei hohem Rechenaufwand als nicht singula¨re Prozessmodelle ge-
nutzt werden ko¨nnen. Dieser Ansatz wird in Zukunft große Bedeutung erlangen, da
die zunehmende Parallelisierung der Lo¨sungsalgorithmen auch dort Modellanalysen
ermo¨glicht, wo bisher nur einzelne (singula¨re) Rechnungen mo¨glich waren.
Im Folgenden wird zuna¨chst die Problemstellung beschrieben und der Stand der
Technik zusammengefasst. Nach der Vorstellung des CCSF2D2 Prozessmodells wird
dieses validiert, einer Sensitivita¨tsanalyse unterzogen und kritisch diskutiert.
7.1 Problemstellung
Das Stranggussverfahren ist der wichtigste Urformprozess bei der Herstellung von
Nichteisenmetallen und Stahl3. Aus der Vielzahl der diesen Prozess kennzeichnenden
Pha¨nomene (siehe Abbildung 7.1), geho¨rt die Strangschalenbildung in der Prima¨r-
ku¨hlzone, der Kokille, zu den Wichtigsten. Es handelt sich um einen komplexen
Selbstorganisationsprozess, der durch a¨ußere Parameter nur indirekt beeinflusst wer-
den kann. Die Ausbildung einer festen Strangschale beginnt in der Meniskusebene
und wird dort durch die Stro¨mungs- und Wa¨rmeabfuhrbedingungen im flu¨ssigen
Stahl und der Gießschlacke bestimmt, wobei in der Praxis noch durch eine von au-
ßen aufgepra¨gte Oszillation der Kokille Einfluss genommen wird. Diese Pha¨nomene
2Continuous Casting Shell Formation in 2 Dimensions.
3Direct Chill casting (NE-Metalle), Continuous Casting (Stahl).
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im Bereich der Meniskusebbene4 ko¨nnen durch CFD-Techniken simuliert werden
[RLLM10, RLLMS10, RLMLS12, RLSJ+12], wobei dreidimensionale Rechnungen
auf adaptiven Gittern noch ausstehen.
7.2 Stand der Technik
Erfunden wurden die kontinuierlichen Gießverfahren wohl Anfang des 20. Jahrhun-
derts (siehe zum Beispiel die Patente von Mellen aus dem Jahre 1915). Anfa¨nglich fu¨r
Aluminium und Kupfer eingesetzt, fu¨hrte die wissenschaftliche Untersuchung schon
fru¨h auf Eigenspannungen [RWR42] in der Strangschale und brachte ein grundle-
gendes Prozessversta¨ndnis auch im Stahlbereich [KT49]. Als Meilensteine jahrzehn-
telanger Forschung seien genannt:
• Die Untersuchung von Durchbru¨chen [SP54].
• Die Theorie des Wa¨rmeu¨berganges in der Kokille [Sav62].
• Die numerische Berechnung der Wa¨rmeleitung und Erstarrung im Strang [GMDF70].
• Die Messung des Wa¨rmeu¨berganges in der Kokille [Irv67, VW72, SB74].
• Die erste Untersuchung des thermomechanischen Verhaltens der Strangschale
[WB63, GBW76].
So ergibt sich ein aktueller Stand der Technik, der – ohne Beru¨cksichtigung der
wissenschaftlichen Priorita¨t – durch folgende Arbeiten charakterisiert werden kann:
• Weitgehende Automatisierung des Stranggussprozesses [CCCP01], die mit dem
zunehmenden Einsatz von Online-Messungen [SHW+92, BHK94, YF96, SR02]
einhergeht.
• Detaillierte physikalische Modelle [FCBV09], inklusive von in-situ Messungen
an flu¨ssigen Metallen [TEG11, MTL+12].
• Die transiente LES5/CFD Simulation der Stro¨mung der flu¨ssigen Stahls in die
Kokille und im Bereich der metallurgischen La¨nge6 [CLTV11].
• Inverse Berechnungen von Ku¨hlstrategien [HBBS92, NSN10]. Diese ko¨nnen
durchaus so detailliert wie in Kapitel 3 und [WSW09] demonstriert erfolgen,
nicht zuletzt durch Optimierungsalgorithmen, die auch in hoch-dimensionalen
Ra¨umen globale Optima finden ko¨nnen (siehe [SSG03]).
• Der Einsatz von CFD-VOF7 Modellen zur Aufkla¨rung der Mehrphasenstro¨mung
im Meniskusbereich [RLMLS12].
• Der zunehmende Einsatz thermomechanischer Modelle im Bereich der Prima¨r-
[BT07] und Sekunda¨rku¨hlung [FCJB09], der auch mit diesem Beispiel [Wen11]
motiviert werden soll.
4Als Mensikus wird die durch die Grenzfla¨chenspannung bedingte Wo¨lbung des Flu¨ssigstahls
bezeichnet [TKH81], als Meniskusebene die Grenzfla¨che Flu¨ssigstahl-Gießschlacke.
5siehe Abschnitt 4.4.6.
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Abbildung 7.2: Prozessfu¨hrung beim Strangießen von Strahl, aus [FCBV09].
• Die Kopplung von CFD- und FEM-Modellen (zum Beispiel Fluent-Abaqus,
[KHLT10]) unter Beru¨cksichtigung komplexer Geometrien (beam blanks).
Aus der Sicht der Prozessfu¨hrung ergibt sich das in Abbildung 7.2 dargestellte
Bild [FCBV09]. Am empfohlenen Verlauf der Temperaturfu¨hrung (Kurve C) ist
zu erkennen, das der Bereich der mo¨glichen Heißrisse (poor zone I, Erstarrungsbe-
reich [Kur08]) immer durchlaufen werden muss, wa¨hrend die anderen Bereiche mit
ungu¨nstigen mechanischen Eigenschaften durchaus vermieden werden ko¨nnen.
Im folgenden Abschnitt wird die Pha¨nomenologie der wesentlichen Prozesse im
Bereich der hier betrachteten Prima¨rku¨hlung kurz zusammengefasst.
7.2.1 Pha¨nomenologie der Strangschalenbildung
Die niedrige Wa¨rmeleitfa¨higkeit von Eisen sorgt dafu¨r, das der Stranggussprozess bei
der Stahlherstellung sich deutlich vom Stranggießen der Nichteisenmetalle Kupfer
und Aluminium unterscheidet – und auch im Stahlbereich noch nicht ganz so lange
industriell eingesetzt wird. Wie in Abbildung 7.1 [TYZV06] skizziert, bildet sich
in der Kokille zuna¨chst nur eine du¨nne Strangschale, die in der Sekunda¨rku¨hlzone
bereits dem ferrostatischen Druck der Schmelze standhalten muss.
Beim Stranggießen wird in der Regel ein partiell aufschmelzendes Gießpulver
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(Gießschlacke) verwendet. Diese dient dem Schutz vor dem umgebenden Luftsauer-
stoff und als flu¨ssiger Film der Reduzierung der Reibung zwischen Kokillenoberfla¨che
und Strangschale. Die Zugabe des Gießpulvers auf den flu¨ssigen Stahl in der Kokille
fu¨hrt an der Grenzfla¨che zu einem Aufschmelzen der Schlacke. Diese fu¨llt somit im
Meniskusbereich die Lu¨cke zwischen Strangschale und Kokilleninnenseite. Sobald
die Oberfla¨chentemperatur der Schale jedoch unter die Wiedererstarrungstempera-
tur der Schlacke fa¨llt, kann diese die durch die thermische Schrumpfung entstehen-
den Lu¨cken nicht mehr fu¨llen, es bildet sich ein Gas gefu¨llter Spalt, der den lokalen
Wa¨rmefluss stark herabsetzt (Abbildung 7.1). Als Alternative zu den Gießpulvern
werden Gießo¨le verwendet, was den Wa¨rmeu¨bergang besonders im Meniskusbereich
signifikant vera¨ndern kann [MSB95, Ru¨p07].
Durch die vom Gasspalt verursachte geringere Wa¨rmestromdichte wird das wei-
tere Schalenwachstum lokal verlangsamt. Dem versucht man durch eine optimale
Gestaltung der Kokillenkonizita¨t (taper) entgegenzuwirken. Grundsa¨tzlich nimmt
mit zunehmender Strangschalendicke die Wa¨rmestromdichte ab, da der Abtransport
der Erstarrungswa¨rme durch die schlechte Wa¨rmeleitfa¨higkeit des Schalenmaterials
immer sta¨rker behindert wird.
Die Triebkraft der Strangschalenbildung in der Kokille, die lokale Wa¨rmestrom-
dichte (Abbildung 7.11) ist somit das Ergebnis eines komplexen Selbstorganisati-
onsprozesses, der noch nicht vollsta¨ndig ab initio8 vorausberechnet werden kann.
Je nach den Werkstoffeigenschaften (als Funktion der Temperatur) und auch durch
thermochemische Wechselwirkungen mit dem Gießpulver ergibt sich letztendlich die
maximal mo¨gliche Gießgeschwindigkeit und Belastbarkeit der Strangschale in der
Sekunda¨rku¨hlzone.
7.2.2 Wa¨rmeu¨bergang in der Kokille (Prima¨rku¨hlung)
Es existiert fu¨r die Prima¨rku¨hlung keine direkte externe Stellschraube. Die orts-
abha¨ngige Wa¨rmestromdichte, und besonders ihr Maximalwert im Meniskusbereich,
werden durch die Wechselwirkung von Flu¨ssigstahl, Giesschlacke und dem thermo-
mechanischen Verhalten der Strangschale bestimmt und ko¨nnen nur in engen Gren-
zen durch die Kokillengeometrie (taper, [TMS90, WYO+98, TO03, LT03a]) und die
Eigenschaften der Gießschlacke [SMLM07] beeinflusst werden.
Beim Gießen von Metallen la¨sst sich die Abku¨hlgeschwindigkeit (bei vorgegebener
Zusammensetzung und Geometrie) nur indirekt u¨ber Material und Oberfla¨chenge-
staltung der Form9 beeinflussen. Zur Berechnung des Erstarrungs- und Abku¨hlver-
haltens kann ein Wa¨rmeu¨bergangskoeffizient zwischen der Wand (Kokille, Form)
und der Oberfla¨che des erstarrenden Materials verwendet werden, in den dann die
vom Modell nicht abgebildeten Details eingehen. Dieser ist fu¨r den Erstarrungs- und
Abku¨hlprozess von entscheidender Bedeutung [WW07, LR98], wobei die thermische
Schrumpfung u¨ber die Spaltbildung ganz wesentlich eingeht [KBL+04].
Beim Stranggießen, speziell von Stahl, war die experimentelle und rechnerische
Bestimmung des lokalen Wa¨rmeu¨berganges schon fru¨hzeitig ein wichtiger Bereich
der wissenschaftlichen Erforschung des Prozesses [Irv67, VW72, HP83, HP84].
Es handelt sich bei der lokalen Wa¨rmestromdichte zur Kokillenoberfla¨che um ein
8das heißt ausschließlich unter Verwendung von Prozessunabha¨ngigen Transportkoeffizienten.
9Ist diese metallisch und durch Wasser geku¨hlt, so spricht man von einer Kokille.
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experimentell u¨berpru¨fbares Ergebnis des Prozesses der Strangschalen- und Spalt-
bildung. Direkte Messungen wurden mit Hilfe einer speziellen Kokille vorgenom-
men [VW72]. Als Stand der Technik hat sich die Messung von lokalen Tempera-
turverla¨ufen und die rechnerische Bestimmung der zugeho¨rigen Wa¨rmestromdichten
herausgebildet [SB74, MBS91a, WYO+98]. Die Ergebnisse einer derartigen Messung
werden im Folgenden auch zur Modellvalidierung herangezogen (Abbildung 7.11).
7.2.3 Energieabtransport in der Kokille
Das Kokillenmaterial (in der Regel Kupfer) besitzt eine wesentlich ho¨here Wa¨rme-
leitfa¨higkeit als die Strangschale und wird durch Wasser geku¨hlt. Der Wa¨rmeu¨bergang
in das Ku¨hlwasser la¨sst sich als Funktion der Kokilleneigenschaften und der Stro¨mungs-
parameter darstellen [Mar06]. Da dieser Wa¨rmeu¨bergangskoeffizient und der sich aus
der Wa¨rmeleitfa¨higkeit des Kokillenmaterials und der Wandsta¨rke ergebende HTC
wesentlich gro¨ßer sind als der zwischen Strangschale und Kokillenoberfla¨che, ist der
Energieabtransport in der Kokille kein relevantes Problem. Die Temperaturen der
Kokilleninnenseite bleiben immer wesentlich unter der Temperatur der Strangober-
fla¨che. Eine lokale Schwankung der Kokillentemperatur liefert so, abgesehen von
thermomechanischen Problemen, keine signifikante Sto¨rung des Wa¨rmeu¨berganges.
Die Temperaturverteilung innerhalb der Kokille kann jedoch zur Messung der Wa¨rme-
stromdichten herangezogen werden [MBS+91b, TJM04, YYWF06, WYYG09].
7.2.4 Stro¨mungspha¨nomene in der Kokille
Der flu¨ssige Stahl wird in der Regel u¨ber ein Tauchrohr10 zugefu¨hrt und die ent-
stehenden Stro¨mungsmuster (Abbildung 7.3) waren Gegenstand umfangreicher nu-
merischer und experimenteller Untersuchungen [TYZV06, LAT08, CTV11]. Dabei
bilden sich, wie erst ju¨ngst diskutiert [LRLMS12], immer turbulente und nicht selten
instationa¨re und auch instabile Strukturen heraus. Dazu seien hier einige aktuelle
Entwicklungen erwa¨hnt:
• Kombination von CFD und thermomechanischen Rechnungen [KHLT10].
• Messung der Stro¨mungsprofile an flu¨ssigen Metallen [TEG11, MTL+12].
• CFD Simulation der Schlackeninfiltration durch Kokillenoszillation [RLLMS10].
• Large Eddy Simulation der instationa¨ren Stro¨mung unter Beru¨cksichtigung
externer Magnetfelder [PS03, RLLMS10].
Zusammenfassend bleibt anzumerken, das die auftretenden instationa¨ren Stro¨mungs-
felder mit Hilfe von LES Modellen quantitativ beschrieben werden ko¨nnen. Damit
ist der Aufwand fu¨r die Stro¨mungsberechnung ebenso hoch wie bei der hier betrach-
teten thermomechanischen Modellierung.
7.2.5 Thermomechanische Modelle der Strangschalenbildung
Ausgangspunkt der thermomechanischen Modellierung ist die in Abschnitt 4.4.10
dargestellte mathematische Beschreibung (Kraftbilanz). Zur Validierung werden in
10Submerged Entry Nozzle
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Abbildung 7.3: Stro¨mungsverha¨ltnisse in der Kokille, aus [TYZV06].
Ermangelung von Messwerten analytisch behandelbare Fa¨lle [WB63] herangezogen.
Eine U¨bersicht u¨ber die Arbeiten bis 1990 findet sich in [Tho91], bis 2001 in [Tho02]
und neuere Arbeiten werden in [BT07] und aktuellen Dissertationen (zum Beispiel
[Hib09]) diskutiert.
Zur numerischen Lo¨sung wurde von Anfang an die Methode der finiten Elemente
(FEM) verwendet [GS79], wobei neben Eigenentwicklungen [Boe00, LT03b] in der
Regel kommerzielle Lo¨ser wie Abaqus [Kor09, HDB11, KHT09] oder THERCAST
[CHB03, FCJB09] zum Einsatz kommen.
Da die thermomechanische Simulation sehr aufwendig ist, wurden verschiedene
Na¨herungen an die reale Situation untersucht:
• In einer eindimensionale Na¨herung (in Erstarrungsrichtung) ergibt sich fu¨r ein
elastisch-perfekt-plastisches Material die klassische Lo¨sung von Weiner und
Boley [WB63].
• Wird nur die Ebene senkrecht zur Strangabzugsrichtung betrachtet
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(GPS11/EPSC12Na¨herung), so lassen sich mit einem Rechenaufwand, der be-
reits 1976 darstellbar war [GBW76], 2-dimensionale FEM-Modelle unterschied-
licher Detailkomplexita¨t gewinnnen.
• 3-dimensionale Simulationen werden seit 1996 durchgefu¨hrt [BDM+96], und
sind mittlerweile kommerziell verfu¨gbar (THERCAST-Software).
Zur Zeit werden 3-dimensionale Modelle entwickelt, die eine transiente Kopplung
aller 3 bei der Prima¨rku¨hlung relevanten Pha¨nomene beinhalten [KHLT10]:
• Instationa¨res Stro¨mungsverhalten der Schmelze,
• thermomechanischer Verzug der Kokille und
• Thermomechanik der wachsenden Strangschale.
Als kommerzielles Werkzeug zur Simulation des Stranggießprozesses steht THER-
CAST zur Verfu¨gung [FCJB09].
7.2.6 Mechanische Daten im Bereich der Erstarrungtemperatur
Notwendige Voraussetzung fu¨r die Simulation des thermomechanischen Verhaltens
wa¨hrend der Erstarrung ist eine gute Kenntnis der Materialeigenschaften im Bereich
der Erstarrungstemperatur und darunter. Hier ko¨nnen teilweise zuna¨chst thermo-
dynamische Datenbanken herangezogen werden, wie das in [Wen11] demonstriert
wurde. Ansonsten sei auf die umfangreiche Literatur auf diesem Gebiet hingewiesen
[MMM77, Har89, KTAW92, TJN99, HS96], wozu auch die Weiterentwicklung der
Messverfahren geho¨rt [BHW96, RTPB11].
In der Regel wird das mechanische Verhalten vereinfacht u¨ber die Zugspannungs-
Dehnungs-Kurve beschrieben. Fu¨r dieses Kapitel wurde dieser Zusammenhang mit
den Parametern Materialzusammensetzung, Temperatur und Dehnungsgeschwindig-
keit modelliert [Wen11]. Die resultierenden Kurven werden dann fu¨r die auftre-
tenden Temperaturen und Dehnraten tabelliert und an den FEM-Lo¨ser Abaqus
u¨bergeben.
7.2.7 Wa¨rmeu¨bergang in der Sekunda¨rku¨hlung
In der Sekunda¨rku¨hlzone erfolgt die Ku¨hlung hauptsa¨chlich u¨ber Spritzwasser und
sollte wie in Abschnitt 3.3 [WSW08a] diskutiert behandelt werden, wobei der Ein-
fluss der Verzunderung der Strangoberfla¨che auf den Wa¨rmeu¨bergang [WSW08b]
zusa¨tzlich beru¨cksichtigt werden kann. Das nichtlineare Verhalten des Wa¨rmeu¨ber-
gangskoeffizienten als Funktion der Temperatur (Nukiyama Kurve, Abbildung 3.7)
sorgt hier fu¨r eine Versta¨rkung lokaler Inhomogenita¨ten in der Oberfla¨chentemperatur,
was die Auslegung und Regelung des Prozesses erschwert.
Hinzu kommt der Wa¨rmeu¨bergang im Bereich der Stu¨tzrollen, wo sich auch Stau-
wasserbereiche herausbilden ko¨nnen. Hier ko¨nnen Ergebnisse aus der Untersuchung
der Film- und Tauchku¨hlung angewendet werden [JSK92]. Der Wa¨rmeu¨bergang
durch den Rollenkontakt wurde bereits experimentell untersucht [AS74, HRP05],
wobei es hier eine gewisse Ru¨ckkopplung durch den sich ausbauchenden Strang gibt.
11Generalized Plane Strain, siehe beispielsweise [Bla59].
12Elasto-Plastic Self-Consistent [TTW94].
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Abbildung 7.4: Oszillationsmarken auf der Oberseite einer Bramme (a), und Schliff-
bilder der zugeho¨rigen Haken (b,c), aus [ST06].
Von dem Versuch der inversen Bestimmung des Wa¨rmeu¨berganges aus Messungen
der Strangtemperatur sei abgeraten, die mo¨gliche Genauigkeit liegt weit unter der
von Labormessungen (siehe Kapitel 3), so das sich keine neuen Erkenntnisse ergeben
ko¨nnen. Eine genaue Bestimmung der ortsabha¨ngigen Wasserbeaufschlagungsdichte
ist jedoch Voraussetzung fu¨r eine Validierung der Modelle.
Planare (2-dimensionale) Modelle ko¨nnen bis in den Anfangsbereich der Sekunda¨r-
ku¨hlung angewendet werden, in dem sich die Ku¨hlung gut u¨ber einen ortsabha¨ngigen
Wasserbeaufschlagungskoeffizienten beschreiben la¨sst. Der Spannungs/Dehnungszu-
stand der Strangschale bewegt sich jedoch mit Eintritt in die Sekunda¨rku¨hlzone
schnell aus dem Gu¨ltigkeitsbereich der GPS/EPSC Na¨herung heraus. Pha¨nomene
wie die Strangausbauchung zwischen den Stu¨tzrollen oder die durch die ra¨umlich
(aus ”Strangperspektive“ zeitlich) inhomogene Ku¨hlung verursachten Imperfektio-nen erfordern dann eine transiente 3-dimensionale thermomechanische Modellierung.
7.2.8 Oszillationsmarken und Hakenbildung
Im Bereich der Meniskusebene wird die anfa¨ngliche Herausbildung der Strangschale
durch das Verhalten der Gießschlacke und die Kokillenoszillation beeinflusst. Diese
Prozessdetails lassen sich mit Hilfe von CFD Modellen beschreiben [RLLM10], wobei
eine quantitative Vorhersage sicherlich 3-dimensionale zeitabha¨ngige Rechnungen
auf adaptiven Rechengittern erfordert. Um das Verhalten der Gießschlacke korrekt
abzubilden sollte auch die komplexe Thermodynamik des Metall Schlacke Systems
beru¨cksichtigt werden.
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Abbildung 7.5: Durchbruchstrangschale von außen (a, links) und innen (a, rechts),
sowie (gegenu¨berliegende Seite) aus einer Lasermessung, aus
[RLMLS12].
Die in Abbildung 7.4 skizzierte Bildung von Oszillationsmarken wurde 1979 plau-
sibel erkla¨rt [Tom79] und kann nach einer Vielzahl von Untersuchungen [TB84,
MBS91a, Elf03, BNS+05] als weitgehend verstanden angesehen werden [RLMLS12].
Die aus [RLMLS12] reproduzierte Abbildung 7.5 veranschaulicht nicht nur die
Pha¨nomenologie sondern demonstriert auch die Vorgehensweise einer detaillierten
Analyse von Durchbru¨chen und der dabei verbleibenden Strangschalen. Diese Durch-
bruchschalenanalyse stellt ein wichtiges Werkzeug zur Prozessanalyse und Modell-
validierung dar.
7.2.9 Heißrisse und Versagenskriterien
Bei der Erstarrung ko¨nnen Heißrisse (hot/solidification cracks) entstehen [BG33]
und zum Austritt von Schmelze fu¨hren (hot tearing). Um die Heißrissempfindlichkeit
eines Werkstoffes zu testen, werden entsprechende Pru¨fko¨rper herangezogen (siehe
Abbildung 7.6).
Generell ko¨nnen bei der Strangschalenbildung immer kritische Spannungs/Dehn-
ungszusta¨nde auftreten, die zu Rissen fu¨hren (siehe Abbildung 7.7). Diese Zusta¨nde
und die dann auftretenden Risse vorherzusagen ist daher ein wichtiger Forschungs-
gegenstand [VvE72, BS84, YNY+91] mit relevanten aktuellen Beitra¨gen [Cer07]. Die
Vorgehensweise besteht aus der experimentellen Untersuchung der mechanischen Ei-
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Abbildung 7.6: Makroschliff (rechts) in der transversalen Symmetrieebene bei der
Erstarrung eines Pru¨fko¨rpers (links), aus [CCB08].
genschaften im Bereich der Erstarrungstemperatur und der Formulierung von Versa-
genskriterien (hot tearing criterion), mit denen thermomechanische Rechnungen aus-
gewertet werden ko¨nnen. In Zukunft sind direkte Simulationen der Rissbildung und
Ausbreitung zu erwarten, die entweder auf vereinfachenden Annahmen [TCCM10]
oder einer Weiterentwicklung herko¨mmlicher FEM Methoden [FB10] basieren.
7.2.10 Anwendungen thermomechanischer Modelle beim
Strangguss
Die Anwendung thermomechanischer Modelle mit dem Ziel der Lo¨sung spezifischer
Probleme beim Stranggießen von Stahl ist Stand der Technik. Im Folgenden sollen
einige Beispiele gegeben werden, wobei die Problemkategorie als Gliederungsmerk-
mal fungiert:
• Kokillengeometrie und -konizita¨t (taper):
Die 2-dimensionale Modellierung erlaubt die Optimierung der transversalen
Kokillengeometrie, wobei der Effekt verschiedener Schmierstoffe (Gießpulver,
Gießo¨l) ebenfalls zu beru¨cksichtigen ist [PLTS02]. Ziel ist beispielsweise die
Vorhersage von Innenrissen (Abbildung 7.7).
Die schrumpfende Schale erfordert zur Vermeidung einer den Wa¨rmeu¨bergang
stark beeintra¨chtigenden Spaltbildung eine (longitudinale) Konizita¨t der Ko-
kille. Diese la¨sst sich mit thermomechanischen Modellen vorhersagen [LT03a,
TO03, LCS08]. Um stark unterschiedliche Gu¨ten optimal zu vergießen, wird
die jeweils optimale Kokillenkonizita¨t mit Aktoren eingestellt.
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Abbildung 7.7: Innenriss (off-corner longitudinal crack) an einer Strangschale
(175x175mm Knu¨ppelformat), aus [LT03b].
• Heißrisse (hot tearing, hot cracking):
Die Heißrissbildung wird in der Regel u¨ber eine Auswertung der berechneten
Materialzusta¨nde mit einem Heißrisskriterium [EK07] vorhergesagt [Cer07].
• Wa¨rmestauungen und La¨ngsrisse:
Gießspiegelschwankungen, ungleichma¨ßige Infiltration des verflu¨ssigten Gieß-
pulvers und andere Faktoren werden zur Erkla¨rung von Sto¨rungen der Wa¨rme-
abfuhr in die Kokille herangezogen. Dadurch entstehen lokale Bereiche mit
ho¨herer Temperatur, was schnell zu einer lokal du¨nneren Strangschale fu¨hren
kann. Thermomechanische Modelle zeigen, das diese hot spots wesentlich zur
Bildung von La¨ngsrissen an der Oberfla¨che (longitudinal facial cracks) beitra-
gen [KMSB02, FCJB09, HDB11].
• Ausbauchungen (bulging), Biegen und Richten in der Anlage:
Die Strangausbauchung zwischen den Stu¨tzrollen [Wu¨n78] la¨sst sich ebenfalls
u¨ber FEM Modelle berechnen [TBB+05, PH07]. Fu¨r das Biegen und Richten
des Stranges in der Anlage sind nicht zwingend voll 3-dimensionale Modelle
erforderlich [PCH06], die jedoch durchaus hier verwendet werden [LZJ+12].
• Defektminimierung und endabmessungsnahe Formate:
Aus der Sicht der industriellen Anwender soll die Simulation Lo¨sungen fu¨r
betriebliche Probleme liefern oder die Produktion neuer Gu¨ten und Formate
ermo¨glichen. Hier geht es dann beispielsweise um die Vermeidung von La¨ngsab-
senkungen der Strangoberfla¨che (Regenrinne=gutter, longitudinal surface de-
pression, off-corner-depression), die dann fu¨r Risse (sub surface cracks) verant-
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wortlich gemacht werden, die in den folgenden Prozessschritten (Umformen)
zu Abplatzungen (slivers) fu¨hren ko¨nnen [TMZ95]. Hier soll eine Ertu¨chtigung
des Prozesses kostenaufwendige Nachbearbeitungen des Stranges vermeiden
helfen.
Thermomechanische Modelle wurden ferner bei der Gestaltung von Kokillen
und Prozessparametern im Bereich von Du¨nnbrammen (funnel molds, [Hib09])
und Vorprodukten fu¨r Tra¨ger (beam blank, [CZZ+09]) herangezogen.
Die genannten Beispiele demonstrieren, wie sich fu¨r die Endanwender eine er-
folgreiche Anwendung thermomechanischer Modelle aus einer Zusammenarbeit mit
Wissenschaftlern ergab, die sich dem Qualita¨tssicherungsprozess der Forschung (peer
review) unterziehen. Welche konkreten Stellgro¨ßen dem Anwender zur Verfu¨gung
stehen um den Stranggiessprozess zu regeln soll im Folgenden mit Hilfe eines eige-
nen Prozessmodells untersucht werden. Damit wird zugleich die Mo¨glichkeit einer
Sensitivita¨tsanalyse fu¨r den Fall eines orts- und zeitaufgelo¨sten Prozessmodells ho-
her logischer Tiefe demonstriert. Damit kann auch gezeigt werden, das sich die
Modelleigenschaft ”singula¨r“ (siehe Abschnitt 2.10.6) durchaus u¨berwinden la¨sst.
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Die physikalischen Grundgleichungen zur Beschreibung des Verhaltens der Strang-
schale wurden bereits in Abschnitt 4.4.10 bereitgestellt. Fu¨r das hier vorgestellte
Modell wurde zuna¨chst vom Stand der Technik bei der 2-dimensionalen thermo-
mechanischen Modellierung [Kor09] unter Verwendung der Simulationsumgebung
Abaqus ausgegangen13.
Wie an den Ergebnissen in Abbildung 7.10 zu erkennen ist, wird nicht der ge-
samte Strang modelliert, sondern nur derjenige Bereich der im Laufe der Simulation
erstarrt (Details siehe [Kor09]). An der Innenseite wird die Gießtemperatur Tcast als
Temperaturrandbedingung verwendet. Im Rechengebiet Strangschale werden Kra¨fte
und Energieflu¨sse bilanziert, das komplexe Materialverhalten wird in Abschnitt 7.3.2
beschrieben. Hier verwendet das Modell Daten aus einer kommerziellen Datenbank
(TCFE6) und erlaubt so in Bezug auf die Schrumpfung die Simulation aller dort
erfassten Stahlgu¨ten.
Der Wa¨rmeu¨bergang zwischen Kokillenoberfla¨che und der Strangschalenoberfla¨che
wird durch das im na¨chsten Abschnitt diskutierte eigene heuristische Modell be-
schrieben.
Die Modellierung des mechanischen Kontaktes erfolgt durch die internen Algorith-
men von Abaqus [Das14, Kor09]. Die Kokille wird als Kupferprofil mit konstanter
Dichte (ρCu =8920 kg/m3) und einem rein elastischen Verhalten (E-Modul 115 GPa)
beschrieben. Die spezifische Wa¨rme und die Wa¨rmeleitfa¨higkeit des Kokillenmate-
rials sind durch eine lineare Temperaturabha¨ngigkeit mit
cp,Cu = 351T=0K . . . 461.7T=1000K J/(kgK) (7.1)
und
λCu = 416.5T=0K . . . 357.8T=1000K W/(mK) (7.2)
13Koric hat die Details der Umsetzung in Abaqus nicht publiziert [Kor09]. Hier sei Herrn Dr. L.





























































Abbildung 7.9: Thermischer Expansionskoeffizient berechnet aus den TCFE6 Daten
(Fe+0.11%C, Referenztemperatur 1767.53K, nach [Wen11]).
Gasspaltbildung erst nach der vollsta¨ndigen Erstarrung der Gießschlacke (die zudem
auch abplatzen kann) einsetzt. Als vereinfachende Modellannahme wurde ein lokal
stationa¨rer Wa¨rmefluss durch die Grenzschicht angenommen, womit die energeti-
schen Auswirkungen der Phasenu¨berga¨nge im Gießpulver vernachla¨ssigt wurden.
Sobald der Strang die Kokille verla¨sst, entfa¨llt das Kontaktproblem zur Kokille
und als thermische Randbedingung wird eine ra¨umlich (d.h. aus der Sicht der sich be-
wegenden Strangschalenoberfla¨che zeitlich) variierende Wasserbeaufschlagung (siehe
Abschnitt 3.3) verwendet. Dieser Sekunda¨rku¨hlungsbereich wird im Folgenden nicht
na¨her betrachtet. Es ist anzumerken, das die Verwendung von Gießo¨l eine quali-
tativ andere GAPCON Unterroutine beno¨tigt, die auch wieder den lokalen IHTC14
berechnet.
7.3.2 Modellierung des Materialverhaltens
Mit der Thermocalc Datenbank TCFE6 stand die Mo¨glichkeit zu Verfu¨gung, die
thermodynamischen Daten ga¨ngiger Stahlgu¨ten zuverla¨ssig zu berechnen. Aus der
sich ergebenden Phasenzusammensetzung la¨sst sich zudem eine na¨herungsweise Er-
mittlung der Temperaturabha¨ngigkeit des mechanischen Materialverhaltens bei ho-
hen Temperaturen durchfu¨hren [HS96].
Mit Hilfe einer speziellen Software wurden Eingabedatensa¨tze fu¨r Abaqus be-
rechnet, die folgendes enthalten:
• Die Wa¨rmeleitfa¨higkeit der Strangschale als Funktion der Temperatur, basie-
rend auf den jeweiligen Phasenanteilen im Gleichgewicht [Har89].
• Die Wa¨rmekapazita¨t als Funktion der Temperatur und der Zusammensetzung
(Thermocalc, TCFE6).
14Interfacial Heat Transfer Coefficient.
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Eingang Einheit Kommentar





dslag m Schlackenschichtdicke am Meniskus
. . . . . . Stahlzusammensetzung und Eigenschaften, fi(T )
. . . m Abmessungen des Rechengebietes Strangschale
λ(Phase, T ) W/(m K) Wa¨rmeleitfa¨higkeit des Gießpulvers
Ausgang Einheit Kommentar
q(~r, t) W/m2 Wa¨rmestromdichten von der Schale zur Kokille
T (~r, t) K Temperaturverteilungen in Schale und Kokille
u(~r, t) m Verzerrungen in der Strangschale
σ(~r, t) Pa Spannungen in der Strangschale
Tabelle 7.1: Definition des Prozessmodells CCSF2D.
• Die Solidus- und Liquidustemperatur, sowie die Erstarrungsenthalpie (Ther-
mocalc, TCFE6).
• Die Referenzdichte bei Tref = Tsolidus.
• Den Wa¨rmedehnungskoeffizienten αth nach Gleichung (7.4) bezogen auf die
Referenztemperatur Tref und, basierend auf den Daten zur Dichte im thermo-
dynamischen Gleichgewicht (Thermocalc, TCFE6).
• Die Tabellen zum mechanischen Verhalten als Funktion von Temperatur und
Dehnrate [HS96], basierend auf den jeweiligen Phasenanteilen im Gleichge-
wicht.
Die Wa¨rmeausdehnungskoeffizient15 αth(T ) wurde fu¨r T < Tref aus den TCFE6





ρ(T ) − 1
T − Tref (7.4)
berechnet und ist fu¨r eine typische Gu¨te in Abbildung 7.9 dargestellt.
7.3.3 Modellparameter
Nur durch die Definition und Umsetzung einer (mo¨glichst kleinen) Zahl von rele-
vanten Ein- und Ausga¨ngen wird aus einem singula¨ren Modell ein Prozessmodell
im Sinne von Kapitel 2. In diesem Falle wurden die in Tabelle 7.1 angegebenen
Eingangsgro¨ßen definiert und ko¨nnen ohne Verwendung einer GUI16 automatisiert
vera¨ndert werden. Mittels einer automatischen Auswertung werden aus den Orts-
und zeitabha¨ngigen Simulationsergebnissen (jeweils typischerweise einige GB) die
relevanten Modellausga¨nge ermittelt:
15In diesem Fall handelt es sich natu¨rlich um eine Schrumpfung.
16Graphical User Interface.
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Abbildung 7.10: Berechnete Temperaturverteilung am Kokillenaustritt (Parameter
der Schmelze 262 aus [PSBW00], Schrumpfung 10-fach u¨berho¨ht
dargestellt (nach [Wen11]).
• Die maximale Wa¨rmestromdichte (Schmalseite: qx,max, Breitseite: qy,max) im
Meniskusbereich.
• Die mittlere Wa¨rmestromdichte (Schmalseite: qx,avg, Breitseite: qy,avg).
• Die Wa¨rmestromdichte in Strangmitte am Kokillenaustritt (Schmalseite: qx,end,
Breitseite: qy,end).
• Die Oberfla¨chentemperatur in Strangmitte am Kokillenaustritt (Schmalseite:
Ts,x,end, Breitseite: Ts,y,end).
• Die Dicke der Strangschale (65% fest) in Strangmitte am Kokillenaustritt
(Schmalseite: dws=0.65,x, Breitseite; dws=0.65,y).
7.3.4 Simulationsergebnisse
Die Simulationen liefern die selbe Fu¨lle an Ergebnissen, wie die vergleichbaren Ar-
beiten aus der Literatur. Abbildung 7.10 zeigt eine Temperaturverteilung in der
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[Wal00] Fig.23, heat 262
[Wal00] Fig.22, heat 262
[Wal00] Fig.21, heat 262
Abbildung 7.11: Wa¨rmestromdichte als Funktion des Abstandes von der Menisku-
sebene (Maximum in der Mitte und Minimum in den Ecken, Mess-
werte und Parameter nach der Schmelze 262 aus [PSBW00], nach
[Wen11]).
Strangschale zum Zeitpunkt des Austrittes aus der Kokille. Die sich im Wesentli-
chen aus den Schrumpfungen ergebenden Verformungen sind dabei 10-fach u¨berho¨ht
dargestellt. Die Spannungsverteilungen entsprechen qualitativ denen aus der Litera-
tur, wobei unterschiedliche Materialmodelle nur geringe Unterschiede liefern, sofern
die thermische Schrumpfung beru¨cksichtigt wird. Die Eigenspannungszusta¨nde der
Strangschale sind experimentell nur u¨ber die Vermessung von Schalen aus Durch-
bru¨chen zu ermitteln. Da derartige Messungen, zum Beispiel mit der Bohrlochme-
thode, nicht gefunden werden konnten, werden hier auch keine weiteren Daten zu
den Spannungsverteilungen publiziert. Damit Spannungsmessungen in Zukunft zur
Modellvalidierung herangezogen werden ko¨nnen, ist eine genaue Kenntnis der Ge-
schichte der jeweiligen Strangschale (die Spannungen werden ja bei Raumtemperatur
gemessen) notwendig. Eine Validierung des Modells ist zur Zeit nur u¨ber die indi-
rekten Wa¨rmestrommessungen in instrumentierten Kokillen mo¨glich.
7.4 Validierung des CCSF2D Modells
Aus dem CCSF2D Modell ergibt sich eine Wa¨rmestromdichteverteilung, die expe-
rimentell u¨berpru¨fbar ist (siehe Abschnitt 7.2.2). Fu¨r die Rechnungen an Knu¨ppel-
formaten wurden dazu die Messergebnisse aus [PSBW00] und fu¨r Brammen die Da-
ten aus [MBS91a] herangezogen. In Abbildung 7.11 la¨sst sich die gute U¨bereinstimmung
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der Simulationsergebnisse mit der Messung erkennen. Die gemessenen Wa¨rmestrom-
dichten stimmen im Rahmen der Messgenauigkeit (∆q ≈ 20 . . . 60%) mit den berech-
neten qmax(z) u¨berein, da die Messungen im Bereich der maximalen Wa¨rmestro¨me
(in Strangmitte) durchgefu¨hrt wurden. Es ist zudem anzumerken, das der lokale
Wa¨rmeu¨bergang in der Realita¨t durch die Gießschlacke (Abplatzungen) und Inho-
mogenita¨ten der Kokillenoberfla¨che signifikant schwanken kann. Derartige Prozes-
se ko¨nnen zu ernsthaften Sto¨rungen fu¨hren, die ebenfalls simuliert werden ko¨nnen
[FCJB09]. Der Verbrauch an Gießpulver [SFL+04] ergibt sich nicht zuletzt durch des-
sen Anhaftungen an Oszillationsmarken und anderen Oberfla¨cheninhomogenita¨ten.
Die Entwicklung der Schalendicke ist – mit relativ großer Messunsicherheit – eben-
falls experimentell u¨berpru¨fbar. Hier wurden Daten aus [WYO+98] herangezogen.
Fu¨r den Bereich der Aluminium Werkstoffe liegen weitere experimentelle Daten vor
[CdSC08]. Eine Validierung wa¨re auch durch den Vergleich mit Schrumpfungsmes-
sungen [NDE86, HJS88] denkbar, sofern sich diese Experimente rechnerisch genau
abbilden lassen.
Eine weitere experimentell u¨berpru¨fbare Gro¨ße ist die Temperatur der Strangober-
fla¨che beim Kokillenaustritt, zu der jedoch keine Daten gefunden wurden (publizierte
Messdaten, z.B. [SFF+05], liegen in der Regel weit im Bereich der Sekunda¨rku¨hlung).
Die berechnete Eigenspannungsverteilung in der Strangschale la¨sst sich ebenfalls
experimentell u¨berpru¨fen, in dem Messungen an Strangschalen aus Durchbru¨chen
durchgefu¨hrt werden. Außer einer Messung an einer Al-Si-Legierung [RWR42] konn-
ten hier jedoch keine publizierten Daten gefunden werden.
Da die Messungen der Wa¨rmeflussdichten – insbesondere im Meniskusbereich –
relativ große Unsicherheiten aufweisen, ist eine abschließende Validierung im Sinne
von Abschnitt 2.10 nur unter Einbeziehung einer Vielzahl unterschiedlicher Mes-
sungen fu¨r unterschiedliche Parametersa¨tze mo¨glich17. Dabei ist zu u¨berpru¨fen, ob
eine Parameteridentifikation dann plausible Werte liefert und inwiefern die zu be-
stimmenden Parameter durch Laborexperimente eingeschra¨nkt werden ko¨nnen. Der
fu¨r eine derartige Parametrierung notwendige Simulationsaufwand liegt wesentlich
oberhalb des Aufwandes fu¨r die im Folgenden pra¨sentierte Sensitivita¨tsanalyse, ist
jedoch darstellbar.
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Die nach Gleichung (2.8) normierte lokale Sensitivita¨t – als Differenzenquotient –
wurde fu¨r zwei typische Anwendungsfa¨lle des Modells berechnet [Wen11]:
• Knu¨ppelstra¨nge (billet) mit quadratischem Querschnitt (208x208mm, vcast =
1.14 m/min, 0.10% C, zum Vergleich mit den Daten aus [PSBW00]) und
• Brammen (slab) (790x120mm, vcast = 0.65 m/min, 0.07% C, zum Vergleich
mit den Daten aus [MBS91a]).
Dazu wurden zuna¨chst, wie in Abschnitt 7.3.2 beschrieben, fu¨r die beiden Gu¨ten
(0.10% C und 0.07% C) die temperaturabha¨ngigen Materialdaten in Abaqus kom-
patibler Form generiert. Zur na¨herungsweisen Bestimmung der Sensitivita¨ten wur-
den Differenzenquotienten an verschiedenen Stu¨tzstellen berechnet. So ergaben sich
die in den folgenden Tabellen angegebenen Wertebereiche.
17Zur Zeit erfu¨llt wohl nur [PSBW00] die notwendigen qualitativen Anforderungen.
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Parameter Min. Max. ∆qmax ∆qavg ∆qend ∆TS,end ∆dws=0.65
∆x1 400 µm 1.4 mm ±0.5% ±0.8% ±0.3% ±0.2% ±0.4%
∆Tmax/∆t2 1 K 8 K ±0.1% ±0.1% ±0.1% ±0.1% ±0.1%
∆tout3 50 ms 250 ms ±0.5% ±0.5% ±0.4% ±0.2% ±0.4%
1 Gro¨ße der finiten Elemente.
2 Maximale Temperatura¨nderung pro Zeitschritt.
3 Zeitintervall fu¨r die Auswertung.
Tabelle 7.2: Berechnete maximale numerische Sensitivita¨ten s˜ beim
Knu¨ppelstrangguss [Wen11].
7.5.1 Sensitivita¨t bezu¨glich der numerischen Parameter
Jede numerische Rechnung erfolgt mit einer endlichen Zeitschrittweite und auf ei-
nem ra¨umlich diskretisierten Rechengebiet. Bei der Lo¨sung von partiellen Differenti-
algleichungen kann dabei in der Regel keine a priori Rechengenauigkeit vorgegeben
werden18. Der Effekt dieser endlichen numerischen Auflo¨sung findet sich in Tabelle
7.2. Dabei ist zu beachten, das die verwendeten FEM-Rechennetze bereits an den
interessanten Stellen ho¨her aufgelo¨st waren (∆x-Zeile) und der Zeitschritt u¨ber ei-
ne maximale Temperatura¨nderung im Rechengebiet vorgegeben wurde (∆Tmax per
∆t-Zeile). Der ∆tout-Parameter ergibt sich aus der Beschra¨nkung der Datenausgabe
um die Berechnung der Ausgabedaten zu beschleunigen, da die internen Zeitschritte
recht klein sind. Es ergeben sich keine signifikanten Einflu¨sse der genannten nume-
rischen Parameter auf die experimentell u¨berpru¨fbaren Ausgangsgro¨ßen.
Die logische Tiefe (Rechenzeit) ha¨ngt stark von der mechanischen Modellierung
ab. Fu¨r die meisten messbaren Ausgangsparameter reicht eine ideal-plastische oder
auch nur rein elastische Rechnung aus.
7.5.2 Sensitivita¨t bezu¨glich der Prozessparameter
Die rein experimentelle Untersuchung der Einflu¨sse von Prozessparametern scheitert
oft an der Streuung von Kontrollparametern und Messdaten sowie der begrenzten
Prozessinstrumentierung. Diese Schwierigkeiten ko¨nnen bei numerischen Rechnun-
gen vermieden werden.
Die berechneten Sensitivita¨ten der wesentlichen messbaren Ausgangsgro¨ßen be-
zu¨glich der wichtigsten Konstruktions- und Betriebsparameter finden sich fu¨r das
Knu¨ppelformat in Tabelle 7.3 und fu¨r das Brammenformat in Tabelle 7.4.
Die maximale Wa¨rmestromdichte qmax findet sich immer im Bereich des Menis-
kus und ihr Wert reagiert empfindlich auf die Temperaturrandbedingung fu¨r den
flu¨ssigen Stahl an der Innenseite des Rechengebietes. Erho¨ht sich diese Gießtempe-
ratur um 1% (18K), so wird qmax sich um bis zu 1.5% erho¨hen, die durchschnittliche
Wa¨rmestromdichte wird sich um mindestens 5% erho¨hen, was in einer um bis zu
10% verringerten Strangschalendicke resultiert.
Eine signifikante Erho¨hung des integralen Wa¨rmestroms in Richtung Kokille er-
scheint auf der Basis dieser Daten nicht mo¨glich, da eine Verla¨ngerung der Kokille
18Das NDSolve Modul von Mathematica erlaubt zwar eine Vorgabe der gewu¨nschten Genauigkeit,
deren Realisierung u¨ber eine Anpassung des ra¨umlichen Gittern dann jedoch zu einem inak-
zeptablen Aufwand fu¨hrt.
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s˜ fu¨r ∆qmax ∆qavg ∆qend ∆TS,end ∆dws=0.65
C%1 +0.6% +6% +6% −0.1% +13%
dmould−wall2 −0.3% −0.2% < ±0.1% < ±0.1% < ±0.1%
lmould
3 < ±0.1% −2% −53% −1.3% +62%
Tcast
4 +150% ≈ +500% ≈ +500% +12% ≈ −1000%
vcast
5 −2% +5% +47% +0.7% −32%
αCu−water6 < ±0.1% −0.2% < ±0.1% < ±0.1% < ±0.1%
dbillet
7 +3% −4% −7% −0.2% +22%
1 Kohlenstoffgehalt.
2 Abstand Wasser-Kokillenoberfla¨che.
3 Vertikale La¨nge der Kokille.
4 Gießtemperatur.
5 Gießgeschwindigkeit.
6 Wa¨rmeu¨bergang zum Ku¨hlwasser [W/(m2K)].
7 Knu¨ppelformat.
Tabelle 7.3: Sensitivita¨ten s˜ beim Knu¨ppelstrangguss [Wen11].
s˜ fu¨r ∆qmax ∆qavg ∆qend ∆TS,end ∆dws=0.65
C%1 −7% −1 . . .+ 2% ≈ −1% −0.2% −6%
dmould−wall2 −2% −0.4% −0.2% < ±0.1% < ±0.1%
lmould
3 < ±0.1% −0.4% −50% −1.5% +31%
Tcast
4 +120% +500 . . . 2800% +500 . . . 1000% -14 . . .+22% ≈-1000%
vcast
5 -3% -4% +28 . . . 43% +1 . . . 2% -40%
αCu−water6 +0.6% -0.2% < ±0.1% < ±0.1% +0.1%
dslab,wide
7 +3% -8 . . .+5% -7 . . .+32% -4 . . .+8% +3%
dslab,narrow
7 < ±0.1% -14 . . .+0.5% +9% -1 . . .+1% +43%
1 Kohlenstoffgehalt.
2 Abstand Wasser-Kokillenoberfla¨che.
3 Vertikale La¨nge der Kokille.
4 Gießtemperatur.
5 Gießgeschwindigkeit.
6 Wa¨rmeu¨bergang zum Ku¨hlwasser [W/(m2K)].
7 Brammenformat.
Tabelle 7.4: Sensitivita¨ten s˜ beim Brammenstrangguss [Wen11].
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s˜ fu¨r ∆qmax ∆qavg ∆qend ∆TS,end ∆dws=0.65
dsimple−flow1 +1 . . . 3% +1% -18 . . .-3% -1% ≈+25%
dslag
1 -80% -13% -4 . . .-1% +1 . . . 2% -3%
rmould
2 -13 . . .-4% -0.6% -0.3% +0.14% -0.3 . . .+1.6%
TL,slag
3 ±0.1% -244% ≈-250% ≈+60% ≈-135%
TS,slag
3 ≈-280% -78% ≈-40% ≈+16% ≈-40%
TC,slag
3 -13% -8% ≈-6% +1 . . . 2% -3 . . .+17%
λslag,multiplier
4 ≈+80% ≈+10% -1 . . .+5% ≈-1.5% +4 . . . 11%
λslag,T=Tliquid
4 ≈+80% ≈+10% +1 . . . 5% ≈-1.5% +6 . . . 11%
λslag,T=TC
4 +5% +1% +1% -0.3% +1 . . . 4%
λslag,T=TGC
4 < ±0.1% -0.2 . . .+0.7% < ±0.1% < ±0.1% < ±0.1%
∆γslag,melt5 +0 . . . 2% +0.4% +0.8% -0.2% +0 . . .+4%
1 Dicke des Rechengebietes.
2 Oberfla¨chenrauigkeit.
3 Phasenu¨bergangstemperaturen.
4 Wa¨rmeleitfa¨higkeiten bei bestimmten Temperaturen.
5 Grenzfa¨chenspannung.
Tabelle 7.5: Externe Parametersensitivita¨ten s˜ beim Strangguss [Wen11].
(außer zur Erho¨hung der Gießgeschwindigkeit) zu diesem Zweck nicht zielfu¨hrend
ist – u¨ber die Spritzku¨hlung sind wesentlich ho¨here Ku¨hlleistungen zu erzielen. Die
berechneten Sensitivita¨ten stimmen mit praktischen Erfahrungswerten u¨berein.
7.5.3 Sensitivita¨t bezu¨glich der externen Parameter
Als externe Parameter sollen hier diejenigen Eingangsgro¨ßen betrachtet werden, die
keine direkten Stellgro¨ßen darstellen. Dazu geho¨rt die vergossene Gu¨te ebenso wie die
Eigenschaften des Gießpulvers oder Modell spezifische Parameter wie die anfa¨ngliche
Dicke der Schlackenschicht dslag in der Meniskusebene. Diese Sensitivita¨ten wurden
in Tabelle 7.5 zusammengefasst [Wen11].
Die notwendige Dicke des Rechengebietes dsimple−flow ergibt sich aus der maximalen
Strangschalendicke und somit aus der maximal zu simulierenden La¨nge. Dieser Pa-
rameter ist modellspezifisch und eher numerischer Natur. Der Effekt von dsimple−flow
wird jedoch sicherlich in der Regel durch den Einfluss von Tcast u¨berdeckt. In der
Realita¨t wird das Stro¨mungsprofil im Flu¨ssigstahl hier fu¨r eine ra¨umlich und zeitlich
inhomogene thermische Randbedingung sorgen.
U¨ber die Messung von qmax la¨sst sich dslag bestimmen. Dieser Fit-Parameter wird
erst dann unpraktikabel, wenn sich eine signifikante Abha¨ngigkeit von den Prozess-
parametern (z.B. Tcast oder vcast) herausstellt. Damit weisen die Sensitivita¨ten von
dslag auf eine Modellvereinfachung hin, die erst mit steigenden Anforderungen an die
Vorhersagegenauigkeit kritisch zu hinterfragen ist, da dslag ja im Rahmen eines CFD
Modells durchaus berechnet werden kann [RLLMS10].
Die Beru¨cksichtigung des Wa¨rmeu¨berganges zwischen der Kupferoberfla¨che und
der angefrorenen Schlackenschicht u¨ber einen gedachten Gasspalt mit der Dicke
rmould erweist sich als unproblematisch.
Die praktisch oft versuchte Prozessbeeinflussung u¨ber die Zusammensetzung des
Gießpulvers spiegelt sich in den Sensitivita¨ten der Gießpulvereigenschaften wieder.
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Der (maximale) Wa¨rmestrom in der Meniskusebene la¨sst sich durch eine Heraufset-
zung der Solidustemperatur des Gießpulvers verringern, eine ho¨here Liquidustem-
peratur veringert auch die mittlere Wa¨rmestromdichte. So ergibt sich eine mildere
Ku¨hlung und ein langsameres Schalenwachstum. Der konvektive Energietransport in
der flu¨ssigen Schlacke wird in diesem Modell u¨ber einen Multiplikator λslag,multiplier
beru¨cksichtigt, dessen Sensitivita¨tsdaten diese Na¨herung lediglich im Bereich der
Meniskusebene als verbesserungswu¨rdig erscheinen lassen. Die Wa¨rmeleitfa¨higkeiten
der Schlackenphasen ko¨nnen hingegen im Rahmen ihrer Messgenauigkeit als hinrei-
chend beru¨cksichtigt gelten.
Oberfla¨chenspannungs- und Kontaktwinkelpha¨nomene zeigen hier nur im Menis-
kusbereich winzige Effekte, eine Beru¨cksichtigung ist im Rahmen einer Weiterent-
wicklung der mehrphasigen CFD Modellierung [RLLMS10] denkbar.
7.5.4 Weitere Prozess relevante Parameter
Ein wichtiges Thema bei der Analyse realer Prozesse ist die Rolle unbekannter Pa-
rameter und die Korrelationen zwischen den Parametern. Letztere lassen sich in der
Regel nur u¨ber Hauptachsentransformationen auf Kosten der Anschaulichkeit der
Modellparameter vermindern (siehe Abschnitt 2.15.1). Zudem ko¨nnen die quanti-
tativen Unterschiede in den Sensitivita¨ten das Problem der Parametrierung mittels
Betriebsdaten erheblich verkomplizieren, da sich oft mathematisch sehr steife Auf-
gabenstellungen ergeben.
Bevor versucht wird, Modellparameter aus Betriebsdaten zu gewinnen, sollte im-
mer eine Verbesserung des Modells (weniger Parameter) oder ein Laborexperiment
zur Bestimmung der Parameter in Betracht gezogen werden. Dies gilt in diesem Fall
zum Beispiel fu¨r die Eigenschaften der Gießschlacke.
Ein wichtiger Parameter beim Stranggießen ist die Kokillenkonizita¨t. Das hier
vorgestellte Modell erlaubt die Beru¨cksichtigung komplexer Kokillengeometrien, die
dann auch rechnerisch optimiert werden ko¨nnen. Dabei ist zu beachten, das eine
Optimierung immer nur fu¨r eine (mo¨glichst kleine) Untermenge von Gu¨ten und
Gießparametern erfolgen kann. Dieses Problem la¨sst sich durch in die Kokille einge-
baute mechanische Aktoren etwas reduzieren.
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7.6 Fazit und kritische Diskussion
Die Schalenbildung beim Stranggießen von Stahl stellt einen komplexen nichtlinea-
ren Prozess dar, der nicht zielfu¨hrend durch ein alle relevanten Pha¨nomene beschrei-
bendes Gleichungssystem und dessen Lo¨sung beschrieben werden kann. Nach einer
kurzen Darstellung des umfangreichen Standes der Technik und auf der Basis der
Annahme eines ebenen Dehnungszustandes wurde ein thermomechanisches Modell
der Strangschalenbildung auf der Basis des FEM Lo¨sers Abaqus vorgestellt. Durch
eine separierte Ermittlung der mechanischen Kennwerte als Funktion der Tempera-
tur mit Unterstu¨tzung der Thermocalc Datenbank TCFE6 ist das Modell fu¨r einen
großen Bereich von Stahlgu¨ten geeignet. Es ergaben sich – abgesehen vom Rechen-
aufwand – keine numerischen Probleme.
Das Modell bildet bereits den Meniskusbereich zufriedenstellend ab, obwohl die-
ser nicht von der Thermomechanik sondern, nicht zuletzt auf Grund der Kokillen-
oszillation, von den komplexen Wechselwirkungen mit der Gießschlacke gepra¨gt ist.
Sobald die Wa¨rmeleitung in der Strangschale und die durch deren Schrumpfung
hervorgerufene Gasspaltbildung den Energietransport bestimmen, erlaubt das Mo-
dell eine quantitative Berechnung von Form, Temperatur- und Spannungszustand
des entstehenden Produktes. Im Gegensatz zu reinen CFD Modellen wird dabei der
Wa¨rmeu¨bergang (IHTC) Strangschale-Kokille selbstkonsistent berechnet und muss
nicht vorgegeben werden. Diese Rechnung kann auch in der Sekunda¨rku¨hlzone fort-
gesetzt werden, wo durch die Spritzku¨hlung die aufwendige Berechnung eines IHTC
entfa¨llt [FCJB09].
Die Sensitivita¨tsanalyse ergab fu¨r die Schalenbildung in der Stranggusskokille fol-
gende Parameterreihung:
1. Die Gießtemperatur ist mit Sensitivita¨ten bis zu 2800% der wichtigste Stell-
parameter.
2. Die Liquidustemperatur der Gießschlacke beeinflusst mit Sensitivita¨ten von bis
zu 250% besonders die Wa¨rmestromdichte unterhalb des Meniskusbereiches.
3. Die Solidusemperatur der Gießschlacke beeinflusst mit Sensitivita¨ten von bis
zu 280% besonders die Wa¨rmestromdichte im Meniskusbereich.
4. Die Dicke der anfa¨nglichen Schlackenschicht im Meniskusbereich und die Wa¨rme-
leitfa¨higkeit der flu¨ssigen Gießschlacke beeinflusst die dort auftretende maxi-
male Wa¨rmestromdichte.
5. Die Gießgeschwindigkeit beeinflusst die Wa¨rmestromdichte im unteren Bereich
der Kokille und damit die Strangschalendicke am Kokillenaustritt signifikant.
6. Der Einfluss der Kokillenkonizita¨ten ist signifikant und es ist somit sinnvoll,
die jeweils optimale Konizita¨t zu ermitteln und einzustellen.
Ein wesentliches Ergebnis der Sensitivita¨tsanalyse, die hohe Bedeutung der Gieß-
temperatur, la¨sst sich durch folgende U¨berlegung illustrieren: Um eine Erho¨hung
der Gießtemperatur um 20K dahingehend zu kompensieren, das die Schalendicke
am Kokillenausgang konstant bleibt, wa¨re es theoretisch erforderlich die Gießge-
schwindigkeit um 20% (Knu¨ppel) beziehungsweise 34% (Bramme) zu verringern.
Da die Gießtemperatur hier in Form einer Randbedingung an der Innenseite der
Strangschale eingeht, la¨sst sich deren hohe Sensitivita¨t auch als entsprechend hohe
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Sensitivita¨t bezu¨glich der Stro¨mungsverha¨ltnisse im Flu¨ssigstahl interpretieren. Zu-
mindest lokal ko¨nnen diese zu signifikant du¨nneren Strangschalen fu¨hren und damit
den Prozess wesentlich beeinflussen.
In das Modell geht nur die Flu¨ssigstahltemperatur in der Na¨he der Strangschale
ein, nicht jedoch die Temperatur am Auslass des Tauchrohres19. Damit bekommt eine
Verknu¨pfung der thermomechanischen Modellierung mit der Stro¨mungsberechnung
in der Kokille ho¨chste Priorita¨t fu¨r die Weiterentwicklung des Standes der Technik
auf diesem Gebiet. Dabei sind die Fluktuationen des Stro¨mungsfeldes und dessen
elektromagnetische Beeinflussungsmo¨glichkeiten zu beachten.
Da das Aufschmelzen und Erstarren der Gießschlacke in dem hier diskutierten
Modell nur grob beru¨cksichtigt wird, ist zu u¨berlegen, ob auch eine Kopplung an
eine lokal fein aufgelo¨ste Modellierung der Mehrphasenstro¨mung mo¨glich ist.
Ferner ergab die Sensitivita¨tsanalyse fu¨r folgende Parameter nur einen verschwin-
denden Einfluss auf die Strangschalenbildung:
• Die Dicke der Kokillenwand (Distanz Ku¨hlwasser-Oberfla¨che) beeinflusst vor
allem die thermomechanische Stabilita¨t der Kokille, die hier nicht untersucht
wurde.
• Die La¨nge der Kokille spielt nur eine Rolle fu¨r die ferrostatische Stabilita¨t der
gesamten Strangschale, die jedoch hier ebenfalls nicht untersucht wurde.
• Der Wa¨rmeu¨bergang zum Ku¨hlwasser (sofern dessen Temperaturerho¨hung sich
in Grenzen ha¨lt).
• Die Wa¨rmeleitfa¨higkeit der Gießschlacke bei niedrigen Temperaturen.
• Die Grenzfla¨chenspannung zwischen Stahl und flu¨ssiger Gießschlacke.
Das hier vorgestellte Modell [Wen11] demonstriert, wie komplexe ortsaufgelo¨ste
Simulationsmodelle in praxistaugliche Prozessmodelle transformiert werden ko¨nnen,
wobei es in der Regel auf zwei wesentliche Punkte ankommt:
• Das Modell muss alle in der Praxis relevanten Fa¨lle erfassen, was hier durch
die Anbindung der Thermocalc Datenbanken ab TCFE6 ermo¨glicht wurde20.
• Das Modell sollte derart bereitgestellt werden, das nur die relevanten Prozess-
parameter als Eingangsgro¨ßen und einige wenige messbare Ausgangsgro¨ßen
verwendet werden ko¨nnen.
Zusa¨tzlich ist darauf hinzuweisen, das viele Prozessparameter und Pha¨nomene (siehe
Abschnitt 7.2) zwar oft einzeln plausibel erkla¨rt, in ihrem komplexen nichtlinearem
Zusammenwirken jedoch noch nicht zuverla¨ssig genug durch Modelle vorhergesagt
werden ko¨nnen, zum Beispiel:
• Schwingungen und Resonanzen der flu¨ssigen Phasen.
• Plo¨tzliche qualitative A¨nderungen der Stro¨mungstrukturen.
• Schlackeneinschlu¨sse.
• Oszillationsmarken.
19Submerged Entry Nozzle (SEN).
20Fu¨r andere Werkstoffe ist eine Einbindung von FactSage oder Pandat Datenbanken in a¨hnlicher
Art und Weise mo¨glich.
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• Innen- und Außenrisse.
• Makroseigerungen, Lunker und Poren.
• Durchbru¨che.
Das komplexe nichtlineare Prozessverhalten wurde bereits in [LRLMS12] angespro-
chen. Die vielen relevanten Pha¨nomene lassen sich nur Schritt fu¨r Schritt durch
pra¨diktive Modelle vorhersagen. Um Modelle mit konkreter Vorhersagefa¨higkeit von
auf Fit-Parametern basierenden a posteriori Erkla¨rungsmodellen zu unterscheiden
ist die hier demonstrierte Sensitivita¨tsanalyse und experimentelle Validierung von
entscheidender Bedeutung.
Das hier beschriebene CCSF2D-Modell la¨sst sich beispielsweise direkt weiterent-
wickeln, indem die Ergebnisse mit den Mo¨glichkeiten von Abaqus automatisiert in
Bezug auf ein lokales Materialversagen ausgewertet werden und indem das Modell
auch im Bereich der Sekunda¨rku¨hlung angewandt wird. Zusammen mit einer iterati-
ven Kopplung an ein transientes LES-CFD Modell der Stro¨mungsverha¨ltnisse in der
Kokille (und daru¨ber hinaus) und einer Erweiterung auf 3-dimensionale Spannungs-
zusta¨nde wa¨re es mo¨glich eine Alternative zur Verwendung von Thercast (Firma
Transvalor) zu schaffen. Eine Kombination des Thercast Modells [FCJB09] mit
einem mehrphasigen LES CFD Modell (siehe [CTV11, RLLMS10, Raa02]) unter Ver-
wendung des hier vorgestellten Prozessmodellansatzes und – wie hier demonstriert
– unter Anbindung thermochemischer Datenbanken stellt ansonsten die sinnvollste
high-end Weiterentwicklung des Standes der Technik in diesem Bereich dar. Zur
Zeit erscheint der Entwicklungs- und Berechnungsaufwand zu hoch zu sein, um ein
nicht singula¨res Universalmodell des gesamten Stranggussprozesses zu realisieren.
Hier bietet sich die Weiternutzung einfacher Wa¨rmeleitungsmodelle (zum Beispiel
[GMDF70, LBW74, Rog83, SHW+92]) an. Sofern im Bereich der Sekunda¨rku¨hlung
auf die hier verwendete gekoppelte thermomechanische Rechnung verzichtet wer-
den kann, lassen sich aus den gewonnenen Temperaturfeldern auch Spannungs-
zusta¨nde berechnen [GBW76]. Im Vergleich zu den ersten Rechnungen vor u¨ber
30 Jahren (zum Beispiel [GS79]) lassen sich heute eine Vielzahl von praxisrelevan-
ten Pha¨nomenen mit Hilfe kommerzieller Programmsysteme (Thercast, Abaqus,
Ansys, . . .) modellieren.
Es ist dabei zur Zeit zielfu¨hrend mit der Modellentwicklung an ein konkretes Pro-
blem, wie zum Beispiel die Oszillationsmarken, anzuknu¨pfen und dann zu versuchen
alle zur Vorhersage notwendigen Pha¨nomene pra¨diktiv mit zu modellieren. Ein ak-
tuelles Beispiel liefert ein numerisches Modell zur Bildung von Oszillationsmarken
[RLMLS12], mit dem ein 35 Jahre altes Erkla¨rungsmodell plausibel verifiziert wurde.
[Tom79].
Aus wissenschaftlicher Sicht sollte eine Weiterentwicklung der Berechnungsmo¨glich-
keiten, sowohl in die angesprochene Richtung zunehmender Detailtreue als auch
in die hier vorgestellte Richtung einer Nutzbarkeit in Form von Prozessmodel-
len, immer von der wissenschaftlichen Messung der berechneten Gro¨ßen begleitet
werden. Hier fa¨llt besonders auf, das nur eine Publikation zur Messung von Ei-
genspannungszusta¨nden in Strangschalen [RWR42] gefunden werden konnte, die
sich im Jahre 1942 mit Stranggussblo¨cken aus einer eutektischen Al-Si-Legierung
bescha¨ftigte. Die dort verwendete Methode der Messung von Bohrlochverformungen
[Mat32, NLLF85, LSSF96] wird heute erga¨nzt durch zersto¨rungsfreie Messverfahren
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[IO96]. Das Fehlen publizierter Spannungsmessungen steht im krassen Gegensatz
zu den dutzenden von Rechnungen auf diesem Gebiet in den letzten 38 Jahren
[GBW76, FCJB09, KHLT10]. Die experimentelle Arbeit auf diesem Gebiet sollte
sich nicht nur auf Laborexperimente beschra¨nken, welche jedoch fu¨r Ermittlung des
grundlegenden Materialverhaltens unabdingbar sind [RTPB11].
Fu¨r den Praktiker bleibt anzumerken: Fu¨r jede Gu¨te und gibt es einen optima-
len Parametersatz aus Gießgeschwindigkeit und Kokillenform. Auf Ausreißer bei der
Gießtemperatur ist zu achten, da zu jeder Gießtemperatur eine maximal mo¨gliche
Gießgeschwindigkeit geho¨rt. Damit besteht ein Zielkonflikt zwischen dem o¨konomisch
bedingten Wunsch nach einheitlichen Kokillen fu¨r alle Gu¨ten und dem Ziel maxima-
ler Produktivita¨t bei Vermeidung von Durchbru¨chen. Die Prozessmodellierung kann
hier zu einer optimalen Einstellung aller Parameter beitragen, auch indem sie die





Non sunt multiplicanda entia sine
necessitate.
(Johannes Poncius)
Die Metapher von Ockhams Rasiermesser1 ist ein wichtiges Prinzip der wissenschaft-
lichen Methodik. Hier die Version von Albert Einstein: ”Any fool can make thingsbigger, more complex, and more violent. It takes a touch of genius–and a lot of
courage–to move in the opposite direction“.
Im vorangegangenen beiden Kapitel 7 und 6 wurde die detaillierte (in der Re-
gel ortsaufgelo¨ste) Modellierung diskutiert. Diese versucht im Wesentlichen einen
Prozess mathematisch mo¨glichst vollsta¨ndig zu beschreiben und die aufgestellten
Gleichungen dann numerisch zu lo¨sen. Dies fu¨hrt auf einen hohen Rechen- und Aus-
wertungsaufwand. Die Zonen basierte Prozessmodellierung versucht hingegen durch
Vereinfachung in der Modellbildungsphase ein Prozessmodell zu gewinnen, welches
die wesentlichen Eigenschaften des Prozesses mo¨glichst effizient wiedergibt. Die-
se Ko¨nigsdisziplin der Prozessmodellierung wird in der Regel fu¨r den industriellen
Einsatz verwendet (zum Beispiel fu¨r Online-Modelle) und wird in diesem Kapitel
untersucht und (im letzten Abschnitt und Kapitel 9) an Hand von Beispielen de-
monstriert.
8.1 Die Kategorie Zonenmodell
Entzwei und gebiete! Tu¨chtig Wort;
Verein’ und leite! Beßrer Hort.
Johann Wolfgang von Goethe (1814)
In der Definitionsphase eines Prozessmodells sollten bereits die Systemgrenzen so
gewa¨hlt werden, das sich beispielsweise eine Bilanz der Stoff- und Energiestro¨me mit
einer mo¨glichst kleinen Zahl von Ein- und Ausga¨ngen des Modells gut abbilden la¨sst.
Ist der Prozess nun durch orts- und zeitaufgelo¨ste Modelle zielfu¨hrend beschreibbar,
so la¨sst sich so ein detailliertes Bild des Prozesses gewinnen (siehe Kapitel 6 und das
Beispiel in Kapitel 7). Oft ist jedoch eine Modellvereinfachung mo¨glich und auch
notwendig. Diese erfolgt bei Zonenmodellen in der Regel nicht automatisch: Die
Diskretisierung wird nicht einer Software u¨berlassen sondern erfolgt nach physika-
lischen und verfahrenstechnischen Gesichtspunkten. Derartige Zonenmodelle lassen
sich von den Modellen aus Kapitel 6 grob abgrenzen:
1Dieses Prinzip wurde oft von Wilhelm von Ockham (1285–1347) angewendet und deshalb nach
ihm benannt.
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• Im Vergleich zur Anzahl der Diskretisierungselemente bei der numerischen
Lo¨sung von partiellen Differentialgleichungen ist die Anzahl der Bilanzra¨ume
nz (Zonen) wesentlich kleiner (zur Zeit nz < 100).
• Die Bilanzra¨ume ergeben sich in der Regel nicht aus einer automatischen Dis-
kretisierung (siehe Abschnitt 8.7), die Modellbildung erfolgt individuell fu¨r
jede Zone oder Zonenklasse.
• Bei der Zoneneinteilung werden homogene Bereiche (Zusammensetzung und
Verhalten) gesucht, deren Interaktion sich mo¨glichst einfach beschreiben la¨sst
und innerhalb derer lokale Details nicht relevant sind. Ziel ist somit eine
mo¨glichst grobe Granularita¨t.
In den folgenden Abschnitten werden einige Unterkategorien und Methoden der
systematischen Gewinnung von Zonenmodellen diskutiert. Im Allgemeinen dienen
Zonenmodelle einer effiziente Vorhersage im Sinne der in Kapitel 2 definierten Mo-
dellierziele, die durch vorgegebene Modelleinga¨nge, -parameter und -ausga¨nge (und
deren Genauigkeiten) bestimmt sind. Dem muss sich die mathematische Beschrei-
bung und die numerische Lo¨sung der entsprechenden Differentialgleichungen unter-
ordnen. Modellierergebnis sind dann Algorithmen, wobei die im na¨chsten Abschnitt
beschriebene Unterkategorie einer mathematischen Beschreibung mit anschließender
numerischer Lo¨sung eine wichtige Teilmenge darstellt.
zeitabha¨ngig (dynamisch) zeitunabha¨ngig (statisch)
Ortsaufgelo¨stes parabolische oder hyperbolische elliptische
Modell partielle Differentialgleichungen
(DPS1) (PDE)
Modell mit Differentiell Nichtlinear
konzentrierten Algebraische Gleichungen
Elementen (LPS2) DAE3(ICP4, BVP5) AE
1 Distributed Parameter System.
2 Lumped Parameter System.
3 Differential Algebraic Equation.
4 Initial Condition Problem / Anfangswertproblem (AWP).
5 Boundary Value Problem / Randwertproblem (RWP).
Tabelle 8.1: Einteilung mathematischer Modelle.
8.2 Mathematische Modellbildung
Durch die Vernachla¨ssigung von Mischformen und algorithmischen Details ist die in
Tabelle 8.1 angegebene Einteilung der mathematischen Prozessmodelle mo¨glich.
In der Verfahrenstechnik werden Zonenmodelle auch als Lumped Parameter Sys-
tems (LPS) bezeichnet (siehe zum Beispiel [HC01, Kap.5]). Dabei werden dann Mo-
delle betrachtet, deren mathematische Struktur differentiell-algebraisch ist (DAE).
Ohne die Zeitabha¨ngigkeit gelangt man zu nichtlinearen Systemen algebraischer
Gleichungen (AE).
In modernen mathematischen Softwarepaketen (wie beispielsweise Mathematica)
finden sich bereits Erweiterungen in Richtung einer Verbindung von numerischen
Gleichungslo¨sern mit algorithmischen Elementen, die im Fall spezifischer Ereignisse
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die zu lo¨senden Gleichungen modifizieren. Streng genommen liegt die Grenze der
mathematischen Modellierung schon immer dort, wo sich die gewonnenen Gleichun-
gen nicht mehr analytisch behandeln lassen und numerische Lo¨sungsverfahren mit
beschra¨nkter Genauigkeit und einschra¨nkenden Konvergenzeigenschaften verwendet
werden mu¨ssen.
In Forschung und Lehre ist es sehr hilfreich, die Gleichungen direkt herzuleiten und
zu lo¨sen (siehe zum Beispiel [MM09]). In der chemischen Verfahrenstechnik werden
Softwarepakete eingesetzt, die das eigentliche mathematische Modell zuna¨chst vor
dem Nutzer verbergen. Erst mit wachsender Modelliererfahrung wird es wichtiger,
die der Software zu Grunde liegenden mathematischen Beschreibungen zu verste-
hen – nicht zuletzt um auch Probleme lo¨sen zu ko¨nnen, die nicht direkt den bei
der Softwareentwicklung zu Grunde liegenden Aufgabenstellungen entsprechen. In
der Hochtemperaturverfahrenstechnik steht weniger Spezialsoftware zur Verfu¨gung
und es ist somit oft erforderlich die mathematische Beschreibung der Zonen selbst
zu entwickeln und einer numerischen Lo¨sung zuzufu¨hren. Daher soll im folgenden
Abschnitt kurz auf die sich bei der Zonenmodellierung oft ergebenden DAE-Systeme
eingegangen werden.
8.3 Differentiell Algebraische Gleichungssysteme
Bei der Entwicklung von Zonenmodellen (Lumped Parameter Models) gelangt man
in der Regel zu einer mathematischen Beschreibung durch ein System von Differen-
tiell Algebraischen Gleichungen, die dann numerisch zu lo¨sen sind.
Da heutzutage in der Regel zuverla¨ssige Gleichungslo¨ser verfu¨gbar sind mu¨ssen
die numerischen Aspekte der Prozessmodellierung (siehe beispielsweise [CK06]) hier
nicht behandelt werden. Die folgenden Hinweise dienen lediglich dem Versta¨ndnis
der mathematischen Grundlagen, die fu¨r eine erfolgreiche Prozessmodellierung er-
forderlich sind.
Im besten Fall la¨sst sich aus Erhaltungsgleichungen fu¨r die k Elemente eines Vek-
tors ~y(t) = {yi(t)} in den einzelnen Zonen und mit den zugeho¨rigen Flu¨ssen formal











= 0 fu¨r i = 1, . . . , k





, . . .
beseitigen und es ergibt sich ein System von Differentialgleichungen erster Ordnung.
La¨sst sich G (lokal) nach den Ableitungen auflo¨sen, so ergibt sich mit den Anfangs-
werten




ein Anfangswertproblem von gewo¨hnlichen Differentialgleichungen.
Sehr unterschiedliche Zeitskalen fu¨r die Variation der einzelnen yi(t) fu¨hren auf
so genannte steife Systeme mit entsprechenden Schwierigkeiten bei der numerischen
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Lo¨sung [BH87]. Oft fu¨hren dann weitere Annahmen auf Gleichungssysteme, in de-
nen nicht mehr fu¨r alle yi auch Ableitungen vorkommen. Fu¨r diese yi sind jedoch
algebraische Gleichungen zu erfu¨llen.
Dieser neue Typ von Gleichungssystemen [Pet82] wird als differentiell algebra-
isch (DAE) bezeichnet und es wird zuna¨chst versucht die Lo¨sungsalgorithmen fu¨r
gewo¨hnliche Differentialgleichungen weiter zu verwenden [GP84]. Durch Ableitung
nach t lassen sich aus den algebraischen Gleichungen wieder Differentialgleichungen
gewinnen. Die minimal dafu¨r no¨tige Anzahl von Ableitungen wird als Index der DAE
bezeichnet (siehe auch [HC01, S.108]). Gleichungssysteme mit einem Index gro¨ßer
als 1 lassen sich durchaus auf solche mit Index = 1 zuru¨ckfu¨hren [Gea88], wobei eine
konsistente Initialisierung der gewonnenen y˜i(t = t0) notwendig ist [Pan88]. Dieses
Index-Problem ist in der chemischen Verfahrenstechnik durchaus relevant [GC92]
und hat zu automatisierbaren Verfahren gefu¨hrt [UKM95].
Es stehen sowohl frei verfu¨gbare Softwarewerkzeuge (DAE Tools Project) als auch
entsprechende Gleichungslo¨ser in Standardpaketen zur Verfu¨gung. Fu¨r eine detail-
liertere Einfu¨hrung sei auch auf die Dokumentation von NDSolve im Softwaresystem
Mathematica verwiesen.
8.4 Mehrskalenmodelle
In der Prozessmodellierung kann es notwendig werden, mehrere – und durch ver-
schiedene Modelle zu beschreibende – Pha¨nomene auf unterschiedlichen Skalen zu
beru¨cksichtigen. Das Konzept der sukzessiven Fließbandarbeit la¨sst sich auch hier
anwenden. Es wurde zuna¨chst als globaler Simulationsansatz bezeichnet [Cle85] und
geho¨rte zu den ersten Anwendungen fu¨r Supercomputer [Cle88]. So lassen sich aus
quantenmechanischen Rechnungen empirische Wechselwirkungspotentiale ableiten,
mit denen dann molekular dynamische Simulationen durchgefu¨hrt werden ko¨nnen.
Aus den gewonnenen Autokorrelationsfunktionen la¨sst sich die Viskosita¨t des un-
tersuchten Fluids ableiten. Diese wiederum kann fu¨r CFD Rechnungen verwendet
werden. Ob eine derartige Vorgehensweise sinnvoll ist, ha¨ngt natu¨rlich von der ex-
perimentellen Zuga¨nglichkeit der beno¨tigten Gro¨ßen ab.
Dieser Ansatz wird heute als Mehrskalenmodell bezeichnet und meint in der Re-
gel eine serielle Kopplung von Teilmodellen auf verschiedenen Skalen. Ob in die
Rechnungen nur Naturkonstanten einfließen (ab initio) oder auch gemessene Zu-
sammenha¨nge (semi empirisch) spielt dabei zuna¨chst keine Rolle. Oft werden die
kleineren Skalen als fundamentaler betrachtet und es wird versucht mit hohem rech-
nerischem Aufwand Aussagen (Parameter) fu¨r eine Beschreibung auf der na¨chst
ho¨heren Skala zu gewinnen. In vielen Gebieten spielen grundsa¨tzliche U¨berlegungen
zur Interaktion verschiedener Skalen eine wichtige Rolle, wie zum Beispiel in der
Stro¨mungsmechanik [FP99, SDT13] oder der Erforschung von Erstarrungsprozessen
[WB96].
In Erweiterung der Methodik kann die Kopplung auch iterativ erfolgen, beispiels-
weise durch den Aufruf eines Submodells aus einem CFD-Programm heraus. So
konnte beispielsweise [Wen00] die auf einer ra¨umlich und zeitlich kleineren Ska-
la ablaufenden Prozesse in der Plasma-Wand-Wechselwirkung direkt in ein CFD-
Modell integrieren (Transferfunktionenansatz) und so die durch Vorga¨nge an den
Elektroden dominierten thermischen Plasmen (Lichtbo¨gen) vorausberechnen.
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Nach dem jetzigen Stand der Technik werden in der numerischen Stro¨mungs-
mechanik (CFD) und bei (thermo-)mechanischen Rechnungen (FEM) die feinskali-
gen (in der Regel heuristischen) Teilmodelle auf der Basis von benutzerdefinierten
Unterprogrammen in die iterative Lo¨sung der Modellgleichungen integriert. Werden
zudem bereichsspezifisch verschiedene physikalische Modelle verwendet, so spricht
man zusa¨tzlich von multi-physics-Verfahren.
In [BABK99] wird der Ansatz weiter diskutiert und am Beispiel der Rissfort-
schreitung in Silizium demonstriert. Er wird heute auch als heterogene Mehrskalen-
methode bezeichnet und es wird an unterstu¨tzenden Softwarewerkzeugen geforscht
[ZJY12].
Es sei jedoch davor gewarnt in derartigen Modellen universelle Problemlo¨sungs-
werkzeuge zu sehen. Nur mit erheblichem Aufwand gelingt eine theoretische Vorher-
sage nicht trivialer experimentell u¨berpru¨fbarer Gro¨ßen, zum Beispiel in [Wen00].
Die angestrebte Konstruktion meso- oder makroskopischer Pha¨nomene aus mikro-
skopischen Modellen scheitert nur zu oft an der Zwillingsproblematik von Skalen
und Komplexita¨t [And72].
Die pragmatische Integration von Heuristiken zur Gewinnung von Rand- und
Kopplungsbedingungen in konventionelle FEM oder CFD Modelle ist – wie in Ka-
pitel 7 demonstriert – jedoch eine wichtige Problemlo¨sungsstrategie in der Prozess-
modellierung.
Eine weitere Einfu¨hrung in die Mehrskalenmodellierung liefert die Fachliteratur
[GKK+06, Guo07, WEX+07, TTLA10, Hor12].
8.5 Systematiken und Netzwerktheorien
Prozessmodelle bezwecken in der Regel die Vorhersage des Verhaltens eines kom-
plexen Systems. Ein Zonenmodel beschreibt dieses Gesamtsystem durch eine Menge
von interagierenden Teilsystemen. Diese Modularita¨t la¨sst sich systematisieren und
grafisch darstellen. Derartige Systemtechniken wurden ab 1958 dargestellt [Pay58,
Pay61, FD91].
Eine der Methoden ist die bond graph Technik als Verfahren zur grafischen Dar-
stellung dynamischer Systeme, die seit langem auch in der chemischen Verfahrens-
technik eingesetzt wird [AOPC72]. Die Methodik kommt aus der Elektrotechnik und
wurde entsprechend an thermodynamische Systeme angepasst [OD71, Ost71]. Zu-
sammen mit der Netzwerktheorie chemischer Prozesse [Gil98b, MMG02, CJM+08]
bilden diese Systematiken die Grundlage fu¨r den andauernden Versuch, die Mo-
dellentwicklung zu beschleunigen, zu verallgemeinern und weniger fehleranfa¨llig zu
gestalten.
Das im na¨chsten Abschnitt angesprochene Konzept einer grafischen Benutzerober-
fla¨che als Werkzeug zur Modellgenerierung wird wahrscheinlich in Zukunft auch
in der Hochtemperaturverfahrenstechnik Bedeutung erlangen. Die Suche nach ei-
ner Weltformel der Prozessmodellierung steht jedoch im Gegensatz zum Ziel einer
mo¨glichst einfachen Systembeschreibung. Wie bereits diskutiert (siehe Abschnitt
1.1 und [And72]), geho¨rt die reduktionistische Hypothese nicht zu den Paradig-
men dieser Arbeit – ebenso wenig wie die unverbindlichen Teile diverser Komple-
xita¨tstheorien. Auf eine grundsa¨tzliche Diskussion wird hier verzichtet und auf die
Literatur verwiesen [Mik01, Wes03, Pre10]. Auf den work flow der Modellentwick-
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lung wird in Abschnitt 8.7 na¨her eingegangen.
Es ist in der Hochtemperaturverfahrenstechnik u¨blich (Beispiele finden sich in
Abschnitt 8.8), die Prozesse und Anlagen mit Hilfe von Blockdiagrammen darzu-
stellen. Da es sich jedoch in der Regel um hochspezifische Reaktoren handelt, ist
die Softwareunterstu¨tzung zur Modellgewinnung noch nicht auf dem Niveau ande-
rer Fachgebiete, in denen grafische Benutzeroberfla¨chen zur Modellgenerierung mehr
Verbreitung gefunden haben. Dabei ist die Kombination von offenen Modellierspra-
chen mit GUI-basierten Simulationsumgebungen durchaus zielfu¨hrend, wie das im
folgenden Abschnitt kurz diskutiert wird.
8.6 Softwaresysteme zur Modellbildung
In der chemischen Verfahrenstechnik stehen Softwareumgebungen zur Verfu¨gung, die
eine (rekursive) Einteilung des Gesamtprozesses in Teilprozesse oder Zonen und die
Generierung von Prozessmodellen unterstu¨tzen. In diese Umgebungen werden dann
neue Teilmodelle aus der Wissenschaft und neue numerische Lo¨sungsalgorithmen
eingepflegt und ko¨nnen entsprechend genutzt werden. Eine weit verbreitete formale
Sprache ist Modellica, die von Entwicklungsumgebungen wie Dymola, SimulationX
und SystemModeler unterstu¨tzt wird. In der Praxis sind grafische Benutzerober-
fla¨chen zur Sicherstellung einer mo¨glichst kurzen Einarbeitungsphase von großer
Bedeutung.
Ein U¨berblick u¨ber die einzelnen Softwaresysteme wurde in [LKKV11] versucht,
wobei dort und in diesem Abschnitt die ortsaufgelo¨sten Simulationswerkzeuge nicht
behandelt werden.
Im Bereich der Regelungstechnik wird of mit den Produkten von Mathworks (Mat-
lab und Simulink, siehe [Mat14]) gearbeitet. Im Bereich der chemischen Verfahrens-
technik seien die Produkte von Aspentech (Aspen Plus und Aspen HYSYS, siehe
[DBT+12]) und ChemStations (ChemCAD, siehe [Che12]) genannt. Hier sind um-
fangreiche Stoffdatenbanken verfu¨gbar, die jedoch nur selten auch im Bereich der
Hochtemperaturprozesse anwendbar sind.
Zu den genannten monolithischen Systemen geho¨ren auch die Produkte von Wolf-
ram Research (Mathematica, SystemModeler). Diese werden erga¨nzt von Softwareum-
gebungen mit denen die Ergebnisse der akademischen Forschung in mehr oder we-
niger offenen Werkzeugen bereitgestellt werden (grey box Modelle). Der Mobatec
Modeller basiert auf bereits genannten Forschungsarbeiten [Wes03] und bietet neben
einer grafischen Benutzeroberfla¨che auch Mo¨glichkeiten zur Anpassung an speziel-
le Aufgabenstellungen. Das System profitiert von der akademischen Unterstu¨tzung
durch die Gruppe von Preisig [Pre10].
Im Bereich der durch thermodynamische Gleichgewichte dominierten Prozesse sei
auf das Beispiel in Abschnitt 8.8.2 und die Produkte von GTT (SimuSage, siehe
[PHMP07]) hingewiesen.
In der Hochtemperaturverfahrenstechnik orientiert sich die Modellierung in der
Regel am konkreten Prozess, und nur selten sind universelle Simulationswerkzeuge
anwendbar. Der zunehmende Trend zu geschlossenen Softwaresystemen macht sich
die geringen Kosten der Rechnerhardware zu Nutze. So ko¨nnen spezifische Modelle
trotz einer extrem hohen verborgenen Komplexita¨t fu¨r den Benutzer zufriedenstel-
lende Lo¨sungen liefern.
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Fu¨r die Wissenschaft sind im Wesentlichen transparente und systemunabha¨ngige
Modellierumgebungen interessant. Die Wissenschaft soll mo¨glichst transparente Mo-
delle liefern, deren Ziel es sein muss, einen Prozess mit mo¨glichst wenigen relevan-
ten Kontrollparametern zu beschreiben. Nur so ergibt sich ein besseres Prozess-
versta¨ndnis, welches dann eine signifikante Verbesserung der Prozesse und damit
der Produkte ermo¨glicht. Vollautomatische Werkzeuge dienen mehr der kommerzi-
ellen Nutzbarmachung von Know-How ohne dessen Offenlegung. Diese ko¨nnen damit
einen return on investment fu¨r die Forschungsinvestitionen liefern.
Die geeigneten Softwarewerkzeuge sollten erst in der Phase der Modellimplemen-
tierung ausgewa¨hlt werden. Werden die vorhandenen Softwaresysteme ohne Kennt-
nis der wissenschaftlichen Grundlagen eingesetzt, so beruht ein Erfolg weniger auf
den Fa¨higkeiten des Softwareanwenders als auf der Tatsache, das die Entwickler der
Softwaresysteme diese bereits fu¨r eine spezifische Anwendungsklasse angepasst und
optimiert haben.
8.7 Leitfaden zur Modellgewinnung und
Zoneneinteilung
Da wir uns bei der Modelldefinition in Abschnitt 2.1 nicht auf eine spezifische For-
mulierung oder Implementierung des Gesamtmodells festgelegt haben, sind wir auch
in der Wahl der Teilmodelle und damit der Modellzonen nicht beschra¨nkt. Es sind
zuna¨chst einige triviale Gesichtspunkte bezu¨glich der Realisierung zu beru¨cksichtigen:
• Der Implementierungsaufwand ist zu minimieren.
• Die Wiederverwendbarkeit der Teilmodelle ist zu maximieren.
• Der Anpassungsaufwand fu¨r die Werkzeuge ist zu minimieren.
• Alle an der Implementierung Beteiligten sollten ein Grundversta¨ndnis fu¨r das
gesamte Modell entwickeln ko¨nnen.
Der Trend zu Modellen, die fu¨r den Nutzer nicht transparent sind, kann durch die
Qualita¨tssicherungsverfahren aus Kapitel 2 entscha¨rft werden. So lassen sich kom-
plexe und spezifische Modelle zu vertretbaren Kosten realisieren. In [Tra01, Wes03,
Pre10] werden Systematiken der Modellgewinnung dargestellt.
Der folgende Leitfaden beru¨cksichtigt die Erkenntnisse aus Kapitel 2 und liefert
eine Empfehlung fu¨r die Vorgehensweise bei der Modellentwicklung (workflow):
1. Skizziere den Prozess und definiere die Systemgrenzen.
2. Lege die Modellierziele und die zugeho¨rigen Ein- und Ausga¨nge des Modells
fest (siehe Abschnitt 2.1).
3. Hauptaufgabe des Prozessmodellierers:
Lege die physikalische Topologie fest: Hier wird der Prozess (rekursiv) in Teil-
systeme zerlegt, die die Systemgro¨ßen (Stoff, Energie, . . .) beinhalten.
4. Definiere die Inhalte und Wechselwirkungen der Teilsysteme:
Hier werden die im System vorhandenen Spezies und deren Umwandlung be-
schrieben (Kapazita¨ten, Transport und Stoffumwandlung). Minimiere die Zahl
der inneren Zustandsvariablen (→3.). Damit ist durch Punkt 3 und 4 die Gra-
nularita¨t des Modells im Detail festgelegt.
245
Kapitel 8 Zonen basierte Prozessmodelle
5. Untersuche die a priori bestimmbare quantitative Relevanz der Modelldetails
und vereinfache nach Mo¨glichkeit (→2.).
6. U¨berpru¨fe die Messbarkeit der Ein- und Ausga¨nge des Modells (→2.).
7. Generiere die mathematischen Modellgleichungen, Anfangs-, Rand- und Ne-
benbedingungen. U¨berpru¨fe die Freiheitsgrade des Modells (siehe [HC01, S.104]).
8. Spezifiziere die enthaltenen Regelkreise, Adaptions- oder Selbstorganisations-
pha¨nomene2.
9. Generiere experimentell u¨berpru¨fbare oder analytisch lo¨sbare Spezialfa¨lle um
das Modell zu testen (Modellverifikation).
10. Definiere die Softwareumgebungen fu¨r das Modell.
11. Implementiere das Modell (siehe Abschnitt 2.17).
12. Teste das Modell und untersuche seine Komplexita¨t.
Ist das Modell singula¨r (siehe Abschnitt 2.10.6)?
13. Fu¨hre eine Sensitivita¨tsanalyse durch (siehe Abschnitt 2.7).
14. Fu¨hre eine Parametrierung durch (model fitting, siehe Abschnitt 2.8).
15. Versuche eine Modellvalidierung (siehe Abschnitt 2.10).
La¨sst sich das Modell falsifizieren?
16. Untersuche die Modelleigenschaften (siehe Abschnitt 2.12).
17. Transformiere das Modell in einen dokumentierten und wiederverwendbaren
Zustand, einschließlich einer Automatisierung der Punkte 9. und 12.-16.
Es ist offensichtlich, dass die Prozessmodellentwicklung ein iterativer Prozess ist,
sowohl in Bezug auf die Iterationen innerhalb der oben genannten Liste, als auch in
Bezug auf die Tatsache, das sich komplexe Modelle nur gewinnen lassen, wenn vorher
mo¨glichst viele Teilmodelle durch Messungen validiert wurden. In der Wissenschaft
ist die Suche nach der einfachsten Beschreibung, die eine bestimmte Vorhersage in-
nerhalb einer bestimmten Genauigkeit ermo¨glicht, immer das Hauptziel. Auch in der
industriellen Praxis ko¨nnen Modelle zur Vorhersage komplexer Pha¨nomene oft nicht
durch die Anwendung von Standardsoftware generiert werden. Somit ist eine schritt-
weise Modellevolution mit Elementen der wissenschaftlichen Qualita¨tssicherung not-
wendig.
Man beachte zudem die fu¨r den Prozess relevanten Zeitskalen und dass eine kine-
tische Beschreibung aller im Prozess vorkommenden Reaktionen und Transportpro-
zesse in der Regel entsprechende Laborexperimente zur Gewinnung der beno¨tigten
Koeffizienten erfordert – nicht alle beno¨tigten Zusammenha¨nge lassen sich in der
Parametrierungsphase des Gesamtmodells gewinnen.
Bei der Festlegung einer geeigneten Topologie (Punkt 3.) und der entsprechenden
Granularita¨t ko¨nnen die folgenden Fragen und Kriterien helfen:
• Entha¨lt der Prozess Teilprozesse, fu¨r die bereits Prozessmodelle existieren?
• Ko¨nnen Bereiche als perfekt gemischte Zonen betrachtet werden?
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Die Bilanzen sind in der Regel nichtlinear miteinander verbunden und es sollte
nach Mo¨glichkeit auf eine gute mathematische Beschreibung des Gesamtsystems hin-
gearbeitet werden. Vor einer Implementierung fu¨r eine Online-Anwendung ko¨nnen
Prototypen in Umgebungen wie Mathematica eine schnelle U¨berpru¨fung der Umsetz-
barkeit ermo¨glichen. Es kann durchaus Sinn machen, einzelne Bilanzen summarisch
fu¨r eine Teilmenge der Modellzonen aufzustellen, wodurch die Abgrenzung der Zonen
allerdings nicht anschaulicher wird.
In der Hochtemperaturverfahrenstechnik haben sich die folgenden Konzepte zur
Modellvereinfachung bewa¨hrt:
• Stoff- oder Systemeigenschaften werden als konstant betrachtet.
• Das Volumen eines Teilsystems oder der Systemdruck werden als konstant
angenommen.
• Es existieren transportbestimmte Zonen und Bereiche (oft Grenzfla¨chen), in
denen sich schnell ein lokales thermodynamisches Gleichgewicht einstellt.
• Komplexe Pha¨nomene lassen sich im Labor nachbilden und dann einfacher
modellieren (siehe Kapitel 3, wo ein zur Zeit nicht berechenbarer Wa¨rme-
u¨bergang durch eine einfache und messbare Korrelation beschrieben wurde).
• Wenn sich Teilprozesse selbst organisieren und damit auch nur begrenzt und
indirekt beeinflussbar sind, so bietet sich eine Beschreibung u¨ber Teilmodelle
und Transferfunktionen an, zum Beispiel das in Kapitel 7 verwendete Model
fu¨r den Wa¨rmeu¨bergang zwischen Kokillenoberfla¨che und Strangoberfla¨che.
• Pha¨nomene auf sehr kleinen (auch schnellen) oder sehr großen (auch langsa-
men) Zeitskalen ko¨nnen nicht immer im Detail modelliert werden (Steifigkeit
der resultierenden Gleichungen). Annahmen u¨ber Skalen und Gro¨ßenordnungen
fu¨hren zu Modellvereinfachungen (kleine Kapazita¨ten, schneller Transport,
schnelle Reaktionen).
Ganz wichtig ist eine flexible Modellierung der einzelnen Zonen. Wa¨hrend bei
der ortsaufgelo¨sten Modellierung aus Kapitel 6 eine kleine Zahl von universellen
Modellen mit einer jeweils recht großen Zahl von Diskretisierungselementen (finite
Elemente oder Volumen) verwendet wird, sind bei der Zonenmodellierung indivi-
duelle Teilmodelle gefragt, die von Zone zu Zone stark differieren ko¨nnen und oft
prozessspezifisch sind.
Der wichtigste Teil der Entwicklung von Zonenmodellen ist die Suche nach einer
mo¨glichst kleinen Menge an beherrschbaren Zonen und deren Beschreibung. Hier
spielen die Modellierziele eine wesentliche Rolle: Es kann postuliert werden, das fu¨r
jede Menge an Zielgro¨ßen (jeweils inklusive gewu¨nschter Genauigkeit) eine minimal
notwendige Menge an Modellzonen existiert.
Durch eine schrittweise Modellverbesserung la¨sst sich oft die Genauigkeit stei-
gern oder es lassen sich neue Ziele hinzufu¨gen (inkrementelle Evolution). Es gibt
jedoch auch immer Modellierziele und Genauigkeitsanforderungen, die sich mit Zo-
nenmodellen zuna¨chst nicht erreichen lassen. Hier helfen dann Systemtheorie und
ortsaufgelo¨ste Modelle weiter. An der automatischen Generierung von Zonenmo-
dellen aus ortsaufgelo¨sten Modellen wird geforscht, zum Beispiel in der Geba¨ude-
simulation [MWWS02]. Hybride Modelle verbinden ortsaufgelo¨ste Modelle mit der
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Zonenmodellierung [BMP04, BM04] um den Rechenaufwand in Grenzen zu halten,
zum Beispiel bei Verbrennungsmotoren [BAF+05].
8.8 Beispiele Zonen basierter Modelle in der
Hochtemperaturverfahrenstechnik
In der Hochtemperaturverfahrenstechnik kann noch nicht von einer etablierten und
regelma¨ßig angewendeten Modellgewinnungsmethodik gesprochen werden. Beispiele
aus der wissenschaftlichen Literatur sind insofern problematisch, als die fu¨r viele
relevante Prozesse mit hohem Aufwand entwickelten Modelle in der Regel bisher
nicht offengelegt wurden. Erfahrungsgema¨ß fu¨hrt jedoch nur eine Diskussion un-
ter unabha¨ngigen Wissenschaftlern zu einem Qualita¨tsniveau oberhalb der wissen-
schaftlichen Aufmerksamkeitsschwelle. In diesem Abschnitt wird auf einige Arbeiten
hingewiesen, die sowohl fu¨r den aktuellen Stand der Technik relevant sind als auch
einen hinreichenden Offenlegungsgrad aufweisen. Der Stand der Technik soll daher
hier u¨ber die historische Entwicklung eingescha¨tzt werden.
8.8.1 Historische Entwicklung
Jahr Quelle Prozess/Meilenstein T -Bereich [°C]
1963 [Peh63] Kupolofen (Thermochemie) 100. . .1300
1965 [HS65] Rohrofen (Temperatur & Strahlung) 538. . .2240
1970 [AM70b] BOF / LD-Konverter 1200. . .1700
1972 [MOT72] FeSi smelting 1500. . .3000
1984 [RDO84] Reaktionskinetik (Metall/Schlacke/Gas) 1400. . .1600
1990 [Sax90] Hochofen 500. . .2000
1990- [EH90] Software: ChemSage/ChemApp
1995- [KK95] RH-Anlage (dynamisch) 1600
2002- [NCKJ02] EAF (online) 100. . .1700
2004- [MTMH04] BOF (dynamisch, ChemSage) 1200. . .2600
2004 [KZBH04] Drehrohrofen (Zement, AspenPlus) 150. . .1500
2007- [PHMP07] Software: SimuSage
2011- [Jun11] RH (Metsim) 1600
2011 [SPG11] Drehrohrofen (Zement, MPC) 150. . .1500
Tabelle 8.2: Einige Meilensteine der Zonen-basierten Modellierung von
Hochtemperaturprozessen.
Schon fru¨h diente eine Aufteilung in einzelne Zonen als Hilfsmittel bei der Ent-
wicklung von Prozessmodellen. Ziel war zuna¨chst die Gewinnung von Differenti-
algleichungen durch den Grenzu¨bergang zur Zonengro¨ße 0, zum Beispiel bei der
Modellierung des Wa¨rmeu¨bergangs durch Strahlung [HC58]. Spa¨ter wurden ers-
te Flammenmodelle [LE63] und reaktionskinetische Modelle fu¨r Analogcomputer
[BK64] dargestellt. Die Untersuchung von Strahlungstransportproblemen fu¨hrte auf
numerische Verfahren, die den zu untersuchenden Reaktor in nz Zonen aufteilen
[Nob75].
249
Kapitel 8 Zonen basierte Prozessmodelle
Abbildung 8.1: Der LD Konverterprozess (BOF, links) und ein Schema des Prozess-
modells (rechts); aus [Meh11].
Zonenbasierte Prozessmodelle beinhalten zum einen die Kernaufgabe jeder Mo-
dellbildung, die Vereinfachung, und zum anderen eine Erweiterung der klassischen
mathematischen Modellierung, in dem auch direkt als Algorithmus formulierte Mo-
dellbestandteile zugelassen werden (event-handling).
Eine U¨bersicht fu¨r den Bereich der Stahlindustrie liefert beispielsweise [Mat95]. In
Tabelle 8.2 wurde nun versucht die historische Entwicklung im Bereich der Hochtem-
peraturprozesse durch einige Meilensteine, zu denen wissenschaftliche Publikationen
vorliegen, darzustellen. Wa¨hrend im Falle der ortsaufgelo¨sten Modelle die Akti-
vita¨ten u¨ber entsprechende Publikationen verfolgt werden ko¨nnen (siehe Abschnitt
6.5 und Tabelle 6.1), ist der Stand der Technik im Bereich der Zonenmodelle eher
proprieta¨r als wissenschaftlich nachvollziehbar. Da die Prozesse oft durch komple-
xe thermodynamische Gleichgewichte innerhalb der Zonen und den Transport zwi-
schen den Zonen bestimmt werden, spielt die verwendete Thermodynamiksoftware
eine große Rolle. Hier gibt es mit Pandat, Thermocalc, FactSage und den
Produkten von Gtt allgemein verfu¨gbare Softwaresysteme, die in einigen Modellen
verwendet werden. Als Beispiel dient im folgenden Abschnitt die Blasstahlerzeugung
(BOF) im Konverter.
8.8.2 Ein Prozessmodell fu¨r den LD-Konverter
In [TMMH99, MTMH04, MGMH08] findet sich ein Prozessmodell mit wenigen Zo-
nen, in denen eine hochkomplexe Thermodynamik beru¨cksichtigt wird. Der links in
Abbildung 8.1 skizzierte Prozess zeichnet sich durch eine komplexe Wechselwirkung
der beteiligten Phasen, Festko¨rper (Schrott), Schmelze, flu¨ssige und feste Schlacke
und Gas aus. Eine Beschreibung mit den Methoden der CFD erlaubt die Analyse
einzelner Pha¨nomene (siehe zum Beispiel [OKSE07, EHT+08]), nicht jedoch eine
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Vorhersage des Prozessverlaufs. Hier ist die rechts in Abbildung 8.1 skizzierte Be-
schreibung durch 4 Gleichgewichtsreaktoren und deren Kopplung zielfu¨hrend. So
la¨sst sich der berechnete Verlauf der Zusammensetzung von Schmelze und Schlacke
in eine gute U¨bereinstimmung mit den Messwerten bringen [Meh11]. Ein derarti-
ges Modell ist (im Gegensatz zu den CFD Modellen) nicht singula¨r und eine wis-
senschaftliche Untersuchung und Offenlegung der Modelleigenschaften ist durchaus
mo¨glich. Zudem ist anzunehmen, das die Fa¨higkeiten des Modells deutlich u¨ber die
publizierte Berechnung der prima¨ren Ausgangsgro¨ßen (Entkohlung der Schmelze)
hinausgehen und beispielsweise auch die Berechnung des Gehaltes von Spurenele-
menten in der Schmelze (Phosphor, . . .) gestatten.
8.9 Resu¨mee
Zonenmodelle stellen die Ko¨nigsdisziplin der Prozessmodellierung dar. Eine auto-
matisierte Generierung ist denkbar, wird jedoch in der Regel am erforderlichen nu-
merischen Aufwand scheitern. Die Entwicklung relevanter Zonenmodelle im Bereich
der Hochtemperaturprozesse war bisher oft nur im Bereich der proprieta¨ren Pro-
zessentwicklung mo¨glich, was die Untersuchung der Modelleigenschaften im Sinne
von Kapitel 2 erschwert. Es wurden Leitlinien zur effizienten und zielfu¨hrenden Ent-
wicklung von Zonenmodellen bereitgestellt. Im na¨chsten Kapitel wird als Beispiel
ein einfaches Zonenmodell zur Beschreibung der Aufschmelzkinetik im Elektrolicht-
bogenofen na¨her untersucht.
Prozessmodelle im Allgemeinen und speziell die hier diskutierten Zonenmodelle
stellen zudem eine Mo¨glichkeit dar, makroskopische und industriell relevante Prozes-
se und Reaktoren wissenschaftlich zu untersuchen. Als Ergebnis dieser wissenschaft-
lichen Arbeit liefern sie dann sowohl Vorhersagen zum Verhalten der untersuchten
Prozesse als auch die Mo¨glichkeit einer indirekten Messung von Transportkoeffizi-
enten, die ansonsten messtechnisch nicht zuga¨nglich sind. Durch die Mo¨glichkeiten
einer Skalen u¨bergreifenden Verschachtelung stellen Prozessmodelle eine eigene und





It can scarcely be denied that the
supreme goal of all theory is to
make the irreducible basic
elements as simple and as few as
possible without having to
surrender the adequate
representation of a single datum
of experience.
(Herbert Spencer)
”Grau, teurer Freund, ist alle Theorie, und Gru¨n des Lebens goldner Baum.“
Dies sagt Mephisto in Goethes Faust. Daher wollen wir uns zum Abschluss mit
der Anwendung bescha¨ftigen. Wa¨hrend die bisherigen Beispiele im Rahmen ihrer
jeweiligen Aufgabenstellung gute Ergebnisse lieferten, soll es in diesem Beispiel um
die in der Praxis auftretenden Schwierigkeiten gehen. Dazu bescha¨ftigen wir uns mit
dem Ausgangspunkt der Elektrostahlerzeugung, dem Einschmelzen von Schrott und
anderen Eisentra¨gern im Elektrolichtbogenofen (EAF1).
Bereits mit der zunehmenden Verfu¨gbarkeit von Computern in der 1970ern wur-
den die ersten EAF-Prozessmodelle entwickelt. So la¨sst sich bei der Entwicklung
der Elektrostahlerzeugung in den letzten Dekaden durchaus eine gewisse Bedeu-
tung der begleitenden Modellentwicklung attestieren. Es kann jedoch noch nicht
von einer modellbasierten Prozessentwicklung gesprochen werden. Die eigenen For-
schungsarbeiten auf diesem Gebiet [SW06, Wen08] ermo¨glichten einen Einblick in
die vielfa¨ltigen Errungenschaften und Herausforderungen.
Die Entwicklung von Prozessmodellen fu¨hrt oft zu neuen Anforderungen an die
Prozessinstrumentierung und zu neuen Mo¨glichkeiten der Prozessbeobachtung und
Regelung. Daraus ergibt sich in der Praxis eine enge Verknu¨pfung der Prozessmo-
delle mit den Anlagen in deren Umfeld diese entstanden sind. Zusa¨tzlich gibt es
messtechnisch nur schwer erfassbare Eingangs- und Ausgangsgro¨ßen, die jedoch fu¨r
die Simulationen zwingend erforderlich sind.
Im folgenden Abschnitt wird ein kurzer Eindruck von der historischen Entwick-
lung und vom aktuellen Stand der Technik vermittelt. In Abschnitt 9.2 wird dann




Kapitel 9 Beispiel Elektrolichtbogenofen
Abbildung 9.1: Abstich an einem 35-Tonnen Elektrolichtbogenofen,
Allegheny Ludlum Steel, 1943.
9.1 Stand der Technik
Einen ersten Eindruck vom Elektrolichtbogenofen vermittelt Abbildung 9.1. Zum
Aufbau des EAF und dem Prozessablauf sei auf Abbildung 9.2 und die steel uni-
versity verwiesen. Mehr Details zum Prozess und dessen Entwicklung vermittelt die
Fachliteratur [ABKK81, Jel94, EO97, Iro05, Kir07].
Die prima¨re Aufgabe des Prozesses ist das Einschmelzen von Schrott zu Rohstahl
bei mo¨glichst geringen Kosten. Die in Abbildung 9.3 visualisierte Energiebilanz hat
sich im Laufe der Jahrzehnte wesentlich verbessert, zeichnet sich jedoch noch durch
große Unterschiede zwischen den einzelnen Anlagen aus. Eine Schwachstelle derar-
tiger Energiebilanzen liegt in der unzureichenden Beru¨cksichtigung der Schrottver-
brennung. Der Anteil an nicht oxidiertem Eisen im Schrott ist nicht einfach mess-
bar und die Schlackenmengen und Zusammensetzungen werden in der Regel nicht
sta¨ndig erfasst. Es sollte daher auch die Ausbringung
ηFe = mHM/mScrap (9.1)
der Anlagen im Auge behalten werden.
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Abbildung 9.2: Der EAF Prozess in der [steeluniversity].
9.1.1 Statische und dynamische Prozessmodellierung
Seit der zunehmenden Verbreitung von elektronischen Rechenanlagen um 1970 wird
an Prozessmodellen fu¨r den Elektrolichtbogenofenprozess gearbeitet [Wal74, BN77,
BBN79]. Diese waren zuna¨chst statisch, hatten jedoch immer das Ziel messtech-
nisch nicht direkt zuga¨ngliche Gro¨ßen zu berechnen. Im Vordergrund steht dabei
die Vorhersage der Flu¨ssigstahlmenge wa¨hrend des Aufschmelzprozesses, die dem
Operateur hilft den Ofen optimal zu fahren2. Im Labor wurden damals Experimen-
te zur Aufschmelzkinetik in Stahl [ECS78] und Schlacke [ENS78] durchgefu¨hrt, ein
bis in die heutige Zeit aktuelles Forschungsthema [LP08].
Die Beschreibung der Aufschmelzkinetik erfolgt in der Regel durch eine Berech-
nung der Nusselt-Zahl aus der Grashoff und der Prandtl-Zahl (fu¨r den Fall der
natu¨rlichen Konvektion) beziehungsweise aus der Reynolds und der Prandtl-Zahl
(fu¨r den Fall der erzwungenen Konvektion) [AWEJ13].
Obwohl es keine akzeptierte3 offene (oder gar einheitliche) Modelldefinition gibt,
verfu¨gen viele Anlagen heute u¨ber Prozessmodelle, die entweder von den Anla-
genherstellern ([CDMV08, DKK+08, NDS09]) oder innerhalb der Stahlkonzerne
([NMP+99, BVN+05]) entwickelt wurden. Die Aufgaben dieser Prozessmodelle rei-
chen dabei von der Prozessvisualisierung bis zur U¨bernahme konkreter Regelungs-
aufgaben, wie beispielsweise der Elektrodensteuerung, der Regelung der Sauerstoff-
2In flu¨ssigem Stahl schwimmen die Eisberge nicht auf.
3Es konnte schon gezeigt werden, dass sich Betriebsdaten in ein offenes Format (siehe PRMC)
konvertieren und verwenden lassen [Akd08].
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Abbildung 9.3: Sankey-Diagramm der Energiebilanz eines Elektrolichtbogenofens
(100t Ofen in Peine, aus [JSW01]).
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zugabe u¨ber Lanzen oder der Gasbrenner zur Schrottvorwa¨rmung.
9.1.2 Prozessinstrumentierung
Die Parametrierung und Inbetriebnahme von EAF-Prozessmodellen stellt einige
Mindestanforderungen an die Instrumentierung der Anlage:
• Quantifizierung des Ausgangszustandes (Sumpfmenge, . . .).
• Wa¨gung und Analyse der Zugaben (Schrott, Kalk, Brennstoffe, . . .).
• Messung der zugefu¨hrten elektrischen Leistung Pel(t).
• Messung der zugefu¨hrten chemischen Energie als Funktion der Zeit.
• Wa¨gung der Abflu¨sse (Flu¨ssigstahl, Schlacke, . . .).
• Messung der Temperatur der Schmelze – zur Modellparametrierung.
• Messung der Abgasmenge und Zusammensetzung – zur Modellparametrierung.
• Messung der Schlackenmenge, Temperatur und Zusammensetzung
– zur Modellparametrierung.
• Analyse der Abstichproben – zur Modellparametrierung.
Sind diese Messeinrichtungen fehlerhaft oder nicht vorhanden, so la¨sst sich durch ei-
ne konstante Ofenfahrweise zwar die Illusion eines funktionierenden Prozessmodells
erzeugen, dieses liefert jedoch keine nichttrivialen Vorhersagen. Erfahrungsgema¨ß
verbessert schon die Realisierung der fu¨r das Modell notwendigen Prozessinstru-
mentierung die Qualita¨t der Betriebsdaten und erlaubt so – unabha¨ngig vom Mo-
dell – eine manuelle Optimierung der Fahrweise. Neben der kontinuierlichen Mes-
sung der Flu¨ssigstahltemperatur [LKL+05] geho¨rt die Messung von Abgasmenge
und Zusammensetzung zu den gro¨ßten Herausforderungen bei der Prozessinstru-
mentierung am EAF. Zur Abgasanalytik existieren seit dem Ende der 1990er Jahre
kommerzielle Systeme, auf deren Basis an der Prozessoptimierung gearbeitet wird
[EGG97, KPWM01]. Die Abgasanalytik erfolgt sowohl konventionell durch Pro-
benentnahme, Herunterku¨hlen und Standardsensorik (elektrochemische Sensoren,
FTIR, . . .) als auch mittels Laser basierten in-situ Verfahren (TDLAS), die auch
eine Messung der Abgastemperatur vor der Nachverbrennung ermo¨glichen. Eine
Abscha¨tzung der Abgasmengen erfolgt u¨ber eine Messung des Abgasvolumenstro-
mes nach der Aufbereitung und einen Vergleich der Zusammensetzung dort und vor
der Nachverbrennung (Stickstoffbilanz, Falschluftproblem). Erho¨hte Anforderungen
an die Prozessmodelle bedingen oft auch zusa¨tzliche Anforderungen an die fu¨r eine
Parametrierung notwendige Instrumentierung. So erfordert eine genaue Energiebi-
lanz nicht nur zusa¨tzliche Messungen von Wa¨rmeverlusten (Ku¨hlwasser) sondern
auch eine genaue Messung der Stoffflu¨sse, inklusive der Temperaturen.
9.1.3 Modellbasierte Prozessregelung
Zur Regelung der Stahlproduktion im Lichtbogenofen wurden bereits 1989 U¨ber-
sichtsartikel publiziert [RC89]. Auch Modell basierte Regler wurden schon fru¨h ein-
gesetzt und finden sich heute in allen Bereichen der Prozesssteuerung.
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Die Modelle fu¨r den Einsatz ohne Operatoreingriff sind oft sehr spezifisch, mo¨glichst
einfach und betriebssicher gestaltet. Die besten Online-Prozessmodelle werden in der
Regel in die manuelle Prozesssteuerung integriert und erlauben es dem Operator die
wesentlichen Kenngro¨ßen des Prozesses zu erfassen, ohne das deren direkte Messung
mo¨glich ist. Diese Prozessvisualisierung arbeitet oft mit Ampeln, die dem Operator
wichtige Entscheidungen erleichtern [OBP+11]4.
Im na¨chsten Schritt werden die Einflussfaktoren auf die Kosten (siehe beispiels-
weise [MNF+13]) herangezogen um mit Hilfe der Prozessmodelle eine Optimierung
zu ermo¨glichen [MS07].
Auch wenn die umfangreiche frei verfu¨gbare Literatur oft wenig Details liefert, so
lassen sich durchaus Schwachstellen der aktuellen Prozessmodelle identifizieren. Dis-
kutiert wird hier gerne die Vorhersagegenauigkeit fu¨r die Abstichtemperatur5. In der
Regel werden keine Details zur Modellparametrierung publiziert – nicht einmal die
Anzahl und Sensitivita¨ten der Modellparameter sind verfu¨gbar. Es ist somit durch-
aus denkbar, das eine schlechte Vorhersagegenauigkeit bei guten Modellen von einer
nicht ausreichenden Parameteridentifikation verursacht wird, wa¨hrend schlechte Mo-
delle mit guter Parametrierung dann scheinbar bessere Ergebnisse liefern, insbeson-
dere wenn die Operateure bei der Inbetriebnahme des Online-Modells in Richtung
einer konstanten Fahrweise der Anlage geschult wurden.
Um die in Kapitel 2 vorgestellten Mo¨glichkeiten einer Modellanalyse zu erproben
wird in den folgenden Abschnitten ein sehr einfaches Prozessmodell beschrieben und
verwendet. Dieses Modell versucht im Wesentlichen nur den Aufschmelzprozess zu
berechnen [SW06, Wen08], verfu¨gt jedoch u¨ber ein sehr kleines T (siehe Abschnitt
1.1.4), welches auch eine aufwendige Modellparametrierung ermo¨glichen sollte.
9.2 Das EAFn Modell
Dynamische Prozessmodelle fu¨r den Elektrolichtbogenofen entstehen in der Re-
gel im Laufe einer langja¨hrigen Entwicklung und stehen allenfalls als kommerziell
verfu¨gbare black box-Modelle zur Verfu¨gung. Dies erschwert deren wissenschaftliche
Untersuchung und bindet die Anwender eng an die Modellentwickler.
Nr. Name Bilanzgro¨ßen
1 Wand Energie
2 Schmelze Energie, Masse, Kohlenstoffgehalt
3 Schrott Energie, Masse, Kohlenstoffgehalt
4 Schlacke Energie, Masse
5 Gas Energie, Masse
6 Deckel Energie
7 Gefa¨ß Energie
Tabelle 9.1: Zonen und Bilanzgro¨ßen des EAF07 Modells [SW06].
Es ergab sich nun die Mo¨glichkeit auf der Basis eines einfachen Anwendungs-
profiles [SWM05] ein EAF Prozessmodell im Detail zu untersuchen [SW06]. Aus
4Es fa¨llt auf, das wissenschaftliche Publikationen und Technologiefu¨hrerschaft koinzidieren.
5Zu anderen Zeitpunkten wird oft nicht gemessen.
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diesen Erfahrungen heraus wurden dann weitere Prozessmodelle entwickelt, die fu¨r
die akademische Forschung verfu¨gbar sind [Wen08, GRS+10].
Hier werden die Modelle EAF07 bis EAF09 na¨her untersucht. Das EAF07 Modell
verwendet, wie in Tabelle 9.1 angegeben, 7 Zonen in denen Energie-, Masse- und
Kohlenstoffgehalt dynamisch bilanziert werden.
Fu¨r jede der Bilanzgro¨ßen Ψi (Ψ steht fu¨r die Enthalpie H, die Gesamtmasse M







aufgestellt. Dabei steht SΨ,i fu¨r die Summe u¨ber alle Quellterme in der Zone i und
FΨ,i,j fu¨r die Wechselwirkungen (Flu¨sse) der Bilanzgro¨ße Ψ zwischen den Zonen i
und j. Fu¨r den Fall eines reinen Energietransportes zwischen den Zonen i und j
kann der Wechselwirkungsterm mit
FH,i,j = Ai,j · αi,j ·
(
T boundaryi,j − Ti
)
angesetzt werden. Dabei wird der Energieu¨bergang durch die Oberfla¨che Ai,j und
den Wa¨rmeu¨bergangskoeffizienten αi,j beschrieben. Fu¨r den Fall eines kombinier-
ten Energie- und Massentransportes reduziert sich die Zahl der Freiheitsgrade der
zu lo¨senden Erhaltungsgleichungen. Die Energiequellen (Lichtbogen, Brenner, . . .)
und die Energieverluste (Abstich, Abgas, . . .) werden u¨ber die Quellterme SΨ,i be-
schrieben. Wa¨hrend die Fla¨chen Ai,j teilweise als Anlagen-spezifisch und vorgegeben
angesehen werden, bilden die αi,j zusammen mit den Parametern der Energieeinbrin-
gung und den nicht verfu¨gbaren Eingangsgro¨ßen (Falschluftmenge, Abgasparameter,
. . .) die Menge der Modellparameter, die erst durch eine Modellparametrierung aus
den Betriebsdaten gewonnen werden mu¨ssen. Die Ein- und Ausga¨nge des Modells
wurden offengelegt (PRMC).
Elektrolichtbogeno¨fen, insbesondere im Gleichstrombetrieb, werden in der Regel
beim Abstich nicht vollsta¨ndig geleert. Es ist somit zu Beginn einer jeden Charge
(siehe Abschnitt 2.1.4) eine nicht genau bekannte Menge Schmelze im Ofen (Sumpf-
menge, hot heel). Stehen keine Messverfahren fu¨r diesen Anfangswert zur Verfu¨gung,
so ergibt sich ein Modellparameter, der durch seine hohe Sensitivita¨t eine Modell-
parametrierung verhindern kann.
9.2.1 Partielle lokale Sensitivita¨tsanalyse
In [SW06] wurde eine lokale Sensitivita¨tsanalyse des EAF07 Prozessmodells publi-
ziert, siehe Abbildung 9.2. Dazu wurde die Sensitivita¨t (nach Gleichung (2.8)) der
wesentlichen Modellierergebnisse in Bezug auf einige wesentliche Eingangsgro¨ßen
berechnet. Bezu¨glich der Abstichtemperatur ist der prima¨re Einflussfaktor trivia-
lerweise die eingebrachte elektrische Energie. Da diese relativ genau gemessen wird
spielen die Sensitivita¨ten bezu¨glich anderer Eingabegro¨ßen ebenfalls eine signifikan-
te Rolle. Zur Veranschaulichung soll die Frage dienen, mit welcher Genauigkeit die
einzelnen Eingangsgro¨ßen und Parameter bekannt sein mu¨ssen um die Abstichtem-
peratur mit einem Fehler von 10K vorherzusagen. Das Ergebnis ist fu¨r die Prozess-
modellierung ernu¨chternd: Wa¨hrend eine Genauigkeit von 0.4% bei der Lichtbogen-
energieeinbringung noch messtechnisch umsetzbar ist, la¨sst sich der bereits erwa¨hnte
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Tabelle 9.2: Sensitivita¨tsanalyse des EAF07 Modells, aus [SW06]).
Anfangswert Sumpfmenge wohl kaum mit einer Genauigkeit von 0.7% bestimmen.
Weitere signifikante Einflussfaktoren, wie die Temperaturen und Massen der Ein-
satzstoffe und die Parameter des elektrischen Energieeintrages lassen eine genaue
Vorhersage der Abstichtemperatur per se nicht zu. Wird jedoch die Temperatur
der, mo¨glichst noch durch elektromagnetisches Ru¨hren homogenisierten, Schmelze
vor der U¨berhitzungsphase gemessen, so ko¨nnen die gewu¨nschten Abstichtemperatu-
ren durch ein Prozessmodell sicher auf bis zu 20K genau getroffen werden. Wird die
Temperatur der Schmelze kontinuierlich gemessen, so ist allein mit der Vorhersage
der Abstichtemperatur der Aufwand fu¨r des Prozessmodell kommerziell nur schwer
zu rechtfertigen. Der wesentliche Nutzen der Prozessmodelle ergibt sich aus zwei
Anwendungsfeldern,
• der online Visualisierung des Prozesses, insbesondere die Vorhersage der nicht
direkt messbaren Menge an noch nicht aufgeschmolzenem Einsatzgut im Ofen
und
• der Vorhersage der optimalen Prozessfu¨hrung unter wechselnden Randbedin-
gungen.
Im Folgenden soll auf die Frage der optimalen Prozessfu¨hrung etwas na¨her ein-
gegangen werden. Wie in [MNF+13] am Beispiel von Energie- und Kosteneffizienz
erla¨utert, ist das Adjektiv optimal dabei nicht unbedingt mit der oft herangezogenen
elektrischen Energiemenge pro kg Schmelze gleichzusetzen. Diese la¨sst sich zudem
durch Erho¨hung der Oxidationsrate des eingesetzten Eisens ”optimieren“, ohne dasdies zwingend kostengu¨nstiger ist – siehe auch Abbildung 2.9. Im betrieblichen All-
tag spielt zusa¨tzlich der Abstichzeitpunkt eine nicht zu vernachla¨ssigende Rolle, da
dieser fu¨r eine Optimierung des gesamten Betriebsablaufes wichtig ist.
9.2.2 Vorhersagen zur Aufschmelzkinetik
Die EAFn-Modelle sind nun nach einer entsprechenden Parametrierung (siehe Ab-
schnitt 9.3) in der Lage, den Verlauf des Einschmelzprozesses und die sich nach
der U¨berhitzungsphase ergebende Abstichtemperatur vorherzusagen. Damit lassen
sich auch unterschiedliche Ofenfahrweisen simulieren. In Abbildung 9.4 wurde die
Wirkung einer zusa¨tzlichen U¨berhitzungsphase vor dem Setzen des zweiten Schrott-
korbes untersucht. Es ist zu erkennen, das eine derartige Maßnahme zu einer insge-
samt ku¨rzeren tap-to-tap-Zeit fu¨hrt. Dies liegt in der Vermeidung eines sogenannten
Eisberges begru¨ndet, der durch Anfrieren der Schmelze am neu gesetzten Einsatz-
material entsteht.
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GesamtmasseKorb 1: 54t 


















































GesamtmasseKorb 1: 54t Korb 2: 27t 
Abbildung 9.4: Aufschmelzkinetik ohne (oben) und mit (unten) Zwischenu¨ber-
hitzung, nach [Wen08]).
261












1 Korb 2 K. 50/50 2 K. 50/50
Zw.überhitz.






































Abbildung 9.5: Vergleich verschiedener Ofenfahrweisen, nach [Wen08].
Durch eine kontinuierliche Messung der Schmelzentemperatur [LKL+05] oder ein
online-Prozessmodell la¨sst sich der Zeitpunkt des vollsta¨ndigen Aufschmelzens des
anfa¨nglichen Einsatzmaterials ermitteln und die Temperatur der Schmelze kann
durch eine Zwischenu¨berhitzungsphase vor dem Setzen des zweiten Korbes opti-
miert werden. Im Ergebnis sinkt die gesamte bis zum Abstich beno¨tigte Zeit. Da die
Energieverluste im Wesentlichen proportional zu dieser tap-to-tap-Zeit sind, ergibt
sich – in der Theorie – nicht nur eine ho¨here Produktivita¨t sondern auch eine gro¨ßere
Energieeffizienz.
9.2.3 Vorhersagen zur Ofenfahrweise
Ist das Prozessmodell erst einmal parametriert und wird eine Konstanz der Mo-
dellparameter postuliert, so lassen sich unterschiedliche Ofenfahrweisen miteinander
vergleichen (siehe Abbildung 9.5). Es ergibt sich fu¨r die hier verwendeten Parameter,
dass eine einfache Ofenfahrweise mit einer kompletten Anfangsbeladung der Ein-
satzstoffe durch eine optimale Verteilung auf mehrere Einsatzmengen (Ko¨rbe) und
Zeitpunkte um ca. 20% verbessert werden kann. Eine naive Optimierung (2 Ko¨rbe
mit je 50% der Gesamtmenge) kann hingegen zu einer merklichen Verschlechte-
rung fu¨hren. Ob die von dem Modell vorhergesagte optimale Verteilung auf 3 Ko¨rbe
mit Zwischenu¨berhitzung in der Realita¨t zutrifft oder die Extrapolationsfa¨higkeit
des Modells u¨berstrapaziert wurde konnte im Rahmen dieser Arbeit nicht gekla¨rt
werden. Es ist jedoch bekannt, das durch einen kontinuierlichen Chargierprozess
mit Schrottvorwa¨rmung optimale Ergebnisse erzielt werden [AF04]. Daher soll im





9.2.4 Vorhersagen zum Einschmelzen von DRI
Als Einsatzstoff fu¨r den Elektrolichtbogenofen kommen neben Schrott auch andere
Eisentra¨ger wie DRI, HBI7 oder Roheisen in Frage. Da fu¨r die Direktreduktion
Erdgas als Energietra¨ger und Reduktionsmittel verwendet werden kann [WMS03],
ist der Einsatz von DRI auch in Bezug auf geringere CO2-Emissionen interessant.
Die Zugabe von DRI erfolgt in der Regel u¨ber eine kontinuierliche Fo¨rderung. Das
Prozessmodell soll nun die optimalerweise zu verwendenden Zugaberaten m˙DRI(t)
liefern.
Die in Abbildung 9.6 (oben) skizzierte optimale Zugaberate la¨sst sich na¨herungs-
weise u¨ber einen konstanten Wert von m˙DRI realisieren. Wie unten in Abbildung
9.6 zu erkennen, fu¨hrt eine Steigerung der Zugaberate um 10% dann bereits zur
Eisbergbildung mit einem entsprechend ungu¨nstigeren Prozessverlauf.
Es ist auch denkbar, das Prozessmodell hier fu¨r eine modellbasierte Regelung
(MPC) einzusetzen. Dieses und andere Beispiele wurden mit dem PRMC EAF On-
line Rechner zuga¨nglich gemacht.
9.3 Parameteridentifikation
Zur Parameteridentifikation bei EAF Prozessmodellen liegt kein explizites Schrift-
tum vor. In [OBP+11] findet sich jedoch eine grafische Darstellung der Modellvorher-
sagen an einem dualen-AC-Ofen von ArcelorMittal Dofasco. Diese Daten sind auch
in Abbildung 9.7 dargestellt. Die 153 Messwerte aus [OBP+11] (beide Ofengefa¨ße)
zeigen betragsma¨ßig eine mittlere Abweichung zwischen Modell und Experiment
von 19 (Median west shell) bis 27 (Mittelwert, east shell) Kelvin. Damit ist das Mo-
dell circa 10 K besser als das triviale Modell, der Mittelwert aller Messwerte (east:
1635± 34°C, west: 1620± 36°C).
Mit Hilfe umfangreicher Betriebsdaten von einem Gleichstrom-EAF [Akd08] wur-
de mit dem EAF09-Modell (siehe auch [Wen08]) ebenfalls eine Parametrierung ver-
sucht. Diese scheiterte jedoch an den fehlenden Messungen der Sumpfmengen. Im
Gegensatz zu Wechselstromo¨fen (siehe zum Beispiel [OBP+11]) beno¨tigen Gleich-
stromo¨fen zur verschleißarmen Stromabfuhr u¨ber die im Gefa¨ß verbaute Anode eine
gewisse Restmenge an Schmelze (Sumpf). Die Betriebsdaten des Gleichstromofens in
Peine weisen auf eine Fahrweise hin, die zu stark variierenden Sumpfmengen fu¨hrt.
Die Sensitivita¨t der Schmelzentemperatur bezu¨glich der Sumpfmenge ist so groß, das
die anderen Parameter nicht ohne weiteres ermittelt werden ko¨nnen. Zumindest die
folgenden Parameter ließen sich gar nicht optimieren (angegeben jeweils der Trend):
• Abgasmassenstrom (Minimum).
• Wa¨rmeu¨bergangskoeffizient zwischen Schrott und Gasraum (Maximum).
• Mittlere Schrottdicke 1. Korb (Maximum).
Es wurde dann versucht, die folgenden Parameter anzupassen:
7Hot Briquetted Iron
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Abbildung 9.6: Aufschmelzkinetik bei kontinuierlicher DRI Zugabe mit optimaler



































Abbildung 9.7: Ergebniss der Parametrierung von Prozessmodellen (siehe Text).
• Sumpfmenge, als Modellparameter aufgefasst.
• Wa¨rmeu¨bergangskoeffizient zwischen Schmelze und Schrott.
• Mittlere Schrottdicke 2. Korb (Maximum) und Schu¨ttdichte des Schrottes.
• Diverse Modell-spezifische Fit-Parameter.
Unter Annahme eine Sumpfmenge von 10t und dem Ausschluß von 10% der mit
diesem Wert am schlechtesten berechenbaren Schmelzen ergibt sich zuna¨chst eine
Fit-Qualita¨t von 30. . .40K fu¨r 651 Datensa¨tze (Schmelzen). Werden davon 256 Da-
tensa¨tze ausgewa¨hlt und die Sumpfmenge mit optimiert (Ergebnis 10.5t), so ergibt
sich eine Abweichung von 18 (Median) bis 28 (Mittelwert) K, wiederum etwas bes-
ser als das triviale Modell (T = 1622 ± 31°C). Das in Abbildung 9.7 dargestellte
Streubild a¨hnelt demjenigen aus [OBP+11].
Fu¨r diejenigen Schmelzen, fu¨r die mehrere Temperaturmessungen vorliegen, la¨sst
sich der jeweils erste Messwert zur Bestimmung einer Sumpfmenge verwenden, fu¨r
die dieser Messwert dann vom Modell genau getroffen wird. Dieses Verfahren ist
durchfu¨hrbar, der Aufwand und die zu kleine Menge an verbleibenden Daten erlaub-
ten jedoch bisher noch keine entsprechende Parametrierung fu¨r das EAF09 Modell
an einem Gleichstromofen ohne Sumpfmengenmessung.
Es sollte davon ausgegangen werden, das zur Parametrierung eines EAF Prozess-
modells umfangreiche Messkampagnen durchgefu¨hrt werden mu¨ssen, wobei auch
die Sumpfmengen, die Schlackenmengen und Abgasmessungen erforderlich sind.
Zur Beurteilung der Modellqualita¨t sollten auch Daten herangezogen werden, die
die Fa¨higkeit des Modells zur Beschreibung von Abweichungen vom Normalbetrieb
quantifizieren, ansonsten wird eher die Konstanz der Ofenfahrweise qualifiziert.
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9.4 Fazit und akademische Empfehlungen
”Brought up in a world where there’s no free lunch“ sagt T.S. Eliot, und das gilt auchin der Prozessmodellierung. Fu¨r den potentiellen Anwender ergibt sich folgender
Eindruck:
Ein EAF Prozessmodell basiert oft entweder auf den bereits vorliegenden Be-
triebsdaten und liefert unter Umsta¨nden nur einen sehr begrenzten Nutzen, oder
die Datenerfassung und Ofeninstrumentierung wird verbessert, beispielsweise um
die Abscha¨tzung der Sumpfmengen (hot heel), die Erfassung der Schlackenmengen,
die Erfassung der Abgasmengen und Zusammensetzungen und die Verbesserung
der Schrottcharakterisierung. Aus der Sicht der Betriebskosten steht dabei die ge-
naue Ermittlung der Ausbringung im Vordergrund. Je nach aktuellem Schrott- und
Strompreis kann es durchaus kostengu¨nstiger sein mehr elektrische Energie einzuset-
zen und dafu¨r weniger Eisentra¨ger zu verschlacken. In der Regel erlaubt dann schon
die verbesserte Anlageninstrumentierung und Betriebsdatenerfassung eine Optimie-
rung der Ofenfahrweise.
Ein Prozessmodell ermo¨glicht prinzipiell zusa¨tzlich einen automatisierten Opti-
mierungsprozess durch Vorhersage der fu¨r den jeweiligen Zeitpunkt optimalen Fahr-
weise. Die Modellinbetriebnahme beginnt mit der Bereitstellung der Betriebsdaten in
der vom Prozessmodell geforderten Form. Hier ko¨nnen einheitliche Kennzahlen und
Schnittstellen fu¨r vergleichbare Ergebnisse und Modelle sorgen. Dann sind die Para-
meter des Modells zu ermitteln. Diese Aufgabe erfordert um so ho¨heren Aufwand, je
weniger Nutzinformationen in den Betriebsdaten stecken. Die Parameteridentifika-
tion ist jedoch gut parallelisierbar und muss gegebenenfalls mit Hochleistungsrech-
nern durchgefu¨hrt werden. Die Parameteridentifikation ist nach jeder signifikanten
A¨nderung der Ofenfahrweise zu erneuern. Die Qualita¨t ergibt sich aus der Genauig-
keit der Vorhersage von Betriebsdaten, die fu¨r den Fit nicht herangezogen wurden,
insbesondere fu¨r Abweichungen von der normalen Ofenfahrweise.
Mit den gewonnenen Modellparametern lassen sich auch bei sta¨ndig wechselnden
Anforderungen, wie den Energiekosten, den Eisentra¨gerkosten, den Anforderung der
Nachfolgeprozesse (scheduling) und den sozioo¨konomischen Randbedingungen ent-
sprechende Pareto-Diagramme berechnen, in denen dann fu¨r die na¨chste Schmelze
die optimale Fahrweise ausgewa¨hlt werden kann.
Das hier verwendete eigene Prozessmodell hat es ermo¨glicht, die Modellparame-
trierung auch im Falle einer extrem schwierigen Datenlage zu untersuchen. Es wurde
der Nachweis erbracht, das eine Modellparametrierung auf Supercomputern unter
Verwendung tausender Anwendungsfa¨lle (case, Schmelze) durchfu¨hrbar ist. Die Ent-
wicklung und der Einsatz von Prozessmodellen am Elektrolichtbogenofen lieferte Er-
fahrungen, die die Bedeutung der in dieser Arbeit vorgeschlagenen Vorgehensweisen
untermauern. In dem Maße, in dem die Wertscha¨tzung der Prozessmodelle bei den
Anwendern steigt, wird es in Zukunft auch mo¨glich sein, die Modelle an sich und
die Automatisierungsumgebungen, in denen der Einsatz erfolgt, zu trennen. Damit
wird die Qualita¨tssicherung der Modelle einfacher und es ist auch denkbar das es fu¨r
bestimmte Einsatzbereiche open source Modelle gibt. Dies gilt insbesondere vor dem






jeder hinreichend neuen und
innovativen Technologie waren
immer Anwendungen die von der
Technologie selbst erst erschaffen
wurden - und das wird auch in
Zukunft so bleiben.
(Herbert Kro¨mer)
Die Hochtemperaturverfahrenstechnik ist fu¨r die Grundstoffindustrie eine Schlu¨ssel-
technologie. In den beteiligten Prozessen findet ein großer Anteil des industriellen
Energie- und Stoffumsatzes statt. Auch messtechnisch schlecht zuga¨ngliche und his-
torisch gewachsenen Prozesse ko¨nnen mit Hilfe von Prozessmodellen weiter optimiert
oder durch bessere Verfahren ersetzt werden. Eine rein experimentelle Optimierung
sprengt hingegen schnell jeden Zeit- und Kostenrahmen. Unter dem Aspekt eines
nachhaltigen Umganges mit allen Ressourcen ist es zudem eine hoheitliche Aufgabe,
die Rahmenbedingungen fu¨r die Produktion von Grundstoffen so zu setzen, dass
nicht nur deren Preis minimiert wird. Derartige Vorgaben mu¨ssen sich jedoch an
den Naturgesetzen und der besten verfu¨gbaren Technologie orientieren. Prozessmo-
delle ko¨nnen auch fu¨r Mehrzieloptimierungen eingesetzt werden und stellen in vielen
Bereichen eine Schlu¨sseltechnologie dar.
Die wissenschaftliche Auseinandersetzung mit dem Thema Prozessmodellierung
in der Hochtemperaturverfahrenstechnik erfolgte ohne Beschra¨nkung auf spezifische
Prozesse oder Modelliertechniken. Daraus ergaben sich wichtige Ingredienzien fu¨r gu-
te Prozessmodelle. Die Nutzung der in Kapitel 2 dargestellten Methoden zur quanti-
tativen Modellqualifizierung ist immer nu¨tzlich und fu¨r wissenschaftliche Prozessmo-
delle durchaus unabdingbar. Die in den Kapiteln 4 und 5 dargestellten Grundlagen
der Prozessmodellierung fu¨hren zu einer komplexen und facettenreichen Sicht auf
die Prozesse der Hochtemperaturverfahrenstechnik. Die Einteilung in ortsaufgelo¨ste
(Kapitel 6) und zonenbasierte (Kapitel 8) Modelle entspricht der ga¨ngigen Praxis,
wobei auch von CFD- oder FEM-Prozessmodellen gesprochen wird. Beide Katego-
rien erga¨nzen sich in ihren Anwendungsbereichen und wurden auch an Hand von
Beispielen (Kapitel 3, 7 und 9) diskutiert.
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Wesentliche Gesichtspunkte wurden im Detail herausgearbeitet:
• Prozessmodelle in der Hochtemperaturverfahrenstechnik beno¨tigen eine kla-
re Aufgabenstellung, inklusive einer offenen Schnittstelle im Sinne von klar
spezifizierten Ein- und Ausgangsdaten sowie Parametern. Sie bedu¨rfen einer
Analyse und Validierung [Wen07].
• Eine wesentliche Voraussetzung fu¨r die erfolgreiche Prozessmodellierung stel-
len wissenschaftlich fundierte Labordaten dar, wie sie zum Beispiel fu¨r die
Spritzku¨hlung an stabilen und verzunderten Oberfla¨chen gewonnen werden
konnten [VSSW06a, VSSW06b, WSW08a, WSW08b] .
• An einem publizierten Beispiel (Kapitel 3) wurden die wesentlichen Elemente
einer zielgerichteten Prozessmodellierung demonstriert: Die Verknu¨pfung von
genauen Labormessungen, mathematischer Modellierung und der Lo¨sung prak-
tisch relevanter Fragestellungen mittels der inversen Modellierung [WSW09,
WW09].
• Sensitivita¨tsanalysen sind auch fu¨r komplexe ortsaufgelo¨ste Prozessmodelle
mo¨glich und sinnvoll. So konnten die Einflussparameter der fu¨r den Strang-
gussprozess essentiellen Schalenbildung in der Kokille rechnerisch identifiziert
und quantifiziert werden [Wen11].
• In der Ko¨nigsklasse der Prozessmodelle, den Zonenmodellen, ko¨nnen Vorher-
sagen getroffen werden, die im Online-Betrieb nicht messbare Daten liefern
[SW06]. Ferner ist eine Modell-pra¨diktive Regelung einschließlich einer vor-
auseilenden Prozessoptimierung mo¨glich [Wen08]. Die Parametrierung mit
Hilfe von Betriebsdaten ist nicht trivial und mission critical (Kapitel 9).
• Prozessmodelle sind ein wesentliches Hilfsmittel um neue Prozesse zu entwi-
ckeln [GRS+10] und Details vorhandener Prozesse grundlegend in Frage zu
stellen [Wen08].
Konsensfa¨hig sollten die folgenden Erkenntnisse sein:
• Ein Prozessmodell la¨sst sich sowohl in der Aufgabenstellung als auch durch sei-
ne Schnittstelle, die Einga¨nge {xi(t), pk} und die Ausga¨nge {yj(t)}, offen und
wiederverwendbar definieren. Erfahrungsgema¨ß verbessert schon diese Defini-
tionsphase das Prozessversta¨ndnis.
• Die Dimensionskatastrophe schra¨nkt die Anzahl der beherrschbaren relevanten
Parameter wesentlich ein und liefert zugleich ein starkes Motiv fu¨r die wissen-
schaftliche Bescha¨ftigung mit dem Prozess und seinen kritischen Details. Nur
so ko¨nnen Vereinfachungen realisiert werden, die u¨ber eine automatisierte Da-
tenanalyse hinausgehen.
• Die quantitative Modellanalyse ist unabdingbar und liefert zusammen mit der
Parametrierung eine Mo¨glichkeit der partiellen Modellvalidierung. Messungen
im Labor und an den Anlagen stellen die dazu no¨tigen Daten bereit.
• Die Basis erfolgreicher Prozessmodelle bilden das physikalische und ingenieur-
wissenschaftliche Versta¨ndnis des konkreten Prozesses, der Stand der Technik
auf dem Gebiet des wissenschaftlichen Rechnens und wissenschaftliche Mes-
sungen am Prozess und im Labor.
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Die Modellierung von Hochtemperaturprozessen als Wissenschaft zu betrachten wird
von den meisten Entwicklern und Anwendern derartiger Modelle sicher zuna¨chst als
zu akademisch angesehen werden. Sucht man fu¨r wirtschaftlich relevante Prozesse
nach dem jeweils subjektiv besten Prozessmodell, so finden sich durchaus Hinweise
auf dessen Existenz, aber nur selten belastbare Details. Diejenigen Modelle, zu denen
begutachtete Publikationen vorliegen, lassen sich besser einscha¨tzen, aber auch hier
sind Details in der Regel proprieta¨r, was auch als Versagen des jeweiligen peer-review
Prozesses betrachtet werden kann. Diese Arbeit hat gezeigt, das auch black box
Modelle quantitativ untersucht werden ko¨nnen. Zugleich ergaben sich einige Thesen
zum Status quo der Prozessmodellierung in der Hochtemperaturverfahrenstechnik:
• Die Mehrzahl der detaillierten (ortsaufgelo¨sten) Prozessmodelle in der wis-
senschaftlichen Literatur ist singula¨r im Sinne von Abschnitt 2.10.6. Dieser
Trend wird durch den geringen Aufwand fu¨r die Modellgenerierung und der
geringen Wahrscheinlichkeit einer kritischen Modellu¨berpru¨fung durch Dritte
begu¨nstigt. Derartige Modelle stellen somit zuna¨chst einmal Machbarkeitsstu-
dien dar, deren Relevanz und Nutzbarkeit erst noch zu untersuchen sind. Mo-
delle mit vielen (verborgenen) Parametern ko¨nnen immer fu¨r eine kleine Zahl
von Parametern U¨bereinstimmung mit Messungen liefern, ohne das sich dar-
aus irgendeine Modellqualita¨t ableiten la¨sst. Erst offene Modellschnittstellen,
Sensitivita¨ten und Parametrierungen erlauben die Qualifizierung von Model-
len.
• Der Markt der Simulationsumgebungen wird dominiert durch den großen Be-
darf an ”bunten Bildern“, nicht an wissenschaftlichen Werkzeugen – die Wis-senschaft kann von dieser Entwicklung profitieren, in dem sie die Software-
werkzeuge fu¨r eine konkrete Anwendung qualifiziert und nutzt.
• Viele fu¨r die Prozessmodellierung erforderliche Stoffeigenschaften sind nur sehr
ungenau bekannt oder in ihrer Genese nicht nachpru¨fbar.
• Das Merkmal wissenschaftlich hat unter den industriell eingesetzten Prozess-
modellen keine große Bedeutung – der Nutzen und die Nutzung von Prozess-
modellen steht in der Hochtemperaturverfahrenstechnik erst am Anfang. Die
Ausnahmen in der offenen Literatur (zum Beispiel [BDM+96, NCJK04]) und
die anderen wissenschaftlichen Arbeiten auf dem Gebiet werden jedoch sicher-
lich zunehmend Eingang in industriell genutzte Modelle finden.
• Der Nutzen offener und einheitlicher Schnittstellen zu Modellen weit verbrei-
teter Prozesse wird zur Zeit noch nicht genu¨gend erkannt.
• Die wissenschaftlichen Grundlagen aus dem Bereich der komplexen Systeme
und der irreversiblen Thermodynamik haben noch kaum Anwendung gefun-
den.
• Die Informatik findet als Grundlage der Prozessmodellierung noch nicht die
Akzeptanz, die der Mathematik immer schon zuteil wurde.
• In Zukunft fu¨hrt die (durchaus notwendige) personelle Aufteilung in Modellie-
rer und Experimentatoren zu erho¨hten Anforderungen an das Projektmanage-
ment und die Teamfa¨higkeit aller Beteiligten.
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Auf dem Gebiet der Prozessmodellierung in der Hochtemperaturverfahrenstech-
nik lassen sich somit Leitlinien formulieren, die sowohl fu¨r den wissenschaftlichen
Fortschritt, als auch fu¨r die praktische Anwendung relevant sind:
• Jedes Modell mit wissenschaftlichem Anspruch sollte u¨ber offen liegende Ein-
und Ausga¨nge im Sinne der Prozessmodellierung verfu¨gen.
• Singula¨re Prozessmodelle sollten vermieden werden. Jedes Prozessmodell la¨sst
sich soweit automatisieren, das Simulationen fu¨r eine gro¨ßere Anzahl von Pa-
rametersa¨tzen durchfu¨hrbar sind.
• Die Untersuchung der allgemeinen (von einem spezifischen Modell unabha¨ngigen)
und der speziellen Parametersensitivita¨ten sollte fu¨r jedes Prozessmodell mit
wissenschaftlichem Anspruch obligatorisch werden.
• Verifikation und experimentelle Validierung im Labor wie in der Praxis geho¨ren
zu wissenschaftlichen Prozessmodellen zwingend dazu.
• Die Modellparametrierung ist eine kritische Aktivita¨t, die Parametrierbarkeit
beeinflusst die Vorhersagegenauigkeit oft erheblich.
• Die Mo¨glichkeiten eines systematischen und automatisierten U¨berganges vom
komplexen CFD- (T  1) zum schnellen Zonen-Prozessmodell (T  1) sind
weiter zu entwickeln.
• Mathematische Modelle bilden eine wichtige Grundlage vieler klassischer Pro-
zessmodelle, die algorithmische Modellierung als logische Obermenge bietet
zusa¨tzliche Mo¨glichkeiten, insbesondere zur Simulation inha¨renter Selbstorga-
nisationsprozesse, die viele klassische Prozesse dominieren.
Die moderne Informatik liefert immer neue automatische Werkzeuge zur Ana-
lyse immer gro¨ßerer Datenmengen in immer ho¨her dimensionalen Ra¨umen. Deren
Einsatz fu¨hrt jedoch nicht automatisch zu wissenschaftlichem oder praktischem Nut-
zen. Die Notwendigkeit der systematischen und auch automatischen Modellverein-
fachung wird immer deutlicher und stellt den logischen na¨chsten Schritt nach der
Entwicklung komplexer parametrisierter CFD Modelle dar. Die Steigerung der Rech-
nerleistung nach dem Moore’schen Gesetz ließ diesen Schritt lange als u¨berflu¨ssig
erscheinen. Seit der Jahrtausendwende steigt die verfu¨gbare Rechnerleistung jedoch
im Wesentlichen nur noch durch zunehmende Parallelisierung und Steigerung der
Kommunikationsbandbreite an. Damit ergibt sich fu¨r viele Aufgabenstellungen ei-
ne faktisch nicht weiter wachsende Rechengeschwindigkeit. Die Parallelisierung der
zu verwendenden Software ist nicht nur zwingende Voraussetzung fu¨r rechtzeiti-
ge Modellvorhersagen sondern auch fu¨r eine hinreichende Parametrierbarkeit der
entsprechenden Prozessmodelle. Der Trend zu monolithischen universellen Softwa-
rewerkzeugen verlagert eine Menge Prozesswissen von den Anwendern zu den Ent-
wicklern dieser Softwaresysteme. Das Verha¨ltnis von Aufwand zum Nutzen ist je-
doch oft zweifelhaft. Bei der Generierung von wissenschaftlichem Fortschritt stellen
diese Werkzeuge eine Erga¨nzung zu den Laborexperimenten dar (Computerexperi-
mente). Sie ersetzen weder die Messungen am realen Prozess noch die Arbeit an
spezifischen und hocheffizienten Prozessmodellen. Die Mo¨glichkeiten zur orts- und
zeitaufgelo¨sten Lo¨sung von Erhaltungsgleichungen erfordern zudem Messungen von
Stoffeigenschaften in einem bisher nicht fu¨r erforderlich gehaltenem Detaillierungs-
grad. Insbesondere hat die Messgenauigkeit von Labordaten u¨ber die sie nutzenden
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Prozessmodelle jetzt direkt praktische Konsequenzen, so das bei entsprechenden
Sensitivita¨ten genauere Messungen erforderlich sind, insbesondere im Bereich der
ingenieurwissenschaftlichen Korrelationen. So wie bisher jede neue Theorie und je-
des neue mathematische Modell an konkreten, nicht trivialen und nachpru¨fbaren
Vorhersagen zu messen war, so sollte auch mit Prozessmodellen verfahren werden.
Gute Prozessmodelle verfu¨gen u¨ber eine signifikante Extrapolationsfa¨higkeit. Sie
ermo¨glichen relevante Aussagen in Parameterbereichen, u¨ber die zum Zeitpunkt der
Modellparametrierung noch keine Daten vorlagen. Sie minimieren gleichzeitig die
Anzahl der notwendigen Fit-Parameter.
An Hand der Beispiele wurde verdeutlicht, wie wichtig eine enge Verzahnung
von Modellentwicklung, Laboruntersuchungen und der Prozessinstrumentierung im
Betrieb ist. Um zusa¨tzlich von der Fu¨lle der wissenschaftlichen Publikationen zu
profitieren wurden die wichtigsten Standardwerke zitiert, deren Relevanz natu¨rlich
erst im Einzelfall zu bewerten ist. In der Praxis ist nicht die Beru¨cksichtigung al-
ler bekannten Prozessdetails wichtig, sondern deren auf die Modellierziele bezoge-
ne Relevanz. Wichtig sind wissenschaftlich fundierte Messwerte, deren Genauigkeit
plausibel dargelegt ist, und reproduzierbare Modelle, deren Qualita¨t nachvollziehbar
ist.
Diese Arbeit soll auch dazu dienen, angehenden Prozessmodellierern den Einstieg
in die wissenschaftliche Bescha¨ftigung mit einem konkreten Prozess und dessen Mo-
dellierung zu erleichtern. Zu einem Lehrbuch fu¨hren weitere repra¨sentative Beispiele
und Aufgaben. Eine Erweiterung um viele spezifische Prozessmodelle fu¨hrt zu einem
Handbuch der Prozessmodellierung. Eine stringente Theorie der Prozessmodellie-
rung ist wohl nur unter genau zu konkretisierenden Einschra¨nkungen mo¨glich und
fu¨r die linearen Prozessmodelle ja bereits Stand der (Regelungs-)Technik.
That is what we meant by science. That both question and answer
are tied up with uncertainty, and that they are painful. But that there
is no way around them. And that you hide nothing; instead, everything









Symbol Einheit Bedeutung Seite (Glg.)
a m2/s Temperaturleitfa¨higkeit 75
a 1 Aktivita¨t 110 (4.36)
A m2 Fla¨che
A J/Mol Affinita¨t 112(4.50)
B T Magnetische Flussdichte 155
c J/(kg K) Spezifische Wa¨rmekapazita¨t 103
c Mol/m3 Konzentration 141,147
C J/(Mol K) Molare Wa¨rmekapazita¨t 103
C Konstituenten 111
d m Dicke, Abstand
D 1 Modellkardinalita¨t 24
D J/Mol Triebkraft 113 (4.55)
D m2/s Diffusionskoeffizient 141 (4.170)
~D V/m Elektrische Verschiebung 155
~E V/m Elektrisches Feld 155
E V Elektrochemische Potential 133 (4.141)
E Edukte 111
f ∈ N Anzahl der Freiheitsgrade 105
F J Helmholtz’sche freie Energie 103
G J Gibbs’sche freie Enthalpie 103
H J Enthalpie 103
h J/kg spezifische Enthalpie 151
H A/m Magnetische Feldsta¨rke 155
~j A/m2 Elektrische Stromdichte 155
K 1 Modellkomplexita¨t 9 (1.3)
k,K 1 Ratenkonstante 113, 184
KT Pa Kompressionsmodul 127, 153
K Komponenten 114
L Wechselwirkungsparameter 119,139
Tabelle 1: Symbole (a. . .L).
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Symbole und Kennzahlen
Symbol Einheit Bedeutung Seite (Glg.)
m kg Masse
M Byte Datenmenge 8
M A m2 Magnetisches Moment 155
M 1 Datenreduktionszahl 8 (1.2)
n ∈ N Anzahl
N Mol Molzahl 103
p Pa Druck 103,150
p . . . Modellparameter 22
P C m Elektrisches Dipolmoment 155
P Produkte 111
q W/m2 Wa¨rmestromdichte 140
Q J Wa¨rmemenge
r m Radius, Abstand
s . . . Sensitivita¨t, Varianz 39, 44
S J/K Entropie 103
S Spezies 114
t s Zeit
T K absolute Temperatur 103
T 1 Rechengeschwindigkeitszahl 8 (1.1)
U J Innere Energie 103
u J/kg spezifische innere Energie 151




w 1 Massenanteil 147
x . . . Variable, Modelleingangsgro¨ße 22
x 1 Molenbruch 103
y . . . Funktionswert, Modellausgangsgro¨ße 17
z . . . Zustandsgro¨ße 23
Tabelle 2: Symbole (m. . .z).
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Griechische Buchstaben
Symbol Einheit Bedeutung Seite (Glg.)
α W/(m2 K) Wa¨rmeu¨bergangskoeffizient, HTC 73 (3.1)
αp K−1 thermischer Volumenexpansionskoeff. 128, 154, 226
βT J−1 inverse Temperatur 103
β m/s Stoffu¨bergangskoeffizient 103
βmag A m2 Magnetisches Moment 103
δij 1 Kroneckersymbol (1 fu¨r i = j, 0 sonst)
 1 Genauigkeit, Abweichung 38
 1/s Dehnungstensor 150
η 1 Wirkungsgrad 109
η Pa s Viskosita¨t 150
γ N/m Oberfla¨chenspannung 128 (4.138)
γT 1/K Spannungskoeffizient 128 (4.135)
γG 1 Gru¨neisenkoeffizient 160 (4.236)
κ 1 Exponent in (4.32) 109
κg 1 Isentropenexponent (cp/cV ) 103
κT 1/Pa isotherme Kompressibilita¨t 127 (4.131)
κS 1/Pa Adiabatische Kompressibilita¨t 158 (4.234)
λ W/(m K) Wa¨rmeleitfa¨higkeit 140 (4.166)
µ J/Mol Chemisches Potential 103
µJT K/Pa Joule-Thomson Koeffizient 127 (4.127)
θw ° Kontaktwinkel 128 (4.138)
ρ kg/m3 Massendichte 147 (4.176)
ρel C/m3 Ladungsdichte 155
σ Pa Spannungstensor 149
σel S/m Elektrische Leitfa¨higkeit 155
σS J/(K m3) Entropieproduktionsdichte 138
τ s Verweilzeit 192
ξ 1 Reaktionslaufzahl 111 (4.46)
Tabelle 3: Symbole aus dem griechischen Alphabet (α . . . ζ).
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Symbole und Kennzahlen
Indizes und hochgestellte Symbole
Symbol Wertebereich Bedeutung
nc 1 . . . ≈ 401 Anzahl (#) der Systemkomponenten
ns 1 . . . ≈ 100 # Konstituenten einer Phase (Abschnitt 4.3)
nprod 1 . . . ≈ 100 # Produkte in einer chem. Reaktion (Abschnitt 4.3)
ned 1 . . . ≈ 100 # Edukte in einer chem. Reaktion (Abschnitt 4.3)
nϕ 1 . . . ≈ 100 # Phasen in einem System (Abschnitt 4.3)
i, j, k, l ∈ N Indizes
i 1 . . . ni Index der Modelleinga¨nge xi(t) (Abschnitt 2.1)
i 1 . . . nc Komponentenindex (Abschnitt 4.3)
ι 1 . . . nc Index (Abschnitt 4.3)
j 1 . . . nj Index der Modellausga¨nge yj(t) (Abschnitt 2.1)
j 1 . . . ns Konstituentenindex (Abschnitt 4.3)
k 1 . . . nk Index der Modellparameter pk (Abschnitt 2.1)
k 1 . . . nr Reaktionsindex (Abschnitt 4.3)
ϕ 1 . . . np Phasenindex (Abschnitt 4.3)
ν 1 . . . np Ordnung (Abschnitt 4.3)
1 Thermocalc Version S.
Tabelle 4: Indizes.
Dimensionslose Kennzahlen
Abku¨rzung Name Bedeutung Definition Seite






























We Weber-Zahl Viskose KraftOberfla¨chenspannung We =
ρv2`
σ





Gro¨ße Umrechnungsfaktor SI Einheit
La¨nge Meter [m]
Zoll[´´] = inch [in] 0.0254 m
feet [ft] 0.3048 m
yard [yd = 3 ft] 0.9144 m
Meile [1760 yd] 1609.344 m





Teaspoon 4.9289 · 10−6 m3
Tablespoon 14.7868 · 10−6 m3
Fluid Ounce (Imp. wet) 28.4130642624675 · 10−6 m3
Fluid Ounce (US wet) 29.5735295625 · 10−6 m3
Cup 236.5883 · 10−6 m3
Pint 473.1765 · 10−6 m3
Quart (lqd.) 946.3529 · 10−6 m3
Gallon (Imp./UK) 4546.0902819948 · 10−6 m3
Gallon (US) 3785.411784 · 10−6 m3
Scheffel/Bushel 35.2391 · 10−3 m3
Masse Kilogramm [kg]
Pfund [lb,lbm,Lb.,Lbs.] 0.45359237 kg








O¨leinheit O¨E 41.868 MJ
1 kg SKE 29.3076 MJ
erg (CGS) 10−7 J




Fahrenheit °C= 5/9 · (°F−32)
Lichtsta¨rke Candela [cd]
Stoffmenge Mol [mol]
Tabelle 6: Umrechnungstabelle fu¨r nicht SI Einheiten.
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Gro¨ße SI→engl./US US/engl.→ SI
Temperatur T [K] = (T [°F]− 32)/1.8 T [°F] = 1.8 · (T [K]− 273.15) + 32
Wa¨rmeleitfa¨higkeit 1 W/(m·K) = 1 Btu/(h·ft·°F) = 1.731 W/(m·K)
0.57782 Btu/(h·ft·°F) 1 kcal/(h·m·°C) = 1.163 W/(m·K)
Temperaturleitfa¨higkeit 1 m2/s= 10.7639 ft2/s 1 ft2/s= 0.0929 m2/s
1 ft2/h= 2.581 · 10−5 m2/s
Wa¨rmewiderstand 1 K/W= 0.5275 °F·h/Btu 1 °F·h/Btu = 1.8958 K/W
dyn. Viskosita¨t 1 Pa·s = 0.672 lbm/(ft·s) 1 lbm/(ft·s) = 1.4881 Pa·s
= 2419.1 lbm/(ft·h) 1 lbm/(ft·h) = 4.33 · 10−4 Pa·s
1 centipoise= 10−2 poise= 10−3 Pa·s
kin. Viskosita¨t 1 m2/s= 10.7639 ft2/s
Volumendurchfluß 1 m3/s = 35.3134 ft3/s 1 ft3/s= 2.8317 · 10−2 m3/s
= 1.2713 · 105 ft3/h 1 ft3/h= 7.8658 · 10−6 m3/s
1 galUS/min= 6.309 · 10−5 m3/s
Tabelle 7: Umrechnungstabelle fu¨r ha¨ufig beno¨tigte Gro¨ßen (aus [RHG85]).
Name Wert
Lichtgeschwindigkeit c = 299792458 m/s
Elektrische Feldkonstante 0 = 1/(µ0c2)
Elementarladung e ≈ 1.6021765 · 10−19 C
Faraday Konstante F ≈ 96485.336 C/Mol
Erdbeschleunigunga g ≈ 9.81a m/s2
Plancksches Wirkungsquantum h ≈ 6.62606957 · 10−34 J s
Boltzmann-Konstante kB ≈ 1.380649 · 10−23 J/K
Gas Konstante R ≈ 8.31446 J/(Mol K)
Magnetische Feldkonstante µ0 = 4pi10−7 H/m
Magn. Moment des Elektrons µB = e2me~
Elektronenmasse me ≈ 9.10938291 · 10−31 kg
Avogadro-Konstante NA ≈ 6.0221413 · 1023 mol−1
Stefan-Boltzmann Konstante σSB = 2pi
5k4b
15h3c2 ≈ 5.66961× 10−8 W/(m2 K4)
Atomare Masseneinheit u ≈ 1.660538921 · 10−27 kg
Molvolumen bei 100kPa VM ≈ 0.0227109m3/mol
a Messgenauigkeit 10−9, abha¨ngig vom Ort und der Ho¨he (pro m 3.1µm/s2).
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