INTRODUCTION
Primate striate cortex (Vl ) is the foundation of an elaborate hierarchy of >30 interconnected cortical areas related to vision (Van Essen et al. 1992) . Since 1968, when Hubel and Wiesel first described the response characteristics of single neurons in this area, it has been intensively studied (Lund 1988; Von der Heydt 1987) . A wide diversity of characteristics was described first in anesthetized animals (Dow 1974; Hubel and Wiesel 1968; Schiller et al. 1976) and soon confirmed in alert animals (Schiller et al. 1976; Wurtz 1969) .
Because the inputs and the outputs of Vl are partially segregated in a laminar fashion (Lund 1988) , some initial steps toward understanding the processing of information have been made by studying the distribution of different cell types in the cortical layers. A consensus has been reached about the laminar distribution in anesthetized animals of two distinctive properties of cortical neurons: direction selectivity and orientation selectivity. In this paper we confirm that the laminar distributions of direction selectivity and orientation selectivity in alert animals are consistent with earlier results. When we consider the dimensions of receptive fields, however, the situation is more complicated. The initial conclusions were that cells in the paramount geniculorecipient layer, 4C, had the smallest receptive fields, and cells above and below 4C had larger fields (Hubel and Wiesel 1977) . After further work, it was concluded that the smallest fields in anesthetized animals were those of the nonoriented cells of layers 4Cp (Livingstone and Hubel 1984) and 4A (Blasde1 and Fitzpatrick 1984) . It has gone unnoticed that this conjunction of small receptive field size with low orientation selectivity is inconsistent with results from alert animals, where few of the small-field cells lack orientation selectivity (Dow et al. 1981) .
In the present paper we show that a distinction among the cortical layers is made possible in alert animals by the distribution of ongoing activity. The organizing principle that emerges is the segregation of silent cells into alternating layers 2/3,4B, and 5, which are separated by ongoing activity in layers 4A, 4C, and 6. Furthermore, cells with higher ongoing activity tend to have larger receptive field activating regions ( ARs) (Snodderly and Gur 1988) and less selectivity for orientation and direction of movement. We utilized the alternating zones of ongoing activity in combination with a new method of dye-marking to assign cells to individual layers (Snodderly and Gur 199 1, 1993) .
Our measurements of AR dimensions were aided by stabilizing the retinal image during recording of neuronal responses (Gur and Snodderly 1987) . We find larger AR widths in the input layers of Vl and smaller AR widths in the output layers than would be predicted from the literature. In the DISCUSSION section we summarize evidence that our results are consistent with known intracortical circuitry (Anderson et al. 1993; Lund 1988; Saint Marie and Peters 1985; Somogyi 1989 ) that may be more effective in alert animals (Bartlett and Doty 1974; Mountcastle et al. 1969; Poggio 1972; Riso et al. 1979 ).
captive colony (Hazelton Labs, Alice, TX) and was 6-8 yr old at the time of the experiments. The other animals were imported from the Philippines and weighed 2.9-3 kg.
For training and experimentation, monkeys sat in a restraining chair that allowed movement of the lower body but restrained the neck and arms (Kurtz and Snodderly 1985) . Water was the reward for performing the task. Monkeys were allowed to work until their thirst was satiated. They were offered dry chow several times during each daily session to stimulate their thirst and maximize water intake. Supplemental fruit was provided as an additional source of water to maintain stable body weight. All procedures conformed to National Institutes of Health guidelines for the care and use of laboratory animals.
The first monkey (Fl2) was trained to fixate the center of an array of five red light-emitting diodes (LEDs). Four of the LEDs (the flanking LEDs) were separated by 1.25-2.6" to form the horizontal and vertical end points of a plus sign, whereas the fifth LED was at the center. At the beginning of a trial a tone sounded and the flanking LEDs lit up and stayed on for the remainder of the trial. A variable time 0.4-0.8 s later, the center LED was illuminated for 10 ms. The monkey had to press a lever within 500 ms of the flash and hold the lever down until a second flash of the center LED occurred 4.2 t 0.3 s later, when the lever had to be released within 500 ms. All the LEDs were extinguished until the next trial began. This task was designed to allow study of receptive fields near the fovea1 center without the presence of a central fixation light during receptive field stimulation.
For the other three monkeys, the fixation display was simplified to consist of a single LED that was lighted at the beginning of the trial and remained on until the trial ended -5 s later. For these animals only visual field locations outside the fovea1 center ( l.O-6.6" eccentricity) were studied.
Once the monkey had learned the task, a head-holding implant was surgically attached to the skull with acrylic cement surrounding screws threaded into the bone. The implant was attached under aseptic conditions while the monkey was deeply anesthetized with pentobarbital sodium. For final shaping and experimentation, the monkey's head was painlessly restrained by a mechanical adapter that connected the implant to a positioning device. A strain gauge attached to the adapter was used if necessary to teach the monkey to sit still during the trials (Snodderly and Kurtz 1985) . This minimized artifacts in the eye position signal and improved the stability of electrophysiological recording.
During the 2 yr in which F12 was studied, the monkey gradually became myopic. For a skilled optometrist to measure a stable refractive error, it was necessary to block accommodation by administering a drop of 1% atropine and a drop of 1% cyclopentolate per day for five successive days, because Fl2's accommodative range was still large. (This is standard clinical procedure for measuring refractive error in children, who have a large accommodative range.) Near the end of the experiments, Fl2's refractive error was -2.5 diopters (right eye) and -0.5 diopters (left eye). The refractive error was compensated by a -4-diopter corrective lens to ensure that all stimuli were within accommodative range. Because corrective lenses change the magnification of the visual field, receptive field dimensions reported in RESULTS have been adjusted (Milder and Rubin 1991) to account for refractive corrections.
The second monkey (F32) was initially refracted in the same way and was nearly emmetropic. Because the atropine treatment was time-consuming and disruptive, we discontinued it. Instead we tested refraction behav iorally by making the fixation LED small and dim enough so that humans with as little as 1 diopter of refractive error could not see it. During the experiments, the fixation LED was 3 minarc diam illuminated at 0.6 cd/m2, but for testing it was reduced to 1.3 minarc and 0.3 cd/m2. When the monkey could still perform the task under these conditions, we knew its refraction was adequate. F40 and F47 were also refracted behaviorally in this way.
Electrophysiological recording
After completion of training, the monkey was anesthetized and a stainless steel cylinder 25 mrn diam was implanted under aseptic conditions to form the recording well. The cylinder was attached by acrylic cement to screws threaded into the bone that did not penetrate the calvarium; the bone within the well remained intact. Leaving the bone intact minimized scarring of the dura so that electrodes could penetrate with less difficulty. On the day before recording the monkey was anesthetized briefly with ketamine and a small craniotomy (2-3 mm diam) was made within the well.
When ready to record, we dissected scar tissue from the dural surface and mounted an electromechanical microdrive (Mountcastle et al. 1975 ) on the well. This microdrive is drift free and has a backlash of only 3 ,um when reversing direction. The base of the microdrive is open so that the penetration site can be visualized with an operating microscope while the electrode is entering the brain. Visualization of the cortical surface, as well as the mechanical stability and precision of the microdrive, were important for establishing the cortical depth at which recordings were made.
Initially, the dura was left intact and penetrations were made through it to avoid infection of the brain (Evarts 1966) . With time, scar tissue formation above and below the dura made penetration difficult, causing damage to the electrodes and compression of the cortex, so that it was difficult to record from the upper layers. It was also not possible to avoid inadvertant damage to surface blood vessels. To eliminate the resistance of the dura and minimize damage, in later experiments we made a small slit ( -1 mm) in the dura with a curved microknife (Storz Instruments, St. Louis, MO, special order #SP7-37 160). We could visualize the large vessels on the cortical surface through this slit and position the electrode to avoid them.
Once the electrode was in contact with the cortical surface, we sealed the craniotomy with a small drop of sterile bone wax (W-30, Ethicon) to minimize pulsations. A miniature heating coil was wrapped around the tip of a glass Pasteur pipette filled with wax so that passage of current melted -0.07 ml of wax into the craniotomy. The wax melted at 52-55OC and the tiny drop solidified immediately on contact with bone and other tissues. There was no evidence of thermal damage to the brain, and recording stability was excellent. Cells were routinely studied for > 1 h.
Glass-insulated platinum-iridium electrodes ( Snodderly 1973 ) with a tip diameter of 1 -1.5 pm, bare tip length of 7 -12 pm, and impedance at 1 kHz of 1.5 -3 MS2 were most frequently used to record both single-unit and multiunit activity. The electrodes were platinized to remove the appropriate amount of glass from the tip. Then the platinum black was removed by inserting the electrode into toothpaste or by piercing a thin film of plastic food wrap. Removing the platinum black reduced the likelihood that the electrode would be coated by blood clots or tissue.
Electrodes were made as slender as practical to reduce tissue drag. Typical diameters (including the insulation) at specified distances from the tip were 15 ,um at 25 pm, 50 pm at 100 pm, 70 pm at 240 pm, and 120 ,um at 1 mm.
Signals from the electrode were amplified, passed through an active filter with a bandpass of 300 Hz-6 KHz, and converted to standard pulses by a level detector for input to the computer. Nerve impulses were usually timed to the nearest 0.1 ms and stored on disk along with stimulus information and eye position data for later analysis.
At the end of the day's recording, the electrode was withdrawn and replaced by a rigid pointer in the microdrive. The entry point of the electrode into the brain was still visible at this time. The pointer was used to locate the electrode entry to the nearest 0.1 mm. The use of a rigid pointer eliminated coordinate errors that would otherwise be introduced by bends or curves in the delicate microelectrodes.
Medical management of the animals
Extensive precautions were taken to prevent infection. The implants were attached with stainless steel screws and surgical grade acrylic (Cranioplastic, Codman, Randolph, MA) that was mixed 30: 1 by weight with an antibiotic powder (Cephalexin, Lilly, Indianapolis, IN). The skin was pulled tight around the implants. Before implant surgery the monkey was given a long-acting systemic antibiotic (Penicillin G benzathine, 600,000 U, Wyeth, Philadelphia, PA). After healing, the edges of the skin surrounding the skull implants were cleaned daily with sterile saline and treated with topical antibiotic (Neosporin ointment, Burroughs Wellcome, Research Triangle Park, NC). If any skin exudates persisted, the animal was given systemic antibiotic orally as a powder sandwiched between pieces of apple (Cefadroxil, 50 mg l kg -' l day-', Mead Johnson, Evansville, IN). Treatment was continued until skin wounds remained clean and uninflamed.
Electrodes and any materials used within the recording well were sterilized. After each day of recording, a small drop of antibiotic ointment with an antiinflammatory synthetic steroid (Panalog, Solvay Veterinary, Princeton, NJ) was placed in the craniotomy. With these precautions, the small slit wounds in the dura healed rapidly and no infections occurred. After several penetrations had been made in a craniotomy, it was sealed with sterile acrylic and another craniotomy was opened. A total of five to seven craniotomies were made in each recording well.
Receptive jeld mapping
During fixation trials, eye position was continuously sampled at loo-120
Hz by a double Purkinje image eyetracker (Cornsweet and Crane 1973; Crane and Steele 1985) with a precision of -2 minarc (Snodderly and Kurtz 1985) . The infrared beam of the eyetracker is reflected into the eye by a dichroic mirror through which the monkey views the visual field (Fig. 1) . When a corrective lens was used, it was large enough to cover both eyes and it was placed in front of the eyetracker dichroic mirror in the viewing path for the visual stimulus. The room was kept dark in order to minimize the frequency of fixational saccades (Snodderly 1987) . A voltage window was centered on the eye position signal so that deviations in eye position greater than a criterion value resulted in cancellation of the trial. This required the monkey to fixate consistently and enabled us to avoid using short trials to control the monkey's fixation ( Wurtz 1969) . Using longer trials has the advantage that the stimulus can be presented several times per fixation trial and data collection is more rapid. The monkeys were able to perform the task with a success rate >90%.
For rapid identification of the dominant eye, a small piece of gelatin filter that blocked visible light but passed infrared light (Kodak Wratten Filter 88A) was placed between the monkey's eye and the dichroic mirror. This occluder could be moved quickly from one eye to the other without interfering with the operation of the eyetracker. When eye dominance changed as the electrode was moved through the cortex, the monkey's head was moved laterally to align the currently dominant eye in the eyetracker beam. For receptive field stimulation, the viewing conditions (right, left, or both eyes) were selected to optimize the response of the cell being studied. Most of the data were gathered with an IBM PC/AT computer using a Truevision ATVista video graphics adapter as a pattern generator. Receptive field stimuli were presented on a video monitor. Bars of various sizes, intensities, positions, and colors could be positioned and moved manually or by program. The eye position signal from the eyetracker was added to the stimulus position signal from thesomputer at the beginning of each video frame to compensate for eye movements and stabilize the stimulus on the retina while the monkey was fixating (Gur and Snodderly 1987) . The gain for the stabilization signal (mV/minarc) was determined by measuring the eyetracker output while the monkey fixated different locations in the visual field. Note that stabilization did not lead to image fading, because the stimulus was continuously varyingeither flashing or sweepingin addition to being locked to eye position. Although such a refined level of stimulus position control may not be required for all experiments (Kjaer et al. 1993) , even authors who consider it unnecessary concede that it could produce reliable responses (Motter and Poggio 1990) . This added control of retinal stimulus position enabled us to evoke reliable responses from cells in the upper layers of the cortex, which are known to have particularly demanding stimulus requirements in alert monkeys (Creutzfeldt et al. 1987; Judge et al. 1980; Schiller et al. 1976; Tanaka et al. 1983) .
During physiological recording, careful notes were made of the characteristics of both multiunit and single-unit activity as a func-tion of electrode depth. These notes were subsequently used to assist in assigning cells to specific laminae. In the early experiments, widths of receptive field ARs were manually determined by marking the borders on transparencies (Fig. 1) while listening to the discharge of the cells. For most cells, AR widths were measured from computer records as illustrated in RESULTS. The chromatic (red, green, blue) or achromatic (gray) bar that most effectively stimulated the cell was always used. Chromatic stimuli were generated by activation of individual guns of the color monitor, in most experiments a Mitsubishi HL6605. The peak wavelengths and bandwidths at half maximum of the phosphors were: red, 626 nm, 5.9 nm bandwidth plus some minor peaks; green, 529 nm, 75.3 nm bandwidth; blue, 449 nm, 60 nm bandwidth. The phosphor output intensity declined to 10% within 1.2 ms of turning off the beam.
Incremental stimuli of all colors were presented on a neutral gray background of 1 cd/m2. Initially, the color mixture of the gray background was adjusted by a color normal observer to achieve a visual match with a neutral gray card (Kodak) illuminated by a xenon arc lamp. Decremental stimuli were presented on a background of like color with a luminance of 1 cd/m2. That is, a black bar was presented on a gray background, but a dark red bar was presented on a red background of 1 cd/m2, etc. Cells were considered chromatically opponent if they fired at the onset of an incremental flash of one color and the offset of another, or if they were excited by the presentation of an increment of one color but a decrement of another color.
The luminance difference between the stimulus bar and the background was 0.9 log units, measured with a Gamma Scientific telephotometer. Stimulus velocities ranged from 1 to 8"/s, but were most frequently 3-4"/s.
Marking of recording sites
Three different methods were used to mark recording sites. With platinum electrodes, electrolytic lesions were made by passing 1.2-3 PA through the electrode for 6-60 s. With the lowest amounts of charge passed, the lesions were discretely localized on the day of the experiment, but only some of them could be found after 2 1 days of survival. With 3 PA for ~20 s, lesions survived for up to 5 days but were larger than was desirable, and still difficult to recognize once some healing had occurred.
In a few experiments, stainless steel electrodes (AM Systems, Everett, WA; or Micro Probe, Clarksburg, MD) were used to mark recording locations with the Prussian blue reaction (Brown and Tasaki 1961; Green 1958) . These electrodes were unsatisfactory because they have higher impedance and are noiser than platinum electrodes of comparable tip size. Furthermore, small tips are unstable when electrode-positive current is passed and they tend to break off instead of dispersing metal into the tissue (Suzuki and Azuma 1979). Marks made with low currents that cause minimal damage are not distinctly different from low-level staining of damaged red blood cells that may be present in the electrode tracks. Consequently there is a high risk of false positives.
The most satisfactory results were obtained by fluorescent labeling of the electrode tracks. For experiments with two monkeys (F40 and F47), electrodes were coated with the lipophilic carbocyanine dye 1,l '-dioctadecyl-3,3,3 '3 '-tetramethylindocarbocyanine perchlorate (DiI; Molecular Probes, Eugene OR) (Honig and Hume 1989) . At first we simply immersed the electrode tip in a saturated solution of dye in ethanol. However, this often caused a drop in impedance and impaired isolation of single units. To maintain the electrode impedance, we developed a procedure for dye-coating the shank of the electrode but not the tip. The tip was protected by laying the electrode on its side with the tip supported by a V-shaped piece of silicone rubber. Then a small drop of dye solution ( ~0.1 ml) was placed on the shank where it touched the rubber. The rubber support prevented the dye from reaching the tip so that the dye coating ended in an abrupt border, as illustrated in Fig. 2 in RESULTS. The abrupt border left a discrete termination of the fluorescent mark where the electrode penetration ended, which facilitated identification of the maximum depth of the penetration.
Histological localization of recording sites
To obtain rapid feedback about electrode localization without having to kill the animal, we took cortical biopsies from the first three monkeys (Hendry and Jones 1988) . For Fl2 and F32, the biopsies were wedge-shaped with a rectangular base -2 x 3 mm. The apex of the wedge was down into the tissue and did not extend into the white matter. The biopsy was cut with a small surgical knife (Beaver Unitome), lifted free with a microspoon (Circon), and fixed overnight in 2% paraformaldehyde-2.5% glutaraldehyde in 0.1 M phosphate buffer. For F40, only a single biopsy ( 5 10 x 10 mm) was taken from each cortical hemisphere. The first biopsy did not include the Vl-V2 border, so as to avoid interrupting callosal connections to the other hemisphere (Kennedy et al. 1986) . No biopsies were taken from F47, which was systemically perfused with 4% paraformaldehyde in 0.1 M phosphate buffer after receiving an overdose of pentobarbital sodium. For sectioning, tissue was embedded in agarose VII (Sigma) and cut with an Oxford Vibratome into serial sections 50 ,wm thick. Sections were mounted on slides and allowed to dry at 4OC or floated in buffer for fluorescence photography using a rhodamine filter set. This photographic documentation was necessary because the fluorescence was destroyed by the cytochrome oxidase (CytOx) histochemistry ( Wong-Riley 1979) with cobalt intensification (Adams 198 1) that was done to visualize the cortical laminae.
Designating the layer boundaries and locating the electrode tracks was done in masked fashion. Using a microscope with a drawing tube, one of the authors drew the outlines of the sections and the layer boundaries according to the designations of Lund ( 1988) , along with convenient vascular landmarks. Then the other author projected the photographic negatives of the fluorescently labeled electrode tracks onto the drawings with a photographic enlarger and sketched the electrode tracks, lesions, and iron marks onto the drawings. This procedure minimized possible experimenter bias because the decisions about the locations of layer boundaries and the decisions about locations of electrode marks were made entirely independently.
Each electrode track was identified by its spatial location in the recording well and by individual features of the penetration such as the maximum depth and the locations of lesions or dye marks. No corrections were made for shrinkage in the histological preparation, because vibratome sectioning causes minimal distortion of tissue dimensions (Peterhans and Von der Heydt 1993).
Although the biopsies facilitated evaluation of the marking techniques and gave early feedback about the results, they introduced risk of cortical damage that could alter the physiology. We checked in two animals that there was no lasting depression of cortical activity by recording from a reference craniotomy one day, then taking a biopsy from a different craniotomy and recording from the reference craniotomy again 2 days later. We were unable to detect any qualitative difference in the recordings before and after the biopsy.
The other concern is that some critical connections might be interrupted by the biopsy. These are 1) the afferent connections to the cortex from the lateral geniculate nucleus (LGN), 2) the callosal interhemispheric connections, and 3) the horizontal intracortical connections. The afferent connections from the LGN travel laterally through the white matter and then rise obliquely over -0.8 mm to their target locations in the gray matter (Blasdel and Lund 1983) . Damage to the afferent inputs was therefore minimized by limiting the depth of the biopsy to avoid the white matter. The connections were spared by avoiding the narrow strip l-2 mm wide in V 1 along the V I/V2 border to which the callosal connections are confined (Kennedy et al. 1986 ). The most important consideration, therefore, was to minimize the effect of the biopsies on the horizontal connections within the cortex. In layers 2 and 3, intrinsic horizontal connections extend from an injection site for 22 mm (Rockland and Lund 1983; see also McGuire et al. 1991) , and in layer 4B degeneration from a slit lesion reaches up to 4 mm (Fisken et al. 1973) . In the first two monkeys, where multiple small biopsies were performed, the biopsies were separated from recording sites by 25 mm in all cases except one. Because we could not detect any differences in data gathered from these animals compared with results from the two later animals where no biopsies were performed before recordings in the well were completed, we believe the biopsies had little effect on our physiological results.
RESULTS
Many cells in the alert animal exhibited ongoing activity in the absence of deliberate stimulation, either spontaneously discharging in the dark or sustaining a maintained discharge during diffuse background illumination. First we present evidence that this ongoing activity is associated with the CytOxrich laminae of the cortex. We summarize relationships between ongoing activity in the dark and in the light. Next we describe the measurement of stimulus selectivity and receptive field dimensions of single cells. In the later sections we utilize multiunit ongoing activity along with anatomic marking to assign single neurons to individual cortical layers.
Ongoing activity in VI ALTERNATING ZONES OF SILENT AND SPONTANEOUSLY AC-TIVE CELLS: ANATOMIC BASIS. Whenever it was possible to record continuously throughout all cortical layers, an alternating sequence of zones with and without ongoing activity was observed. This alternation was manifested in both multiunit and single-unit activity. In most penetrations, no significant ongoing activity was recorded for the first few hundred micrometers of travel through layers 2/3. This was followed by a narrow band of ongoing activity around the depth of layer 4A and then silence again. In this second silent layer we frequently found orientation-selective and direction-selective cells indicative of layer 4B.
As the electrode advanced deeper, it entered a hotbed of multiunit activity that lasted for 400-500 pm; often, nonoriented color-opponent cells were recorded in the deepest part of the layer. We reasoned that these physiological properties should signal layer 4C. Continuing the penetration through this layer brought an abrupt transition to another silent zone, now with strong orientation selectivity-most likely layer 5. After further advancement, the electrode encountered more ongoing activity and a diverse population of cells, some with direction selectivity (presumably layer 6). Beneath this layer we recorded small, fast action potentials that signaled the entry of the electrode into the white matter.
Because the alternating sequence of silent and active zones had potentially strong predictive power, we felt that it was important to tie it unequivocally to the underlying anatomy. For this purpose we localized the multiunit ongoing activity in a series of marking experiments. The most efficient localization was achieved by dye-marking, because the penetrations were discretely visualized (Fig. 2, A and B) and we were able to recover the marks for ~5 wk after they were made. There could be a slight spread of the dye when the electrode entered the dense fiber tracts of the white matter ( Fig. 2A ) and sometimes as it passed through the stria of Gennari, but it was not severe. In well-marked tracks, one could readily tell the difference between a penetration that entered the white matter ( Fig. 2A ) and a penetration that ended in layer 6 (Fig. 2B ). The electrode track was referenced to the cortical layers by sketching the track from a fluorescence photograph onto a drawing of the section. For the penetration in Fig. 2B , this procedure is illustrated in Fig. 2C , where the outline of the fluorescent track and the drawing of the layer boundaries is overlaid onto the photograph of the CytOx-stained section. The electrode track is not visible in the stained section, but it can easily be located from the previously photographed dye mark.
The dye-marking method was very reliable. Twenty-one of 22 marked penetrations with clear electrical activity and no cortical damage were retrieved. Furthermore, the vividness of the marks indicated that this technique should be useful for even longer-term survival. In subsequent experiments (not reported here) we have found well-localized dye marks that were made > 1 yr before the animal was killed.
In contrast, we had erratic success in visualizing lesions in the same tracks that were dye-marked, even though we knew exactly where the lesions should be. In one series of penetrations, only half of the lesions made within 10 days of killing were recovered. Passage of moderate amounts of electric charge chosen to create lesions restricted to a single cortical layer left only a subtle mark after as little as 1 day of survival (Fig. 20) . With greater survival times, the visibility decreased still further until the lesions simply were not useful. Note that the electrode track itself is not visible, even after a short survival time. Fig. 2E shows a schematic representation of the laminar pattern delineated by CytOx staining at this penetration site; the center of the marking OF ALERT MACAQUES 2105 lesion is indicated by an open circle. For compactness, subsequent figures will represent penetration sites in this way. We routinely placed small lesions at the bottom of the penetrations so that whenever the lesions were recovered we had a clear indication of the maximum depth of that penetration. In the early experiments, we found that the dye marks always ended above the lesion and any fluorescence below the lesion was so minor that it could clearly be distinguished from the track itself. As the electrode moves through the tissue, dye apparently rubs off or dissolves in tissue lipids and is locally deposited. Relatively little of the dye appears to diffuse along the neuronal processes adjacent to the track.
This suggested that if we applied the dye to the electrode shaft so that an abrupt dye front was formed (Fig. 2, bottom) , the deposit left in the tissue should end at a depth corresponding to the lowest point reached by this dye front. As an additional precaution, we always kept the electrode at the maximum penetration depth for 2 15 min. With these refinements, we found that our judgment of the maximum depth of the penetration based on the dye marks was the same as that based on lesions in seven penetrations where both lesions and dye marks endured. This justified utilizing the dye marks to estimate the maximum depth as well as the location of the penetrations.
Because the dye marks and lesions only defined the bottom of each penetration, we still needed to locate individual laminae in the upper parts of the penetrations. To do this, we selected penetrations that were nearly normal to the cortical surface. Choosing normal penetrations minimizes the length of the penetration that must be reconstructed and minimizes the number of sections traversed as well. The cortical depth for the bottom of each track was taken from the histology; the electrode depth was referenced to the histology by adjusting the deepest microdrive reading to equal the depth of the mark at the bottom of the penetration. This was more accurate than estimating the electrode depth from microdrive readings referenced to the cortical surface, which is more difficult to specify precisely because of overlying layers of fluid and the meninges. Figure 3 illustrates the relationship between the zones of multiunit ongoing activity and the cortical layer pattern for five individual penetrations that had lesions, dye marks, or both to indicate the bottom of the track.
For each penetration, at least two but usually three separate zones of ongoing activity could be distinguished. These zones corresponded to the regions of most intense CytOx reactivity, layers 4A, 4C, and 6. (These are, of course, the layers that receive direct input from the LGN.) The correspondence between the physiology and the anatomy is not exact, but some differences are to be expected. For example, we know that the electrode does not move smoothly through the tissue, so that microdrive readings will differ slightly from the actual tip location. Sometimes it is necessary to advance the microdrive by 2 100 pm before friction is overcome and the electrode moves. This is most obvious when recording from a single cell, where the spike height can be used as an indicator of distance from the cell body. Furthermore, any distortions caused by histological processing will contribute to differences between distances traveled by the microdrive and those measured in sections. Keeping these qualifications in mind, the agreement between the physiology and the anatomy is impressive. The consistent presence of high levels of multiunit spontaneous activity in layer 4C is already well established (Bauer et al. 1980; Judge et al. 1980; Livingstone and Hubel 1984; Peterhans and von der Heydt 1993; Poggio et al. 1977) ) but similar activity in layer 4A has been less frequently detected (Livingstone and Hubel 1984; Peterhans and von der Heydt 1993) . Layer 6 has not previously been characterized as spontaneously active. The spontaneous activity of both layer 4 and layer 6 may be depressed in anesthetized preparations ( see below).
The alternating sequence of silent and active regions in the cortex of alert animals offered the possibility of using the multiunit activity to help distinguish the cortical laminae encountered during electrode penetrations. To assess the reliability of establishing laminar borders in this way, we analyzed a set of 10 penetrations from another monkey that were nearly normal to the cortical surface. Half of the penetrations had a lesion or a dye mark, and the other half were unmarked. For the unmarked penetrations, the cortical surface was used as the (less accurate, but only available) depth reference for the microdrive readings.
To avoid bias, we made the physiological assignments before viewing the histological sections. Physiological values for the top of layer 2 were taken to be the first depth at which either stimulus-driven or spontaneous multiunit activity could be detected. Boundaries of the other laminae were determined from the locations of the zones of multiunit ongoing activity. For a penetration to be included, at least four transitions from one lamina to another had to be detectable physiologically. One factor influencing the detectability of the zones of multiunit activity was the size of the bare electrode tip. Electrodes with small recording surfaces that isolated cells well sometimes recorded only faint multiunit activity outside layer 4C, and the experimenter was more likely to miss some of the transitions.
Anatomic values for the laminar boundaries were measured in CytOx-stained sections from the tissue containing the electrode tracks. The comparison with the physiology is shown in Fig. 4 . Most of the physiological estimates of layer boundaries are very close to the values from the anatomy. The upper border of layer 2 is a little low, probably because of slight compression of the cortex as the electrode enters. The physiological estimate of the top of layer 6 is a little high, but many of the penetrations did not go all the way to this layer, so it is based on only three determinations and should be discounted. Otherwise, the mean values for the layer boundaries determined by physiological criteria are within -50 pm of the anatomic measurements.
For best CytOx reactivity, histological sections should be reacted as soon as possible after being prepared (M. WongRiley, personal communication). However, we had to compromise because it was necessary to study the sections thoroughly to locate the fluorescent electrode tracks before doing histochemistry. Consequently, our CytOx staining was only sufficient to establish the layer pattern, and we could not reliably visualize the blobs or puffs (Livingstone and Hubel 1984; Wong-Riley 1989) in the upper layers (other authors have also had difficulty visualizing the blobs; Anderson et al. 1993) . Given the conical shape of the blobs, we cannot exclude the possibility that some of the activity attributed to layer 4A might in fact be generated by the bases of blobs in layer 3. If erroneously including a blob were a frequent occurrence, we would expect the thickness of layer 4A judged from the physiology to be substantially greater than the thickness measured in the sections. Because there is actually little difference between the two estimates, unintended contributions from the blobs probably are not a major problem. This is consistent with the fact that the blobs are estimated to include only 5 25% of the cortical area at our eccentricities (Livingstone and Hubel 1984) and thus should be infrequently sampled. ONGOING ACTIVITY OF SINGLE NEURONS. For many cells, the ongoing activity was recorded in the light and in the dark during separate sets of fixation trials with no deliberate stimulus present. Most values are based on two or more trials of 5 s each. The maintained discharge in the light was measured for 153 cells and qualitatively assessed for 22 others. The recordings were made while a uniform gray field of 1 cd/m2 was displayed on the video monitor. This was identical to the background used to map receptive field regions with incremental stimuli. A histogram of the results is shown in Fig. 5 , bottom left. Figure 5 , top, will be described later in RESULTS after the methods for assignment of cells to individual laminae are explained.
VI neurons, even in alert monkeys, frequently have very little ongoing activity. Cells that we judged qualitatively to have low ongoing activity were usually firing <l imp/s. If we combine the qualitative and quantitative observations, then 77 of 175 cells, or 44% of the cells we encountered, OF ALERT MACAQUES 2107 fired <l imp/s in the light. This is likely a low estimate, because our sampling is probably biased against cells with low ongoing rates, especially those that are absolutely silent. The more interesting finding is the substantial number of cells firing at high ongoing rates. A cell judged qualitatively to have a high ongoing rate usually fired > 10 imp/s. About 35% of the cells we encountered had a maintained discharge of >lO imp/s in the light. These cells were specifically associated with the CytOx-rich cortical layers, as will be described later.
Spontaneous activity in the dark was measured for 110 cells and qualitatively assessed for 3 others. All of these cells had receptive fields 2 1" away from the fixation point and most were more eccentric. There was no evidence that the fixation target influenced their behavior. The frequency distribution is shown in Fig. 5 , bottom right. The apparent low number of cells with very low discharge rates in the dark is at least partially a sampling artifact, because computer records were not always made for cells with low ongoing rates. It is more realistic to expect that nearly the same percentage of cells has low ongoing rates in the dark as in the light (see below). There is, nevertheless, a substantial group of cells with high levels of spontaneous activity in the dark. In fact, we recorded 50 cells with firing rates > lo/ s in the dark. The shape of the histogram suggests that there may be more than one mode. Later we present evidence that different types of cells may be associated with these different modes.
Most cells that were spontaneously active in the dark had a maintained discharge in the light (Fig. 6 ). The change in illumination had a measurable but limited effect on the firing rate of the cells; for 93% of them the firing rate did not change by >16 imp/s. Even among the cells with firing rates <16/s, it appears that the ongoing discharge is rarely eliminated by either illumination condition (region of graph enclosed by dashed line). Our data are remarkably consistent with the results reported by Kayama et al. ( 1979) for a large sample of 3 12 cells. From their Fig. 3 one can estimate that 96% of their cells did not change their firing rates by > 16/ s in the light, even though their luminance levels were many times higher than ours (20-450 cd/m*, compared with 1 cd/m*).
These results show that spontaneously active Vl neurons in the awake monkey do respond to diffuse illumination, but the response is limited, and it is not proportional to the level of spontaneous activity in the dark. This can be appreciated by plotting the percent change in mean firing frequency when illumination conditions are changed from dark to light (Fig.  7) . In general, cells that responded best to an incremental bar increased their firing in the light, whereas spontaneously active cells that responded best to a decremental bar had a lower ongoing rate in the light. For cells with low firing rates, small differences can be large percentage changes and might be misleading, but the trend for cells with spontaneous firing rates >5/s is unmistakable. We also computed a percent modulation measure (difference/average of firing rates in the light and in the dark), which is less prone to outlying values, and it demonstrates the same trend (not shown). As a consequence it is sometimes hard to tell how cells with high ongoing rates are affected by diffuse illumination, and it is easy to dismiss its importance. However, the cells' ongoing activity during different illumination conditions may provide valuable clues about their physiology. As we show next, the ongoing activity is linked to both the stimulus selectivity and the dimensions of receptive field components.
Measurement of receptive field ARs
We first selected the size, orientation, and color of the bar that best stimulated the cell by manual stimulation while listening to the audio monitor. This stimulus was either flashed at different locations in the receptive field or swept back and forth across the field under computer control as the monkey attended to the stationary fixation target. We refer to the regions of space (corresponding to regions on the retina) where presentation of a stimulus elicits nerve impulses from a cell as the receptive field ARs, as originally described by Hubel and Wiesel (1968, see Fig. 3 ). This is to distinguish ARs from other receptive field components that may elicit no discharge but still modify the response to stimuli in the ARs. For defining the spatial extent of the ARs, moving stimuli are most efficient, and their use will be illustrated here. Similar results were obtained with flashed stimuli.
During trials with the best performance, monkeys maintained fixation near the target and made few saccades. However, it was not uncommon for the monkeys to look eccentrically for brief periods of time or to make several saccades during a trial. Either of these actions could cause errors in image stabilization that required selection of data to minimize artifacts. The selection process is illustrated in Fig.  8 .
We considered each trial to be composed of segments demarcated by the stimulus cycle. Using graphs of eye position during the trial as a guide, we excluded data from trial segments where the responses were judged to be distorted by the eye movements.
For example, eccentric fixation had the effect of causing a position error because of small errors in the calibration of the gain of the eyetracker and nonlinearities in its output. If the gain were incorrect by 12% and the monkey looked 3' eccentric, there would be a position error of 22 minarc, in addition to any nonlinearity in the output. This is enough for a small stimulus to miss the AR, as shown in Fig. 8 , left, at the end of the trial. Initially, we canceled trials when the monkey's fixation strayed from center. This had the dual disadvantage that it was frustrating for the monkey and it caused us to discard usable data from other parts of the trial where the monkey's fixation was adequate. We found it more efficient to loosen the behavioral criteria for a successful trial but to continue to apply stringent criteria for acceptance of spike data from each trial segment.
When saccades occurred, as shown in the second segment of the trial, there were two issues to consider. First, the video frame rate (60 Hz) was slow compared with the time course of saccadic eye movements, so there was an unavoidable position error in the stabilization of the stimulus during saccades. Second, there are inhibitory effects accompanying saccadic eye movements (Bartlett et al. 1976; Duffy and Burchfiel 1975; Kayama et al. 1979 ) that may be unrelated to the detailed configuration of the stimulus. To minimize the effects of these perturbations on our physiological measures, neuronal responses that occurred within about -+ 100 ms of a saccade were usually excluded from our analyses.
For the trial in Fig. 8 , this meant that data from the second segment were discarded. When the histograms from the different segments were vertically aligned (Fig. 8, middle) , the second segment, containing two relatively large saccades, was clearly different from the others. Consequently, only three of the five segments from this trial were accepted for analysis. Comparably selected segments from two other trials were combined with these to compute an average response histogram (Fig. 8, right) .
For a cell with no maintained discharge, like the one illustrated in Fig. 8 , the borders of the AR could, in principle, be measured simply by locating the edges of the average response histogram. However, when cells had a maintained discharge, their ongoing activity often made it difficult to judge the beginning or end of the response. We found that the borders could be located more easily by plotting a cumulative function from the average response histogram, as illustrated in Fig. 9 . As the stimulus crosses the AR, the slope of the cumulative function shows a distinct deviation from the slope determined by the ongoing firing rate. This break point was estimated by fitting lines by eye to the graph and locating their intersection. Lines are fitted to the data by eye. The intersections of the lines define, on the vertical axis, the number of impulses fired in response to the stimulus and, on the horizontal axis, the distance traveled by the stimulus during the neuronal response.
The AR was defined as the distance on the retina corresponding to 95% of the impulses fired during the cell's response. Bottom : an incremental blue bar 10 min wide was swept across the field and back at 3.3"/s.
We always measured the width of the AR using the direction and velocity of stimulus motion that produced the strongest response of the cell. Even with these precautions, we noticed that a few impulses at the edge of the AR sometimes introduced confusing variability into the width values. After experimenting with different criteria, we determined that the variability could be minimized by using the central 95% of the response. This is a more generous criterion than the -75% of the response used by previous authors (Dow et al. 198 1; Schiller et al. 1976 ), but we felt that it would provide a more realistic comparison with the underlying anatomic circuitry (see DISCUSSION).
Finally, we subtract half the width of the stimulus because our position values are referenced to the center of the stimulus. To be consistent, we used the cumulative function to derive AR width for all cells studied with a moving stimulus.
In some of the early experiments, we studied ARs by flashing a bar at different locations in the field and listening to the cell's discharge on an audio monitor, as others have done (Dow et al. 1981; Hubel and Wiesel 1968) . In our summary graphs (Figs. 15 and 16 ), data on AR widths are included from these cells as well. In each case we examined the less quantitative data separately before combining them with the rest to be sure that the same patterns are evident in both sets of data.
Characterization of direction-selective cells
For studying direction-selective cells, the selection of the data was particularly critical. When saccades occurred, the time lags in the stabilization of the stimulus could generate unwanted velocity components that diminished the response in the preferred direction or generated spurious responses in the nonpreferred direction. Figure 10 illustrates a fixation trial in which these artifacts were particularly prominent; only one of the five segments (A4) was unaffected by saccades. When the segments were vertically aligned one above another, it was apparent that the spurious motions during saccades had elicited scattered spikes over a large area that did not clearly define an AR. By selecting additional segments without eye movement artifacts from three other trials, we generated an average response histogram that showed this cell to have a very discrete AR and high selectivity for direction of motion.
The records in Fig. 10 were generated with an incremental stimulus. This cell was also studied with a decremental stimulus in exactly the same manner, and the responses to the two stimuli are compared in Fig. 11 . The spatial offset between the decrement and the increment response demonstrates that this is a simple cell. Note that the preferred direction of motion does not reverse when the contrast of the stimulus is reversed. This failure to change selectivity with reversal of stimulus contrast was observed for five of the six direction-selective cells we studied in detail. One cell changed to being nonselective when the stimulus contrast was reversed, but it did not reverse its preferred direction. These results are consistent with data from anesthetized cats (Casanova et al. 1992; Yamane et al. 1985) , but not from anesthetized monkeys (Livingstone and Hubel 1984) .
When data for both incremental and decremental stimuli were available, as in this case, the ARs were separately measured for each type of stimulus, using the cumulative response as described above. The combined width of the ARs for the cell was then derived by combining data from the two stimulus conditions. For this cell the left border was determined from a cumulative response function based on the increment histogram and the right border was determined from a cumulative function (not shown) based on the decrement histogram. The combined width thus describes the outer boundary of all the ARs of the cell and is a measure of the maximum region of space in which small stimuli can activate the cell.
To compute an index of the direction selectivity of cortical cells, we compared the cumulative response in the two directions of motion. The stimulus contrast eliciting the stronger response was used. The response in the nonpreferred direction was divided by the response in the preferred direction and this fraction was subtracted from 1 (Casanova et al. 1992; Mikami et al. 1986; Peterhans et al. 1985) . This created an index that ranged from 1 for a very selective cell with no response in the nonpreferred direction to 0.5 when the nonpreferred response was half the preferred response to 0 when the two responses were identical. this criterion, previously set arbitrarily, is supported by both the physiological and the anatomic distributions of our data.
Relationship of ongoing activity to width of receptive jeld ARs
The width of ARs is one property that is clearly related to the ongoing activity of the cell. We computed correlation coefficients and linear regressions for various combinations of stimulus conditions and cell types to identify the strongest relationships. The statistical significance of the relationships was tested by computing whether the slope of the regression line was significantly different from 0. Our largest data set (n = 140) is for cells whose ARs were measured with an incremental bar and whose maintained discharge was measured in the light (Fig. 12) . The correlation coefficient for the full data set was R = 0.45, and the regression line had a statistically significant positive slope (P < lo-"). The increase in the width of the AR with the maintained discharge was a general finding that was true whether we included all 140 cells in our sample or whether we restricted ourselves to a sample of 121 cells representing a narrow range of eccentricities (3.2") from 1.9 to 5.1". The slope of the regression line only changed by -7% when the range of eccentricities was restricted.
Stronger correlations could be demonstrated by limiting the analysis to specific subpopulations of cells. Then it became apparent that different physiological classes have characteristically different ranges of ongoing activity. Two examples are shown in Fig. 12 . On the left, the solid regression line and filled circles represent the cells assigned to layer 4C (a and p combined) that were not direction selective. There is a significant positive relationship (P = 0.04) even though the number of cells is small (n = 17) and the correlation (R = 0.5) is slightly higher than that of the whole population. The improvement in the correlation coefficient is due in part to exclusion of points that are part of a different cluster.
The other cluster of points includes the direction-selective cells, as shown in Fig. 12 , right. This group (filled circles) has the highest correlation we were able to identify (R = 0.66) and the slope of the regression line is clearly different from 0 (P < 10 -") as well as being higher than the slope for layer 4C cells (P < 0.04). Another characteristic that distinguishes the direction-selective cells is their generally low rate of ongoing activity. The highest maintained discharge rate in the light for direction-selective cells was 24 imp/s, and many cells fired <l imp/s. Given the differences that exist among cell types, an extension of these analyses would require a very large data set. More data from the same cells with decremental stimuli would also allow better characterization of the receptive fields. Our initial indications are that the AR width for a decrement is highly correlated with the width for an increment (R = 0.72; n = 39), so the relationships described above should be quite general. Furthermore, the combined width of increment and decrement ARs is also correlated with maintained discharge in the light (R = 0.43; n = 36) and the regression line has a significant positive slope (P < 0.01) . These results show that ongoing activity in the waking brain can be a powerful predictor of neuronal properties and provides a useful clue about the choice of an appropriate stimulus during the experiment.
Localization of neurons studied
From the total of 234 cells studied, we were able to assign 140 cells to individual cortical layers or layer boundaries. About half of the cells assigned to a laminar location were recorded in penetrations marked by dye or by a lesion. Even in these cases, the consistent relationship between the zones of ongoing activity and the CytOx-rich layers of the cortex encouraged us to use the physiological activity as a secondary, deciding criterion for assigning cells to individual layers. That is, a cell at a depth that could be either in layer 4Ccw or 4B was placed in layer 4Ccu if it was surrounded by spontaneous activity, but in layer 4B if the region around it was silent. If the cell was in a transition zone where the spontaneous activity was just beginning to occur, we placed it on the border. We adopted this hybrid approach for three reasons. First, the borders between laminae are not sharply defined straight lines that can be precisely drawn from the histology. There are undulations and gradients that are of unknown significance. The reason to focus on laminar location is to use it as a framework for delineating the cell populations, the circuitry, and the input-output relationships of the cortex. We felt that physiological characteristics should be as useful AND M. GUR as the histology in defining this framework. Second, as mentioned earlier, the electrode does not move smoothly through the cortex, so that the position of the electrode tip in the tissue does not correspond precisely to the microdrive readings. Using the physiological activity to refine our estimate of laminar position should be more accurate than rigidly combining the microdrive readings with histological measurements. Third and last, we also recognized that there was some tissue distortion caused by our biopsy approach, and its impact could be minimized by incorporating the physiological information into our laminar assignments. We show later that the laminar assignments using combined anatomic and physiological criteria are consistent with earlier studies whose assignments were based on anatomic criteria alone. The activity of single neurons isolated in and outside the zones of ongoing multiunit activity is asymmetrically related to the multiunit activity, as illustrated in Fig. 5 , top. Cells with moderate to high levels of ongoing activity are only found inside or at the borders of the zones of ongoing multiunit activity (layers 4A, 4C, and 6), whereas neurons with little or no ongoing activity are found in silent as well as active regions. In layer 4C, we assigned cells to 4Ccu if they were clearly in the upper half of the layer, to 4Cp if they were in the lower half, and simply to 4C when the sublayer was unclear. There is a suggestion of clustering of the points in 4Ccu, especially in the dark. As we showed earlier in RESULTS, all the direction-selective cells in the layer 4B/4Ccu region are included in the mode of the distribution < 10 imp/s. At the other end of the distribution, the only two cells in 4Ccu that were nonoriented had spontaneous firing rates in the dark >20 imp/s.
Although many cells in layer 4C had high rates of ongoing activity, as expected, they were not necessarily more active than cells in the other CytOx-rich layers. In fact, the two cells with the highest ongoing rates were in layer 4A, and some cells in layer 6 were more active than many of the cells in layer 4C. The frequent occurrence of spontaneously active cells in layer 6 came as a surprise, because it has not been reported previously. This is probably due to the fact that almost all of the literature on laminar properties of VI is derived from study of anesthetized animals.
Our experience shows that the spontaneous activity of Vl cells is strongly affected by the state of consciousness of the animal. On one occasion, we lightly anesthetized a monkey with a very low dose of ketamine (5 mg/kg) while recording the spontaneous activity in the dark of a cell at the layer 5/ 6 border. The cell was firing 17 imp/s before anesthesia, but it became completely silent 2 min after the injection. Although its spontaneous activity was gone, it could still be stimulated by high-intensity room illumination. In another monkey that was prone to dozing off between data gathering sessions, we recorded the activity of cells in layer 4C with high spontaneous activity on four separate occasions while watching the monkey drift in and out of sleep. Whenever the monkey closed its eyes to snooze, the activity of the cells dropped for many seconds at a time, often to zero. These effects were dramatic, because the cells had been firing in the range of 15-26 imp/s in the dark. When the monkey reopened its eyes (still in the dark) and regained alertness, the spontaneous activity resumed at a vigorous rate.
These observations imply that the zones of spontaneous activity in Vl should be more apparent in awake animals and therefore more useful for judging laminar location. Although some silent cells do occur in the regions of high spontaneous activity, the conclusion from anesthetized animals that low ongoing activity is typical of layer 4C cells (Blasdel and Fitzpatrick 1984) probably does not apply to the waking brain ( see Fig. 5 ).
When single neurons were isolated, they were tested qualitatively to determine their optimum orientation, whether they were end stopped, and whether they were color opponent. Then the width of their ARs and their direction selectivity were measured as described earlier in RESULTS.
Some examples of the sequences of cells that were recorded and their relationship to the laminae visualized by CytOx histochemistry are illustrated in Fig. 13 . The bottom of the track was marked with a lesion for two of these penetrations (0798 and 0399) and with a dye mark for another (3180). For these three cases, the microdrive readings for the bottom of the penetration were set to equal the mark location, as described for Fig. 3 . For the other two penetrations, one had no mark ( 1680) and the other (2880) had a dye mark that was somewhat above the bottom of the track because the electrode was not well coated with dye near the tip. In these two cases, the sequence of physiological recordings was slid as a unit along the anatomic layer diagram to achieve the best fit between the zones of multiunit ongoing activity and the layers with high CytOx activity. This procedure only served to bring the physiology and the anatomy into closer correspondence; none of the distances between recording sites or between histologically defined layers were altered.
In the first penetration (0798), the assignment of cells to layers was straightforward. Ul, a spontaneously active unit with a fairly wide AR, was assigned to layer 4A. U2, a silent, end-stopped, direction-selective cell, was assigned to layer 4B. Beneath it, multiunit ongoing activity was detected, and still deeper was a nonoriented, color-opponent cell excited by long wavelengths that was assigned to layer 4Cp. At the bottom of the penetration was an oriented cell assigned to layer 5. Note that the direction-selective cell in 4B, not the color-opponent cell in 4C& has the smallest AR in this penetration.
In the second penetration (0399), the effect of using combined anatomic and physiological criteria appears. U3, a direction-selective cell, was just below the multiunit ongoing activity associated with layer 4A and was assigned to layer 4B. U4, however, was at the very beginning of ongoing activity associated with layer 4C and was assigned to the 4B/4Ca! border. U5 was assigned to layer 5.
In the third penetration ( 1680)) the zones of multiunit ongoing activity placed Ul in layer 2/3, U2 in 4A, U3 in 4Ca, and U4 in 4Cp. In hindsight, Ul could probably be more precisely assigned to layer 3. U4, although close to the border, was not assigned to layer 5 because no cessation of the multiunit activity was noted and the cell itself had high ongoing activity. In the fourth penetration (2880), the first two units were assigned to layer 2/3 and the third unit to layer 3. U4 was assigned to layer 4B, not 4Ccu, because of the location of the zones of ongoing activity. Here the narrow ARs of the silent cells in the upper layers are especially noteworthy, as well as the occurrence once again of direction selectivity in layer 4B.
A frank discrepancy between the anatomic and physiological criteria for assignment to cortical layers is evident in the last penetration (3 180). Ul was assigned to layer 3, just above the ongoing activity of 4A. U2 and U3 were assigned to layer 4Cp, and U4 to layer 5. The assignment of the last three units was based on the uninterrupted band of ongoing activity we interpreted to signify layer 4C. In this case we allowed the physiology to override the histology and assumed that tissue distortion and tissue resistance to the electrode were sufficient to account for the discrepancy. This places emphasis on the physiological transition from layer 4Cp to layer 5, which is the most distinctive transition in Vl and has repeatedly been used to distinguish the infraand supragranular layers (Bauer et al. 1980; Judge et al. 1980; Poggio et al. 1977) . The resulting assignment of coloropponent cells with high ongoing activity to layer 4Cp is consistent with general expectations.
A test of the adequacy of our assignments to cortical layers is whether the resulting depth profile of physiological properties is consistent with the results of more traditional techniques. This test required choice of a physiological parameter whose depth profile in the cortex was well known. The parameter about which there is the strongest consensus is direction selectivity. Three laboratories in three different countries agree that a large fraction of the cells in layers 4B and 6 of primate Vl are direction selective (Hawken et al. 1988; Livingstone and Hubel 1984; Orban et al. 1986 ). We show in Fig. 14 that our results, obtained with alert monkeys, generally confirm the earlier results from anesthetized animals and they suggest that the distinction between directionselective and -nonselective cells may be even sharper than previously recognized.
Cortical neurons have arbitrarily been considered direction selective when they fire less than half as many impulses during stimulation in the nonpreferred direction as in the preferred direction, corresponding to a direction index of ~0.5. It is therefore reassuring that our distribution of direction selectivity (Fig. 14, bottom) has a gap in the histogram at the appropriate value, whereas earlier data (De Valois et al. 1982 ) that were used to justify the criterion had a less discrete separation of the two populations.
When we assigned the cells whose direction selectivity had been assessed to cortical layers, another distinct pattern emerged. Below the criterion value of 0.5, cells with different direction indexes were distributed across all the layers. Above the criterion value, cells with high direction selectiv- The laminar pattern visualized by CytOx histochemistry is schematically presented along with lesions, dye marks, and the zones of multiunit ongoing activity as in Fig. 3 . The 1st electrical activity encountered is indicated by FA, referenced to the histology by a short horizontal bar. Each single unit (Ul-U5) recorded on the penetration is similarly referenced to the histology by a horizontal bar and its physiological properties are represented by a nearby icon. Depending on the spacing in the penetration, the icon can be above or below the unit number. The number at top leff of each icon is the ongoing firing rate of the cell. If it is followed by a letter, the rate was measured in the light (L) or dark (D) only. If no letter is present, it is the average of the firing rates in the 2 conditions. Several cells had only qualitative estimates of low (LO) ongoing activity. If a cell was orientation selective, it is represented by a solid line oriented at the optimum orientation for the cell. The width of the AR is indicated by the 2 dashed lines flanking the solid line. ARs of nonoriented cells are indicated by the diameter of a broken circle. A separate scale in minarc (bottom Zefr corner) applies to the widths of ARs. Direction selectivity is indicated by an arrowhead as for U3 of penetration 0399. End stopping is represented by short perpendicular lines terminating the orientation indicator, as for Ul of penetration 1680. Compound symbols indicate presence of both properties. For example, U2 of penetration 0798 was both direction selective and end stopped. ,..,....,,....,,..., * . . . . . . . . . . . . . . . ,.... . . . . . . . . . . . . . .I.. . . ..I.... I.... . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ..I. . . . . . ..I..... I.........,. . . ..I.............~ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ....... .. ..I......... .... ..... .... ..... .......... (1982) . Top: direction index (horizontal axis) of cells assigned to cortical layers (n = 135). Each point represents 1 cell whose direction index was measured, and different symbols are used to distinguish among the layers. Vertical jitter has been added in few cases to separate symbols. Numbers at the extremes of the horizontal axis tabulate cells in each layer whose direction selectivity was qualitatively assessed.
ity were assigned only to layers 4B, 4Cq and 6 or their physiological and anatomic criteria resulting in a more excluborders, with one exception in layer 2/3. This pattern is very sive parcelation of physiological types (see DISCUSSION) . similar to the results of Hawken et al. ( 1988) , except that At the very least, our results justify the assumption that they also assigned some direction-selective cells to layer 4A. we are assigning cells to layers in a manner that achieves This minor difference may be due to our combination of results similar to those of previous authors. Having established the compatibility of our laminar assignments with those of previous authors, we next examined the laminar distribution of widths of receptive field ARs. Our largest data set, from measurements made with an incremental bar, is plotted in Fig. 15 . The results show a more intricate pattern than has previously been reported. However, the pattern is predictable from the positive correlation between AR width and ongoing activity rate, together with the laminar distribution of ongoing activity presented in Fig. 6 . Namely, cells in the layers with low ongoing activity ( 2/3, 4B, and 5 ) have narrower ARs than cells in the CytOx-rich layers with higher ongoing activity (4A, 4C, and 6). In fact, cells in layer 5 have the narrowest mean ARs in VI, although the differences between layer 5 and the other quiet layers are not statistically significant with our sample size. (Note: cells assigned to laminar borders were excluded from all statistical tests.)
With one exception (the 4B-4Cc~ comparison) the differences between the quiet layers and the adjacent CytOx-rich layers are statistically significant when tested pairwise by ttest or by the Mann-Whitney U test (P < 0.01) . The data from the CytOx-rich layers are widely dispersed, and a larger sample will be needed to distinguish among these layers. Furthermore, the wide range of values probably indicates a variety of cell types that need to be separately characterized in order to arrive at a coherent picture.
One interesting feature of the data is a trend within layer 4C toward wider ARs with increasing depth. Although many cells could not be assigned to specific sublaminae, those that could are sufficient to establish the pattern. The mean width of ARs in 4Ca! is significantly less than the width in 4Cp (P = 0.02). This unexpected result diverges from the pattern reported for anesthetized animals, where the cells in layer 4C, especially layer 4C& were found to have the smallest ARs in the cortex (Blasdel and Fitzpatrick 1984; Hubel and Wiesel 1977; Schiller et al. 1976) .
The large size of ARs in layer 4Cp is not likely to be due to mistakenly mapping surrounds instead of dominant center mechanisms, because the stimuli were narrow bars. The largest AR in layer 4Cp was measured with a bar only 10 min wide and a vigorous response was elicited from the same receptive field mechanism with a bar only 8 min wide. Furthermore, in the case of color-opponent cells, the color selectivity of the surround is different from the center. Consequently we also tested these cells with a narrow bar of the width optimal for the center but of the opponent color. We were unable to elicit responses from the surround with such small stimuli, although we could elicit surround responses with this color by flashing large spots. These observations, taken together, indicate that the centers of 4Cp receptive fields are large, and the surrounds presumably are even larger.
One nonstandard data point was included in Fig. 15 for a color-opponent 4Cp cell that was stimulated with an isoluminant red bar on a blue background. The AR mapped in this manner was 56 min, which is similar to the value for several other cells mapped with luminance increments. Excluding this cell from the statistical tests does not change the outcome, and we mention it only as further evidence that the choice of the stimulus is not critical for demonstrating the relatively large ARs in layer 4.
The difference between our results and those of earlier authors could be partially due to procedural differences such as the use of lower-contrast stimuli in the earlier experiments (Blasdel and Fitzpatrick 1984; Schiller et al. 1976) ) but it seems likely that our new results reflect contributions from cortical circuits that are more effective in the absence of anesthesia (see DISCUSSION).
WIDTHS
OF ARS OF DIRECTION-SELECTIVE CELLS.
It has previously been suggested that direction-selective cells on average have receptive fields 2-3 times larger than the average receptive field size of "randomly sampled striate neurons ' ' (Mikami et al. 1986 ). This proposal was based on comparison of data for direction-selective cells from alert animals with data for all cell types from anesthetized animals. Whether comparisons between the two physiological preparations are valid or not, it is risky to assume that a truly random sample was obtained, because single-unit studies are so prone to sampling biases due to electrode properties, distributions of cell sizes, and procedural variables (Snodderly 1973) . One way of limiting the effect of these sampling biases is to restrict the comparison to cells from the same cortical laminae, thereby improving the likelihood that samples are being drawn from the same populations of cells. For our data, we have illustrated the appropriate comparison by identifying the direction-selective cells (filled symbols) within the laminar distribution of all cells (Fig. 16) . I  I  I  I  I  I1  II  I1  I  I  I  i i  I  II  I  I  I  II  II Although our data on other physiological properties of the cells are less complete, it is likely that many parameters segregate to some degree according to the silent vs. CytOx-rich distinction. For example, we have notes on orientation selectivity of 94% of the cells assigned to individual laminae. Quantitative measurements on 25 cells showed that we judged a cell to be selective if it responded with at least twice as many impulses to a stimulus in the optimal orientation as to a stimulus in the orthogonal orientation. Using this criterion, -90% of the cells assigned to the silent layers 2/3, 4B, and 5 were orientation selective. The fact that the orientationselective cells are often silent in the absence of deliberate stimulation may indicate the presence of inhibitory inputs (e.g., Bonds 1989; DeValois et al. 1982 ) that could reduce or eliminate ongoing activity.
In the CytOx-rich layers, the degree of orientation selectivity was more diverse, with the proportions of orientation-selective cells as follows: 80% in layer 4Ca; -50% in layer 4A; in layer 4Cp. none of the cells were noted to be clearly selective. These results are consistent with most earlier reports. The lack of orientation selectivity in layer 4Cfl is generally accepted for both anesthetized animals (Blasdel and Fitzpatrick 1984; Bull& and Henry 1980; Hawken and Parker 1984; Livingstone and Hubel 1984) and alert animals (Bauer et al. 1980 : Poggio et al. 1977 Vautin and Dow 1985) . Nonoriented cells have previously been recorded from anesthetized animals in layer 4A as well ( Blasdel and Fitzpatrick 1984; Lennie et al. 1990) .
Layer 6 was diverse and difficult to judge; one nonoriented cell was noted, but about half the cells were broadly tuned. This is consistent with the results of Lennie et al. ( 1990) , who found neurons in layer 6 that were responsive to chromatic modulation but relatively unselective for orientation. The general picture for the CytOx-rich layers, especially 4A and 6, is one of diverse populations of cells, including neurons unselective for aspects of stimulus geometry that must be tightly controlled to stimulate most cells in the silent layers.
BINOCULAR
INTERACTICINS.
The cortical circuitry provides multiple substrates for binocular interactions, even in layer 4Cp (Katz et al. 1989 ) + Consistent with this, almost all cells in V 1 of alert monkeys show physiological evidence of binocular interactions (Creutzfeldt et al. 1987; Poggio and Poggio 1984) . Furthermore, many of the nonoriented and color-opponent cells are binocularly infuenced (Snodderly and Gur 1988) . These results differ from data from anesthetized monkeys, where nonoriented cells are reported to be often (Livingstone and Hubel 1984) or entirely (in layer 4, Blasdel and Fitzpatrick 1984) monocularly influenced. A curious exception is the report of a binocularly activated, chromatically opponent cell with dissimilar opponency in the two eyes (Livingstone and Hubel 1984) . We have also recorded two of these cells in alert monkeys, so this unexpected binocular interaction is not an artifact of anesthesia and may be a surprisingly frequent occurrence.
We considered four possible sources of confounding influences: stimulus velocity? retinal eccentricity, changes in procedure from year to year, and experimenter bias. Each of these potential artifacts can be excluded as described below.
If cells in the different layers had very different spatiotemporal properties, then usin g only one stimulus velocity could conceivably bias the results toward whichever group responded best at that velocity. This was unlikely to occur, because we always tried to select the stimulus velocity that optimized the response of each cell. In addition, for six cells the AR width was determined at two velocities differing by SO-100%. The computed ARs differed by <S minarc fog each cell, with a mean difference of only 3 minarc. Such small effects would have only a minor influence on the laminar profile we obtained.
To minimize the influence of retinal eccentricity, we repeated the analysis in Fig. 15 with the subpopulation of 97 cells whose receptive fields were restricted to the narrow range of' eccentricities between 2 and 5.1 O. The same lami-nar profile was obtained, indicating that eccentricity was not an important factor. A similar analysis of the laminar distribution of direction-selective cells produced the same conclusion: eccentricity was not a confounding influence.
The early data were gathered with different procedures, including manual estimates of ARs, that might have used somewhat different criteria. To check for possible effects of using different estimation techniques, we plotted Fig. 15 with the data coded by date and found no pattern that would alter our interpretation.
About 75% of the data for both AR widths and direction indexes were derived from responses recorded by computer. Furthermore, these parameters were computed before any laminar profiles were constructed. Both of these factors tended to minimize experimenter bias.
We cannot rule out the possibility that the picture might be altered somewhat by adding information for ARs mapped with decrements. However, for a subset of 34 cells where both incremental and decremental stimuli were used, the combined widths of the ARs follow the same general pattern shown in Figs. 15 and 16, so we believe the pattern to be robust. DISCUSSION We have demonstrated consistent relationships among ongoing activity, stimulus selectivity, and AR size of Vl neurons in alert animals. The laminar distributions of physiological parameters are summarized in Fig. 17 to help identify the conjunctions of properties in the different layers. Because each parameter has different units, values have been normalized for easy comparison. The distributions of orientation and direction selectivity are consistent with results from anesthetized preparations, but the distributions of ongoing activity and AR size are unexpected. Here we summarize evidence that the new results are consistent with the intricate anatomy of V 1.
Ongoing activity oj' cortical neurons Cells with high levels of ongoing activity are preferentially located in cortical laminae that are high in CytOx activity and receive geniculate input. They are also more likely to be nonoriented and thus respond to a wider range of visual stimuli than other cells. This pattern is consistent with data from many different neural systems, where high levels of activity are associated with metabolic compartments delineated by CytOx-rich regions ( Wong-Riley 1989) .
The CytOx-rich metabolic compartments in Vl are more densely vascularized than other loci (Bell and Ball 1985; Zheng et al. 1991) . Similar associations between CytOx density and capillary density have been found in other cortical regions (Pate1 1983) and in the retina (Snodderly and Weinhaus 1990; Snodderly et al. 1992) . The association of vascularity and CytOx density suggests that in vivo imaging techniques measuring blood flow may be disproportionately influenced by CytOx-rich compartments. In Vl, this may result in disproportionate contributions to the in vivo images by spontaneously active cells with large ARs, often lacking in orientation selectivity (see also Riso et al. 1979 The ongoing activity of cells in layer 6 may influence the transmission of information to V 1. Many cells in layer 6 project subcortically (Lund 1988 ) , including an intricate set of projections to the LGN (Fitzpatrick et al. 1994) . The ongoing activity of layer 6 cells could therefore exert a tonic influence on LGN cells.
Investigators who have studied the LGN in alert monkeys (Barlow et al. 1978; Kayama et al. 1979; McClurkin et al. 1991 ) agree that it is rare for an LGN cell to lack spontaneous activity (unpublished observations; Y. Kayama, personal communication; J. W. McClurkin, personal communication) .
For example, Y. Kayama (personal communication) reported that of 50 LGN neurons, only 1 had a very low discharge rate and the great majority fired > lo-20 imp/s in either light or darkness. These observations indicate that the low ongoing activity of many cells in the cortex, including some in the geniculorecipient layers, represents a sharp departure from the situation in the LGN. We think it likely that the reduced activity level in Vi arises as a consequence of tonic inhibitory interactions. The CytOx-rich geniculorecipient layers are heavily endowed with receptors for the inhibitory neurotransmitter y-aminobutyric acid (GABA) (Hendry et al. 1990) , and every cortical cell may receive some GABAergic input (Somogyi 1989) .
We suggest that the positive correlation between ongoing activity and AR size is due in part to a dual action of the inhibitory inputs. Namely, inhibition in the receptive field surround that leads to a small AR width has a tonic component that reduces the ongoing activity of cortical cells below the activity level of the geniculate inputs. Conversely, cells with larger ARs have lower inhibitory inputs and relay more of the ongoing activity of the geniculate inputs.
Widths of receptive Jield ARs
At first glance, the laminar distribution of AR widths summarized in Fig. 17 is difficult to reconcile with the anatomic literature. The layers that are dominated by the magnocellular geniculate input, 4Ccu and 4B, have narrower ARs than the neighboring layers 4Cp and 4A, which receive predominately parvocellular input. However, as Merigan and Maunsell ( 1993) have pointed out, the magnocellular cell inputs to the cortex show little difference from the parvocellular cells in the sizes of their receptive field centers (Blakemore and Vital-Durand 1986; Derrington and Lennie 1984). The differences in AR widths that we find are probably generated in the cortex rather than merely reflecting the properties of the geniculate inputs.
It is unlikely that the distribution of AR widths in layer 4 reflects the size distribution of cortical neurons. Layer 4 is essentially coextensive with the distribution of spiny stellate cells in VI. The subdivisions of layer 4 differ systematically in the sizes of spiny stellates that they contain. Layer 4B has medium and large varieties, 4Ca! contains small and medium ones, and 4Cp and 4A are said to contain distinct populations of small spiny stellates (Saint Marie and Peters 1985 ) . Thus the dominant classes of neurons in layer 4 have larger cells in the sublayers with narrower ARs. Furthermore, pyramidal neurons are not the source of the large ARs, because, of the subdivisions of layer 4, only 4B has a significant population of pyramidal cells (Lund 1988) .
The relationship between receptive field dimensions and cell size would not be predicted from studies of retinal ganglion cells. The parasol cells have dendritic fields -3 times as large as the midget ganglion cells at a particular eccentricity (Watanabe and Rodieck 1989), and the receptive field centers of ganglion cells from these two populations are similar (Crook et al. 1988) or positively related to cell size (Croner and Kaplan 1995) . However, in the cortex the size of a cell and the width of its AR may be negatively related. On many occasions we noted that cells with tiny ARs and little ongoing activity were the easiest to isolate and record from for long periods of time. They tended to have larger electrical signals that could be recorded over longer distances as the electrode was moved through the cortex. These observations indicate that they were large cells. As suggested above, we believe that the small ARs may result from inhibitory inputs to these cells rather than from the size of the cells.
Another potential determinant of the sizes of the ARs is the arborization pattern of the geniculate inputs to the cortex.
As Gilbert ( 1992) has recognized, the known arborization of the input axons should result in the receptive field centers of cortical neurons being substantially larger than those of their LGN inputs, and our results are consistent with this expectation. Nevertheless, the distribution of AR widths in layer 4C remains counterintuitive. The spatial extent of axon arborizations in layer 4Ccu is greater than that in layer 4Cp (Blasdel and Lund 1983; Freund et al. 1989) , which is opposite to the trend that we find for AR width. It has been suggested that some of the extent of the axonal arborizations in layer 4Ccu could be elongation of the terminal field along the long axis of the receptive field to set up orientation selectivity (Freund et al. 1989; cf. Chapman et al. 199 1; Ferster 1986) as originally proposed by Hubel and Wiesel ( 1962) . This means that the greatest axonal spread need only contribute to AR length and not width, but even taking this asymmetry into account, the magnocellular afferents still have substantially greater terminal fields than the parvocellular ones.
The resolution of the dilemma requires assignment of a more important role to the intrinsic circuitry of VI, as opposed to determination of cortical properties by the afferent inputs (Peters et al. 1994) . The spiny stellate cells in layer 4C receive only a minor portion of their synaptic input from the LGN (Freund et al. 1989 ; see also Ahmed et al. 1994) . In fact, a large part of the input to spiny stellates consists of excitatory synapses from other spiny stellate cells (Kisvarday et al. 1986; Saint Marie and Peters 1985) . The extensive lateral excitation implied by the interconnections of these cells is another indication that the receptive fields of VI neurons should be larger than the receptive fields of their LGN inputs (Anderson et al. 1993) .
There is also a major projection from layer 6 to layer 4C and layer 4A (Fitzpatrick et al. 1985 ) that may rival the LGN input in density (Lund 1988) . One example of a layer 6 cell projecting to layer 4Cp shows an axonal arborization several times as large as the arbors of the LGN inputs (Anderson et al. 1993) . Combined with the fact that layer 6 cells can have large ARs, this argues that layer 6 could contribute to the large ARs we find in layer 4Cp.
Because more information is available on some aspects of the circuitry of layer 4 in cat VI, it is useful to make a comparison. Our suggestion for a strong excitatory influence from layer 6 to layer 4 is consistent with recent anatomic evidence indicating that the spiny stellates of layer 4 receive the largest fraction of their excitatory synapses from layer 6 rather than from the LGN ( Ahmed et al. 1994) . A possible objection to our proposal could be based on a report that the influence of layer 6 cells on layer 4 in cat is inhibitory (Bolz and Gilbert 1986) . However, replication of these studies has produced the opposite conclusion, namely that layer 6 has a facilitatory influence on layer 4 (Grieve and Sillito 199 1) . Intracellular recordings also show that layer 6 cells in cat have axon collaterals that excite layer 4 cells (Ferster and Lindstrom 1985) . Thus the bulk of the evidence from cat VI indicates that layer 4 cells are receiving substantial excitatory influences from layer 6 that should be incorporated into their receptive fields.
Why, then, have physiological recordings in anesthetized primates (Blasdel and Fitzpatrick 1984; Hubel and Wiesel 1977; Livingstone and Hubel 1984) failed to find receptive fields in layer 4 that give evidence of the layer 6 input? This may be partially a result of anesthesia, as suggested by physiological results from cat Vl. Tsumoto and Suda ( 1980) reported that >20% of the corticogeniculate neurons in layer 6 of cats anesthetized with pentobarbital were completely silent and could not be driven by visual stimuli. Cats anesthetized with thiopental have also been found to have many corticogeniculate cells that were silent and visually unresponsive, whereas other cell types in layer 6 were still active and responsive (T. G. Weyand and J. G. Malpeli, personal communication). Recall, too that we observed complete loss of spontaneous activity of a layer 6 neuron in macaque with a very low dose of ketamine. Taken together, these observations imply that the alterations induced by anesthesia would diminish the influence of layer 6 on the receptive fields of layer 4.
Direction selectivity in VI Lund ( 1990) has raised the question of whether the direction selectivity evident in layer 4B had been missed in the superficial layers because recordings "from alert, behaving animals under very particular stimulus constraints' ' might be needed. We can answer this question with a tentative "no," because direction selectivity in alert monkeys has about the same laminar distribution as in anesthetized ones. We would not have missed directionselective cells because of our choice of stimuli, because bars are more effective than gratings for stimulating many cells (Born and Tootell 199 1; Von der Heydt et al. 1992) and bars are more likely to elicit direction selectivity (Casanova et al. 1992) .
The important issue, as Lund recognized, is what happens to the direction-selective information in layer 4B. Layer 4B has a patchy projection to cortical area V2 (Livingstone and Hubell987) and to cortical area MT (Zeki and Shipp 1988) , and it is heterogeneous, as shown by Cat-301 histochemistry (De Yoe et al. 1990; Hendry et al. 1988 ) and by physiological recording (Hubel and Livingstone 1990) . We propose that the projection of layer 4B to the upper layers of VI may not include the subpopulation of direction-selective cells, but the projection of layer 4B to extrastriate cortex does include them (Movshon and Newsome 1984) .
Recent physiological evidence has shown that the large receptive fields of direction-selective cells in MT are made up of smaller subunits that have direction selectivity built into them (Shadlen et al. 1993) . These subunits may be based, at least in part, on the ARs of Vl neurons in layer 4B. Our results indicate that the ARs of many direction-selective cells in Vl are much smaller than previously thought (Mikami et al. 1986) , so that the degree of convergence from Vl cells to MT cells may be quite large. More data are needed to evaluate the possible contributions of layer 6, because it also projects to MT (Zeki and Shipp 1988) and our data for layer 6 cells are quite limited.
The dimensions of direction-selective receptive fields are important because they are key elements in models of visual motion processing and image segmentation (Braddick 1993) . Some properties of the perceptual phenomenon of apparent motion have led to the proposal that there are separate short-range and long-range processes ( Braddick 1974) that might represent different mechanisms acting in Vl and in more central cortical areas. This notion has been difficult to substantiate on the basis of psychophysical experiments alone (Cavanagh 1991; Cavanagh and Mather 1989) . Our data suggest that the spatial domains of direction-selective cells in the 4B-4Ccr region are small enough to be shortrange motion detectors, and they probably feed the MT neurons that may be necessary to detect long-range apparent motion (Mikami 199 1) . Thus the different stages of information processing in different cortical regions could jointly encompass a wide range of spatial dimensions.
Finally, we can consider a puzzle posed by McIlwain ( 1986) . McIlwain points out that "visual receptive fields are thought to increase in size as one probes further along the visual pathway, yet the various types of behavior mediated by these central structures often requires a high degree of spatial resolution." Our results indicate that AR dimensions are being reshaped by intracortical mechanisms on a layer-by-layer basis. In alert macaques, small ARs are common in the upper layers ( 2/3, 4B ) that send outputs to other cortical areas that are important for perception. Furthermore, in the lower layers that project subcortically, small ARs are common in layer 5 and present in layer 6. The targets of layer 5 cells include the pulvinar and superior colliculus (Lund 1988)) which contribute to neural pathways controlling precise visuomotor behavior where finegrained visual information should be especially useful (Goodale et al. 1994) . Whether the alert nervous system accesses the fine-grained information in Vl in parallel with coarser information from other sensorimotor areas or somehow reconstructs spatial position with high resolution at later stages of processing remains to be determined. The unexpected outcome of our experiments is that cells further along the pathway in Vl, that is, outside layer 4C, have the smallest ARs and therefore the best resolution of spatial position.
We have distinguished the AR from other receptive field regions that may inhibit or suppress the cell's response. However, the fact that large ARs are found in the input layers of the cortex means that they could contribute to the surround regions of cortical output cells with small ARs. Combining information from cells with large and small ARs provides a mechanism for accomplishing contextual analysis that could act in parallel with contributions from the long-range horizontal connections of the cortex (Gilbert 1992) . Therefore the diversity of receptive fields could be setting up a system of analysis that preserves resolution of spatial position, yet begins the process of figure-ground discrimination (e.g., Allman et al. 1985; Knierim and Van Essen 1992 
