Explicit formulae for Weber-Schafheitlin-type integrals with exponent 1 are derived. The results of these integrals are distributions on R + .
Introduction
Let J μ denote the Bessel function of the first kind and of order μ. An integral of the form
for suitable μ, ν, ρ ∈ R and s ∈ R + = (0, ∞) is called a Weber-Schafheitlin integral [10, Chapter 13.4] . If ρ is strictly less than 1, the result of this integration is known and can be found in many textbooks or handbooks; see for example [3, 10, 12] . However, the critical case ρ = 1 turns out to be of considerable interest in the scattering theory (forthcoming paper, The Aharonov-Bohm wave operators revisited, by J. Kellendonk and S. Richard). Therefore, we provide in this paper the result of Equation (1) for ρ = 1 as well as the result of the related integral
where H (1) μ is the Hankel function of the first kind and of order μ. We emphasize that both results are not functions of the variable s but distributions on R + . We also mention that in [2] the special cases ν = ±μ of Equation (1) and ν = μ of Equation (2) have already been explicitly calculated.
It is interesting to note that for values of ρ strictly smaller than 1, integral (1) can also be seen as a very special case of a more general family of expressions analysed by Srivastava, Miller and 
are evaluated in terms of Lauricella hypergeometric functions. In [4] [5] [6] [7] , the Mellin transform of the product of two generalized hypergeometric functions is investigated, and again Equation (1) can be obtained by a very special choice of the parameters. However, the extreme values corresponding to ρ = 1 are not considered in these references. Such an investigation would certainly be of interest, and our result can be seen as a first step in this direction (see also [8] for related work).
The derivation of integral (2)
Let us start by recalling that for z ∈ C satisfying −π/2 < arg(z) ≤ π one has [1, Equation 9.6.4]
where K μ is the modified Bessel function of the second kind and of order μ. Moreover, for (z) > 0 and ν + 2 > |μ| the following result holds [10, Section 13.45]:
where 2 F 1 is the Gauss hypergeometric function [1, Chapter 15] . Thus, by setting z = s + iε with s ∈ R + and ε > 0 one obtains
Taking into account [1, Equality 15.3.3] one can isolate from the 2 F 1 -function a factor that is singular for s = 1 when ε goes to 0:
Furthermore, by inserting the equalities
in these expressions, one finally obtains that I μ,ν (s + iε) is equal to
We are now ready to study the ε-behaviour of each of the above terms. For the particular choice of the three parameters (ν + μ)/2, (ν − μ)/2 and ν + 1, the map
which is holomorphic in the cut complex plane C \ [1, ∞), extends continuously to [1, ∞). The limits from above and below yield generally two different continuous functions and, by convention, the hypergeometric function on [1, ∞) is the limit obtained from below.
For the other factors, let us observe that (s + iε) −ν converges to s −ν as ε → 0 uniformly in s on any compact subset of R + . Furthermore, it is known that
where the convergence has to be understood in the sense of distributions on R + . In the last expression, δ is the Dirac measure centred at 0 and Pv denotes the principal value integral. By collecting all these results one can prove the following proposition.
PROPOSITION 1 For any μ, ν ∈ R satisfying ν + 2 > |μ| and s ∈ R + one has
as an equality between two distributions on R + .
Remark 1 A priori, the second term in the r.h.s. is not well defined, since it is the product of the distribution Pv(
) with a function which is not smooth, or at least differentiable at s = 1. However, by using the development of the hypergeometric function in a neighbourhood of
[1, Equation 15.3.11] it is easily observed that
with a function h that belongs to L 1 loc (R + ). Thus, for any α ∈ R, the second term in the r.h.s. of Equation (5) 
with the second term in L 1 loc (R + ). Clearly, this distribution is now well defined. The parameter α has been added because it may be useful in certain applications.
Remark 2
To describe the singularity at s = 1, the decomposition (7) of the second term of the r.h.s. of Equation (5) is certainly valuable. However, it seems to us that this decomposition is less useful if one needs to control the behaviour at s = 0.
Remark 3
In the special case μ = ±ν, the hypergeometric function is equal to 1, and thus the r.h.s. simplifies drastically.
Proof of Proposition 1 (a) For any ε > 0, let us define the function
Clearly, one gets from Equation (3) that p ε (s)q ε (s) = I μ,ν (s + iε) and from the above remarks that 
(c) Finally, one has
For ε → 0, the first term on the r.h.s. converges to
Indeed, the convergence of Equation (4) holds in the sense of distributions not only on smooth functions on R + with compact support, but also on the product q 0 g of the non-smooth function q 0 with the smooth function g. This can easily be obtained by using the development given in Equation (6) . Furthermore, one has
which is less than η/3 for ε small enough since q ε − q 0 converges uniformly to 0 on any compact subset of R + . And finally, from the choice of K η one has
Since η is arbitrary, one has thus obtained that the map s → p ε (s)q ε (s) converges in the sense of distributions on R + to the distribution given by the r.h.s. term of the statement of he proposition.
Remark 4
In the previous proof, the Lebesgue measure on R + has been used for the evaluation of the distribution on a smooth function with compact support in R + . Let us notice that the same result holds if the measure ds/s is chosen instead of the Lebesgue measure.
The derivation of integral (1)
In the next proposition, the function H (1) μ of the previous statement is replaced by the Bessel function J μ . Since H (1) μ = J μ + iY μ with J μ and Y μ real on R + , taking the real part of both sides of Equation (5) would lead to the result. However, since the real and the imaginary parts of the Gauss hypergeometric function are not very explicit, we prefer to sketch an independent proof.
