Abstract. We prove that a general homogeneous polynomial can be reconstructed up to a multiplicative constant factor from its partial derivatives, extending the property about determination of homogeneous polynomials by Jacobian ideals.
Introduction
The study of reconstruction of a "generic" homogeneous polynomial from its Jacobian ideal dates back to [1] and is closely related to the theory of variation of Hodge structures on projective hypersurfaces. It is given in [2] the precise meaning of the word "generic". After the Jacobian ideal, which is generated by first order partial derivatives, we continue to investigate ideals generated by partial derivatives of higher order. This article can thus be seen as a continuation of [2] .
Let S = C[x 0 , x 1 , · · · , x n ] denote the polynomial ring in n + 1 variables with coefficient in C, which is also the homogeneous coordinate ring of the n-dimensional complex projective space P n . It is a graded ring:
where S n,d is the vector space of homogeneous polynomials of degree d. Suppose f ∈ S n,d and k ≥ 0. Denote J k (f ) to be the graded ideal of S generated by all partial derivatives of f of order k and E k (f ) the degree (d − k) homogeneous component of J k (f ), namely, the vector space spanned by k-th order partial derivatives of f . For instance, J 1 (f ) is the Jacobian ideal of f , and J 2 (f ) is the Hessian ideal, J k (f ) are called higher Jacobians in general.
We have the following result, proved in [2] and restated in the following convenient form that we shall have in mind. Theorem 1.1. Given n ≥ 1 and d ≥ 3. Let f ∈ S n,d be such that the following two conditions are satisfied:
In this article, we prove similar properties for partial derivatives of higher order.
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. Our first result concerns the case when we have an equality.
For k ≥ 0, denote by U n,d (k) the following set:
, and is empty for k > d 2
. Our second result gives its non-emptiness for the remaining cases.
As a corollary, we obtain the following result.
In Section 2, we will give a proof of Theorem 1.2. The underlying idea of the proof is very simple: we show
The proof of Proposition 1.3 is given in Section 3. Corollary 1.4 gives a new, more elementary proof of determination of a general polynomial by its Jacobian ideal, compared with that given in [1] .
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Notations
The multi-index set:
Being subset of R n+1 , N n+1 admits three operations: addition, subtraction and scalar multiplication, defined as follows.
Denote by e j , j = 0, · · · , n the canonical basis of N n+1 :
with 1 in the j-th entry and 0 otherwise. Using this basis we may write
Moreover, there is also a partial order "≥" on N n+1 , defined by
As in the introduction, we denote S n,d the vector space of homogeneous polynomials of degree d. For f ∈ S n,d , the partial derivative of f of type I is defined as
By definition, E k (f ) is the vector subspace of S n,d−k spanned by all k-th order partial derivatives of f , i.e.,
Polynomials determined by higher order derivatives
In this section, we will give the proof Theorem 1.2. We begin with the following result.
Proof. The proof is almost obvious: if we are given a linear relation On the other hand, the assumption of dim E k (f ) implies that {D I+e 0 f : |I| = k − 1} are linearly independent, so a I = 0 for all I.
Induction on k gives the following obvious corollary.
As a second step for our proof of Theorem 1.2, we prove the following proposition.
Proof. We will show E k−1 (g) ⊆ E k−1 (f ). This is sufficient for our purpose because they have the same dimension by Corollary 2.2.
From E k (g) = E k (f ), we get a system of linear relations: for each I ∈ N n+1 with |I| = k,
Step 1: Differentiating equations. Fix I and 0 ≤ p ≤ n so that I ≥ e p . For any 0 ≤ q ≤ n, we will apply the equality D eq D I g = D ep D (I−ep)+eq g in (1); to this end, we obtain first
It follows from dim E k+1 (f ) = dim S n,k+1 that {D J f : |J| = k + 1} are linearly independent, hence from D eq D I g = D ep D (I−ep)+eq g, we finally obtain by comparing the coefficients of each term D J f that a I,J−eq = a I−ep+eq,J−ep for all |J| = k + 1. Here we use the convention a I,J−eq = 0 if J ≥ e q .
Since the above conclusion holds for any I, J, p, q with I ≥ e p , it follows that for all I, I
′ , p, q with |I| = |I ′ | = k and I ≥ e p , (2) a I,I ′ = a I−ep+eq,I ′ −ep+eq with a I,I ′ −ep+eq = 0 if I ′ + e q ≥ e p .
Step 2: Partial derivatives of order k−1. Now we consider partial derivatives of order k − 1. Let K ∈ N n+1 with |K| = k − 1, Euler formula gives
Plugging (1) into this equation, we obtain
Note that we deduce from (2) first of all that a K+ep,I ′ = 0 for I ′ ≥ e p , thus
or written in a more convenient way,
Now the relations (2) imply that a K+ep,K ′ +ep = a K+eq,K ′ +eq for any p, q = 0, · · · , n, therefore we obtain
Applying Euler formula
Since this holds for all K, we get
Now we can give a complete proof of Theorem 1.2.
2.4. Proof of Theorem 1.2. Under the conditions in Theorem 1.2, an induction argument on k using Proposition 2.3 and Corollary 2.2 gives E 0 (g) = E 0 (f ). By definition, E 0 (g) = C · g and E 0 (f ) = C · f , hence g is a constant multiple of f .
Linear independence of partial derivatives
Now we are at the position to prove Proposition 1.3. Clearly, it is equivalent the following result, which is also interesting for its own right. Step 1: Reduction. We first show that the proof can be reduced to the case d = 2k. Indeed, the cases k = 0, 1 are rather trivial. 
