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We study resonantly-paired s-wave superfluidity in a degenerate gas of two species (hyperfine
states labeled by ↑, ↓) of fermionic atoms when the numbers N↑ and N↓ of the two species are
unequal , i.e., the system is “polarized”. We find that the continuous crossover from the Bose-Einstein
condensate (BEC) limit of tightly-bound diatomic molecules to the Bardeen-Cooper-Schrieffer (BCS)
limit of weakly correlated Cooper pairs, studied extensively at equal populations, is interrupted by a
variety of distinct phenomena under an imposed population difference ∆N ≡ N↑−N↓. Our findings
are summarized by a “polarization” (∆N) versus Feshbach-resonance detuning (δ) zero-temperature
phase diagram, which exhibits regions of phase separation, a periodic FFLO superfluid, a polarized
normal Fermi gas and a polarized molecular superfluid consisting of a molecular condensate and a
fully polarized Fermi gas. We describe numerous experimental signatures of such phases and the
transitions between them, in particular focusing on their spatial structure in the inhomogeneous
environment of an atomic trap.
I. INTRODUCTION
A. Background and Motivation
One of the most exciting recent developments in the
study of degenerate atomic gases has been the observa-
tion1–9 of singlet paired superfluidity of fermionic atoms
interacting via an s-wave Feshbach resonance10–18.
A crucial and novel feature of such experiments is
the tunability of the position (detuning, δ) of the Fes-
hbach resonance, set by the energy of the diatomic
molecular (“closed-channel”) bound state relative to
the open-channel atomic continuum, which allows a
degree of control over the fermion interactions that
is unprecedented in other (e.g., solid-state) contexts.
As a function of the magnetic-field controlled detun-
ing, δ, fermionic pairing is observed to undergo the
Bose-Einstein condensate to Bardeen-Cooper-Schrieffer
(BEC-BCS) crossover19–29 between the Fermi-surface
momentum-pairing BCS regime of strongly overlap-
ping Cooper pairs (for large positive detuning) to the
coordinate-space pairing BEC regime of dilute Bose-
condensed diatomic molecules (for negative detuning).
Except for recent experiments30–35 that followed our
original work36, and a wave of recent theoretical37–83 ac-
tivity, most work has focused on the case of an equal
mixture of two hyperfine states (forming a pseudo-spin
1/2 system), observed to exhibit pseudo-spin singlet su-
perfluidity near an s-wave Feshbach resonance. Here we
present an extensive study of such systems for an unequal
number of atoms in the two pairing hyperfine states, con-
siderably extending results and calculational details be-
yond those reported in our recent Letter36. Associating
the two pairing hyperfine states with up (↑) and down (↓)
projections of the pseudo-spin 1/2, the density difference
δn = n↑ − n↓ between the two states is isomorphic to an
imposed “magnetization” m ≡ δn (an easily controllable
experimental “knob”), with the chemical potential dif-
ference δµ = µ↑ − µ↓ corresponding to a purely Zeeman
field h ≡ δµ/2.
This isomorphism makes a connection to a large body
of work in a related condensed-matter system, namely
BCS superconductors under an applied Zeeman magnetic
field, providing further motivation for our study. In con-
trast to a normal Fermi liquid that exhibits Pauli para-
magnetism, a conventional homogeneous BCS state84,85
at zero temperature remains unmagnetized until, at a
critical Zeeman field HZc , it is destroyed in a first-order
transition to the unpaired magnetized normal state. A
natural question is whether there can be a “compromise”
state that exhibits both pairing and nonzero magnetiza-
tion. One proposal for such a state dates back to work
of Fulde and Ferrell (FF)86 and Larkin and Ovchinnikov
(LO)87, and has been the subject of strong interest for
many years88–94, finding putative realizations in a vari-
ety of systems ranging from heavy-fermion superconduc-
tors95 to dense quark matter92,94. These so-called FFLO
states, theoretically predicted to be the ground state for
a narrow range of applied Zeeman field near the above-
mentioned transition, are quite unusual in that, while
exhibiting off-diagonal long-range order (i.e., superflu-
idity), they spontaneously break rotational and transla-
tional symmetry, forming a crystal of pairing order (i.e.,
a supersolid96–99) with lattice vectors Q ≈ kF↑ − kF↓,
where kFσ is the spin-σ Fermi wavevector.
The observation of such magnetized superfluidity in
condensed-matter systems has been elusive for a vari-
ety of reasons, primarily because an applied physical
magnetic field H couples not only to spin polarization
(i.e., the Zeeman effect) but also to the orbital motion
of charged electrons. The latter coupling leads to the
Meissner effect, in which a charged superconductor ex-
pels an externally applied magnetic field. For type I
superconductors, for sufficiently large H > Hc, the en-
ergy cost of expelling the field exceeds the condensation
energy of the superconducting state and the system is
driven normal via a first-order transition. Because this
2thermodynamic critical field Hc = ∆
√
4πN(ǫF) is much
smaller than100 the critical (Clogston limit84) Zeeman
field HZc = ∆
√
N(ǫF)/χP (where χP is the Pauli mag-
netic susceptibility), i.e., Hc/H
Z
c =
√
4πχP ≪ 1, in
condensed-matter systems the effects of a purely Zeeman
field are expected to be obscured by the orbital effects of
the physical applied magnetic field101. The effects of im-
purities88,91, that are always present in condensed-matter
systems, can further complicate the realization of FFLO
and other magnetized superfluid states (see, however, re-
cent work95).
In contrast, trapped atomic systems are natural set-
tings where paired superfluidity at a finite imposed
magnetic moment, ∆N = N↑ − N↓, can be experi-
mentally studied by preparing mixtures with different
numbers N↑, N↓ of two hyperfine-state species, with
the (Legendre-conjugate) chemical potential difference
δµ = µ↑ − µ↓ a realization of the corresponding effec-
tive (purely) Zeeman field.
Beyond the aforementioned isomorphism in the
weakly-paired BCS regime, atomic gases interacting via
a Feshbach resonance allow studies of magnetized paired
superfluidity as a function of Feshbach resonance de-
tuning across the resonance and deep into the strongly-
paired molecular BEC regime, inaccessible in condensed-
matter systems.
B. Theoretical framework and its validity
The goal of our present work is to extend the study
of s-wave paired resonant superfluidity to the case of
an unequal number of the two hyperfine-state species,
∆N/N = (N↑ − N↓)/N 6= 0, namely, to calculate the
phase diagram as a function of detuning, δ, and polar-
ization, ∆N/N (or, equivalently, the chemical potential
difference δµ).
An appropriate microscopic model of such a Feshbach-
resonantly interacting fermion system is the so-called
two-channel model10,24–26,29 that captures the dynam-
ics of atoms in the open channel, diatomic molecules
in the closed channel and the coupling between them,
which corresponds to the decay of closed-channel di-
atomic molecules into two atoms in the open channel.
As we will show, the model is characterized by a key
dimensionless parameter
γ =
√
8
π
√
Γ0
ǫF
, (1.1)
determined by the ratio of the Feshbach resonance width
Γ0 ≈ 4mµ2Ba2bgB2w/h¯2 (where µB is the Bohr magneton),
to the Fermi energy ǫF, and describes the strength of the
atom-molecule coupling that can be extracted from the
two-body scattering length observed13,17 to behave as
as = abg
(
1− Bw
B −B0
)
, (1.2)
as a function of the magnetic field B near the resonance
position B0. Equivalently, γ is the ratio of the inter-
atomic spacing n−1/3 (where n is the atom density) to the
effective range r0 characterizing the energy dependence
of two-body scattering amplitude in the open channel.
As was first emphasized by Andreev, Gurarie and Radz-
ihovsky26,29 in the context of pairing in an unpolarized
(symmetric) Fermi gas, in the limit of a vanishingly nar-
row resonance, γ → 0, the two-channel model is exactly
solvable by a mean-field solution. Consequently, for a fi-
nite but narrow resonance γ ≪ 1, the system admits a de-
tailed quantitative analytical description for an arbitrary
value of detuning (throughout the BEC-BCS crossover),
with its accuracy controlled by a systematic perturbative
expansion in γ.
This important observation also holds for asymmet-
ric mixtures with an arbitrary magnetization. Hence
in the narrow Feshbach resonance limit we can accu-
rately study this system by a perturbative expansion in
γ about a variational mean-field solution. To implement
this we compute the energy in a generalized BCS-like
variational state, and minimize the energy over the vari-
ational parameters. Explicitly, the variational state is
parametrized by the bosonic condensate order parameter
bQ, where Q is a center of mass wavevector that allows
for a periodically modulated condensate. Our choice of
the variational ground state is sufficiently rich as to in-
clude the normal state, the gapped singlet BCS state as
well as its molecular BEC cousin, a magnetized paired
superfluid state with gapless atomic excitations, a FFLO
state102,103, and inhomogeneous ground states that are
a phase-separated coexistence of any two of the above
pure states. Our variational ansatz is not , however, gen-
eral enough to allow for the very interesting possibility of
a uniform but anisotropic paired superfluid ground state,
e.g., a nematic superfluid45,49, nor of more exotic multi-Q
FFLO superfluids102,103.
Most of our work focuses on the narrow resonance
(γ ≪ 1) limit, studied within the two-channel model.
Although experiments do not lie in this regime, the anal-
ysis provides valuable and quantitatively trustworthy pre-
dictions for the behavior of the system (throughout the
phase diagram), at least in this one nontrivial limit. How-
ever, typical present-day experiments1–9 fall in a broad
Feshbach resonance, γ ≃ 101 − 104 ≫ 1, regime104 (see
Appendix A). To make contact with these experiments
we also extend our results to the broad resonance limit,
complementing our two-channel analysis with an effective
single-channel model. For a broad resonance, we can ig-
nore the dispersion of the closed-channel molecular mode
and integrate it out, thereby reducing the two channel
model to an effective single (open) channel model with
a tunable four-Fermi coupling related to the atomic s-
wave scattering length. Although in this broad resonance
regime our mean-field variational theory is not guaran-
teed to be quantitatively accurate, we expect that it re-
mains qualitatively valid. Indeed, we find a reassuring
qualitative consistency between these two approaches.
3Furthermore, to make detailed predictions for cold-
atom experiments we extend our bulk analysis to in-
clude a trap, VT (r). We do this within the local density
approximation (LDA). Much like the WKB approxima-
tion, this corresponds to using expressions for the bulk
system, but with an effective local chemical potential
µ(r) = µ − VT (r) in place of µ. The validity of the
LDA approximation relies on the smoothness of the trap
potential, namely that VT (r) varies slowly on the scale
of the longest physical length λ (the Fermi wavelength,
scattering length, effective range, etc.) in the problem,
i.e., (λ/VT (r))dVT (r)/dr ≪ 1. Its accuracy can be equiv-
alently controlled by a small parameter that is the ratio
of the single particle trap level spacing δE to the small-
est characteristic energy Ec of the studied phenomenon
(e.g, the chemical potential, condensation energy, etc.),
by requiring δE/Ec ≪ 1.
C. Outline
The rest of the paper is organized as follows. In Sec. II
we summarize our main results. In Sec. III, we re-
view the standard two-channel and one-channel models
of fermions interacting via an s-wave Feshbach resonance.
Focusing on a narrow resonance described by the two-
channel model, we compute the system’s ground state
energy in Sec. IV. By minimizing it we map out the
detuning-polarization phase diagram. Focusing first on
uniformly-paired states (i.e., ignoring the FFLO state),
we do this for the case of positive detuning (the BCS and
crossover regimes) in Sec. V, and for negative detuning
(the BEC regime) in Sec. VI, finding a variety of phases
and the transitions between them. In Sec. VII, we revisit
the positive-detuning regime to study the periodically-
paired FFLO state. In Sec. VIII, we complement our
analysis of the two-channel model with a study of the
one-channel model, finding an expected qualitative agree-
ment. To make predictions that are relevant to cold-atom
experiments, in Sec. IX we extend our bulk (uniform-
system) analysis to that of a trap. We conclude in Sec. X
with a discussion of our work in the context of recent
and future experiments and relate it to other theoretical
studies that have recently appeared in the literature. We
relegate many technical details to a number of Appen-
dices.
II. SUMMARY OF PRINCIPAL RESULTS
Having motivated our study and discussed its theoreti-
cal framework and validity, below we present a summary
of the main predictions of our work, thereby allowing a
reader not interested in derivations easy access to our re-
sults. As discussed above, the quantitative validity of our
calculations is guaranteed in the narrow resonance γ ≪ 1
limit, with all expressions given to leading order in γ.
Our results (summarized by Figs. 1-6) are naturally or-
ganized into a detuning-polarization phase diagram (see
Figs. 3 and 4) and our presentation logically splits into
predictions for a bulk system and for a trapped system.
A. Bulk system
In this somewhat theoretically-minded presentation of
our results, we focus on the two-channel description, out-
lining the system’s phenomenology as a function of de-
tuning, δ ≃ 2µB(B −B0) (with B0 the magnetic field at
which the Feshbach resonance is tuned to zero energy),
and chemical potential difference h, or imposed polariza-
tion ∆N/N .
1. BCS regime: δ ≫ 2ǫF
For large positive detuning, the closed-channel
molecules are energetically costly, and the atom density
is dominated by open-channel atoms, exhibiting a weak
attraction mediated by virtual closed-channel molecules.
Consequently, for a weak chemical potential difference
(or Zeeman field) h we find a standard s-wave singlet
(non-polarized) BCS superfluid ground state, that, as a
function of detuning, undergoes a BCS-BEC crossover
that is identical to the well-studied crossover at van-
ishing h. Deep in the BCS regime, for fixed chemical
potential µ, this singlet paired state becomes unstable
when the Zeeman field h overwhelms the superconduct-
ing gap ∆BCS(µ). For simplicity, for now ignoring the
FFLO state, the BCS superfluid then undergoes a first-
order transition to the partially-polarized normal Fermi
gas state at
hc(µ, δ) =
∆BCS(µ)√
2
, (2.1a)
= 4
√
2e−2µe−
δ−2µ
γ
√
ǫFµ , (2.1b)
consistent with established results first found by
Clogston84 and Sarma85. As is generically the case for
first-order transitions, thermodynamic quantities exhibit
jump discontinuities as h crosses hc. In particular, we
find the discontinuities in the atomic, molecular and to-
tal densities are, respectively,
∆na ≡ naSF − naN ≃
c∆2BCS√
µ
(
1− 1
2
ln
∆BCS
8e−2µ
)
> 0, (2.2a)
∆nm ≡ nmSF − nmN ≃
∆2BCS
g2
> 0, (2.2b)
∆n ≡ nSF − nN ,
≃ 2∆
2
BCS
g2
+
c∆2BCS√
µ
(
1− 1
2
ln
∆BCS
8e−2µ
)
> 0, (2.2c)
where naSF and n
a
N are the free atomic densities in the
superfluid and normal states, respectively, nmSF and n
m
N
are their molecular analogs and n is the total (whether
4free or paired) atom density. Here, c ≡ m3/2/√2π2h¯3 is
defined by the three-dimensional density of states N(ǫ) =
c
√
ǫ. The species imbalance (magnetization) m = (N↑ −
N↓)/V also exhibits a jump discontinuity
∆m ≡ mSF −mN ≃ −2chc√µ < 0, (2.3)
across hc.
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FIG. 1: (Color online) (a) Global phase diagram as a function
of Feshbach resonance detuning at fixed total atom number
N and chemical potential difference h within the two-channel
model, showing homogeneous superfluid (SF), magnetized su-
perfluid (SFM ), FFLO and spin-polarized normal (N) phases
as well as a regime of phase separation (PS, shaded). (b)
Zoom-in of the positive-detuning BCS regime, showing the
regime of phase separation (gray) and FFLO state (red on-
line). See Fig. 41 for a similar phase diagram within the one-
channel model. δˆ∗ ≡ δ∗/ǫF, δˆM ≡ δM/ǫF and the tricritical
point δˆc ≡ δc/ǫF indicate limiting detuning values for FFLO,
SFM and phase separated states, respectively.
In the more experimentally-relevant (to cold atoms)
fixed total atom number N ensemble, the density dif-
ference between the normal and superfluid states makes
it impossible for the normal state to satisfy the im-
posed number constraint immediately above hc1(N, δ) ≡
hc(µSF (N), δ). [Here, µSF,N are the superfluid (SF) and
normal (N) state chemical potentials corresponding to
the imposed N .] Consequently, we find that in the fixed
number ensemble the transition at hc opens up into a
coexistence region hc1(δ) < h < hc2(δ) in which the gas
is an inhomogeneous mixture of phase-separated super-
fluid and normal states, with respective volume fractions
x(h, δ) and 1− x(h, δ) varying according to
x(h, δ) =
n− nN [h, µc(h)]
nSF [δ, µc(h)]− nN [h, µc(h)] , (2.4)
to satisfy the imposed total atom number constraint
n = N/V = xnSF +(1−x)nN . Here, µc(h) is the critical
chemical potential as a function of h, implicitly given by
Eq. (2.1b), specifying the SF-N first-order phase bound-
ary. The coexistence region is bounded by hc2(δ) from
above, corresponding to a Zeeman field below which a
pure partially-polarized normal Fermi gas phase cannot
satisfy the imposed number constraint while remaining
the ground state.
A more careful analysis, that includes a periodically-
paired FFLO state in the variational ansatz, shows that,
in fact, deep in the BCS regime, for detuning δ > δ∗ ≈
2ǫF, the first-order transition is actually (from the singlet
BCS state) into a magnetized superfluid FFLO state. As
illustrated in Fig. 1b and consistent with many deep-BCS
studies86,87,89, we find that this fragile state only sur-
vives over a narrow sliver of Zeeman fields (or imposed
polarization),103 undergoing a continuous105–108 transi-
tion at hFFLO(δ) to a partially-polarized normal Fermi
gas ground state. Our work is an extension of these ear-
lier BCS studies to a varying detuning (controlling the
strength of the attractive interactions), with our main
result in this regime the location of the critical detuning
δ∗ ≈ ǫF
[
2− γ
2
ln(0.159γ)
]
, (2.5)
accurately predicted for a narrow resonance (γ ≪ 1),
below which the FFLO state is unstable for any h or ∆N .
As seen in Fig. 1b, above δ∗, deep in the BCS regime,
the boundaries hc1, hc2, and hFFLO display exponential
behavior [defining ∆F ≡ ∆BCS(ǫF)]:
hc1(δ) ≈ 1√
2
∆F exp
[− δ2∆2F
8γ2ǫ4F
]
, δ ≫ 2ǫF, (2.6a)
hc2(δ) ≈ 1√
2
∆F exp
[− δ∆2F
16γǫ3F
]
, δ ≫ 2ǫF, (2.6b)
hFFLO(δ) ≈ η∆F exp
[− η2δ∆2F
8γǫ3F
]
, δ ≫ 2ǫF, (2.6c)
never crossing with increasing detuning, the latter two
boundaries asymptoting to a ratio hFFLO/hc2 = η
√
2 ≈
1.066 previously found by Fulde and Ferrell86.
2. Crossover regime: 0 < δ < 2ǫF
As the detuning is lowered below approximately 2ǫF, it
becomes favorable (for low chemical potential difference
h) to convert a finite fraction of the Fermi sea (between
µ ≈ δ/2 and ǫF) into Bose-condensed molecules. Since in
this crossover regime the pairing strength (proportional
5to the growing molecular density) is no longer driven by
Fermi surface pairing and is therefore no longer exponen-
tially weak, the response to the chemical potential differ-
ence, h, (or the imposed polarization, ∆N) changes qual-
itatively from the weakly-paired BCS regime discussed
above.
Consequently, the FFLO state, driven by mismatched
Fermi-surface pairing, is no longer stable for δ < δ∗ [given
by Eq. (2.5)], leading to a direct first-order transition be-
tween a paired superfluid and a partially polarized nor-
mal Fermi gas (see Fig. 1).
As above, for imposed atom number the phase bound-
ary splits into a superfluid-normal coexistence region
bounded by hc1(δ) and hc2(δ). The lower boundary,
hc1(δ), is still determined by the value of the gap, ∆.
However, because the gap is in turn set by the molecu-
lar condensate ∆ = g
√
nm(δ), that in this regime is no
longer exponentially small but grows as a power-law with
detuning reduced below 2ǫF, hc1(δ) is also a power-law
in 2ǫF − δ. We note, however, that while hc1(δ) is sig-
nificantly larger than its exponentially small value in the
BCS regime, it nevertheless remains small compared to
µ for a narrow resonance, justifying a linear response (in
h) approximation for the normal-state energy near hc1.
The upper boundary, hc2(δ), (no longer in the lin-
ear Pauli-paramagnetic regime, i.e., hc2 6≪µ) is increased
even more dramatically beyond that of Eq. (2.6b), due
to the superfluid-normal density difference enhanced by
a large molecular density nm that here is a finite fraction
of the total atom density. This considerably spreads the
coexistence region for δ below 2ǫF, with hc1(δ) given by
hc1(δ) ≃ ǫF
√
γ
3
√
1− ( δ
2ǫF
)3/2
, δM < δ < 2ǫF, (2.7)
and the critical detuning δM given by
δM ≈ −1.24ǫF√γ. (2.8)
Here, hc2(δ) is implicitly given by
ǫ
3/2
F ≃
1
2
[(δ
2
+ hc2(δ)
)3/2
(2.9)
−(δ
2
− hc2(δ)
)3/2
Θ
(δ
2
− hc2(δ)
)]
, δ < 2ǫF,
which is well-approximated by
hc2(δ) ≃ 22/3ǫF − δ
2
, δ < 22/3ǫF, (2.10)
over most of the range of interest.
3. BEC regime: δ < 0
In the BEC regime, a new uniform magnetized super-
fluid (SFM ) phase appears, for detunings below δM , when
the population imbalance ∆N = N↑ − N↓ is imposed.
The SFM ground state consists of closed-channel singlet
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2h
δ
FIG. 2: (Color online) Plot of molecular scattering length
am(δ, h) [Eq. (2.14)], normalized to its value at h = 0, as a
function of 2h/|δ|.
molecules, with the remaining unpaired atoms forming a
fully-polarized Fermi sea that carries the imposed mag-
netization.
As illustrated in the phase diagram, Fig. 1, for δ < δM
a spin-singlet (unpolarized) molecular (BEC) superfluid
undergoes a second-order quantum phase transition at
hm(δ) ≈ |δ|/2, δ < δM , (2.11)
to the magnetized SFM superfluid. The transition turns
into a (sharp at low T ) crossover at any finite tempera-
ture, since then the magnetization is finite for arbitrarily
small h, even below hm. In the narrow-resonance limit,
the phase boundary hm(δ) is determined by the vanishing
of the majority-species chemical potential µ↑ = h−|δ|/2.
Physically, this corresponds to the condition that the gain
in the Zeeman energy −h∆N compensates the loss of the
molecular binding energy |δ|/2 per atom.
For intermediate negative detuning δc < δ < δM , upon
increasing the Zeeman field h the magnetized superfluid,
SFM , undergoes a first-order transition at hc(δ) [given
by the implicit Eq. (6.43b) in the main text]. In the
more experimentally-relevant fixed atom number N en-
semble this transition at hc(δ) opens up (as is standard
for a first-order transition) into a phase-separated region
of coexistence between the SFM and a fully-polarized nor-
mal atomic gas. This phase-separated regime is bounded
by
hc1(δ) ≈ 0.65|δ|, δc < δ < 0, (2.12)
hc2(δ) ≈ 22/3ǫF + |δ|
2
, δ < 0, (2.13)
that are continuations of the boundaries [Eqs. (2.6a),
(2.6b), (2.7) and (2.10)] found in the BCS and crossover
regimes above. We find that the SFM -phase separation
instability, initiated at hc1, is signaled by an enhanced
compressibility and a corresponding suppression (with
increasing h) of the molecular scattering length
am ≃ π
2ǫFγ
2
16
√
m|δ|3/2F4
(2h
|δ|
)
, (2.14)
6plotted in Fig. 2. The function F4(x) is defined in
Eq. (6.17) of the main text. In the narrow resonance
limit, γ ≪ 1, indeed hc1 is determined by the vanishing
of am, as given in Eq. (2.12) above.
As illustrated in Fig. 1a, for sufficiently large nega-
tive detuning, δ < δc, the hc1(δ) and hc2(δ) bound-
aries cross and the first-order SFM -N transition and the
corresponding phase-coexistence region are eliminated.
The SFM then undergoes a direct continuous transition
at hc2(δ) into a fully-polarized normal state.
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FIG. 3: (Color Online) Global phase diagram (a) as a function
of Feshbach resonance detuning at fixed population difference
∆N
N
=
N↑−N↓
N↑+N↓
. The regime of phase separation (PS) is gray,
and the FFLO regime (too thin to see on this scale) intervenes
along a thin line at positive detuning, indicated with a thick
dark (red online) line. (b) Zoom in of the BCS regime at
positive detuning showing the regime of phase separation and
the FFLO regime.
It is now straightforward to convert the phase diagram
and our other predictions to the more experimentally-
relevant ensemble of fixed total atom number N and
imposed atomic species difference (polarization) ∆N =
N↑ − N↓. As can be seen in Fig. 3, in this ensemble
for positive detuning (BCS and crossover regimes), the
singlet BCS superfluid is confined to the detuning axis,
and is unstable to phase separation and coexistence with
a normal atomic gas for any imposed population imbal-
ance. The upper boundary of the coexistence region and
the phase boundary of the FFLO phase are then respec-
tively given by
∆Nc2
N
≈ 3∆F
2
√
2ǫF
exp
[− δ∆2F
16γǫ3F
]
, (2.15)
∆NFFLO
N
≈ 3η∆F
2ǫF
exp
[− η2δ∆2F
8γǫ3F
]
. (2.16)
As seen from the phase diagram these two boundaries
cross at δ∗, thereby eliminating the FFLO state for lower
detuning. For a narrow Feshbach resonance (γ ≪ 1) at
even lower detuning (see Fig 3(a))
δp ≃ 22/3ǫF, (2.17)
the normalized critical polarization ∆Nc2/N reaches
unity according to
∆Nc2
N
≈ 1− ǫ−
3
2
F (δ − δp)3/2Θ(δ − δp). (2.18)
This implies that for these lower detunings, δ < δp, only a
fully polarized normal Fermi gas can appear. In contrast,
as illustrated in Fig. 4, for a broad resonance (large γ)
∆Nc2/N < 1, consistent with experiments
30 that find
∆Nc2/N ≈ 0.7 near unitarity.
For sufficiently negative detuning, δ < δM , the uniform
magnetic superfluid state, SFM , appears at low popula-
tion imbalance. For δc < δ < δM it becomes unstable to
phase separation and coexistence with the fully-polarized
atomic Fermi gas for ∆N > ∆Nc1, with
∆Nc1
N
≈ 0.029
( δ
ǫF
)3/2
. (2.19)
As this population imbalance is approached, the molec-
ular scattering length am(δ,∆N) drops precipitously
and the corresponding molecular condensate Bogoliubov
sound velocity
u(δ,∆N) ≃ u0(δ)
√
1− ∆NN
√
F4
(
1 + 2
5/3
|δˆ|
(
∆N
N
)2/3)
,
(2.20)
(where δˆ ≡ δ/ǫF) vanishes according to
u ∼ 0.38u0
(
1− ∆Nc1
N
)1/2(
1− ∆N
∆Nc1
)1/2
, ∆N → ∆Nc1.
(2.21)
Finally, for δ < δc, the SFM state is stable for any popula-
tion imbalance up to the fully polarized limit of ∆N = N ,
where it is identical to the fully polarized (single species)
Fermi gas.
B. Trapped system
To make a more direct connection with atomic-gas
experiments we summarize the extension of the above
bulk results to the case of a trapped gas. This is par-
ticularly simple to do in the case of a trap potential
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FIG. 4: Polarization ∆N/N vs. detuning ∝ − 1
kFas
phase
diagram of the one-channel model (appropriate for resonance
width γ → ∞) within mean-field theory showing regimes of
FFLO, superfluid (SF), magnetized superfluid (SFM ), and
phase separation (PS). Note that here (in contrast to a narrow
Feshbach resonance γ ≪ 1, Fig. 3) at unitarity, (kFas)−1 = 0,
the boundary between N and PS is at ∆N/N < 1, consistent
with experiments30.
that varies smoothly on the scale of the Fermi wave-
length, i.e., when the Fermi energy is much larger than
the trap level spacing, the regime of most atomic gas
experiments. In this regime, the trap potential can be
easily taken into account via the local density approxi-
mation (LDA). Namely, we treat the trapped system as
a locally uniform one (thereby taking advantage of our
bulk results), but with a local chemical potential given
by µ(r) = µ − VT (r). The true chemical potential µ
and chemical potential difference h still appear and are
determined by constraints of the total atom number N
and species imbalance ∆N . For simplicity we consider
an isotropic trap with VT (r) =
1
2mΩ
2
T r
2, but our results
can be easily generalized to an arbitrary anisotropic trap.
The phase transitions and coexistence discussed above
are strikingly accentuated by the trap. To see this,
note that (within the LDA approximation) the local phe-
nomenology of a trapped cloud is that of the bulk one at
an effective chemical potential µ(r). Hence, a radial slice
through a trapped cloud is an effective chemical potential
“scan” through the bulk-system phase diagram at fixed
µ and h (the latter displayed in the main text, Fig. 32).
Consequently, as we first predicted in our earlier pub-
lication36, a trapped cloud consists of a combination of
shells of the various superfluid and normal phases, with
the exact structure determined by the value of detuning
and population imbalance (or, equivalently, the Zeeman
field h). A critical value of the chemical potential µc sep-
arating two phases in the bulk system translates, within
LDA, into a critical radius rc, given by µ(rc) = µc (more
generally a hypersurface), that is the boundary between
two corresponding phase shells in a trapped gas.
More concretely, on the BCS side of the resonance
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FIG. 5: a) Local magnetization m(r) radial profile confined
to the normal outer shell of the cloud, r > rc, for coupling
(kF|as|)−1 = 1.5 and ∆NN = 0.15 (dashed) and ∆NN = 0.20.
(b) Sequence of shells, with increasing radius, implied by the
magnetization profiles in (a).
(ignoring for simplicity the narrow sliver of the FFLO
state), the normal and (singlet BCS-) SF phases trans-
late into two shells of a trapped cloud. Because the bulk
hc(µ) [see Eq. (2.1b)] is an increasing function of µ and
µ(r) is a decreasing function of r, the SF phase (that
in the bulk appears at high chemical potential and low
h) forms the cloud’s inner core of radius rc(δ, h,N) set
by hc(µ(rc)) = h. The normal phase forms the outer
shell with inner radius rc(δ, h,N) and outer shell radius
R0(δ, h,N) determined by the vanishing of the normal
phase chemical potential, µN (R0, δ, h,N) = 0. The re-
sulting magnetization density profile m(r), confined to
(and thereby vividly imaging) the outer normal shell, is
illustrated in Fig. 5a. Following our original prediction36,
this shell structure has recently been experimentally ob-
served in Refs. 30,31, and subsequently calculated theo-
retically by a number of groups.53,55,58,59
On the BEC side of the resonance, the appearance of
an additional phase, the SFM , allows for the possibility
of a triple-shell cloud structure SF→SFM→N with in-
creasing radius at low population imbalance (small h).
The inner (Rf1) and outer (RTF ) boundaries of the
SFM shell occur where the population imbalancem(r) be-
comes nonzero at the SF-SFM boundary and where the
molecular density nm(r) vanishes at the SFM -N bound-
ary, respectively. The radii of the shells are given by the
bulk critical fields hm(µ(Rf1)) = h and hc(µ(RTF )) = h.
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FIG. 6: a) Normalized molecular density n¯m(r) and normal-
ized magnetization m¯(r) of a trapped fermion gas as a func-
tion of radius r (normalized to the radius of the unpolarized
cloud, with parameters given in Sec. IXB). b) Schematic of
the sequence of shells, with increasing radius, implied by the
curves in (a).
The cloud’s radial profile for nm(r) andm(r) for this case
is illustrated in Fig. 6. For larger population imbalance
Rf1 is driven to zero, resulting in a double-shell SFM→N
structure. At even higher ∆N , RTF vanishes leading to
a fully polarized, normal cloud of radius Rf2.
Another interesting prediction of our work36 is the
possibility to realize in resonantly-interacting degenerate
Fermi gases the enigmatic FFLO state86,87. In an ideal-
ized box-like trap the molecular occupation distribution
nq = 〈b†qbq〉 of this inhomogeneous superfluid exhibits
finite momentum pairing peaks set by Fermi surface mis-
match Q(δ) ∼ kF↑ − kF↓
Q(δ) ≈
√
2λ∆BCS(ǫF)
h¯vF
, (2.22)
(here λ ≃ 1.200) corresponding to reciprocal lattice
vectors of this supersolid102. This will translate into
spontaneous Bragg peaks (observable by projecting onto
a molecular condensate1) appearing at h¯Qt/m in the
cloud’s shadow images after expansion time t, akin to
that exhibited by a superfluid released from a lattice po-
tential109, where, in contrast to the FFLO state, Bragg
peaks are explicitly induced by the periodicity of the op-
tical potential.
However, realistic magnetic and optical traps produce
a harmonic (more generally, power-law, rather than box-
like) confining potential, that leads to a large density
variation in the gas. Consequently, following the above
arguments, within LDA in a realistic trap the gas can
only exhibit a thin shell of FFLO phase, whose width
δr (among other parameters, N , ∆N , and δ) is set by
the inverse trap curvature and proportional to the dif-
ference in critical chemical potentials for the transition
into the FFLO and normal phases. Clearly, to resolve
the abovementioned Bragg peaks, the Bragg peak width
h¯/δr must be much smaller than Q, or, equivalently, the
FFLO shell width δr must be larger than the FFLO pe-
riod 2π/Q. Since FFLO state is confined to a narrow
sliver of the phase diagram and to be meaningful (i.e.,
LDA reliable) the shell width must be much larger than
the period 2π/Q, its direct observation in density pro-
files may be difficult for present-day experiments. Simi-
lar conclusions about the effect of the trap on the FFLO
phase have been found in recent work by Kinnunen et
al.53 that does not rely on the LDA approximation.
On the other hand, the identification of the FFLO
state through less direct probes maybe possible. For ex-
ample, its spontaneous breaking of orientational symme-
try for an isotropic trap should be detectable in noise
experiments110–112 sensitive to angle-dependence of pair-
ing correlations across a Fermi surface.
Furthermore, gapless atomic excitations available in
the FFLO and SFM states should be observable through
Bragg spectroscopy and reflected in thermodynamics
such as power-law (rather than nearly activated paired-
superfluid) heat capacity. The latter should also ex-
hibit a latent heat peak across the first-order SFM→N,
SF→FFLO, FFLO→N105, and SF→N phase transitions,
and a nearly mean-field singularity across the continuous
SF→SFM transition.
Finally, we note that our above results (that are quan-
titatively accurate at least in the narrow resonance limit)
show no evidence of a homogeneous but magnetized su-
perfluid near the unitary limit as → ∞, nor in the
BCS and crossover regimes defined by positive detuning.
We find unambiguously that this magnetized superfluid
phase only appears on the BEC side for sufficiently neg-
ative detuning, δ < δM , embodied in the SFM ground
state. We do, however, find that the corresponding in-
verse scattering length (kFasM )
−1 = −2δˆM/πγ shifts to-
ward the unitary limit with increased resonance width
(saturating at (kFasM )
−1 ≃ 1 within mean-field theory)
and upon increasing temperature. Whether this is suffi-
cient or not to explain the putative existence of such a
phase, as claimed in the Rice experiments31 (that were
based on an apparent observation, in the unitary limit,
of a critical population imbalance for the transition to
phase separation), remains an open question.
9III. TWO-CHANNEL MODEL OF S-WAVE
FESHBACH RESONANCE
The two-channel model of fermions interacting via an
s-wave Feshbach resonance, briefly discussed in Sec. IB,
describes open-channel fermions (cˆkσ) and closed-channel
molecular bosons (bˆq) coupled by molecule-atom inter-
conversion10,24–26,113. It is characterized by the following
model Hamiltonian:
H =
∑
k,σ
ǫkcˆ
†
kσ cˆkσ +
∑
q
(ǫq
2
+ δ0
)
bˆ†qbˆq
+
g√
V
∑
k,q
(
bˆ†qcˆk+ q
2
↓cˆ−k+ q
2
↑ + cˆ
†
−k+ q
2
↑cˆ
†
k+ q
2
↓bˆq
)
,(3.1)
where V is the system volume (that we shall generally
set to unity) ǫk ≡ k2/2m, m is the atom mass and the
“bare” detuning δ0 is related to the position of the Fesh-
bach resonance δ in a way that we determine below. The
molecule-atom interconversion term is characterized by a
coupling g that measures the amplitude for the decay of
a closed-channel s-wave singlet diatomic molecule into a
pair of open-channel fermions.
Although within some approximation the model H,
Eq. (3.1), can be derived from a more microscopic start-
ing point of purely fermionic atoms interacting via a van
der Waals potential and including exchange and hyper-
fine interactions (see e.g., Ref. 23), the model’s ultimate
justification is that, as we will show below, it reproduces
the Feshbach resonance phenomenology. Namely, for
positive detuning δ > 0 the model exhibits a resonance
at rest-energy δ, whose width is controlled by g, and ex-
hibits a true molecular bound state at negative detuning
δ < 0. Associated with the resonance the open-channel
s-wave scattering length as(δ) diverges and changes sign
as −1/δ, when the resonance at δ is tuned through zero
energy.
A. Scattering theory in the vacuum
The above properties follow directly from the scatter-
ing amplitude f0(E), that can can be easily computed ex-
actly for two atom scattering in the vacuum26,29. The lat-
ter follows from the T-matrix f0(E) = −(m/2πh¯2)T (E)
that, in a many-body language, is given by the diagram
in Fig. 7a, with the molecular propagator exactly given
by the RPA-like geometric series of fermion polarization
bubbles illustrated in Fig. 7b. With the details of the cal-
culations relegated to Appendix A (see also Refs. 26,29),
we find at low E
f0(E) = − h¯√
m
√
Γ0
E − δ + i√Γ0
√
E
, (3.2)
where δ is the renormalized (physical) detuning and Γ0
is a parameter characterizing the width of the resonance,
(a)
(b)
= +
FIG. 7: (a) Feynman diagram corresponding to the atom scat-
tering amplitude, with solid lines indicating atoms and the
single (double) dashed lines indicating the bare (full) molec-
ular propagator. (b) A self-consistent equation for the molec-
ular propagator.
respectively given by
δ = δ0 − g2
∫
d3p
(2πh¯)3
m
p2
, (3.3)
Γ0 ≡ g
4m3
16π2h¯6
. (3.4)
The integral in Eq. (3.3) is cut off by the ultraviolet scale
Λ ≃ 2π/d, set by the inverse size d of the closed-channel
(molecular) bound state, so that
δ = δ0 − g
2mΛ
2π2h¯2
, (3.5)
giving the relation between the bare and physical detun-
ing.
The s-wave scattering length114 as = −f0(0) is then
given by
as(δ) = −h¯
√
Γ0
m
1
δ
. (3.6)
Thus, to reproduce the experimentally observed depen-
dence of the scattering length on the magnetic field B,
Eq. (1.2), we take10 δ ≈ 2µB(B − B0), representing the
Zeeman energy splitting (at large two-atom separation)
between the open and closed channels. The relevant mag-
netic moment is naturally dominated by the two-atom
electronic spin state (hence the proportionality constant
of the Bohr magneton µB above), that is approximately
a singlet for the closed channel and a triplet for the open
channel. Detailed multi-channel calculations (see, e.g.,
Ref. 18) allow a more accurate determination of parame-
ters when necessary. Equating as in Eq. (3.6) with a
exp.
s ,
Eq. (1.2), allows us to determine the Feshbach resonance
energy width Γ0 (or equivalently the parameter g) aris-
ing in the model in terms of the experimentally measured
10
“width” Bw defined by the dependence of the scattering
length on B in Eq. (1.2):
Γ0 ≈
4mµ2Ba
2
bgB
2
w
h¯2
. (3.7)
The bound states of the model are determined by the
real negative-energy poles of f0(E), that can be shown
to appear only at negative detuning115, δ < 0. For small
negative detuning, |δ| ≪ Γ0, the pole is at low energy,
E ≪ Γ0, so that E in the denominator of f0(E) can be
neglected relative to
√
Γ0E. At more negative detuning,
|δ| ≫ Γ0, one can instead ignore the
√
Γ0E and the pole
is simply given by the detuning δ. Together these limits
give:
Ep(δ) ≈
{
− δ2Γ0 = − h¯
2
2ma2s
, for |δ| ≪ Γ0,
δ, for |δ| ≫ Γ0,
(3.8)
a standard result114 consistent with the observed phe-
nomenology of Feshbach resonances13,17. The complete
Ep(δ) interpolating between these limiting expressions is
given by
Ep(δ) = −Γ0
2
[
1 +
2|δ|
Γ0
−
√
1 +
4|δ|
Γ0
]
, (3.9a)
= − 2h¯
2
mr20
[
1 +
|r0|
as
−
√
1 +
2|r0|
as
]
, (3.9b)
obtained by solving the quadratic equation 1/f0(Ep) = 0.
In Eq. (3.9b) we expressed Ep in terms of the scatter-
ing length as and the effective range parameter r0 =
−2h¯/√mΓ0. We note in passing that, unlike the case of
a non-resonant short-range potential where r0 > 0 and
measures the range of the potential (hence the name),
here, for a resonant interaction, r0 < 0 is negative, with
its magnitude characterizing the closed-channel molecu-
lar lifetime τ ∼ h¯/√Γ0δ at positive detuning26,29. In
terms of as and r0 the scattering amplitude takes the
standard form114
f0(k) =
1
−a−1s + r0k2/2− ik
, (3.10)
where k =
√
2mrE/h¯
2 and mr = m/2 is the two-atom
reduced mass.
As can be seen by analyzing Eq. (3.2), the physical
bound state disappears115 for positive δ. However, as
illustrated in Fig. 8, a positive energy resonance does
not appear until δ reaches the threshold value of δ∗ =
Γ0/2, corresponding to |as(δ∗)| = |r0|. This absence of
a resonance for a range of positive detuning 0 < δ < δ∗
is a property unique (due to the absence of a centrifugal
barrier) to an s-wave resonance, contrasting with finite
angular momentum resonances29,116.
For larger positive detuning, δ > Γ0/2 (|as| < |r0|), a
finite-width resonance appears at a complex Ep(δ) given
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FIG. 8: Plot of the negative-energy bound-state [E < 0,
Eq. (3.9b)] and positive-energy resonance [E > 0, Eq. (3.12a)]
positions as a function of −|r0|/as.
by
Ep(δ) = Er(δ)− iΓ(δ), (3.11)
with
Er(δ) = δ − 1
2
Γ0 =
2h¯2
mr20
( |r0|
|as| − 1
)
, (3.12a)
Γ(δ) =
Γ0
2
√
4δ
Γ0
− 1 = 2h¯
2
mr20
√
2|r0|/|as| − 1, (3.12b)
where the imaginary part Γ measures the resonance
width (i.e., molecular decay rate is Γ/h¯).
B. Scattering at finite density: small parameter
As already discussed in the Introduction, at finite den-
sity n = k3F/3π
2 the two-channel model admits a dimen-
sionless parameter γ ∝ 1/(kF|r0|) that is the ratio of the
average atom spacing n−1/3 to the effective range. The
parameter γ controls a perturbative expansion (about an
exactly solvable non-interacting g = 0 limit) of any phys-
ical quantity and is given by
γ ≡ g
2N(ǫF)
ǫF
=
√
8
π
√
Γ0
ǫF
=
g2c√
ǫF
=
8
π
1
kF|r0| , (3.13)
related to the ratio of the Feshbach resonance width (con-
trolled by the atom-molecule coupling g) to the Fermi en-
ergy. The key observation is that γ is independent of the
scattering length as and detuning δ, and as such, once set
small, remains small throughout the crossover, even for
a Feshbach resonance tuned through zero. Hence, two-
channel model predictions for a narrow Feshbach reso-
nance, (defined by γ ≪ 1, i.e., width of the resonance
much smaller than the Fermi energy) are quantitatively
accurate throughout the BEC-BCS crossover.
This contrasts qualitatively with a one-channel model
characterized by a dimensionless gas parameter na3s that
diverges for a Feshbach resonance tuned to zero (i.e., “on
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resonance”) and therefore does not exhibit a small ex-
pansion parameter throughout the crossover.
The dimensionless parameter γ naturally emerges in a
perturbative expansion in atom-molecule coupling. More
physically, it can also be deduced by estimating the
ratio of the energy associated with the atom-molecule
Feshbach-resonance interaction to the kinetic energy, i.e,
the non-interacting part of the Hamiltonian Eq. (3.1).
To see this note that the atom-molecule coupling energy
EFR per atom scales like
EFR ∼ gn1/2, (3.14)
where we estimated the value of bˆ(r) by bˆ ∼ √n. This in-
teraction energy is to be compared to the non-interacting
part of the Hamiltonian, i.e., the kinetic energy per atom
E0 ∼ ǫF , (3.15)
with the square of the ratio
γ ∼ (EFR/E0)2, (3.16)
∼ g2n/ǫ2F, (3.17)
giving the scale of the dimensionless parameter γ in
Eq. (3.13).
Another instructive way to estimate the interaction
strength and to derive the dimensionless coupling that
controls perturbation theory is to integrate out (in a
coherent-state path-integral sense) the closed-channel
molecular field b(r) from the action. As b(r) couples to
atoms only linearly this can be done exactly by a simple
Gaussian integration. The resulting action only involves
fermionic atoms that interact via an effective four-Fermi
dispersive vertex. After incorporating fermion-bubble
self-energy corrections of the T-matrix the latter is given
by Tk = (4πh¯
2/m)fµ(k) ≈ (4πh¯2/m)f0(kF), with a key
factor that is the finite-density analog of the scattering
amplitude, f0(k), Eq. (3.10). To gauge the strength of
the molecule-mediated interaction energy we compare the
interaction per atom (4πh¯2/m)f0(k)n to the kinetic en-
ergy per atom ǫF. Hence the dimensionless coupling that
is a measure of the atomic interaction is
λˆk ≡ (4πh¯2/m)|f0(kF)|n/ǫF, (3.18)
∼ kF |f0(kF )|, (3.19)
dropping numerical prefactors. At large detuning (i.e.,
deep in the BCS regime) λˆk ∼ kF|as| ≪ 1 and the theory
is perturbative in λˆk. However, as detuning is reduced
|as(δ)| and λˆk(δ) grow, and close to the resonance a−1s
may be neglected in the denominator of Eq. (3.10). In
this regime, the coupling saturates at λˆ∞k :
λˆ∞k ∼
kF
|r0k2F/2− ikF|
, (3.20)
whose magnitude crucially depends on the dimensionless
ratio γ ∝ 1/(kF |r0|), with
λˆ∞k ∼
{
1
r0kF
, for |r0|kF ≫ 1,
1, for |r0|kF ≪ 1.
(3.21)
Hence, in contrast to two-particle vacuum scattering, in
which the cross section diverges when the Feshbach reso-
nance is tuned to zero energy, at finite density, for suffi-
ciently large as, the effective coupling λˆk ceases to grow
and saturates at λˆ∞k , with the saturation value depend-
ing on whether this growth is cut off by the atom spacing
1/kF or the effective range r0. The former case corre-
sponds to a narrow resonance [γ ∝ (|r0|kF)−1 ≪ 1], with
the interaction remaining weak (and therefore perturba-
tive) throughout the BCS-BEC crossover, right through
the strong-scattering 1kF|as| = 0 point. In contrast, in
the latter wide-resonance case [γ ∝ (|r0|kF)−1 ≫ 1], suf-
ficiently close to the unitary point 1/as = 0 the effective
coupling λˆ∞k , Eq. (3.21), grows to O(1) precluding a per-
turbative expansion in atom interaction near the unitary
point.
C. Relation to single-channel model
In this latter broad-resonance limit, of relevance to
most experimentally-realized Feshbach resonances to
date, the r0k
2 contribution to the dispersion (arising from
the molecular kinetic energy) of the effective coupling
λˆk can be neglected and one obtains an effective single
(open-) channel description.
The reduction to a single-channel model in the broad
resonance limit can be executed in an operator formal-
ism, with the derivation becoming exact in the infinite
Feshbach resonance width (γ →∞) limit28. The expres-
sion for the scattering length
1
as
= −4πh¯
2
mg2
(
δ0 − g
2mΛ
2π2h¯2
)
, (3.22)
obtained from Eqs. (3.4), (3.5), and (3.6) dictates that
a proper transition to the broad resonance limit corre-
sponds to g → ∞ while adjusting the bare detuning ac-
cording to
δ0 = −g
2
λ
, (3.23)
such that the physical scattering length as remains fixed.
This allows us to trade the bare detuning δ0 and coupling
g for a new coupling λ that physically corresponds to a
non-resonant attractive interaction depth29 that can be
used to tune the scattering length. Inserting Eq. (3.23)
into H, Eq. (3.1), we obtain (V = 1):
H =
∑
k,σ
ǫkcˆ
†
kσ cˆkσ +
∑
q
(ǫq
2
− g
2
λ
)
bˆ†qbˆq
+g
∑
k,q
(
bˆ†qcˆk+ q
2
↓cˆ−k+ q
2
↑ + cˆ
†
−k+ q
2
↑cˆ
†
k+ q
2
↓bˆq
)
,(3.24)
The corresponding Heisenberg equation of motion gov-
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erning the molecular field bˆq dynamics is given by
˙ˆ
bq = − i
h¯
[
bˆq,H
]
, (3.25a)
= − i
h¯
[(ǫq
2
− g
2
λ
)
bˆq + g
∑
k
cˆ
k+ q
2
↓cˆ−k+ q
2
↑
]
. (3.25b)
Now, in the large g → ∞ limit (keeping λ fixed) the
molecular kinetic energy term ∝ ǫq/2 on the right and
the
˙ˆ
bq term on the left are clearly subdominant, reducing
the Heisenberg equation to a simple constraint relation
bˆq =
λ
g
∑
k
cˆ
k+q
2
↓cˆ−k+q
2
↑. (3.26)
Hence, we see that in the extreme broad-resonance limit
the molecular field’s dynamics is “slaved” to that of pairs
of atoms according to Eq. (3.26). Substituting this con-
straint into the Hamiltonian, Eq. (3.24), allows us to
eliminate the closed-channel molecular field in favor of
a purely open-channel atomic model with the Hamilto-
nian
H =
∑
k,σ
ǫkcˆ
†
kσ cˆkσ + λ
∑
kqp
cˆ†k↑cˆ
†
p↓cˆk+q↓cˆp−q↑, (3.27)
where we redefined the momenta in the interaction term
to simplify the final expression.
For future reference, we note that the scattering length
in the one-channel model, when expressed in terms of the
coupling λ [by combining Eqs. (3.3) and (3.6)], is
m
4πash¯
2 =
1
λ
+
∫
d3k
(2πh¯)3
1
2ǫk
, (3.28)
a well-known formula that can also be derived from the
Hamiltonian Eq. (3.27) directly. Evaluating the momen-
tum integral (cut off at Λ) gives the scattering length in
the one-channel model
as(λ) =
π
2Λ
λ
λ+ 2π2h¯2/mΛ
, (3.29)
whose behavior is controlled by the new coupling λ, with
as(λ) diverging at λ0 = −2π2h¯2/mΛ.
A clear advantage of the one-channel model is that, as
shown above, it naturally emerges as the correct Hamil-
tonian in the experimentally-relevant case of a wide res-
onance, γ ≫ 1. However, a notable disadvantage is
that, in the most interesting regime of a Feshbach res-
onance tuned to zero energy, its dimensionless gas pa-
rameter kF|as| → ∞, precluding a controlled perturba-
tive calculation throughout the crossover. Thus, in this
manuscript we shall first compute using the two-channel
model that is under more stringent theoretical control,
obtaining results that are quantitatively accurate for a
narrow resonance and qualitatively accurate for a wide
resonance. Then, with these well-controlled results as
a guide, we shall re-derive the properties of the system
within (an uncontrolled) mean-field theory on the single-
channel model, obtaining qualitative agreement with the
results of the two-channel model.
IV. TWO-CHANNEL MODEL AT FINITE
ATOM DENSITY: GROUND STATE ENERGY
Having introduced the two-channel model of fermionic
atoms interacting via an s-wave Feshbach resonance, we
now study its ground state at finite atom density. We
work in the grand-canonical ensemble by introducing two
chemical potentials
µ↑ = µ+ h, (4.1a)
µ↓ = µ− h, (4.1b)
that tune the densities nσ of atoms in hyperfine spin
states σ =↑, ↓. Comprised of two opposite-spin fermions,
the molecular density is controlled by the sum 2µ =
µ↑ + µ↓ of the two chemical potentials. The appropri-
ate grand-canonical Hamiltonian is then given by
H = H−
∑
k,σ
µσ cˆ
†
kσ cˆkσ − 2µ
∑
q
bˆ†qbˆq. (4.2)
Equivalently, it can be written in terms of the total chem-
ical potential µ, that tunes the total (open and closed
channel) atom number N and the chemical potential
difference, δµ = µ↑ − µ↓, or equivalently Zeeman field
h = δµ/2, that tunes the polarization (difference in the
two atom species) ∆N = N↑ −N↓:
H = H− µNˆ − h(∆Nˆ), (4.3)
Nˆ ≡
∑
k,σ
cˆ†kσ cˆkσ + 2
∑
q
bˆ†qbˆq, (4.4)
∆Nˆ ≡
∑
k
(
cˆ†k↑cˆk↑ − cˆ†k↓cˆk↓
)
, (4.5)
with Nˆ the total atom number operator and ∆Nˆ ≡
Nˆ↑ − Nˆ↓ the species asymmetry operator; their expec-
tation values are the imposed total atom number N and
polarization (magnetic moment) ∆N . We shall also find
it useful to define the magnetization via
m = (N↑ −N↓)/V, (4.6)
with V the system volume. For future reference, we note
that the polarization is related to m by
∆N
N
=
m
n
, (4.7)
with n = (N↑ +N↓)/V the total atom density.
Combining Eq. (4.2) with Eq. (3.1) then yields the two-
channel model in the grand-canonical ensemble:
H =
∑
k,σ
(ǫk − µσ)cˆ†kσ cˆkσ +
∑
q
(ǫq
2
+ δ0 − 2µ)bˆ†qbˆq
+
g√
V
∑
k,q
(
bˆ†qcˆk+ q
2
↓cˆ−k+ q
2
↑ + cˆ
†
−k+ q
2
↑cˆ
†
k+ q
2
↓bˆq
)
, (4.8)
where henceforth we shall generally set V = 1. We an-
alyze this model, Eq. (4.8), via a variational mean-field
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treatment that, as discussed at length above, is quantita-
tively accurate for a narrow Feshbach resonance with cor-
rections controlled by powers of γ ≪ 1. We parametrize
the variational state by the value of a single complex
field BQ, that dominates the expectation value of the
molecular operator bˆq according to BQ = 〈bˆQ〉. Such
a variational state captures a number of possible pure
ground states depending on BQ, such as: (i) a normal
Fermi gas, with BQ = 0, (ii) a uniform (BEC-BCS) sin-
glet superfluid, with BQ=0 6= 0, (iii) a periodically mod-
ulated FFLO superfluid, a supersolid, with BQ6=0 6= 0,
that in real space is characterized by a condensate102
B(r) = BQe
iQ·r. In addition, we will admit the impor-
tant possibility of an inhomogeneous coexistence of a pair
of these ground states, that, as we will see, arises over a
large portion of the detuning-polarization phase diagram
(Fig. 3).
The grand-canonical Hamiltonian corresponding to
this class of variational states is given by
H =
∑
k,σ
(ǫk − µσ)cˆ†kσ cˆkσ +
(ǫQ
2
+ δ0 − 2µ)|BQ|2
+g
∑
k
(
B∗Qcˆk+Q
2
↓cˆ−k+Q
2
↑ + cˆ
†
−k+Q
2
↑cˆ
†
k+Q
2
↓BQ
)
.(4.9)
Its quadratic form in atomic operators, cˆkσ, cˆ
†
kσ, allows
for an exact treatment, leading to a ground state energy
EG[BQ], that we compute below using two complemen-
tary approaches, via Green functions and via a canonical
transformation method. The subsequent minimization of
EG[BQ] then unambiguously determines the phase be-
havior (i.e. Figs. 1 and 3) as a function of detuning and
Zeeman field, or equivalently, the polarization.
A. Green-function approach
In this subsection we compute the ground state energy
of H , Eq. (4.9), by simply calculating the average
EG = 〈BQ|H |BQ〉, (4.10a)
=
(ǫQ
2
+ δ0 − 2µ)|BQ|2 + 〈BQ|Hf |BQ〉, (4.10b)
in the variational state |BQ〉 labeled by BQ, where Hf =
HK +HF is the fermion part of the Hamiltonian with its
kinetic and Feshbach resonance parts given by
HK =
∑
k,σ
(ǫk − µσ)cˆ†kσ cˆkσ, (4.11a)
HF =
∑
k
(
∆∗Qcˆk+Q
2
↓cˆ−k+Q
2
↑+ cˆ
†
−k+Q
2
↑cˆ
†
k+Q
2
↓∆Q
)
,(4.11b)
with the pair field ∆Q ≡ gBQ.
These averages can be computed from the fermion
Green function, which can be easily obtained from the
coherent-state action, Sf . The latter is constructed from
Hf in a standard way
117, using the fermion anticommu-
tation rules
{cˆkσ, cˆ†k′σ′} = δσ,σ′δk,k′, (4.12)
by first writing Hf in the Bogoliubov-de Gennes form
Hf =
∑
k
Ψˆ†(k)
(
ξ−k+Q
2
↑ ∆Q
∆∗Q −ξk+Q
2
↓
)
Ψˆ(k)
+
∑
k
ξ
k+Q
2
↓, (4.13)
where ξkσ ≡ ǫk − µσ and the Nambu spinor
Ψˆ(k) ≡

cˆ−k+Q2 ↑
cˆ†
k+Q
2
↓

 . (4.14)
Note that, to get Eq. (4.13) in this desirable matrix form,
the components of the Nambu spinor are defined with
momentum-shifted arguments. From Eq. (4.13) we con-
struct a coherent-state path integral for the partition
function Z =
∫
DΨDΨ† exp[−Sf ], with effective action
[with ωn = πT (2n + 1) the fermionic Matsubara fre-
quency; here h¯ = 1]
Sf = −
∑
ωn
∑
k
Ψ†α(k, ωn)G
−1
αβ(k, ωn)Ψβ(k, ωn), (4.15)
where
Ψ(k, ωn) ≡ 1√
β
∫ β
0
dτeiωnτΨ(k, τ), (4.16)
is an anticommuting Grassman field and
G−1αβ(k, ωn) = −
(
−iωn + ξ−k+Q
2
↑ ∆Q
∆∗Q −iωn − ξk+Q
2
↓
)
.
(4.17)
From Eqs. (4.15) and (4.17) the Green function
Gαβ(k, ωn) [obtained by inverting Eq. (4.17)]
Gαβ(k, ωn) =
1
(iωn − ξk−Q
2
↑)(iωn + ξk+Q
2
↓)− |∆Q|2
×
(
iωn + ξk+Q
2
↓ ∆Q
∆∗Q iωn − ξk−Q
2
↑
)
, (4.18)
is easily related to averages of the fermion fields through
a Gaussian integration, giving
−Gαβ(k, ωn) = 〈Ψα(k, ωn)Ψ†β(k, ωn)〉, (4.19)
=

〈cˆ−k+Q2 ,−ωn↑cˆ†−k+Q2 ,−ωn↑〉 〈cˆ−k+Q2 ,−ωn↑cˆk+Q2 ,ωn↓〉
〈cˆ†
k+Q
2
,ωn↓cˆ
†
−k+Q
2
,−ωn↑〉 〈cˆ
†
k+Q
2
,ωn↓cˆk+Q2 ,ωn↓
〉

 .
Armed with expressions Eq. (4.19) and (4.18), the
averages in 〈BQ|HF |BQ〉 can be easily computed. Spe-
cializing to the zero temperature limit (continuous ωn,
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with Matsubara sums replaced by integrals), with details
relegated to Appendix B, we find:
〈HK〉 =
∑
k
εk +
∑
k
ε2k
Ek
[
Θ(−Ek↑)−Θ(Ek↓)
]
+
∑
k
(k ·Q
2m
+ h
)[
1−Θ(−Ek↑)−Θ(Ek↓)
]
,(4.20a)
〈HF 〉 =
∑
k
|∆Q|2
Ek
[
Θ(−Ek↑)−Θ(Ek↓)
]
, (4.20b)
where Θ(x) is the Heaviside step function and Ekσ is the
excitation energy for hyperfine state σ with (taking ∆Q
real)
εk ≡ k
2
2m
− µ+ Q
2
8m
, (4.21a)
Ek ≡ (ε2k +∆2Q)1/2, (4.21b)
Ek↑ ≡ Ek − h− k ·Q
2m
, (4.21c)
Ek↓ ≡ Ek + h+ k ·Q
2m
. (4.21d)
Combining Eqs. (4.20a) and (4.20b) with Eq. (4.10b),
we thus have the following expression for the mean-field
ground-state energy EG(∆Q,Q):
EG(∆Q,Q) =
(ǫQ
2
+ δ0 − 2µ
)∆2Q
g2
−
∑
k
(Ek − εk)
+
∑
k
Ek
(
1 + Θ(−Ek↑)−Θ(Ek↓))
)
+
∑
k
(k ·Q
2m
+ h
)(
1−Θ(−Ek↑)−Θ(Ek↓)
)
, (4.22)
which can be put in the simpler form
EG(∆Q,Q) =
(ǫQ
2
+ δ0 − 2µ
)∆2Q
g2
−
∑
k
(Ek − εk)
+
∑
k
[
Ek↑Θ(−Ek↑) + Ek↓Θ(−Ek↓)
]
. (4.23)
Using the Green function Eq. (4.18), together with
Eq. (4.19), the expectation values of the total atom num-
ber 〈Nˆ〉 and the number difference (magnetic moment)
〈∆Nˆ〉, can also be computed:
N =
2∆2Q
g2
+
∑
k
(〈cˆ†k↑cˆk↑〉+ 〈cˆ†k↓cˆk↓〉), (4.24)
=
2∆2Q
g2
+
∑
k
(
1− εk
Ek
[Θ(Ek↑)−Θ(−Ek↓)]
)
,(4.25)
∆N =
∑
k
(〈cˆ†k↑cˆk↑〉 − 〈cˆ†k↓cˆk↓〉), (4.26)
=
∑
k
(
Θ(−Ek↑)−Θ(−Ek↓)
)
. (4.27)
These expressions will be important for eliminating the
chemical potentials appearing in EG in favor of the
experimentally-controlled atom number N and polariza-
tion ∆N/N .
Equation (4.23) is quite general, encompassing (as
noted above) both uniform and periodic FFLO-type
paired states as well as an unpaired normal state.
In various limits, however, it simplifies considerably.
In Appendix C we review the most well-studied such
limit, namely the conventional equal-population BEC-
BCS crossover at h = 0 and Q = 0.
With our primary result Eq. (4.23) in hand, the re-
mainder of the paper is conceptually straightforward,
simply amounting to minimizing EG(BQ) over BQ and
Q to find their optimum values as a function of detun-
ing δ, polarization ∆N (or h) and total atom number N
(or µ). Although this can be done numerically, consider-
able insight is obtained by approximate analytic analysis,
possible for a narrow Feshbach resonance, γ ≪ 1. Before
turning to this, in the next subsection we present another
derivation of EG(BQ), Eq. (4.23).
B. Canonical transformation approach
In this subsection, we present an alternate derivation of
Eq. (4.23) for EG, using only the canonical commutation
relations of the fermion operators cˆkσ. As in the preced-
ing subsection, we focus on the fermion portion Hf of the
total Hamiltonian, with the starting point Eq. (4.13):
Hf =
∑
k
Ψˆ†(k)Hˆf Ψˆ(k) +
∑
k
ξ
k+Q
2
↓, (4.28)
Hˆf ≡
(
ξ−k+Q
2
↑ ∆Q
∆Q −ξk+Q
2
↓
)
, (4.29)
where without loss of generality we have taken ∆Q real.
The matrix Hˆf can be diagonalized using the unitary
matrix Uˆ
Uˆ =
(
uk vk
vk −uk
)
. (4.30)
Here, the coherence factors
uk =
1√
2
√
1 +
εk
Ek
, (4.31a)
vk =
1√
2
√
1− εk
Ek
, (4.31b)
are analogues of those appearing in BCS theory118–120,
whose form is constrained to preserve the canonical com-
mutation relations, Eq. (4.12), that require u2k + v
2
k = 1.
Since, by construction, the left and right columns of Uˆ are
the eigenvectors of Hˆf (with eigenvalues Ek↑ and −Ek↓,
respectively), this accomplishes a diagonalization of Hf
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in Eq. (4.28). We find:
Hf =
∑
k
(
αˆ†
k↑ αˆk↓
)(
Ek↑ 0
0 −Ek↓
)(
αˆk↑
αˆ†k↓
)
+
∑
k
ξ
k+Q
2
↓, (4.32)
with the Bogoliubov (normal mode) operators αˆkσ fol-
lowing from the operation of Uˆ on the Nambu spinor
Eq. (4.14):
αˆk↑ = ukcˆ−k+Q
2
↑ + vk cˆ
†
k+Q
2
↓, (4.33a)
αˆ†k↓ = vk cˆ−k+Q
2
↑ − ukcˆ
†
k+Q
2
↓. (4.33b)
Thus, using {αˆk↓, αˆ†k↓} = 1, we have
Hf =
∑
k
(
Ek↑αˆ
†
k↑αˆk↑ + Ek↓αˆ
†
k↓αˆk↓
)
+
∑
k
(
ξ
k+Q
2
↓ − Ek↓
)
. (4.34)
Recall that our aim is to compute the ground-state en-
ergy. If it were true that Ek↑ and Ek↓ were both positive,
the first two terms in Eq. (4.34) would simply count the
excitation energy associated with the excitation quanta
αˆkσ (Bogoliubov quasiparticles) above the ground state
defined as the vacuum of αˆkσ particles, i.e., αˆkσ|BQ〉 = 0.
This would also allow an immediate identification of the
constant part of Hf [the second line of Eq. (4.34)] with
the fermion contribution EGf = 〈HK〉 + 〈HF 〉 to the
ground-state energy.
However, because the energiesEkσ are not positive def-
inite, the second line of Eq. (4.34) is not the ground state
energy when either of Ekσ < 0. It is nonetheless possible
to write Hf as a sum of the excitation and ground-state
energies. To this end, we use step functions to separate
the sum over momenta into regions that have Ekσ > 0
and Ekσ < 0:∑
k
Ekσαˆ
†
kσαˆkσ =
∑
k
[
EkσΘ(Ekσ)αˆ
†
kσαˆkσ
+EkσΘ(−Ekσ)(1 − αˆkσαˆ†kσ)
]
, (4.35)
where, for the momenta satisfying Ekσ < 0, we used
the anticommutation relation {αˆkσ, αˆ†kσ} = 1. Using
Eq. (4.35), we can write Hf as
Hf =
∑
kσ
(
EkσΘ(Ekσ)αˆ
†
kσαˆkσ − EkσΘ(−Ekσ)αˆkσαˆ†kσ
)
+EGf , (4.36)
with
EGf ≡
∑
k
(
Ek↑Θ(−Ek↑) + Ek↓Θ(−Ek↓)
+ξ
k+Q
2
↓ − Ek↓
)
. (4.37)
With these manipulations, each pair of operators in the
sum in the first line of Eq. (4.36) by construction multi-
plies a positive excitation energy that is |Ekσ|. Thus, they
represent excitations above the ground state with the
fermion part of the ground state energy given by 〈Hf 〉 =
EGf . Using the definitions of Ekσ (and
∑
k k ·Q = 0), it
is straightforward to see that EGf agrees with the result
from the preceding subsection, i.e., 〈HK〉+ 〈HF 〉:
EGf =
∑
k
(εk−Ek)+
∑
k
(
Ek↑Θ(−Ek↑)+Ek↓Θ(−Ek↓)
)
,
(4.38)
which is our result for the fermion contribution to the
ground-state energy EG(BQ), Eq. (4.23).
This method for computing the ground-state energy
has the additional benefits that (i) it provides a physical
interpretation to the step functions appearing in EG(BQ)
and (ii) it allows a straightforward computation of the
fermion ground-state wavefunction |BQ〉 that we now de-
rive. Clearly, |BQ〉 must be annihilated by the excitation
part Hef of the Hamiltonian Hf :
Hef ≡
∑
kσ
(
EkσΘ(Ekσ)αˆ
†
kσαˆkσ − EkσΘ(−Ekσ)αˆkσαˆ†kσ
)
.
(4.39)
The step functions divide the momentum sum into three
regions: (1) k such that Ek↑ > 0 and Ek↓ > 0, (2) k such
that Ek↑ < 0 and (3) k such that Ek↓ < 0. From the
explicit expressions Eqs. (4.21c) and (4.21d) it is easy
to see that the Ekσ cannot both be negative; thus, these
are the only three possibilities.
Consider momenta such that condition (1) is satisfied,
which we denote k1. For such momenta, the summand
in Eq. (4.39) is Ek1↑αˆ
†
k1↑αˆk1↑+Ek1↓αˆ
†
k1↓αˆk1↓, which an-
nihilates factors of the form (uk1 + vk1 cˆ
†
k1+
Q
2
↓cˆ
†
−k1+Q2 ↑
).
Of course, if we set Q = 0, this is the usual factor in the
BCS ground-state wavefunction118–120 that encodes pair-
ing correlations; thus, the states k1 are paired at nonzero
center of mass momentum Q. This can also be seen from
the form of the ground-state energy Eq. (4.38): Since the
Θ functions in the second term of this equation vanish
for states satisfying condition (1) they have the standard
BCS contribution to the ground-state energy from the
first term of Eq. (4.38).
Now consider states in region (2). For them, the exci-
tation energy is −Ek2↑αˆk2↑αˆ
†
k2↑ +Ek2↓αˆ
†
k2↓αˆk2↓. By ex-
amining the form of Eq. (4.33), it is clear that an operator
annihilated by this summand is simply cˆ†−k2+Q2 ↑
. Thus,
states k2 are simply filled by unpaired spin-↑ fermions,
i.e., they are unpaired. States in region 3 are similarly
unpaired, but with spin-↓. Expressing |BQ〉 as a product
over these three regions of momenta yields our variational
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fermion ground state wavefunction:
|BQ〉 =
∏
k∈k3
cˆ†
k+Q
2
↓
∏
k∈k2
cˆ†−k+Q
2
↑
×
∏
k∈k1
(uk + vkcˆ
†
k+Q
2
↓cˆ
†
−k+Q
2
↑)|0〉, (4.40)
with |0〉 the fermionic atom vacuum.
We now describe our general strategy. The ground
state energy Eq. (4.23) is a function of ∆Q (or equiva-
lently BQ) and Q. By minimizing it over ∆Q and Q, we
find possible ground states of the two-channel model at
particular values of µ, h and detuning. Ground states at
fixed imposed atom number (relevant for atomic physics
experiments) are stationary with respect to ∆Q and Q,
and satisfy the total number and polarization constraints:
0 =
∂EG
∂∆Q
, (4.41a)
0 =
∂EG
∂Q
, (4.41b)
N = −∂EG
∂µ
, (4.41c)
∆N = −∂EG
∂h
, (4.41d)
the latter two being equivalent to Eqs. (4.25) and (4.27).
We shall refer to Eqs. (4.41) as the gap, momentum, num-
ber and polarization equations, respectively. It is crucial
to emphasize that EG has numerous stationary points
and we must be sure to ascertain that the particular sta-
tionary point we are studying is indeed a minimum121
of EG. Thus, while often in studies of the BEC-BCS
crossover at h = 0 authors simply simultaneously solve
the number and gap equation, at h 6= 0 this can (and
has in a number of works in the literature45,47,67,121–123)
lead to incorrect results, especially at negative detun-
ings where EG is particularly complicated. Moreover,
frequently we shall find that the ground-state at a par-
ticular δ, N , and ∆N (or even at fixed δ, N , and h) is
a phase-separated mixture of two of these phases, with
fractions x and 1 − x that must be determined. With
these caveats in mind, we now turn to the analysis of
Eqs. (4.23) and (4.41).
V. POSITIVE-DETUNING REGIME OF
TWO-CHANNEL MODEL AT FINITE
POPULATION DIFFERENCE
In this section, we consider our system at δ > 0
with a finite population imbalance (polarization) between
the species undergoing pairing, encompassing the BCS
δ ≫ 2ǫF and crossover 0 < δ < 2ǫF regimes. As discussed
in Sec. IV, it is convenient to first study the equivalent
problem of pairing with a finite chemical potential dif-
ference δµ = 2h between the species. What phases do
we expect in this regime? For equal chemical potentials
(µ↑ = µ↓ = µ), the favored ground state is the paired
superfluid (SF) state that (since µ > 0 in this regime)
is associated with pairing near the common Fermi sur-
face at momentum kF =
√
2mµ. This paired SF state is
of course described by the BCS ground state. For very
large chemical potential difference h, we expect pairing
to be destroyed (∆Q = 0) and the ground-state to be a
normal (N) Pauli-paramagnetic Fermi gas with N↑ > N↓.
The remaining logical possibility is that, for intermedi-
ate values of h, we may have a phase exhibiting nonzero
pairing and a nonzero population difference (∆N 6= 0); it
remains to be seen whether such a ground state is stable
anywhere in the δ-∆N phase diagram.
One set of possible ground states that accomplish this
is the so-called FFLO class of states,86,87 already well-
studied for a BCS-type superconductor. The fact that
our Feshbach resonance model is closely related to the
BCS model of interacting fermions ensures that we will
indeed find that FFLO-like states are stable over portions
of the phase diagram at large positive detuning.
As we will show, within our restricted ground-state
ansatz, these three states (FFLO, SF and N) are the only
homogeneous ground states that are stable at positive
detuning, with the phase diagram dominated by phase
separated mixtures of SF and N or SF and FFLO. Fur-
thermore, the FFLO state is only stable for a very nar-
row window of h (or ∆N) values that vanishes below
δ∗ ≃ 2ǫF. The reason that FFLO states can only ex-
ist for a restricted narrow window of parameters is sim-
ply that, in order to accommodate both pairing and a
nonzero polarization ∆N , the system must pair at a fi-
nite wavevector Q ∼ kF↑ − kF↓. This corresponds to a
moving superfluid that, at sufficiently high superfluid ve-
locity (corresponding to a critical Q ∼ kF↑ − kF↓ ∝ h) is
unstable (via the Landau criterion) to quasiparticle pro-
liferation, as seen from the form of Ekσ [Eqs. (4.21c) and
(4.21d)].
From a pedagogical point of view, it is easiest to pro-
ceed by first neglecting the FFLO state entirely, setting
Q = 0 at the outset in our expression for EG (which
simplifies it considerably), before determining the phase
diagram (Figs. 9 and 10). Afterwards, in Sec. VII we
will return to the FFLO state, finding the regime of the
phase diagram in which it is stable.
A. Ground-state energy at Q = 0
In this subsection we focus on the Q = 0 case,
which greatly simplifies the ground-state energy EG. Al-
though this is in preparation for studying possible uni-
form ground-states at δ > 0, the results of the present
section will also apply to the negative-detuning BEC
regime, to be studied in Sec. VI, where, as we will show,
the FFLO state is unstable and Q = 0 is the only pos-
sibility. With this in mind, in this subsection we shall
make no approximations that rely on δ > 0.
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FIG. 9: (Color Online) Positive detuning (δ)-chemical poten-
tial difference (h) phase diagram of the two-channel model for
the case γ = 0.1 showing the superfluid phase (SF), normal
phase (N), FFLO phase (along red curve, too thin to see)
and the regime of phase separation (PS). Above the horizon-
tal dashed line the N phase is fully spin-polarized (N↑ = N ,
N↓ = 0), consisting of a single Fermi surface, while below the
dashed line the N phase has two Fermi surfaces. The dashed
line in the shaded PS regime separates SF-N coexistence from
SF-FFLO coexistence and is derived in Sec. VIIB.
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FIG. 10: (Color Online) Positive detuning (δ)-population dif-
ference (∆N) phase diagram of the two-channel model for the
case γ = 0.1 showing the regime of phase separation (PS), the
normal phase (N) and the FFLO phase (along red curve). The
SF phase is confined to the ∆N = 0 axis. As in Fig. 9, the
dashed line in the shaded PS regime separates SF-N coexis-
tence from SF-FFLO coexistence (the latter sharing a bound-
ary with the FFLO phase).
We start with the general expression Eq. (4.22) at Q =
0, for simplicity of notation dropping the zero subscript
on ∆ (i.e. ∆0 → ∆):
EG = (δ − 2µ)∆
2
g2
+
∑
k
(ξk − Ek + ∆
2
2ǫk
)
+
∑
k
Ek
(
1 + Θ(−Ek↑)−Θ(Ek↓))
)
+h
∑
k
(
1−Θ(−Ek↑)−Θ(Ek↓)
)
, (5.1)
where now ξk = ǫk−µ, the excitation energies are simply
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FIG. 11: Dashed line: Plot of quasiparticle excitation energy
Ek =
p
ξ2k +∆
2 for a BCS superconductor, normalized to ǫF
for the case µ = ǫF and ∆ = 0.15ǫF. Solid lines: Spin-up
and spin-down quasiparticle excitation energies for the case
h = 0.3ǫF.
Ek↑ = Ek − h, (5.2a)
Ek↓ = Ek + h, (5.2b)
plotted for µ > 0 in Fig. 11, and we have used Eq. (3.5) to
exchange the bare detuning δ0 for the physical detuning
δ.
Without loss of generality we take h > 0, so that
Θ(Ek↓) = 1 and Eq. (5.1) can be written in the simpler
form
EG = (δ − 2µ)∆
2
g2
+
∑
k
(ξk − Ek + ∆
2
2ǫk
)
+
∑
k
(Ek − h)Θ(h− Ek). (5.3)
The last h-dependent term is only nonzero when h > Ek
for some k. For µ > 0, this means EG is identically h-
independent until the spin-up band crosses zero energy
(depicted in Fig. 11) at h > ∆.
Equation (5.3) may be further simplified by rewriting
the h-dependent momentum sums in terms of the mag-
netization m(h). The simplest way to do this is to recall
Eq. (4.41d) for the population difference
N↑ −N↓ = −∂EG
∂h
, (5.4)
which can be written in terms of the magnetization m(h)
as [using Eqs. (4.6); note we have taken the system vol-
ume V to be unity]:
m(h) =
∫
d3k
(2π)3
Θ(h− Ek), (5.5a)
=
2c
3
[
(µ+
√
h2 −∆2)3/2Θ(µ+
√
h2 −∆2)
−(µ−
√
h2 −∆2)3/2Θ(µ−
√
h2 −∆2)], (5.5b)
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where in the last equality we evaluated the integral over
momenta by first converting to an energy integral using
the usual prescription
∫
d3k
(2pi)3 · · · =
∫
N(ǫ)dǫ · · · with the
three-dimensional density of states per spin
N(ǫ) = c
√
ǫ, (5.6)
c ≡ m
3/2
√
2π2
. (5.7)
Thus [using the condition that the magnetic contribution
of Eq. (5.3) vanishes at h = 0], we have the following
general expression for the Q = 0 ground-state energy
(also converting the first momentum sum to an integral):
EG = (δ − 2µ)∆
2
g2
+
∫
d3k
(2π)3
(ξk − Ek + ∆
2
2ǫk
)
−
∫ h
0
m(h′)dh′. (5.8)
The steps connecting the last term of Eq. (5.3) to the last
term of Eq. (5.8) can also be derived in a more straight-
forward approach by manipulating the h-dependent mo-
mentum sums in Eq. (5.3), as shown in Appendix D.
Possible Q = 0 ground-states correspond to min-
ima of Eq. (5.8) [which thus satisfy the gap equation,
Eq. (4.41a)] having magnetization m given by Eq. (5.5b)
and density n given by
n = − 1
V
∂EG
∂µ
. (5.9)
Quite frequently, we shall be interested in systems at
fixed imposed total atom (as free atoms and molecules)
density n. This introduces another natural scale, ǫF, that
is the Fermi energy at asymptotically large detuning for
g → 0:
n =
4
3
c ǫ
3/2
F . (5.10)
We use ǫF as a convenient energy scale to normalize quan-
tities with dimensions of energy. Thus we define
µˆ ≡ µ
ǫF
, (5.11a)
∆ˆ ≡ ∆
ǫF
, (5.11b)
δˆ ≡ δ
ǫF
, (5.11c)
hˆ ≡ h
ǫF
, (5.11d)
eG ≡ EG
cǫ
5/2
F
, (5.11e)
with the last definition providing a convenient normal-
ization for the ground-state energy. We shall typically
determine quantities (such as critical chemical potential
differences and polarizations) as a function of the nor-
malized detuning δˆ. To make contact with experiments
that typically plot physical observables as a function of
the inverse scattering length through the dimensionless
parameter −(kFas)−1, we note that our normalized de-
tuning δˆ is proportional to this parameter and given by
[combining Eq. (3.6) with Eqs. (3.13) and (5.11c)]
δˆ = −π
2
γ
1
kFas
. (5.12)
Converting the momentum integral in Eq. (5.8) to an
energy integral, we have for eG:
eG = γ
−1∆ˆ2(δˆ − 2µˆ)−
∫ hˆ
0
mˆ(hˆ′)dhˆ′
+
∫ ∞
0
dx
√
x
(
x− µˆ−
√
(x − µˆ)2 + ∆ˆ2 + ∆ˆ
2
2x
)
,(5.13)
where mˆ(hˆ) is the dimensionless form of Eq. (5.5b):
mˆ(hˆ) ≡ 2
3
[
(µˆ+
√
hˆ2 − ∆ˆ2)3/2Θ(µˆ+
√
hˆ2 − ∆ˆ2)
−(µˆ−
√
hˆ2 − ∆ˆ2)3/2Θ(µˆ−
√
hˆ2 − ∆ˆ2)]. (5.14)
For future reference, we note that the relations between
m(h), ∆N and mˆ(hˆ) can be summarized by
m(h)
n
=
∆N
N
=
3
4
mˆ(hˆ). (5.15)
With these definitions of dimensionless variables,
the gap, number and polarization equations [i.e.,
Eqs. (4.41a), (4.41c), and (4.41d), respectively] become
0 =
∂eG
∂∆ˆ
, (5.16a)
4
3
= −∂eG
∂µˆ
, (5.16b)
4
3
∆N
N
= −∂eG
∂hˆ
. (5.16c)
As we have already mentioned, the equations in the
present section apply to the Q = 0 ground-state energy
in the BCS regime (that we now proceed to study) and
also in the BEC regime that we shall study in Sec. VI.
B. Q = 0 phases of the ground state energy in the
BCS regime
In the present section, we study the phases of
Eq. (5.13) for hˆ 6= 0 in the BCS limit of large positive
detuning. In this regime, µˆ ≫ ∆ˆ and the integral in
Eq. (5.13) is well-approximated by (see Appendix C):∫ ∞
0
dx
√
x
(
x− µˆ−
√
(x− µˆ)2 + ∆ˆ2 + ∆ˆ
2
2x
)
≃ − 8
15
µˆ5/2 −
√
µˆ∆ˆ2
(1
2
− ln ∆ˆ
8e−2µˆ
)
. (5.17)
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This yields:
eG ≃ −
√
µˆ
2
∆ˆ2 + ∆ˆ2(δˆ − 2µˆ)γ−1 +
√
µˆ∆ˆ2 ln
∆ˆ
8e−2µˆ
−
∫ hˆ
0
dhˆ′mˆ(hˆ′)− 8
15
µˆ5/2, (5.18)
as the BCS-regime normalized ground-state energy that
we shall analyze in the remainder of this section.
1. Normal phase
Zero-temperature phases are stationary points of eG,
satisfying the gap equation Eq. (5.16a). Since eG is a
function only of ∆ˆ2, it is obvious that ∆ˆ = 0 is always
such a stationary point. This solution represents the nor-
mal (N) state consisting of spin-up and spin-down Fermi
surfaces characterized by chemical potentials µ↑ and µ↓.
The corresponding ground-state energy simply counts the
energetic contributions from these two Fermi seas [See
Eq. (B17)]:
EG,N =
∑
k
[(
ξk−h
)
Θ(h−ξk)+
(
ξk+h
)
Θ(−h−ξk)
]
,(5.19a)
=− 4c
15
[
(µ+h)5/2Θ(µ+h)+(µ−h)5/2Θ(µ−h)].(5.19b)
We note that in the normal state Eq. (5.19b) is valid
for an arbitrary relation between h and µ and therefore
(in contrast to small h≪ µ approximations, valid in the
superfluid regime, used below) allows us to access the
high-polarization regime of the normal state.
In terms of our dimensionless variables, the normalized
ground-state energy eG,N is thus
eG,N=− 4
15
[
(µˆ+hˆ)
5
2Θ(µˆ+hˆ)+(µˆ−hˆ) 52Θ(µˆ−hˆ)], (5.20a)
≃ − 8
15
µˆ5/2 −
√
µˆhˆ2, hˆ≪ µˆ. (5.20b)
Equation (5.20b) applies in the linear regime hˆ≪ µˆ, with√
µˆhˆ2 the harmonic Pauli-paramagnetic contribution,
and will frequently be sufficient in the low-polarization
normal phase.
The normal-state atom density nN and polarization
mN at fixed h and µ [following from Eqs. (4.41c) and
(4.41d)] are also particularly simple:
nN =
2c
3
[
(µ+h)3/2Θ(µ+ h)+(µ−h)3/2Θ(µ− h)], (5.21a)
mN =
2c
3
[
(µ+h)3/2Θ(µ+ h)−(µ−h)3/2Θ(µ− h)].(5.21b)
If we impose a total atom density n = 43cǫ
3/2
F and popu-
lation imbalance ∆N , Eqs. (5.21) can be written in the
dimensionless form
1 =
1
2
[
(µˆ+ hˆ)
3
2Θ(µˆ+ hˆ) + (µˆ− hˆ) 32Θ(µˆ− hˆ)], (5.22a)
∆N
N
=
1
2
[
(µˆ+ hˆ)
3
2Θ(µˆ+ hˆ)−(µˆ− hˆ) 32Θ(µˆ− hˆ)].(5.22b)
Note that the normal state undergoes a transition with
increasing h from a system with two Fermi surfaces with
energies µ ± h to a system that is fully polarized, with
only one Fermi surface. Clearly, this happens at hˆ = µˆ,
namely µ↓ = 0 in terms of the dimensionful variables.
According to Eq. (5.22a), this implies the transition oc-
curs at hˆp = 2
−1/3, which, when inserted into Eq. (5.22b)
indeed yields ∆N = N , i.e., a fully polarized state. This
critical hˆp is displayed in Fig. 9 as a horizontal dashed
line inside the N phase.
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FIG. 12: (Color online) Plot of eG [Eq. (5.24), dropping the
final ∆ˆ-independent constant] at µˆ = 1 as a function of ∆ˆ for
four values of hˆ (labeled by hˆ): For hˆ = 0, no applied chemical
potential difference, eG(∆ˆ) has a minimum at ∆ˆ = ∆ˆBCS ≈
0.15, representing the fully paired BCS state. With increasing
hˆ, for hˆ = hˆ∗1 a local minimum develops at ∆ˆ = 0 that
becomes degenerate with the minimum at ∆ˆBCS for hˆ = hˆc. A
local maximum is at ∆ˆ = ∆ˆSarma. For hˆ > hˆ∗2, the minimum
at ∆ˆBCS disappears.
2. BCS superfluid phase and the superfluid to normal
transition
At large positive detuning, fermionic attraction is weak
and any pairing leads to ∆ that is exponentially small in
(δˆ − 2µˆ)/γ. We have already partially taken this into
account, using the approximation Eq. (5.17) to obtain
Eq. (5.18). Next, we proceed by using the conditions
∆ˆ≪ µˆ and h≪ µˆ to simplify mˆ(hˆ) in Eq. (5.14) and in
the remaining integral in Eq. (5.18). This yields
mˆ(hˆ) ≃ 2
√
µˆ
√
hˆ2 − ∆ˆ2Θ(hˆ− ∆ˆ), (5.23)
and
eG ≃ −
√
µˆ
2
∆ˆ2 + ∆ˆ2(δˆ − 2µˆ)γ−1 +
√
µˆ∆ˆ2 ln
∆ˆ
8e−2µˆ
−
√
µˆ
[
hˆ
√
hˆ2 − ∆ˆ2 − ∆ˆ2 cosh−1(hˆ/∆ˆ)]Θ(hˆ− ∆ˆ)
− 8
15
µˆ5/2, (5.24)
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that we have plotted as a function of ∆ˆ for various hˆ’s in
Fig. 12. To determine the stable ground state, we study
minima of eG, given by the gap equation, ∂eG/∂∆ˆ = 0
[Eq. (5.16a)]:
0 ≃ γ−1∆ˆ(δˆ − 2µˆ) + ∆ˆ
√
µˆ ln
∆ˆ
8e−2µˆ
+∆ˆ
√
µˆ cosh−1(hˆ/∆ˆ)Θ(hˆ− ∆ˆ). (5.25)
The nature of possible solutions depends on the value
of hˆ, as is clear from the evolution of eG(∆ˆ, hˆ) with a
set of increasing hˆ values at fixed chemical potential µˆ,
illustrated in Fig. 12. For hˆ sufficiently small, 0 < hˆ <
∆ˆBCS/2, the BCS logarithm [see Eq. (5.24)] dominates,
leading to a single BCS minimum at ∆ˆ ≃ ∆ˆBCS, with
∆ˆBCS(δˆ, µˆ) ≡ 8e−2µˆe−γ
−1(δˆ−2µˆ)/√µˆ, (5.26)
with the normal state characterized by an unstable max-
imum at ∆ˆ = 0, discussed in Sec. VB 1. The corre-
sponding BCS ground state energy is given by [inserting
Eq. (5.26) into Eq. (5.24)]
eG,SF ≃ − 8
15
µˆ5/2 −
√
µˆ
2
∆ˆ2BCS, (5.27)
with the terms multiplying Θ(hˆ − ∆ˆ) dropping out and
therefore not influencing the location and depth of the
BCS minimum for hˆ < ∆ˆBCS. This behavior persists un-
til hˆ = hˆ∗1 = ∆ˆBCS/2 at which point the normal state
extremum at ∆ˆ = 0 develops into a metastable local min-
imum, separated from the stable SF minimum at ∆ˆBCS
by a maximum at85
∆ˆSarma ≃ ∆ˆBCS
√
2hˆ
∆ˆBCS
− 1, hˆ∗1 < hˆ < hˆ∗2, (5.28)
where hˆ∗2 = ∆ˆBCS. Equation (5.28) follows from
Eq. (5.25) upon using cosh−1 x = ln
√
x2 − 1 + x and
Eq. (5.26). With a further increase in hˆ the maximum at
∆ˆSarma moves out towards the hˆ-independent BCS mini-
mum, joining it at hˆ = hˆ∗2 as can be seen from Eq. (5.28),
so that for hˆ > hˆ∗2 the only stationary point of eG is at
∆ˆ = 0.
In contrast to a number of erroneous conclusions in the
literature45,47,67,121 (that identified ∆Sarma with a mag-
netized superfluid ground state by studying the gap equa-
tion without checking the corresponding energy), this
maximum at ∆Sarma, as first shown by Sarma
85, clearly
does not correspond to any physical (stable) phase of an
attractive Fermi gas.
The BCS ground state remains a global minimum for
0 < hˆ < hˆc(µˆ). For hˆ > hˆc(µˆ), the energy eG,N of the
normal state ∆ˆ = 0 minimum drops below eG(∆ˆBCS).
The fermion gas then undergoes a first-order transition
to the normal ground state at the critical chemical po-
tential difference hˆc(µˆ) given by equating the normal
ground-state energy eG,N [Eq. (5.20a)] with the exact
124
superfluid-state energy eG,SF ,
eG,SF = γ
−1∆ˆ2(δˆ − 2µˆ) (5.29)
+
∫ ∞
0
dx
√
x
(
x− µˆ−
√
(x− µˆ)2 + ∆ˆ2 + ∆ˆ
2
2x
)
,
(obtained from Eq. (5.13) by setting mˆ = 0). This yields
− 4
15
[
(µˆ+hˆc)
5/2Θ(µˆ+hˆc)+(µˆ−hˆc)5/2Θ(µˆ−hˆc)] = γ−1∆ˆ20(δˆ− 2µˆ)+
∫ ∞
0
dx
√
x
(
x− µˆ−
√
(x− µˆ)2 + ∆ˆ20+
∆ˆ20
2x
)
, (5.30)
with the right-hand side evaluated at its minimum ∆ˆ =
∆ˆ0 satisfying
0 =
∂eG,SF
∂∆ˆ
∣∣
∆ˆ=∆ˆ0
, (5.31)
=
2
γ
(δˆ − 2µˆ)+
∫ ∞
0
dx
√
x
( 1
x
− 1√
(x − µˆ)2 + ∆ˆ20
)
,(5.32)
where in the second line we canceled the ∆ˆ = 0 solution.
Equations (5.30) and (5.32) then implicitly give hˆc(µˆ)
[or, equivalently, µˆc(hˆ)] that we will use shortly. In the
limit of ∆ˆ0 ≪ µˆ the right-hand side of Eq. (5.30) reduces
to Eq. (5.27) with ∆ˆ0 given by ∆ˆBCS, yielding
4
15
[(µˆ+ hˆc)
5/2 + (µˆ− hˆc)5/2Θ(µˆ− hˆc)− 2µˆ5/2] (5.33)
≃ 1
2
√
µˆ∆ˆ2BCS = 32e
−4µˆ5/2e−2γ
−1(δˆ−2µˆ)/√µˆ.
Deep in the BCS regime (δ ≫ 2ǫF) the molecular
condensate and the corresponding gap ∆ˆBCS, given by
Eq. (5.26) above, are exponentially small. We expect
(and self-consistently find) that the critical Zeeman-field
boundary hˆc(δ) tracks the gap ∆ˆBCS(δˆ, µˆ) and therefore
must also be exponentially small in (δˆ − 2µˆ)/γ.
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As we will see below (when we consider the more
experimentally-relevant ensemble of fixed atom num-
ber), the crossover regime δ < 2ǫF corresponds to µ
locking to a value slightly below δ/2, with δˆ/2 − µˆ ≈
O(γ ln γ) ≪ 1. This is still sufficient to ensure that, in
the crossover regime, the BCS estimate of ∆ˆBCS(µˆ, δˆ) and
eG,SF remain valid [since ∆ˆBCS ≪ µˆ allowing the inte-
gral in Eq. (5.29) to be approximated by Eq. (5.17)], but
with ∆ˆBCS(µ, δ)/µˆ ≈ O(γ1/2) (rather than exponentially
small in 1/γ).
Consequently, in the BCS (δˆ ≫ 2µˆ) and crossover
[δˆ − 2µˆ ≈ O(γ ln γ)] regimes the condition hˆc ≪ µˆ is
well-satisfied. This allows an accurate approximation of
the normal state energy eG,N , Eq. (5.20a), and corre-
spondingly the left-hand side of Eq. (5.33) by its lowest
order Taylor expansion in hˆc/µˆ. This linear Pauli param-
agnetic approximation then gives an accurate prediction
for the critical Zeeman field
hˆc(µˆ) ≃ ∆ˆBCS/
√
2, for hˆc ≪ µˆ, (5.34a)
≃ 4
√
2e−2µˆe−γ
−1(δˆ−2µˆ)/√µˆ, (5.34b)
that in the BCS regime self-consistently satisfies the con-
dition hˆc ≪ µˆ used to obtain it.
For µˆ close to δˆ/2, Eq. (5.30) is approximately [to
O(γ)] satisfied for any hˆ since we can neglect the left-
hand side and the second term on the right-hand side.
This behavior is also reflected in the approximate formula
(taken beyond its strict regime of validity) Eq. (5.34b)
that exhibits rapid variation for µˆ near δˆ/2. Thus, in this
regime at the transition the critical µˆ is approximately
given by
µˆc(hˆ, δˆ) ≈ δˆ/2. (5.35)
Hence, below we will use Eq. (5.35) as an accurate (in
γ ≪ 1, narrow resonance limit) form for the high Zeeman
field regime hˆc(µˆ, δˆ), where the BCS condition ∆ˆ≪ µˆ is
violated. This will be essential to determine the upper
boundary hˆc2(δˆ) of the coexistence region in the crossover
regime.
It is important to note that, because of the step func-
tions in the ground-state energy Eq. (5.3), the curve
of eG(∆ˆ, hˆ) is identically hˆ-independent for ∆ˆ > hˆ.
Consequently the BCS minimum at ∆ˆBCS (stable for
0 < hˆ < hˆc) and the corresponding energy eG(∆ˆBCS)
are strictly hˆ-independent, ensuring that the BCS state
is indeed characterized by a vanishing magnetization,
mSF = −∂EG
∂h
= 0, (5.36)
and density given by
nSF ≃ 2∆
2
g2
+
4c
3
µ3/2 +
c∆2√
µ
(5
4
− 1
2
ln
∆
8e−2µ
)
. (5.37)
Since hˆ only enters through a term multiplied by a
step function, Θ(hˆ − ∆ˆ), hˆ-independence of the stable
minimum at ∆ˆBCS persists until hˆ = ∆ˆBCS, beyond
which the energy at this minimum would have become
hˆ-dependent (resulting in a magnetized paired super-
fluid) had the minimum survived. However, as we saw
above, the BCS minimum becomes unstable to the nor-
mal state for hˆ ≥ hˆc ≃ ∆ˆBCS/
√
2, before the point of this
magnetized-superfluid condition of hˆ = ∆ˆBCS is reached.
As expected at a first-order transition with a tuned
chemical potential (rather than tuned density), our sys-
tem exhibits jumps in the density at hˆc. This occurs
because the densities of the superfluid and normal states
at the transition hˆc(µˆ) [using Eq. (5.34a) and converting
to dimensionful quantities]
nSF ≃ 2∆
2
BCS
g2
+
4c
3
µ3/2+
c∆2BCS√
µ
(5
4
− 1
2
ln
∆BCS
8e−2µ
)
,(5.38)
nN ≃ 4c
3
µ3/2 +
c∆2BCS
4
√
µ
, (5.39)
are different. Thus, upon increasing hˆ past hˆc(µˆ, δˆ) there
is a density discontinuity equal to
nSF −nN ≃ 2∆
2
BCS
g2
+
c∆2BCS√
µ
(
1− 1
2
ln
∆BCS
8e−2µ
)
. (5.40)
Similarly, since the BCS paired superfluid is character-
ized by a vanishing magnetization and the normal state
by mN given by Eq. (5.21b) there is a jump discontinuity
in m equal to mN evaluated at hc.
C. First-order SF-N transition at fixed density:
phase separation and coexistence
Because we are primarily interested in applications
of the theory to degenerate trapped atomic-gas experi-
ments, where it is the atom numberN (rather than chem-
ical potential µ) that is fixed (also it is ∆N = N↑ −N↓
rather than h that is imposed, but for pedagogical pur-
poses we delay the analysis of this fixed ∆N ensemble
until Sec. VE), in this section we study the above tran-
sition in the fixed average density n = N/V and imposed
h ensemble125.
However, there is no guarantee that the system’s true
ground state corresponds to one of our assumed spatially
homogeneous ground states. In fact, it is clear from the
discussion at the end of the last subsection that the ex-
istence of the density discontinuity Eq. (5.40) at hc(δ)
implies that, at h = hc(δ), a homogeneous atomic gas
with density n anywhere in the range between nN and
nSF is in fact unstable to phase separation. As we will
see below, for densities in this range the ground state is
an inhomogeneous coexistence of normal and superfluid
phases at the critical chemical potential µc(h, δ), with
corresponding densities nN (µc(h, δ), δ), nSF (µc(h, δ), δ),
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appearing in fractions 1− x(h, δ, n) and x(h, δ, n), deter-
mined by the constraint that the average density is the
imposed one (or equivalently the total number of atoms
is N).
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FIG. 13: Upper curve is hˆc2 [Eq. (5.43)] and lower curve is hˆc1
[Eq. (5.41)], solved numerically, that bound the coexistence
region in the BCS and crossover regimes.
Thus, as illustrated in Fig. 13 (and the full phase di-
agram, Fig. 1), at fixed average density n, the critical
Zeeman field hc(δ) splits into lower- and upper-critical
fields, hc1(δ) and hc2(δ), bounding the coexistence re-
gion from below and above, respectively. To understand
how these emerge in detail, we imagine increasing the
Zeeman field h (at fixed n and detuning δ within the
BCS or crossover regimes) from low values starting from
the singlet superfluid state as the global minimum. As
h is increased, the chemical potential µSF (n, δ) (which,
because the BCS superfluid is a singlet, is in fact h inde-
pendent), determined by the superfluid equation of state
(written in terms of dimensionless variables), satisfies
4
3
=
5∆ˆ2
4
√
µˆSF
+
4
3
µˆ
3/2
SF +
2∆ˆ2
γ
− ∆ˆ
2
2
√
µˆSF
ln
∆ˆ
8e−2µˆSF
, (5.41a)
to keep the density fixed at n. In this process, as hˆ is
increased, the ground-state energy function eG(hˆ, µˆ, δˆ)
changes according to Eq. (5.13) with the relative level of
the normal and superfluid minima changing (see Fig. 12).
At a sufficiently large Zeeman field hˆc1(δˆ, n), given by
hˆc1 = hˆc(µˆSF ), (5.41b)
the two minima become degenerate. This would then
naively imply that the system should jump to the nor-
mal ground state at these values of µˆ = µˆSF (n, δˆ), h,
and δ. However, as seen from Eqs. (5.38) and (5.39),
since the normal ground state has a density that (at the
same chemical potential µ) is distinct from that of the
superfluid state, this discontinuous transition to the nor-
mal state would not keep the density fixed at the imposed
value n.
The only solution to this dilemma (which is generic
to first-order transitions) is for the system to get pinned
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FIG. 14: (Color online) Plots of the normalized chemical po-
tential µˆ(hˆ, δˆ) (solid blue line) as a function of the normalized
chemical potential difference hˆ at (a) high detuning δˆ = 2.0
and (b) low detuning δˆ = 1.0. For hˆ < hˆc1, the system is in
the SF phase with µˆ = µˆSF . For hˆc1 < hˆ < hˆc2, the system is
in the mixed phase, with µˆ constrained to lie on the first-order
critical boundary µˆ = µˆc(hˆ). For hˆc2 < hˆ, the system is in the
pure N phase, with µˆ = µˆN (hˆ) [the solution to Eq. (5.22a)].
at the coexistence curve µˆc(hˆ, δˆ), Eq. (5.30), defined by
equality of the normal-state and superfluid-state min-
ima. A subsequent increase in hˆ > hˆc1 changes µ along
the critical curve µc(h, δ), keeping the normal and super-
fluid ground states degenerate. This, however, leads to
a chemical potential µˆc(hˆ, δˆ), illustrated in Fig. 14, that
no longer allows the density of either of the pure ground
states, N and SF to be equal to n. However, the total
imposed atom number can still be satisfied by a mixture
of coexisting SF and N states39 in respective proportions
x(hˆ, δˆ) and 1− x(hˆ, δˆ), defined by
N
V
= x(hˆ, δˆ)nSF (µˆc(hˆ), δˆ)) + [1− x(hˆ, δˆ)]nN (hˆ, µˆc(hˆ)).
(5.42)
This evolution of the chemical potential according to
µˆc(hˆ) continues until hˆ has increased sufficiently, so that
the number constraint equation can be satisfied by a
pure normal state that minimizes EG. The corresponding
value of the Zeeman field is precisely the upper-boundary
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of the coexistence region, with
hˆc2 = hˆc(µˆN ), (5.43a)
1 =
1
2
[
(µˆN + hˆc2)
3
2+(µˆN − hˆc2) 32Θ(µˆN − hˆc2)
]
, (5.43b)
and hˆc(µˆ) given by Eq. (5.30) in the preceding subsection.
Hence, as is clear from the above discussion, the inter-
sections of the µˆc(hˆ) curve with µˆSF (n, δˆ) and µˆN (hˆ, n)
determine hˆc1(n, δˆ) and hˆc2(n, δˆ). The full evolution of
the chemical potential with hˆ, from the SF state through
the coexistence region and to the normal state for detun-
ing in the BCS and crossover regimes, is illustrated in
Fig. 14.
The two pairs of equations Eq. (5.41a,b) and (5.43a,b)
for hˆc1 and hˆc2 can be straightforwardly solved numer-
ically. We do this for the case of γ = 0.1, with results
illustrated in Fig. 13. In the next subsections, we obtain
accurate analytic approximations for hˆc1 and hˆc2 in the
BCS and crossover regimes.
1. hc1 and hc2 for the BCS limit δ ≫ 2ǫF
As discussed in Sec. VB, at large δˆ we will have
hˆc1, hˆc2 ≪ µˆ, allowing the use of Eq. (5.34) for hˆc(µ),
valid in the linear-response (to hˆ) limit. Starting with
hˆc1, for δˆ ≫ 2 the normalized gap ∆ˆ is exponentially
small so that we may neglect the first term on the right
side of Eq. (5.41a). The last term in Eq. (5.41a) may be
simplified using the gap equation, yielding
4
3
≈ 4
3
µˆ
3/2
SF +
2∆ˆ2
γ
+
∆ˆ2
2µˆSF γ
(δˆ − 2µˆSF ). (5.44)
Solving Eq. (5.44) to leading order in small γ gives:
µˆSF ≈ 1− 1
4
(δˆ + 2)∆ˆ2γ−1. (5.45)
It is convenient to define the BCS gap Eq. (5.26) at
µˆSF = 1:
∆ˆF [γ, δˆ] ≡ 8e−2e−γ
−1(δˆ−2). (5.46)
With this definition, to leading order it is valid to re-
place ∆ˆ2 on the right side of Eq. (5.45) with ∆ˆ2F . Taking
advantage of µˆSF ≈ 1, we Taylor expand ∆ˆ in small
µˆSF − 1:
∆ˆ[γ, δˆ, µˆSF ]≃∆ˆF [γ, δˆ]+(µˆSF − 1)∆ˆ′[γ, δˆ, 1], (5.47)
where
∆ˆ′[γ, δˆ, 1] = 8e−2e−γ
−1(δˆ−2)( δˆ
2γ
+
1
γ
+ 1
)
, (5.48a)
≃ 4e−2γ−1(δˆ + 2)e−γ−1(δˆ−2), (5.48b)
≃ 1
2
γ−1(δˆ + 2)∆ˆF [γ, δˆ], (5.48c)
with the prime denoting differentiation with respect to µˆ.
Using Eq. (5.47) along with Eq. (5.48c) and Eq. (5.45),
Eq. (5.41b) becomes
hˆc1 ≈ ∆ˆ[γ, δˆ, µˆSF ]√
2
, (5.49a)
≈ 1√
2
[
∆ˆF − γ
−2
8
(δˆ + 2)2∆ˆ3F
]
, (5.49b)
≈ 1√
2
∆ˆF [γ, δˆ] exp
[− δˆ2
8γ2
∆ˆ2F
]
, (5.49c)
where in the final result we have taken δˆ ≫ 2 and re-
exponentiated the second factor, valid since ∆ˆF is expo-
nentially small for γ ≪ 1. In the asymptotic large δˆ limit,
hˆc1 thus decays exponentially with δˆ, as seen in Fig. 13.
Similarly, hˆc2 can be obtained by solving Eq. (5.43)
iteratively utilizing the fact that, in the large-δˆ limit, hˆc2
is exponentially small while µˆN ≈ 1. Thus, in Eq. (5.43b)
we can expand in hˆc2/µˆN ≪ 1, yielding
1 ≈ µˆ3/2N +
3hˆ2c2
8
√
µˆN
, (5.50)
which has the zeroth order solution µˆN ≈ 1; at this order
Eq. (5.43a) yields hˆc2 ≈ ∆ˆF /
√
2. Inserting the latter ex-
pression into Eq. (5.50) yields a leading-order correction
to µˆN :
µˆN ≈ 1− 1
4
hˆ2c2 ≈ 1−
1
8
∆ˆ2F . (5.51)
Using this inside Eq. (5.43a) together with the expansion
Eq. (5.47) (but with µˆN instead of µˆSF ) our final leading-
order result for hˆc2 is:
hˆc2 ≈ 1√
2
[
∆ˆF − 1
16γ
(δˆ + 2)∆ˆ3F
]
, (5.52a)
≈ 1√
2
∆ˆF [γ, δˆ] exp
[− δˆ
16γ
∆ˆ2F
]
, (5.52b)
that decays exponentially with increasing δˆ as exhibited
in Fig. 13. Note that, since δˆ2/8γ2 ≫ δˆ/16γ for large δˆ,
hˆc2 > hˆc1 in the large detuning limit, i.e., the curves in
Fig. 13 never cross.
2. hc1 and hc2 for the crossover limit 0 < δ < 2ǫF
We now compute hˆc1(δˆ) and hˆc2(δˆ) at small δˆ. To
obtain hˆc1, we first note that at large detuning in the SF
state at hˆ = 0, the full gap and number equations are
obtained from Eqs. (5.16a) and (5.16b) with Eq. (5.18)
for eG [see also Eqs. (C12b) and (C12d)]:
0 ≃ 2∆ˆ(δˆ − 2µˆ)γ−1 +
√
µˆ∆ˆ ln
∆ˆ
8e−2µˆ
, (5.53a)
4
3
≃ 5
4
∆ˆ2√
µˆ
+
4
3
µˆ3/2 +
2∆ˆ2
γ
− ∆ˆ
2
2
√
µˆ
ln
∆ˆ
8e−2µˆ
. (5.53b)
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As δˆ is reduced below 2, the system undergoes a crossover
from the BCS regime (where µˆ is pinned near unity) to
the BEC regime where ∆ˆ is no longer exponentially small
(although we still have ∆ˆ ≪ 1) and µˆ begins to track
δˆ/2, as atoms pair up into Bose-condensed molecules (see
Fig. 54). How is this reflected in Eqs. (5.53)? As δˆ drops
below 2, ∆ˆ grows such that ∆ˆ/µˆ becomes O(γ1/2), so
that we may neglect the final ∆ˆ ln ∆ˆ/µˆ term on the right
side of Eqs. (5.53). Taking γ ≪ 1 in Eq. (5.53b) (so
that the term 5∆ˆ2/4
√
µˆ may be neglected) thus yields
the following approximate solutions to Eqs. (5.53):
µˆ ≈ δˆ/2, (5.54a)
∆ˆ ≈
√
2γ
3
√
1− (δˆ/2)3/2. (5.54b)
Note that the role of the equations has been reversed,
with the gap equation fixing µˆ to be close to δˆ/2 [to
O(γ ln γ)], and the number equation fixing ∆ˆ; we shall
also see such behavior in the asymptotic BEC regime at
negative detuning. Using Eq. (5.54b) inside Eq. (5.34a)
[still using the hˆc ≪ µˆ expression since, as we shall verify
a posteriori, hˆc1 remains small in this regime], we find
for hˆc1 = hˆc(µˆSF ):
hˆc1 ≈
√
γ
3
√
1− (δˆ/2)3/2. (5.55)
Next, we compute hˆc2 in the crossover regime. As in
the preceding subsection, hˆc2 is determined by combin-
ing the solution to the gap equation at low detunings
(δ ≃ 2µ, which approximately solves the equation for
hˆc at low detunings, as discussed in Sec. VB 2) with the
normal-state chemical potential µˆN , given by Eq. (5.43b).
We shall denote the solution to this equation as hˆ(N)(µˆ),
defined by
1 =
1
2
(
[µˆ+ hˆ(N)(µˆ)]3/2+[µˆ− hˆ(N)(µˆ)]3/2Θ[µˆ−h(N)(µˆ)]).
(5.56)
Although Eq. (5.56) cannot be solved analytically for ar-
bitrary µˆ, we can find solutions for µˆ < hˆ [so that the
second term on the right side of Eq. (5.56) vanishes] and
in the limit µˆ≫ hˆ:
hˆ(N)(µˆ) = 22/3 − µˆ for µˆ < 2−1/3, (5.57)
≈
√
8
3
√
1− µˆ3/2 for µˆ→ 1. (5.58)
Having defined hˆ(N)(µˆ), it is straightforward to combine
it with the approximate solution µˆc ≈ δˆ/2 [Eq. (5.35)]to
obtain hˆc2(δˆ):
hˆc2 ≈ hˆ(N)(δˆ/2). (5.59)
For low detunings (δˆ < δˆp ≈ 22/3 ≈ 1.59), we can use
Eq. (5.57) for hˆ(N), giving our final low-detuning result
for hˆc2:
hˆc2 ≈ 22/3 − δˆ
2
, (5.60)
a linear-in-δˆ behavior that is clearly seen in the
numerically-determined curve shown in Fig. 13.
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FIG. 15: (Color online) Upper (red) curve is hˆc2 [Eq. (5.43)]
and lower (black) curve is hˆc1 [Eq. (5.41)]. For comparison,
the solid points on each curve are the same curves computed
using the method described in Sec. VD1.
D. Mixed state in the BCS regime
1. Phase fractions
We have argued in the preceding section that, for
hˆc1(δˆ) < hˆ < hˆc2(δˆ) (the region between the two curves
in Fig. 13), and neglecting the possibility of the FFLO
state, our system is a mixed state in which the N and
SF ground states coexist in 1 − x(δˆ, hˆ) and x(δˆ, hˆ) frac-
tions, respectively. To show this directly, here we study
the properties of this phase-separated coexistence state
by computing its energy and determining the optimum
fractions of SF and N.39 We note that our analysis from
the start ignores the interfacial energy73 between the
two coexisting (N and SF) phases. For a macroscopic
phase separation, this energy contribution is subdomi-
nant in the thermodynamic limit. However, ignoring it
precludes us from determining the spatial SF-N profile in
this regime. In the SF regions, ∆ˆ is given by Eq. (5.26),
with the chemical potential given by µˆc(hˆ, δˆ), Eq. (5.30)
[inverting hˆc(µˆ, δˆ)]. The energy of the mixed system in
the canonical ensemble (appropriate for fixed density) is
(normalized to cǫ
5/2
F )
eG,N+SF = −
(√
µˆ
∆ˆ2
2
+
8
15
µˆ5/2
)
x (5.61)
−(√µˆhˆ2 + 8
15
µˆ5/2
)
(1− x) + 4
3
µˆ,
where in the second term we used Eq. (5.20b) for the
normal-state contribution to the energy, valid since ∆ˆ≪
25
1 on the BCS side. The final term comes from switching
from the grand-canonical to the canonical ensemble (re-
call that in our notation the total normalized density is
4/3).
The total density of atoms is similarly constructed
from contributions from the normal and paired regions
4
3
= x
(5
4
∆ˆ2√
µˆ
+
4
3
µˆ3/2 + 2γ−1∆ˆ2
)
+(1− x)(4
3
µˆ3/2 +
hˆ2
2
√
µˆ
)
. (5.62)
In the BCS regime, ∆ˆ ≪ µˆ, so that we may neglect
the term proportional to ∆ˆ2/
√
µˆ on the right side of
Eq. (5.62). The remaining terms may be approximately
solved for µˆ, yielding
µˆ ≃ 1− γ−1∆ˆ2x− hˆ
2
4
(1− x). (5.63)
To determine the properties of the mixed state we look
for x(δˆ, hˆ) that minimizes eG,N+SF (x), Eq. (5.61), us-
ing the numerically-determined simultaneous solution to
Eq. (5.63) and Eq. (5.26) for ∆ˆ and µˆ. In the absence of a
mixed state, the optimum x would jump discontinuously
from x = 1 to x = 0 as hˆ is increased. The existence of
a solution where the optimum 0 < x(δˆ, hˆ) < 1 therefore
indicates a stable phase-separated state.
Defining them to be the endpoints of the region where
x is greater than zero or less than unity (indicating a
mixed state) yields an alternate procedure for finding
hˆc1(δˆ) and hˆc2(δˆ) as given in Eqs. (5.41) and (5.43). The
two methods of determining hˆc1(δˆ) and hˆc2(δˆ) are dis-
played in Fig. 15, showing excellent agreement.
2. Atom density
Another way to characterize the regime of phase sepa-
ration is to study the total atom density n as a function
of chemical potential and verify that, in the mixed regime
hˆc1 < h < hˆc2, it is impossible to adjust µˆ to attain the
imposed density by either of the pure SF or N phases.
The normalized SF-state density nˆ = n/cǫ
3/2
F is given by
[c.f. Eq. (5.37)]
nˆSF [γ, δˆ, µˆ, ∆ˆ] =
5
4
∆ˆ2√
µˆ
+
4
3
µˆ3/2 + 2γ−1∆ˆ2
− ∆ˆ
2
2
√
µˆ
ln
∆ˆ
8e−2µˆ
, (5.64)
with ∆ˆ[γ, δˆ, µˆ] given by Eq. (5.26). In the N state, the
normalized density is [c.f. Eq. (5.21a)]
nˆN [hˆ, µˆ] =
2
3
[
(µˆ+ hˆ)3/2+(µˆ− hˆ)3/2Θ(µˆ− hˆ)], (5.65)
≃ 4
3
µˆ3/2 +
hˆ2
2
√
µˆ
. (5.66)
Using these expressions we have
nˆ[hˆ, µˆ] = nˆN [hˆ, µˆ]Θ[µˆc(hˆ)− µˆ]
+nˆSF [γ, δˆ, µˆ, ∆ˆ]Θ[µˆ− µˆc(hˆ)], (5.67)
where µˆc(hˆ) is implicitly defined as the solution of
hˆc(µˆc, δˆ) = hˆ, with hˆc(µˆ) given by Eq. (5.30). In the
simplest BCS regime µˆc(hˆ) satisfies
hˆ ≃ 4
√
2e−2µˆce−γ
−1(δˆ−2µˆc)/
√
µˆc . (5.68)
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FIG. 16: (Color online) Plot of the normalized density nˆ [solid
line, Eq. (5.67)] vs. µˆ for hˆ = .06 with parameters δˆ = 2 and
γ = 0.1. Thin dashed lines denote nˆSF and nˆN . Since the
imposed physical atom density (nˆ = 4/3, horizontal dashed
red line) is intersected by the solid curve for µˆ above the
critical µˆ (at which nˆ is discontinuous), the system is in the
SF state.
In Fig. 16, we plot nˆ vs. µˆ for hˆ = .06 with parame-
ter values γ = 0.1 and δˆ = 2.0. At these values of the
parameters, hˆc1 ≈ 0.068 at the physical density, thus,
we expect the SF state to be stable. This is reflected
in Fig. 16 in the fact that the nˆ(µˆ) curve intersects the
physical density nˆ = 4/3 (horizontal dashed red line) for
µˆ > µˆc.
With increasing hˆ, the discontinuity in nˆ moves to
higher values of µˆ. The regime of phase separation occurs
when the physical density nˆ = 4/3 intersects this discon-
tinuity, as shown in Fig. 17 for hˆ = 0.13, which satisfies
hˆc1 < hˆ < hˆc2 ≈ 0.37 (all other parameters being the
same). Thus, we see that at this hˆ, no value of µˆ yields
nˆ = 4/3. At the critical µˆ (where there is a discontinuity
in nˆ(µˆ)), µˆc ≈ 0.919, there are two possible homoge-
neous values of nˆ, that can be read off Fig. 17 or deter-
mined from Eqs. (5.64) and (5.66) [using Eq. (5.26) for
∆ˆ]. These are nˆN ≈ 1.18 in the N state and nˆSF ≈ 1.92
in the SF state. Using these values allows us to deter-
mine the fractions x and 1− x of the system that are in
the SF and N phases, respectively, using
4
3
= xnˆSF + (1− x)nˆN , (5.69)
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FIG. 17: (Color online) Same as Fig. 16 but with hˆ = 0.13
raised into the regime of phase separation. At this hˆ, neither
the SF nor the N yields the imposed density nˆ = 4/3, as
illustrated by nˆ = 4/3 falling into the discontinuous region of
coexistence.
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FIG. 18: (Color online) Same as Figs. 16 and 17, but with
hˆ = 0.40 > hˆc2, so that the normal state is stable.
which yields x ≈ 0.20, i.e., most of the system is in the
N phase.
With further increasing hˆ, the SF fraction decreases
continuously until, above hˆc2 (when the vertical seg-
ment representing the mixed phase moves higher than
nˆ = 4/3), the system enters the pure N phase. This is
depicted in Fig. 18, which, for hˆ = 0.40, is slightly above
hˆc2 ≈ 0.37. In Fig. 18 we did not display the entire verti-
cal range of the discontinuity in nˆ, because at such large
hˆ for the system to be in the SF state requires a very
large ∆ˆ, that, by virtue of the term ∆ˆ2/γ in Eq. (5.64),
translates into a very large jump in nˆ (for this case, to
nˆ ≈ 8.2) that is off the scale of Fig. 18.
E. Fixed population difference in the BCS and
crossover regimes
Having characterized the regime of phase separation
bounded by the critical curves hˆc1(δˆ) and hˆc2(δˆ) at fixed
density, we next convert these boundaries to critical pop-
ulation differences ∆Nc1(δˆ) and ∆Nc2(δˆ), first focusing
on the positive detuning (BCS and crossover) side of
Fig. 3. In fact, since at hˆc1(δˆ) the system undergoes
a first-order transition from the unmagnetized SF phase
to the regime of phase separation, ∆Nc1 = 0 in the BCS
regime.
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FIG. 19: Plot of the upper-critical polarization ∆Nc2
N
as a
function of detuning δˆ for γ = 0.1, determined by Eq. (5.70)
along with the numerical solution to Eq. (5.43).
Thus, the singlet BCS-BEC superfluid phase is con-
fined to the ∆N/N = 0 axis, and on the BCS side of the
resonance an arbitrarily small population difference puts
the system in the mixed state (although for a very small
population imbalance the fraction of the system in the
SF state will be close to unity). With increasing pop-
ulation difference, eventually the SF fraction disappears
and the system enters the N phase at ∆Nc2. To compute
∆Nc2 merely requires us to combine our result for hˆc2(δˆ)
[Eq. (5.43)] with the expression for ∆N(hˆ) in the normal
state, i.e., Eq. (5.22b), that gives
∆Nc2
N
=
1
2
[(µˆN + hˆc2)
3/2 − (µˆN − hˆc2)3/2Θ(µˆN − hˆc2)],
(5.70)
with µˆN given by Eq. (5.22a). Along with Eq. (5.43),
Eq. (5.70) provides an accurate determination (see
Fig. 19) of ∆Nc2(δˆ) on the BCS side of the resonance
[with accuracy only limited by the approximations used
in computing Eq. (5.43a)]. We now determine explicit
(but approximate) analytic expressions for ∆Nc2/N in
the large and small δˆ limits.
1.
∆Nc2(δˆ)
N
in the BCS regime of δˆ ≫ 2
For large δˆ, hˆc2(δˆ) is exponentially small according to
Eq. (5.52b) while µˆN ≈ 1 according to Eq. (5.51). Thus,
in this limit we can expand Eq. (5.70) in small hˆc2/µˆN ,
finding:
∆Nc2
N
≈ 3
2
√
µˆN hˆc2, (5.71)
with the linear dependence on hˆc2 simply reflecting the
Pauli paramagnetism117 of the N phase at small h. In-
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serting Eqs. (5.51) and (5.52a) into Eq. (5.71) (and taking
δˆ ≫ 2 in the latter), we find
∆Nc2
N
≈ 3∆ˆF
2
√
2
(1− 1
6
∆ˆ2F )(1 −
δˆ
16γ
∆ˆ2F ), (5.72a)
≈ 3∆ˆF
2
√
2
exp
[− δˆ
16γ
∆ˆ2F
]
, (5.72b)
where in the final result we kept only leading-order
terms in Eq. (5.72a) (i.e., we took δˆ/γ ≫ 1) and re-
exponentiated the last factor.
2.
∆Nc2(δˆ)
N
in the crossover regime of 0 < δˆ < 2
Next, we turn to intermediate detuning in the crossover
regime. We recall from Sec. VC1 that, at low δˆ, hˆc2
is approximately given by solving the number equation
[Eq. (5.43b)] along with the approximate result µˆN ≈
δˆ/2 valid in this regime. With hˆc2(δˆ) determined by the
number equation
1 =
1
2
[( δˆ
2
+ hˆc2
) 3
2 +
( δˆ
2
− hˆc2
) 3
2Θ
( δˆ
2
− hˆc2
)]
, (5.73)
the upper-critical polarization is given by
∆Nc2
N
=
1
2
[( δˆ
2
+ hˆc2
) 3
2 − ( δˆ
2
− hˆc2
) 3
2Θ
( δˆ
2
− hˆc2
)]
. (5.74)
Physically, Eq. (5.73) encodes the instability of the po-
larized Fermi gas to a molecular superfluid as the point
(hˆc2 and the corresponding ∆Nc2) at which the N and
SF chemical potentials are equal to µˆc ≈ δˆ/2, Eq. (5.35).
This leads to Eq. (5.73), and Eq. (5.74) translates hˆc2 to
∆Nc2/N , determined by the polarizability of the N state.
We proceed by solving Eq. (5.73) for hˆc2 and using the
result inside Eq. (5.74) to obtain the critical polarization.
In the case where hˆc2 > δˆ/2, this is particularly simple,
as the second step function in Eq. (5.73) vanishes (as we
found already in Sec. VC1), giving Eq. (5.60) for hˆc2.
Using this inside Eq. (5.74) yields
∆Nc2
N
= 1, δˆ < δˆp ≃ 22/3. (5.75)
Thus, at such low detunings δ < δp, the normal state is
only stable at full (100%) polarization. To understand
this in more detail consider starting at large h in a fully-
polarized (spin-↑) normal state with ∆N = N (m = n)
and µ↓ = µ − h < 0. As h and ∆N are reduced one of
two scenarios is possible depending on the value of the
detuning δ: (1) For large δ > δp, upon lowering h, µ↓
becomes positive first, converting spin-↑ atoms to spin-↓,
partially depolarizing the Fermi sea. (2) For low δ < δp,
case (1) is preempted by µN exceeding µc ≃ δ/2 causing
the system to undergo a first-order transition to the SF
state.
We have denoted by δp the critical detuning below
which ∆Nc2(δ) = N . It is given by the solution of
hˆc2(δˆp) = hˆp = 2
−1/3 [the intersection of the horizon-
tal dashed line in Fig. 9 with hc2(δ)], giving
δˆp ≃ 22/3. (5.76)
As δˆ is increased above δˆp, ∆Nc2/N drops continuously
below unity, before starting to decrease exponentially ac-
cording to our large δˆ prediction Eq. (5.72b). To calculate
∆Nc2(δˆ) in the vicinity of δˆp, we take hˆc2 to be close to
its value for δˆ < 22/3:
hˆc2 = 2
2/3 − δˆ
2
− ǫ. (5.77)
with ǫ small. Inserting Eq. (5.77) into Eq. (5.73) and
expanding to leading order in ǫ yields
1 ≈ 1− 3
2
ǫ
22/3
+
1
2
(δˆ − 22/3)3/2(1 + 3
2
ǫ
δˆ − 22/3
)
, (5.78)
which can be easily solved for ǫ and inserted into
Eq. (5.77) to find hˆc2(δˆ):
hˆc2 ≈ 22/3 − δˆ
2
− 2
2/3
3
(δˆ − 22/3)3/2, δˆ >∼ 22/3 (5.79)
Inserting Eq. (5.79) into Eq. (5.74) and again expanding
in small deviation δˆ − 22/3, we find
∆Nc2
N
≃ 1− (δˆ − 22/3)3/2Θ(δˆ − 22/3), (5.80)
≃ 1− (δˆ − δˆp)3/2Θ(δˆ − δˆp), (5.81)
where we added a step function to emphasize that the
second term is only nonzero for δˆ > δˆp. Our analysis in
this section has neglected interactions, valid for a nar-
row resonance. The leading-order effects of finite γ will
add corrections to the approximate relation µˆ = δˆ/2 and
hence slightly adjust δˆp (in the numerically generated
curve of Fig. 19, δˆp ≈ 1.57 < 22/3), but the qualitative
picture remains the same.
F. Coexisting fractions x(∆N) in the mixed state
As we have seen, at positive detuning for 0 < ∆N <
∆Nc2, resonantly interacting fermions phase separate
into an s-wave paired singlet SF and a spin-polarized N
state with fractions x(δ,∆N) and 1 − x(δ,∆N), respec-
tively.
To calculate x(δ,∆N), we begin with Eq. (5.69) for the
normalized density nˆ expressed in terms of the densities
nˆSF and nˆN in the SF and N regions [Equations (5.64)
and (5.65), respectively]. Using the overall density con-
straint nˆ = 4/3, we solve Eq. (5.69) for x to obtain
x(δˆ, hˆ) =
4
3 − nˆN [hˆ, µˆc(hˆ)]
nˆSF [δˆ, µˆc(hˆ),
√
2hˆ]− nˆN [hˆ, µˆc(hˆ)]
, (5.82)
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FIG. 20: (Color online) Plot of the fraction x(δ,∆N) of mixed
state that is in the SF phase as a function of polarization for
detuning δˆ = 1.5 (solid line) and δˆ = 2 (dashed line).
with µˆc(hˆ) given by Eq. (5.68). Here, in the last
argument of nˆSF [δˆ, µˆc(hˆ), ∆ˆ(µˆc)] we have substituted
∆ˆ(µˆc) =
√
2hˆ, valid everywhere in the mixed phase.
To compute x(δˆ,∆N), we combine x(δˆ, hˆ) above with a
computation of ∆N(δˆ, hˆ) as a function of hˆ in the mixed
phase. Since any population difference can only occur in
the N regions of fractional volume 1− x, we have
∆N(γ, δˆ, hˆ)
N
=
1
2
[
1− x(γ, δˆ, hˆ)][(µˆc(hˆ) + hˆ)3/2
−(µˆc(hˆ)− hˆ)3/2Θ(µˆc(hˆ)− hˆ)
]
. (5.83)
In Fig. 20, we present a numerical solution x(δˆ,∆N) of
Eqs. (5.82) and (5.83), for δˆ = 1.5 (solid line) and δˆ = 2.0
(dashed line), with γ = 0.1. The two curves are qualita-
tively similar, each describing a continuous depletion of
x(δˆ,∆N) from unity to zero. The main notable differ-
ence between the curves is that for δˆ = 1.5, ∆Nc2N = 1,
while for δˆ = 2.0 the dashed curve reaches x = 0 at
∆Nc2
N ≈ 0.535 < 1, characterizing a transition to a non-
fully-polarized N state. The rapid initial drop of x with
∆N
N reflects the fact that, when most of the system is
paired at low polarization, the only way to polarize is to
convert regions of the system from paired to unpaired
(i.e. to decrease x), while for large polarization when
much of the system is already in the normal phase, to
attain higher polarization the system can further polar-
ize already normal sections.
VI. NEGATIVE-DETUNING REGIME OF
TWO-CHANNEL MODEL AT FINITE
POPULATION DIFFERENCE
In the present section we extend our analysis to the δ <
0 BEC regime. As for δ > 0, here too we minimize the
ground-state energy Eq. (4.23) with respect to ∆Q and
Q, subject to the total atom number and imposed spin-
polarization constraints. As we shall show in Sec. VII,
the FFLO state is only stable above a critical detuning
δ∗ ≈ 2ǫF [given by Eq. (7.19) below], i.e., in the BCS
regime. Physically this reflects the fragility of the FFLO
state that is driven by atomic Fermi-surface mismatch,
absent in the BEC regime where µ ≈ δ/2 < 0. Therefore,
in studying the BEC regime at the outset we shall focus
on Q = 0 pairing order as we did in Sec. V. Thus, the
ground state energy that we shall analyze is still given by
Eq. (5.8), with its dimensionless form given by Eq. (5.13).
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FIG. 21: (Color Online) Negative-detuning phase diagram of
the two-channel model for the case γ = 0.1 at fixed chemical
potential difference h showing regions of singlet superfluid
(SF), magnetic superfluid (SFM ), phase separation (shaded,
PS) and normal phase (N). To the right of the dashed line in
the PS regime, SF and N states coexist, while to the left of
the dashed line in the PS regime SFM and N states coexist.
δc is a tricritical point.
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FIG. 22: (Color Online) Negative-detuning phase diagram of
the two-channel model for the case γ = 0.1 at fixed spin pop-
ulation difference ∆N , showing regions of magnetic super-
fluid (SFM ) and phase separation (shaded, PS). The fully-
polarized normal phase is confined to the upper boundary
∆N = N , while the unpolarized SF state is confined to the
∆N = 0 axis. To the right of the dashed line, the PS regime
consists of coexisting SF and N states; to the left of the dashed
line the PS regime consists of coexisting SFM and N states.
Before proceeding to our detailed analysis, we briefly
summarize our main results, the negative-detuning phase
diagrams at fixed chemical potential difference h and
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fixed spin imbalance ∆N , Figs. 21 and 22, respectively.
The three critical h’s (hm, hc1 and hc2) in Fig. 21 sepa-
rating the singlet superfluid (SF), magnetic superfluid
(SFM ), normal (N) states and phase-separation (PS)
regime were computed by numerically solving the station-
arity and number constraint conditions [i.e., Eqs. (5.16a)
and Eqs. (5.16b)], always ensuring that the solution is
a minimum of the normalized ground-state energy eG,
Eq. (5.13). In the PS region, it is possible to solve the
stationarity and number constraint equations, but the so-
lution is not a minimum of eG.
45,47,67,121 Then, to obtain
Fig. 22, these critical h’s were converted to critical pop-
ulation differences using Eq. (5.16c). The dashed lines
in these figures separate different types of PS regime and
are derived approximately in Sec. VID3.
The main aim of this section is to present details of an-
alytic calculations that complement this numerical anal-
ysis of the gap and number-constraint equations and lead
to the phase diagrams in Figs. 21 and 22 in the narrow
Feshbach resonance limit, γ ≪ 1. These computations
are aided by the fact that, for γ ≪ 1, µ ≃ δ/2 and hence
µ < 0 for δ < 0. Taking µ < 0 yields an important sim-
plification to the equation for the ground-state energy
and consequently for the gap equation and the number
and polarization constraints, since only one of the terms
in Eq. (5.14) for the dimensionless magnetization con-
tributes, yielding
mˆ(hˆ) =
2
3
(√
hˆ2 − ∆ˆ2 − |µˆ|
)3/2
Θ
(√
hˆ2 − ∆ˆ2 − |µˆ|
)
.
(6.1)
As in the preceding section, we proceed by inserting
Eq. (6.1) into Eq. (5.13) for the normalized ground-state
energy eG. Stationary points of eG satisfy the gap equa-
tion, Eq. (5.16a). In finding solutions to the gap equation
we always verify that such stationary points are actually
minima of eG rather than saddle points or local max-
ima. Failure to do this in a number of recent theoretical
works45,47,67,121 has led to erroneous results. To impose
constraints on the total atom number and spin popula-
tion difference, we use Eqs. (5.16b) and (5.16c).
We will show that an accurate quantitative description
of the BEC regime, for the case of a narrow resonance,
can be found by expanding the normalized ground-state
energy eG to leading order in γ. Although a full de-
scription requires keeping terms up to order O(γ3) (as
we show in Sec. VID below), many essential features are
correctly described in the leading-order γ = 0 limit.
A. Zero-coupling approximation
In the present section, we analyze the BEC regime in
the zero-coupling limit γ → 0 (g → 0). As we shall
show, many of the essential features of the phase diagram
are captured in this extreme narrow resonance limit. Al-
though the Feshbach resonance interconversion term that
is proportional to g is required for pairing and equilibra-
tion between atoms and molecules, on the BEC side of
the resonance the molecular density is determined by the
number equation and therefore, in equilibrium, is finite
even in the g → 0 limit.
To treat this limit, we change variables from ∆ˆ (which
vanishes at g → 0) to the normalized molecular conden-
sate order parameter Bˆ = ∆ˆ/
√
γ. The physical molecular
boson density nm is related to Bˆ via
nm = |B|2 = N(ǫF)ǫF|Bˆ|2 = cǫ3/2F Bˆ2, (6.2)
where for simplicity we have taken Bˆ to be real. Inserting
this variable change into Eq. (5.13), we find, expanding
to leading order in small γ:
eG = Bˆ
2(δˆ − 2µˆ)−
∫ hˆ
0
mˆ(hˆ′)dhˆ′, (6.3)
where to the same order the magnetization Eq. (6.1) re-
duces to
mˆ(hˆ) =
2
3
(hˆ− |µˆ|)3/2Θ(hˆ− |µˆ|). (6.4)
Performing the integral over hˆ in Eq. (6.3), we find
eG = Bˆ
2(δˆ − 2µˆ)− 4
15
(hˆ− |µˆ|)5/2Θ(hˆ− |µˆ|). (6.5)
The number and gap equations are then given by:
4
3
= 2Bˆ2 +
2
3
(hˆ− |µˆ|)3/2Θ(hˆ− |µˆ|), (6.6a)
0 = 2Bˆ(δˆ − 2µˆ). (6.6b)
In the normal (N) phase, Bˆ = 0, Eq. (6.6b) is automati-
cally satisfied, and the number equation reduces to
hˆ− |µˆ| = 22/3, (6.7)
for the normal-state chemical potential. Returning to
dimensionful quantities clarifies the meaning of Eq. (6.7):
(h+ µ)3/2 = 2ǫ
3/2
F . (6.8)
Since h + µ = µ↑, this simply states that the normal-
phase spin-↑ density n↑ = 23cµ
3/2
↑ is equal to the total
fermion density, n.
In the superfluid phase, Bˆ 6= 0, and Eqs. (6.6) give
Bˆ2 =
2
3
[
1− 1
2
(
hˆ− |µˆ|)3/2Θ(hˆ− |µˆ|)], (6.9a)
µˆ =
δˆ
2
, (6.9b)
which combine to yield
Bˆ2 =
2
3
[
1− 1
2
(
hˆ− |δˆ|
2
)3/2
Θ(hˆ− |δˆ|
2
)
]
, (6.10)
an expression that is only sensible when the right side
is positive. What do the preceding expressions tell us
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FIG. 23: A schematic of the population of atomic states
(parabolas, labeled by spin) and the molecular level (line)
in the BEC regime (δ < 0) at (a) h = 0 and (b) h > hm.
about the BEC regime at hˆ 6= 0? For hˆ < |δˆ|/2, corre-
sponding to Zeeman field less than the molecular bind-
ing energy, Bˆ2 = 2/3, which, in dimensionful units, gives
the molecular density nm = n/2. This is the usual sin-
glet molecular superfluid (SF) phase in the BEC limit, in
which all the atoms are bound into diatomic molecules
[See Fig. 23(a)]. Although including nonzero interactions
will deplete the molecular density somewhat, clearly this
qualitative picture will still hold.
However, for hˆ > |δˆ|/2 the Zeeman field exceeds
the molecular binding energy, and the molecular den-
sity continuously depletes with increasing hˆ according to
Eq. (6.10) as molecules break up into a fully-polarized
Fermi sea with µ↑ = h + δ/2 > 0 [See Fig. 23(b)]. Us-
ing Eq. (6.9b) and Eq. (6.4), we find the corresponding
magnetization
mˆ(hˆ) =
2
3
(hˆ− |δˆ|
2
)3/2Θ(hˆ− |δˆ|
2
), (6.11)
continuously increasing from zero beyond hˆ > |δˆ|/2. We
refer to this uniform state, consisting of both condensed
molecules and spin-up polarized fermions, as the mag-
netic superfluid (SFM ) state.
At low energies, we expect the SFM to be very similar
to a uniform state of bosons and one species of fermion
which has been previously explored in a different con-
text126. In the present context, the SFM state exists for
hˆm < hˆ < hˆc2, with (in the γ → 0 limit)
hˆm = |δˆ|/2, (6.12a)
hˆc2 = 2
2/3 + |δˆ|/2, (6.12b)
the latter defined by where Bˆ2 = 0 according to
Eq. (6.10). The approximate linear dependences of hˆm
and hˆc2 on δˆ are also clearly seen (away from the uni-
tarity point δ = 0) in the numerically-determined finite
γ = 0.1 phase diagram Fig. 21.
Expressing Eq. (6.10) for Bˆ(hˆ) in terms of nm, n and
the physical magnetization, m:
nm =
1
2
(n−m), (6.13)
further clarifies its meaning. At hˆm, mˆ(hˆm) = 0 and all
the atoms are confined into Bose-condensed molecules.
Applying a sufficiently large hˆ > hˆm such that µ↑ =
h + δ/2 > 0 populates the spin-up atomic band as il-
lustrated in Fig. 23, depleting the number of molecular
bosons according to Eq. (6.13). At hˆ = hˆc2, m = n and
the system is fully polarized. As we shall see in the next
sections, this simple picture of molecular bosons depair-
ing into free polarized atoms once the fermion band dips
below the molecular level remains qualitatively correct
for γ > 0.
B. Weak-coupling description of SFM state
In the present section, we extend the above γ → 0
analysis to higher order in γ. As we will show, the qual-
itative picture of the preceding subsection remains the
same: A depletion of the condensate (and concomitant
population of the spin-↑ Fermi sea) with increasing hˆ
starting at hˆm, with a continuous depletion until hˆc2 be-
yond which the molecular density vanishes and all the
atoms occupy the spin-↑ band. The properties of the ho-
mogeneous magnetic superfluid SFM , that consists of a
molecular superfluid and a spin-↑ Fermi sea, remain the
same. The major qualitative modification from the pre-
ceding section is the continuation of the first-order phase
transition curve hˆc1(δˆ), that we found in Sec. V, into the
BEC regime. Recall that, on the positive-detuning side
of the resonance, hˆc1(δˆ) denotes the chemical potential
difference above which the SF phase is unstable, via a
first-order transition, to phase separation. At fixed po-
larization, this translates to ∆Nc1 = 0: For any ∆N 6= 0
in the BCS regime the system phase separates.
As we shall see, in the BEC regime at moderate neg-
ative detunings, the SFM state is similarly unstable to
phase separation at hˆc1. However, since the SFM state
is polarized , the corresponding fixed-polarization bound-
ary ∆Nc1 6= 0. Remarkably, our naive formula for hˆc2,
Eq. (6.12b), remains quantitatively correct, but, close to
the resonance position, should be more generally inter-
preted as the chemical potential difference below which
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the spin-polarized N state is unstable to phase separa-
tion. At fixed atom density n, the sequence of phases and
regimes with increasing hˆ is, then, SF→SFM→PS→N.
At large negative detuning, δ = δc ≃ −10.6ǫF, hˆc1 in-
tersects hˆc2, so that the first-order behavior ends and,
for δ < δc, we find the sequence of phases SF→SFM→N
separated by continuous transitions.
Before computing the hˆc1(δˆ) curve, we first analyze
the SFM phase in more detail by studying the O(γ2) ex-
pression for eG, obtained by expanding the arguments of
the integrals in Eq. (5.13) in small γ and evaluating the
integrals term by term. We find:
eG = − 4
15
(hˆ−|µˆ|)5/2Θ(hˆ−|µˆ|)− Vˆ2Bˆ2+ 1
2
Vˆ4Bˆ
4, (6.14)
with
Vˆ2[γ, δˆ, hˆ, µˆ] ≡ 2µˆ− δˆ − γ
√
|µˆ|F2(hˆ/|µˆ|), (6.15a)
Vˆ4[γ, hˆ, µˆ] ≡ γ
2π
32|µˆ|3/2F4(hˆ/|µˆ|), (6.15b)
where we defined the functions F2(x) and F4(x):
F2(x) ≡ π
2
+
[√
x− 1− tan−1√x− 1]Θ(x− 1), (6.16)
F4(x) ≡ 1− 2
πx2
[√
x− 1(x+ 2)
+x2 tan−1
√
x− 1]Θ(x− 1). (6.17)
To leading order in γ, the number [Eq. (5.16b)] and gap
[Eq. (5.16a)] equations are:
4
3
= 2Bˆ2 +
πγBˆ2
4
√
|µˆ| +
2
3
(hˆ− |µˆ|)3/2Θ(hˆ− |µˆ|)
− γBˆ
2
2
√
|µˆ| tan
−1
√
hˆ/|µˆ| − 1Θ(hˆ− |µˆ|), (6.18a)
Vˆ2 = Bˆ
2Vˆ4. (6.18b)
On the BEC side of the resonance the saddle-point equa-
tions approximately switch roles, with the number equa-
tion [Eq. (6.18a)] approximately determining the boson
density Bˆ2 and the gap equation [Eq. (6.18b)] approxi-
mately determining the chemical potential µˆ, as can be
seen by solving these equations:
Bˆ2 =
2
3
1− 12
(
hˆ− |µˆ|)3/2
1 + γ
8
√
|µˆ|
(
π − 2 tan−1
√
hˆ/|µˆ| − 1) , (6.19a)
µˆ =
δˆ
2
+
γ
√
|µˆ|
2
[π
2
+
√
hˆ/|µˆ| − 1
− tan−1
√
hˆ/|µˆ| − 1
]
, (6.19b)
with the second equation determining µˆ(δˆ) through
Vˆ2 ≈ 0, correct to O(γ) since Vˆ4 is O(γ2). At this
level of approximation, Eq. (6.19b) is independent of
Eq. (6.19a) allowing us to solve Eq. (6.19b) to determine
µˆ(δˆ) which can then be used to compute Bˆ2(δˆ) through
Eq. (6.19a). To order γ, µˆ is determined by simply iter-
ating Eq. (6.19b), which amounts to inserting the zeroth
order result µˆ ≈ δˆ/2 into the second term. This gives to
O(γ)
µˆ ≃ µˆ1(δˆ, hˆ) ≡ δˆ
2
+
γ
√
|δˆ|
2
√
2
[π
2
+
√
2hˆ/|δˆ| − 1
− tan−1
√
2hˆ/|δˆ| − 1
]
, (6.20)
while to the same order Bˆ2 is given by
Bˆ2 =
2
3
1− 12
(
hˆ− |µˆ1(δˆ, hˆ)|
)3/2
1 + γ
√
2
8
√
|δˆ|
(π − 2 tan−1
√
2hˆ/|δˆ| − 1)
, (6.21)
describing the condensate depletion as a function of hˆ
and δˆ.
These expressions can be easily translated to the
experimentally-relevant fixed-population ensemble. Ex-
panding Eq. (6.1) to O(γ), we obtain
mˆ ≃ 2
3
(h− |µˆ|)3/2 − γBˆ
2
2hˆ
√
hˆ/|µˆ| − 1, (6.22)
the lowest-order finite-γ correction to Eq. (6.4). This
can be turned into an O(γ) expression for the quantity
(hˆ− |µˆ|)3/2 appearing in Eq. (6.19a):
2
3
(hˆ− |µˆ|)3/2 ≃ mˆ+ γBˆ
2
2hˆ
(3mˆ
2
)1/3
, (6.23)
≃ mˆ+ γBˆ
2
2|µˆ|
(3mˆ
2
)1/3
, (6.24)
where in the second line we took hˆ ≈ |µˆ|, valid to leading
order in small mˆ. Since, as we shall see, the SFM state
is generally only stable for hˆ >∼ |µˆ|, this is approximately
valid. Inserting Eq. (6.24) into Eq. (6.19a), and using
µˆ ≈ δˆ/2 [correct in this expression to O(γ)] we find
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Bˆ2 ≃
2
3 − mˆ2
1 + γ
2|δˆ|
(
3mˆ
2
) 1
3 +
√
2γ
8
√
|δˆ|
(
π − 2 tan−1 (3mˆ)1/321/6√
|δˆ|
) , (6.25a)
nm
n
=
1
2
(
1− ∆NN
)
1 + γ
2
2
3 |δˆ|
(
∆N
N
) 1
3 +
√
2γ
8
√
|δˆ|
[
π − 2 tan−1 25/6√
|δˆ|
(
∆N
N
) 1
3
] , (6.25b)
where in Eq. (6.25b) we used Eqs. (5.10), (5.15), and
(6.2) to express the final result for the physical molecular
density nm(∆N). This corrects, to O(γ), Eq. (6.13) of
the preceding section.
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FIG. 24: (Color online) Plot of hˆm, the normalized chem-
ical potential difference above which the system enters the
SFM phase (i.e., ∆N 6= 0) as a function of detuning δ. The
analytical low-γ prediction of Eq. (6.27b) (solid line) shows
excellent agreement with a numerical computation (points),
here done for γ = 0.1.
Finally, we consider the O(γ) corrections to Eqs. (6.12)
for hˆm and hˆc2. The SF-SFM transition at hˆm occurs
when the magnetization mˆ(hˆ) becomes nonzero. By ex-
amining Eq. (6.1) it is clear that hˆm is exactly given by
hˆm =
√
|µˆ|2 + ∆ˆ2, (6.26a)
=
√
|µˆ|2 + γBˆ2, (6.26b)
with µˆ and Bˆ given by their values in the SF state (as-
suming δˆ < δˆM , so that this continuous transition is not
preempted by a first-order SF-N transition). Expressions
for µˆ and Bˆ in the SF phase are derived in Appendix C,
Eqs. (C17) and (C18). Inserting these expressions into
Eq. (6.26b), we find, to leading order in γ (plotted in
Fig. 24),
hˆm ≈
√
|µˆ|2 + 2γ/3, (6.27a)
≈
√
δˆ2
4
+ γ
(2
3
− π|δˆ|
3/2
4
√
2
)
, (6.27b)
where we displayed the intermediate result Eq. (6.27a)
because it will be useful below.
To compute the upper-critical chemical potential dif-
ference hˆc2, below which the normal (N) state is unstable
to pairing or phase separation, we note that stability of
the N phase requires Vˆ2 < 0, so that eG has positive up-
ward curvature at Bˆ = 0 (see Eq. 6.14). A second-order
transition to the Bˆ 6= 0 SF state occurs when Vˆ2 changes
sign. We shall proceed to compute hˆc2 by finding the
location of this assumed second-order N-SFM transition.
However, as we shall see, for δˆ > δˆc this second-order
transition is preempted by a first-order transition to the
regime of phase separation. We study this first-order
behavior in more detail in the next section. For now,
we proceed with the second-order assumption that lo-
cates the boundary hˆc2 to a good accuracy, as will be
seen in the following sections. The corresponding condi-
tion Vˆ2 = 0 is actually equivalent to our O(γ) expression
Eq. (6.19b) for the gap equation. Combining this with
Eq. (6.7) for the normal state chemical potential yields:
hˆc2 = 2
2/3 +
|δˆ|
2
− γ
2
√
hˆc2 − 22/3
(π
2
+
21/3√
hˆc2 − 22/3
− tan−1 2
1/3√
hˆc2 − 22/3
)
, (6.28a)
≈ 22/3 + |δˆ|
2
−γ|δˆ|
1/2
√
8
(π
2
+
25/6
|δˆ|1/2
− tan−1 2
5/6
|δˆ|1/2
)
, (6.28b)
with the second expression, obtained by approximating
hˆc2 ≈ 22/3+ |δˆ|/2 on the right side of Eq. (6.28a), correct
to O(γ1). As derived, Eq. (6.28b) denotes the chemical
potential difference at which a putative second-order N
to SFM phase transition occurs. As noted above, this
only occurs for sufficiently low detunings with a first-
order transition occurring for higher detunings. Despite
this, we shall see that the critical hˆ for the first-order
instability (which we also denote hˆc2) to good accuracy is
given by Eq. (6.28b). We will demonstrate this assertion
in Sec. VIC.
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C. Transition to the regime of phase separation
As mentioned above, the regime of phase separation we
found on the BCS side of the resonance persists into the
BEC regime, bounded by the hˆc1(δˆ) and hˆc2(δˆ) curves.
A notable qualitative difference on the BEC side is the
existence of a homogeneous magnetized superfluid (SFM )
state.
FIG. 25: Feynman diagram corresponding to the molecular
scattering amplitude, with the solid lines indicating fermionic
atom propagators and the dashed lines indicating scattering
molecules.
The condition for the instability of the SFM to phase
separation at hˆc1(δˆ) is of course precisely the same as we
used on the BCS side: a first-order transition to the N
phase in the grand-canonical ensemble at fixed hˆ and µˆ.
Although finding the location of this first-order transition
is most accurately done by examining the precise struc-
ture of the ground-state energy as a function of applied
chemical potential difference, to a good approximation
it is signaled by a vanishing of the molecular scatter-
ing length am. To show this, we compute the molecular
scattering length by using its relation am =
m
2piTm to
the molecular T -matrix Tm
114, the latter given to lead-
ing order (i.e. the Born approximation) by the diagram
in Fig. 25 . Direct calculation of this diagram (relegated
to Appendix E) yields
am =
cg4m
64|µ|3/2F4(h/|µ|), (6.29)
=
√
2π2ǫFγ
2
64|µ|3/2√mF4(h/|µ|), (6.30)
involving the function F4(x) [defined in Eq. (6.17)] that
we have already introduced in the definition of the quar-
tic term Vˆ4 in the ground-state energy Eq. (6.14). This
relation to Vˆ4 is expected as am measures the repulsion
between molecular bosons.
Stability of a molecular Bose gas requires am > 0.
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However, we find that while am(h = 0) > 0, it decreases
monotonically with h/|µ| (as illustrated in Fig. 2), van-
ishing at h/|µ| ≈ 1.30.128 Based on a detailed analysis of
eG(Bˆ, hˆ) (see Sec. VID below), we associate this vanish-
ing of am(hˆ) with a first-order SFM -N transition driven
by the increased density of unpaired single-spin species
atoms. Since (as discussed previously; see Sec. VC) at
fixed atom number the system phase separates at such a
first-order transition we identify this critical hˆ with hˆc1.
Combining the value x ≈ 1.30 at which F4(x) vanishes
with the relation µˆ ≈ δˆ/2 that is valid in the SFM state,
we find
hˆc1 ≈ 1.30|µˆ(n, δˆ)|, (6.31a)
≈ 0.65|δˆ|, (6.31b)
At sufficiently negative δˆ, hˆc1(δˆ) intersects hˆc2(δˆ). Using
the O(γ0) result Eq. (6.12b) for hˆc2, we find the corre-
sponding detuning
δˆc ≈ −2
2/3
0.15
≈ −10.6. (6.32)
The implication of this is that, for δˆ < δˆc, the molecular
bosons in the SFM phase are repulsive for any hˆ (and thus
are stable). For δˆ < δˆc, the SFM undergoes a continuous
transition at hˆc2 to a fully-polarized atomic gas.
In the more experimentally-relevant ensemble of fixed
atom numbers, we translate hˆc1 to the lower critical po-
larization ∆Nc1 at which the SFM state is unstable to
phase separation. Using Eq. (6.31b) along with Eqs. (6.4)
and (5.15) (as well as µˆ ≈ δˆ/2) we find
∆Nc1
N
≃ 1
2
(0.15)3/2|δˆ|3/2, (6.33a)
≃ 0.029|δˆ|3/2. (6.33b)
We next turn to a more detailed demonstration of the
preceding discussion by a careful analysis of the ground-
state energy eG.
D. Detailed analysis of the SF-SFM and SFM -N
transitions
In the present section, we present a more precise deter-
mination of the first-order transition instability described
in the preceding subsection. Doing so will provide more
accurate (in γ) predictions for hˆc1(δˆ), ∆Nc1(δˆ) and hˆc2(δˆ)
(note that, as found for sufficiently low detuning on the
BCS side, ∆Nc2 = 1 on the BEC side), as well as a more
complete description of the first-order SFM -N transition.
We start by expanding eG(Bˆ) to higher order in Bˆ:
eG ≈ −Vˆ2Bˆ2 + Vˆ4
2
Bˆ4 +
Vˆ6
3
Bˆ6 +O(Bˆ8), (6.34)
where for simplicity we have dropped a Bˆ-independent
term. Here, Vˆ2 and Vˆ4 are given in Eq. (6.15) and
Vˆ6[hˆ, µˆ] =
3γ3
32|µˆ|7/2F6(hˆ/|µˆ|), (6.35a)
F6(x) ≡ −5π
64
+
[ 1
3x3
√
x− 1 +
5
32
tan−1
√
x− 1
+
√
x− 1
96x4
(−48 + 8x+ 10x2 + 15x3)
]
Θ(x− 1), (6.35b)
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is the the sixth-order coefficient.
1. SF-SFM transition at hˆm
We first recall that, for low hˆ < hˆm ≈ |µˆ|, it is suffi-
cient to limit eG to quartic order in Bˆ. Standard mini-
mization gives a nontrivial SF solution Bˆ2 = Vˆ2/Vˆ4 and
energy eG,SF = −Vˆ 22 /Vˆ4 that [because of the step func-
tions Θ(hˆ/|µˆ| − 1)] are explicitly hˆ-independent. Hence,
mˆ = −∂eG,SF
∂hˆ
= 0 as expected in the singlet SF state.
For a more accurate description (and for later study of
the SFM -N transition; see below) we include the Vˆ6Bˆ
6
term in the expansion of eG(Bˆ). Although Vˆ6 has a
form similar to Vˆ2 and Vˆ4, namely a constant plus an
hˆ-dependent correction that vanishes for hˆ < hˆm, exam-
ination of Eq. (6.35b) reveals the function F6(x) to be
divergent at x → 1+. This divergence arises from the
approximate way we evaluate the integral of mˆ(x) (the
Zeeman energy) appearing in Eq. (5.13):
−
∫ hˆ
hˆm
dh′mˆ(hˆ′) = −2
3
∫ hˆ
hˆm
dh′
(√
hˆ2 − γBˆ2 − |µˆ|
)3/2
,
(6.36)
perturbatively in γBˆ2/(hˆ2 − µˆ2). Recall that hˆm ≡√
µˆ2 + γBˆ2. Hence, strictly speaking we should only use
these expressions in the regime where γBˆ2/(hˆ2−µˆ2)≪ 1.
To elucidate the nature of the transition exhibited by
eG(Bˆ, hˆ, δˆ), Eq. (6.34), we determine the location of its
minima, given by
0 = −Vˆ2Bˆ + Vˆ4Bˆ3 + Vˆ6Bˆ5, (6.37)
which (in addition to the trivial stationary point at Bˆ = 0
corresponding to the N state) has two nontrivial solutions
Bˆ2± =
Vˆ4
2Vˆ6
[
− 1±
√
1 + 4Vˆ2Vˆ6/Vˆ 24
]
, (6.38)
that yield physical stationary points of eG only when the
right side of Eq. (6.38) is real and positive.
For sufficiently weak chemical potential difference, hˆ <
hˆm, the Landau expansion coefficients are Vˆ2 > 0, Vˆ4 > 0
and Vˆ6 < 0. Hence as long as 4Vˆ2|Vˆ6| < Vˆ 24 , the + and
− solutions in Eq. (6.38) correspond to a minimum and
a maximum, respectively with the complete shape illus-
trated in Fig. 26 (dashed line). By plotting the numerical
solution of the non-Taylor expanded expression for eG in
Eq. (5.13) for this range of parameters (δˆ < 0, hˆ < hˆm)
and comparing with the quartic and sixth order (in Bˆ)
approximation to eG, it is clear that while the + solu-
tion minimum represents the physical, stable singlet-SF
ground state, the − solution maximum is simply an ar-
tifact of truncation of eG at sixth order. However, the +
solution provides an accurate approximation to the true
SF minimum, as shown in Fig. 26.
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FIG. 26: (Color online) Plot of eG as a function of Bˆ for
hˆ < hˆm, comparing fourth-order (dot-dashed), sixth-order
(dashed) and exact numerical (solid) expressions. The sixth-
order case approximates well the physical minimum at low
Bˆ but has a maximum at larger Bˆ that is an artifact of the
sixth-order truncation.
The SF-SFM transition occurs at hˆm ≈ |µˆ|. For hˆ >
hˆm two qualitative changes take place in the coefficients
Vˆn(hˆ, δˆ). Firstly, because of the positive argument of
the step functions, the coefficients Vˆn(hˆ, δˆ) and there-
fore the minimum superfluid solution Bˆ+ and the corre-
sponding energy eG(B+) become nontrivial functions of
the chemical potential difference hˆ. This then immedi-
ately gives a finite magnetization (population imbalance)
mˆ = −deG/dhˆ 6= 0, characteristic of the SFM ground
state. Secondly, for hˆ >∼ hˆm the coefficient Vˆ6 > 0. Hence
the shape of the eG(Bˆ) function and the corresponding
nature of the transition out of the SFM state (SFM - N
transition) are determined by the signs of the Vˆ2 and Vˆ4
coefficients.
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FIG. 27: Evolution of the BEC-regime normalized ground-
state energy eG(Bˆ) [Eq. (6.34)], for parameters such that a
continuous SFM→N transition occurs. Here, γ = 0.1, δˆ = −2,
µˆ = −0.924. For curves a, b, and c, hˆ < hˆc with hˆ = 1.0,1.007,
and 1.014 respectively and the minimum at Bˆ 6= 0 represents
the SFM phase. For curve d, hˆ = 1.020 > hˆc and the minimum
is at Bˆ = 0.
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2. Second-order SFM -N transition: δˆ < δˆc
Generically a transition is continuous if there is only
a single minimum in the energy function that vanishes
continuously as a parameter is tuned. As can be seen
from Eq. (6.38), this is possible for eG(Bˆ) when Vˆ4 > 0
and Vˆ6 > 0, in which case
Bˆ2+ = Bˆ
2
SFM =
Vˆ4
2Vˆ6
[√
1 + 4Vˆ2Vˆ6/Vˆ 24 − 1
]
, (6.39)
(which vanishes continuously as Vˆ2 → 0) characterizes
the SFM state while Bˆ
2
− < 0 and therefore no longer cor-
responds to an extremum of eG, as Bˆ− is complex.
The evolution of eG(Bˆ) with Vˆ2 for such a continu-
ous transition is illustrated in Fig. 27. The continuous
SFM - N transition is then determined by the vanishing
of Vˆ2(hˆ, δˆ) when the SFMminimum at Bˆ+ vanishes into
the normal state maximum at Bˆ = 0, with this taking
place at hˆc satisfying
F2(hˆc/|µˆ|) = 2µˆ− δˆ
γ
√
|µˆ| . (6.40)
At fixed imposed density, the condition of Vˆ4(hˆc, δˆ) > 0
for such a continuous transition is satisfied for δˆ < δˆc
with δˆc approximately given by Eq. (6.32). When com-
bined with the normal-state chemical potential Eq. (6.7),
this hˆc is equal to hˆc2(δˆ) that we have previously calcu-
lated [Eq. (6.28b)], plotted in the phase diagram (see
Figs. 1 and 21). As discussed above, this transition cor-
responds to a point at which all of the molecules have
dissociated into a fully polarized (single species) gas of
atoms, with the molecular condensate nm, characteris-
tic of the SFM state, vanishing. As such, experimentally
(where it is ∆N rather than h that is controlled), the
fully polarized normal state corresponds to a single point
∆N/N = 1.
3. First-order SFM -N transition: δˆc < δˆ < δˆM
In contrast to the above behavior, for δˆ > δˆc at fixed
density, the continuous transition at Vˆ2 = 0 [given by
hˆc, Eq. (6.40)] is preempted by a first-order transition.
This happens because Vˆ4(hˆ, δˆ) changes sign (with eG(Bˆ)
still well-defined, stabilized at large Bˆ by the positive
Vˆ6 term), becoming negative before Vˆ2 has a chance to
vanish. We note that as long as Vˆ2 > 0 (and Vˆ6 > 0, valid
for hˆ >∼ hˆm that we are considering here), independent
of the sign of Vˆ4 there is a single Bˆ 6= 0 minimum of
Eq. (6.38) that characterizes the SFM state. However,
for Vˆ4 > 0 the SFM state is given by Bˆ+ solution, while,
for Vˆ4 < 0, it is the B− solution that corresponds to the
SFM phase. The change in this behavior takes place when
Vˆ4 = 0, corresponding to
hˆ∗ ≃ 1.30µˆ, (6.41)
[which, incidentally, is the O(γ0) approximation to hˆc1
given in Eq. (6.31a)] and BˆSF,∗ = Bˆ−(Vˆ4 = 0) =
(Vˆ6/Vˆ2)
1/4.
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FIG. 28: Evolution of the BEC-regime normalized ground-
state energy eG(Bˆ) [Eq. (6.34)], for parameters such that a
first-order SFM→N transition occurs. Here, γ = 0.1, δˆ = −2,
µˆ = −0.921 and hˆ takes four different values: a) hˆ = 1.317,
so that Vˆ2 > 0 and Vˆ4 < 0, b) hˆ = 1.322, so that Vˆ2 < 0 and
Vˆ4 < 0, c) hˆ = 1.325 = hˆc, and d) hˆ = 1.326 > hˆc.
Once Vˆ4 < 0, as illustrated in Fig. 28, the shape of
eG(Bˆ) changes qualitatively when Vˆ2 changes sign. With
both Vˆ2 and Vˆ4 negative the normal-state extremum at
Bˆ = 0 turns into a local minimum. (Compare curves
a and b in Fig. 28.) Concomitantly, both extrema in
Eq. (6.38) become important, with the Bˆ+ solution giv-
ing the barrier (maximum) separating the SFM Bˆ− min-
imum from the normal-state minimum at Bˆ = 0. At
low hˆ < hˆc (but larger than hˆ∗), the energy eG(Bˆ−) of
the SFMminimum is lower than that of the normal state
(for which eG = 0) and the SFM remains a stable ground
state. However, with increasing hˆ the SFMminimum rises
and reaches the normal-state energy at the first-order
condition
0 = −Vˆ2Bˆ2− +
1
2
Vˆ4Bˆ
4
− +
1
3
Vˆ6Bˆ
6
−, (6.42)
giving
Vˆ4 = −4
3
Vˆ6Bˆ
2
−, (6.43a)
or, equivalently (including arguments for clarity),
Vˆ2[δˆ, hˆc, µˆ]Vˆ6[hˆc, µˆ] = − 3
16
Vˆ 24 [hˆc, µˆ], (6.43b)
as the condition for the critical point hˆc(δˆ, µˆ) of the first-
order SFM -N transition.
As is usual for first-order transitions and as discussed
in Sec. V for the BCS regime, the state of the system for
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hˆ > hˆc is determined by whether the system is kept at
fixed chemical potential or at fixed average density (atom
number). For the former case the system simply jumps
from the SFM to the normal (fully spin-polarized) state,
and the density and magnetization are free to adjust dis-
continuously to this sudden change in state at hˆc.
On the other hand, for atom number fixed at N , a
discontinuous change of state is not an option available to
the system as this would require a change in N (and ∆N)
that are fixed. As explained in Sec. VC, upon increasing
hˆ, the system tunes its chemical potential to remain on
the critical curve hˆc(δˆ, µˆ) and instead phase separates
into coexisting SFM and normal states, in proportions so
as to satisfy the imposed total number constraint.
We conclude this subsection by noting that the regime
of phase separation (PS) at negative detuning consists
of SFM -N coexistence only for sufficiently low δˆ. At
larger δˆ, the SFM phase ceases to exist and the coexis-
tence is between N and SF phases (as we find at low
detunings in the BCS regime). To determine the bound-
ary separating these possibilities, we note that, in the
regime of phase separation, hˆ = hˆc(µˆ) with hˆc approx-
imately given by Eq. (6.43b). Implementing the con-
straint 4/3 = xnˆSF +(1−x)nˆN (where here SF can refer
to the SF or SFM states) allows us to study, numerically,
the negative-detuning PS regime. The dashed line in
Fig. 21 denotes where, in the PS regime, hˆc = hˆm (in-
dicating a continuous SF-SFM transition inside the PS
regime) and the dashed line in the fixed-polarization
phase diagram Fig. 22 is thus obtained by converting
this hˆ boundary to polarization ∆N/N .
E. Finite γ corrections to the SFM - N
phase-separation boundaries
Here we use results of the previous section for the SFM -
N first-order transition (occurring for δˆc < δˆ < δˆM ) to
compute the phase-separation boundaries, correcting our
previousO(γ0) results. At fixed chemical potential differ-
ence (rather than polarization), the boundaries are hˆc1(δˆ)
and hˆc2(δˆ), to zeroth order in γ given by Eqs. (6.31b) and
(6.12b), respectively.
First focusing on hˆc1(δˆ), corrections to its zeroth or-
der expression Eq. (6.31b) have two sources. One is the
correction to the approximation of the chemical poten-
tial by µˆ ≈ δˆ/2, only valid to O(γ0). The other source of
approximation is the location of the transition by Vˆ4 = 0,
that is more accurately given by Eq. (6.43b).
To determine µˆ(δˆ, hˆ) more accurately we turn to its
defining equation, Eq. (6.19b), that can be written as
δˆ − 2µˆ = −γ
√
|µˆ|π
2
(6.44)
−γ
√
|µˆ|
[√
hˆ/|µˆ| − 1− tan−1
√
hˆ/|µˆ| − 1
]
.
To first order in γ and near hˆc1 (of interest to us)
Eq. (6.44) can be considerably simplified by replacing hˆ
by hˆc1, with the latter approximated by its zeroth order
value in γ, Eq. (6.31a). This gives
δˆ − 2µˆ ≈ −γ
√
|µˆ|π
2
− 0.047γ
√
|µˆ|, (6.45)
which, when solved for µˆ gives
µˆ ≈ µˆ(1)(δˆ) ≡ − 1
64
(
− γ′π +
√
(γ′π)2 + 32|δˆ|
)2
, (6.46)
where γ′ ≡ γ[1 + 2(0.047)/π].
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FIG. 29: (Color online) Plot of hˆc1(δˆ, γ = 0.1), the normal-
ized lower chemical potential difference above which the sys-
tem enters the regime of phase separation. The points are a
numerical computation and the solid line is Eq. (6.50).
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FIG. 30: (Color online) Plot of hˆc1(δˆ, γ) at one particular
detuning (δˆ = −2) as a function of resonance width parameter
γ.
The second correction to hˆc1 comes from using the
proper equation, Eq. (6.43a), (rather than Vˆ4 = 0) as the
location of the first-order transition and the lower-field
phase boundary hˆc1(δ). We write hˆc1 = hˆ
(0)
c1 + hˆ
(1)
c1 , with
hˆ
(0)
c1 the O(γ0) expression given by Eq. (6.31a) and hˆ(1)c1
the correction of O(γ). Using Eqs. (6.15b) and (6.35a),
as well as the O(γ0) expression for Bˆ2 [i.e. Eq. (6.10)]
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along with Eq. (6.43a) leads to
F4
[ hˆ(0)c1 + hˆ(1)c1
|µˆ|
]
= − 8γ
3π|µˆ|2 [1−
1
2
(hˆ
(0)
c1 − |µˆ|)
3
2 ]F6
[ hˆ(0)c1
|µˆ|
]
, (6.47)
where on the right side we neglected hˆ
(1)
c1 , valid to order
O(γ). Expanding the left-hand side in small hˆ(1)c1 , and us-
ing the fact that F4[hˆ
(0)
c1 /|µˆ|] = F4[1.30] = 0 [Eq. (6.31a)
above], F ′4[1.30] = −0.74 and F6[1.30] = 0.134, we find
hˆ
(1)
c1 ≈
0.154γ
|µˆ| [1− 0.082|µˆ|
3/2], (6.48)
yielding
hˆc1 ≈ 1.30|µˆ|+ 0.154γ|µˆ| [1− 0.082|µˆ|
3/2]. (6.49)
Now using µˆ(δˆ) in Eq. (6.49) we finally obtain to O(γ)
hˆc1(δˆ) ≈ 1.30|µˆ(1)(δˆ)|+ γ0.308|δˆ| [1− 0.029|δˆ|
3/2], (6.50)
that we plot in Fig. 29, as a function of detuning δ (on
the BEC side of δ < 0) and compare it to a numerical
determination of hˆc1 directly from the full ground-state
energy Eq. (5.13).
Also, as illustrated in Fig. 30, for δˆ = −2, the linear
decrease of hˆc1 with increasing γ exhibited in Eq. (6.50)
also compares well for small γ with the γ dependence of
the numerical solution (points). We expect the resulting
increase in the regime of phase separation to remain qual-
itatively correct beyond this narrow-resonance (γ ≪ 1)
limit.
The above result for hˆc1(δˆ) can be easily translated
into a critical polarization ∆Nc1(δ) that is relevant for
fixed spin-species number difference (fixed polarization)
by inserting hˆc1, µˆ(δˆ) and Bˆ
2 inside mˆ(hˆ), Eq. (6.1), that
gives for the lower-critical polarization
∆Nc1
N
=
1
2
(√
hˆ2c1 −
2
3
γ(1− 0.029|δˆ|3/2)− |µˆ(1)|
) 3
2
, (6.51)
above which the system phase separates into coexisting
SFM and N states.
We can also use Eq. (6.50) to compute the critical de-
tuning δˆM beyond which the SFM phase ceases to ex-
ist and the PS is replaced by N-SF coexistence (as on
the BCS side of the Feshbach resonance). It is deter-
mined by the point where hˆm(δˆ) and hˆc1(δˆ) intersect,
i.e., hˆm(δˆM ) = hˆc1(δˆM ), or equivalently ∆Nc1(δˆM ) = 0.
Using the former condition, to O(γ) we find
1.69|µˆ|2 + 0.40γ[1− 0.082|µˆ|3/2] = |µˆ|2 + 2
3
γ, (6.52)
that gives to leading order in γ
µˆM = −0.62√γ, (6.53)
for the chemical potential at this intersection. Using the
zeroth order relation µˆ = δˆ/2 gives, to leading order in
γ,
δˆM ≈ −1.24√γ, (6.54)
a result that compares favorably (see Fig. 21) with the
numerical solution (solid point).
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FIG. 31: (Color online) Plot of hˆc2(δˆ), the normalized upper-
critical chemical potential difference above which the system
enters the normal (N) phase. The points are a numerical
computation and the solid line is Eq. (6.28b)).
We turn next to the calculation of the upper-critical
boundary, hˆc2(δˆ), of the phase-separation region. This
is defined by where the normal-state chemical potential
µˆN (hˆ, n) = 2
2/3 − hˆ [Eq. (6.7)] intersects the first-order
condition Eq. (6.43b). This yields the self-consistent set
of equations
Vˆ2[δˆ, hˆc2, µˆN ] = − 3
16
Vˆ4[hˆc2, µˆN ]
2
Vˆ6[hˆc2, µˆN ]
, (6.55a)
µˆN = 2
2/3 − hˆc2, (6.55b)
an expression that applies for δ >∼ δc (where the sixth-
order expansion applies). Recall that, close to the first-
order transition hˆc, Vˆ4 vanishes allowing a secondary min-
imum in eG to form at Bˆ = 0. This vanishing implies
that the right side of Eq. (6.55a) is numerically small
near hˆc and may therefore be neglected (despite being
formally of the same order in γ as the left side). This
reduces Eq. (6.55a) to our previous approximate result
Eq. (6.28b), derived assuming a second-order SFM -N
transition at the point where Vˆ2 changes sign, and shows
why Eq. (6.28b) accurately determines hˆc2 even in the
first-order regime, as shown in Fig. 31.
In fact, Eq. (6.55a) shows that the true hˆc2 is slightly
higher than that predicted by Vˆ2 = 0, since Vˆ2 < 0 in
the N state and the right side is negative. This is as
expected, as the first-order transition (that takes place
for δˆ > δˆc) always precedes the spinodal point Vˆ2 = 0 at
which the metastability of the normal state is lost.
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FIG. 32: (Color online) Negative-detuning phase diagram in
the grand-canonical ensemble at detuning δˆ = −2 and width
γ = 0.1 showing superfluid (SF), magnetic superfluid (SFM ,
thin region indicated by arrow), vacuum and normal spin-↑
phases. Black curves are continuous transitions and the gray
curve is a first-order transition. The SFM phase undergoes ei-
ther a continuous [to the left of the red point at (−0.922, 1.20)]
or first-order [to the right of the red point] transition to the
N phase. To the right of the purple point at (−0.9206, 1.36),
the SFM phase ceases to exist and there is a direct first-order
SF-to-N transition.
Having determined the BEC-regime phase diagram for
the physically-relevant case of fixed total atom density
and population difference, for completeness in the present
section we compute the phase diagram in the grand-
canonical ensemble of fixed µˆ and hˆ. Of course, in the
grand-canonical ensemble there is no regime of phase sep-
aration. Thus, our main task is to find the critical curves
for the first- and second-order phase transitions, focusing
on the physically interesting regime of µˆ near δˆ/2. This
can be done by utilizing results derived in Secs. VID2
and VID 3. Starting in the singlet SF state at hˆ = 0,
characterized by an effective bosonic chemical potential
µˆm = 2µˆ− δˆ+O(γ), and lowering µˆ from > δˆ/2+O(γ) to
< δˆ/2+O(γ), the system undergoes a continuous transi-
tion from a molecular SF to a vacuum of molecules (and
atoms, since µˆ < 0). More generally it is defined by the
vanishing of the quadratic coefficient Vˆ2[δˆ, hˆ, µˆ], giving
µˆc(δˆ, hˆ < hˆm) = − 1
64
(
−γπ+
√
(γπ)2 + 32|δˆ|
)2
. (6.56)
Since, for small hˆ < hˆm, the Landau coefficients Vˆα are
h-independent, the above result holds at hˆ < hˆm, lead-
ing to a strictly vertical SF-vacuum phase boundary (see
Fig. 32).
Starting in this vacuum state (µˆ < µˆc), with increasing
hˆ the system undergoes a transition to the spin-polarized
N state as µˆ↑ changes from negative to positive leading to
a finite density of spin-up fermions (but still Bˆ = 0, since
µˆ < µˆc). We indicate this phase boundary in Fig. 32 by
a (nearly) horizontal line.
Starting instead in the SF state at µˆ > µˆc and in-
creasing hˆ, a continuous SF-SFM transition takes place
as mˆ becomes nonzero at hˆm. Using Eq. (6.26b) for hˆm
(approximately equal to |µˆ| near the SF-to-Vacuum tran-
sition but strongly deviating from it at larger µˆ) along
with Eq. (6.38), Bˆ2+, for the normalized molecular den-
sity, yields the SF-to-SFM boundary shown in Fig. 32.
As discussed in Sec. VID there are two possibilities
for exiting the resulting SFM state into the N state. (i)
If Vˆ2 changes sign (from positive to negative) before Vˆ4
becomes negative, the SFM -N transition is second-order,
and given by Eq. (6.40). (ii) If Vˆ4 becomes negative while
Vˆ2 is still positive, then the SFM -N transition is first-
order. The tricritical point129 (whose existence was also
recently confirmed and extended to finite temperature in
Ref. 78) Vˆ4(hˆc, µˆ) = 0 separating these two scenarios is
indicated by a red solid point, with Vˆ4 < 0 (and transi-
tion first-order) and Vˆ4 > 0 (and transition second-order)
to the right and left of this point, respectively. The gray
curve indicates the first-order SFM -to-N transition [com-
puted using Eq. (6.43b)].
At larger µˆ, to the right on the figure, hˆm intersects
the first-order curve at the purple point at (−.9206, 1.36).
To the right of this point, the SFM phase ceases to exist
and there is a direct SF-to-N first-order transition. Note
that, in this regime, our sixth-order approximation be-
gins to be quantitatively invalid. However, this basic
qualitative picture can be validated by directly (numeri-
cally) minimizing the full normalized ground-state energy
Eq. (5.13).
G. Bogoliubov sound velocity in SFM phase
In our earlier computation of eG(Bˆ), Eq. (6.14), among
other quantities, we have obtained an effective four-boson
coupling Vˆ4(hˆ, δˆ) that at zero molecular density is equiva-
lent to the molecular T-matrix proportional to the molec-
ular scattering amplitude. Thus, Vˆ4(hˆ, δˆ) is related to the
molecular scattering length am, which is a measure of the
effective molecular interaction induced by the Feshbach
resonance coupling to atoms. We have found that, inside
the SFM phase, Vˆ4(hˆ, δˆ) is positive but decreases with in-
creasing hˆ and in fact nearly (to O(γ)) vanishes at the
boundary hˆc1(δˆ) to phase separation; see Eq. (6.31b) and
the discussion in Sec. VIC. Physically this represents
a repulsive molecular Bose gas whose two-body repul-
sion nearly vanishes with increasing hˆ at the transition
to phase separation at hˆc1(δˆ).
A striking observable consequence of this is a concomi-
tant suppression of the Bogoliubov sound velocity u(δ, hˆ)
with increasing hˆ or population difference ∆N . The sim-
plest way to obtain u is to use the standard result117
u2 =
1
2m
∂P
∂|B|2 , (6.57)
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(recall the boson mass is 2m), where P is the pressure.
Since the grand-canonical energy EG is equal to −PV
with V the system volume, we have, plugging Bˆ2 ≃ Vˆ2/Vˆ4
into Eq. (6.34) (neglecting Vˆ6),
P =
1
2N(ǫF)
B4Vˆ4, (6.58)
where for clarity we have temporarily reverted to dimen-
sionful quantities. Evaluating the derivative, and re-
verting back to the dimensionless boson density Bˆ2 =
B2/cǫ
3/2
F , we have
u2 =
γ2πǫFBˆ
2
32m|µˆ|3/2F4(hˆ/|µˆ|). (6.59)
As we are primarily interested in fixed density, we insert
the fixed-density expressions µˆ ≈ δˆ/2 [valid to O(γ) on
the BEC side of the resonance] and Eq. (6.10) for Bˆ2,
yielding
u2 ≃ u20
[
1− 1
2
(
hˆ− |δˆ|
2
)3/2
Θ
(
h− |δˆ|
2
)]
F4
(2hˆ
|δˆ|
)
,(6.60)
with u0 the Bogoliubov sound velocity for h = 0 (i.e., in
the SF phase)
u0 =
23/4
√
πγ
8
√
3
vF
|δˆ|3/4
. (6.61)
Finally converting to fixed total density and population
difference, we have
u ≃ u0
√
1− ∆N
N
√
F4
(
1 + 2
5/3
|δˆ|
(
∆N
N
)2/3)
, (6.62)
for the sound velocity as a function of applied polariza-
tion. Note that there are two ways u can vanish with
increasing ∆N , depending on whether the detuning is
larger or smaller than δc, and, correspondingly, whether
the transition is first or second order. For δˆ > δˆc, u
(nearly; see Ref. 130) vanishes at the first-order instabil-
ity of the SFM state to phase separation, when F4 van-
ishes, as we have already discussed. For δˆ < δˆc, how-
ever, F4 remains positive at the second-order SFM to N
transition. In this case, u vanishes at this second-order
transition simply because the molecular density vanishes
as ∆N → N .
In Fig. 33, we plot u/u0 as a function of ∆N/N for
the case δˆ = −3 and γ = 0.1, showing its suppression
near the first-order transition at ∆Nc1N ≈ 0.133, where
it exhibits a jump discontinuity to zero (before Vˆ4(∆N)
actually vanishes130) upon entering the PS regime.
VII. FFLO STATE OF TWO-CHANNEL MODEL
Until this point, we have focused on ground states of
the two-channel Hamiltonian Eq. (4.8) assuming Q = 0
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FIG. 33: Bogoliubov sound velocity u/u0 as a function of
polarization for the case δˆ = −3.
pairing. However, it is well-known86,87 that the BCS
model (which our model corresponds to in the large pos-
itive detuning limit) under applied chemical potential
difference possesses an alternative minimum, character-
ized by both periodic off-diagonal long-range pairing or-
der and nonzero magnetization. Such states, which we
generally refer to as FFLO states, break translational
and rotational symmetries (and hence are examples of a
supersolid96–99) and exhibit a compromise between the
tendency to pair (due to attractive interactions) and the
tendency to magnetize (due to the applied chemical po-
tential difference h).
As we will show, deep in the BCS regime δ ≫ 2ǫF,
where the resonant two-channel model reduces to the
BCS model, we reproduce well-known results in the lit-
erature86,87. Our main contribution is the extension
of these results on FFLO ground states to a resonant
model at arbitrary detuning δ. We thereby predict the
evolution of the FFLO state [i.e., we predict Q(δ, h)
and the FFLO phase boundary] for δ outside the well-
studied BCS regime. In terms of the phase diagram, our
main prediction is that the FFLO state is unstable, i.e.,
squeezed out by the phase-separation regime and the nor-
mal state, for δ < δ∗ ≃ 2ǫF.
As we have already noted, we expect that FFLO-type
ground states of Eq. (4.8) are adequately modeled102
by assuming single-harmonic pairing, namely taking the
pairing order to be ∆(r) = ∆Qe
iQ·r. With this assump-
tion, it is straightforward (as we already have done in
Sec. IV) to find the ground state energy EG(∆Q,Q) as
a function of wavevector Q and gap ∆Q, and then to
minimize EG(∆Q,Q) over these parameters.
Our analysis is very similar to that of FF86, though
generalized to the present two-channel resonant Hamil-
tonian Eq. (4.8). Thus, our results differ from those of
FF only away from the deep BCS limit. For δ ≫ 2ǫF,
however, our results map onto those of FF, finding that,
instead of a phase transition from the SF to the N state
at hc ≃ ∆BCS/
√
2 (see Fig. 1), the FFLO state inter-
venes, so that there is a first-order SF to FFLO transi-
tion, followed by a second-order105 FFLO to N transition
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FIG. 34: (Color online) Plot of the hˆFFLO phase bound-
ary, along with hˆc2 and hˆc1, for γ = 0.1, as a function
of normalized detuning δˆ. The FFLO phase is stable for
hˆc2 < hˆ < hˆFFLO, as shown in the phase diagram Fig. 1.
at hFFLO.
We now determine the region of the phase diagram
in which the FFLO state has the lowest energy. The
governing (variational) ground-state energy is given by
Eq. (4.22) that we redisplay here for convenience:
EG(∆Q,Q) =
(ǫQ
2
+ δ0 − 2µ
)∆2Q
g2
−
∑
k
(Ek − εk)
+
∑
k
Ek
(
1 + Θ(−Ek↑)−Θ(Ek↓))
)
+
∑
k
(k ·Q
2m
+ h
)(
1−Θ(−Ek↑)−Θ(Ek↓)
)
. (7.1)
For the Q = 0 case, we have already evaluated the
first momentum sum appearing in Eq. (7.1). Exam-
ining Eqs. (4.21a) and (4.21b) reveals that, for this
sum, having Q 6= 0 simply shifts the chemical poten-
tial µ → µ˜ ≡ µ − Q2/8m. The remaining “excluded”
sums in Eq. (7.1) (second and third lines) can also be
evaluated [within the standard approximation of replac-
ing N(ǫ) → N(ǫF ), valid in the atomic degenerate limit
of ∆/µ ≪ 1] following FF; we do this in Appendix F.
This yields
EG ≈ − 8
15
N(µ˜)µ˜2 +
(ǫQ
2
+ δ − 2µ)∆2Q
g2
+2N(µ˜)
(
− ∆
2
Q
4
+
∆2Q
2
ln
∆Q
8e−2µ˜
)
(7.2)
+
N(µ˜)∆2Q
2Q¯
[
I(Q¯ + h¯)− I(h¯− Q¯) + I(Q¯ − h¯)],
where I(x) is given by
I(x) ≡ [− 1
3
(x2 − 1)3/2 −
√
x2 − 1
+x cosh−1 x
]
Θ(x− 1), (7.3)
and, using notation similar to that of FF, we have de-
fined the rescaled wavevector Q¯ and chemical potential
difference h¯:
Q¯ ≡ k˜FQ
2m∆Q
, (7.4a)
h¯ ≡ h
∆Q
, (7.4b)
with k˜F =
√
2mµ˜ the Fermi wavevector associated
with the shifted chemical potential. We note that EG,
Eq. (7.2), is consistent with FF, differing only in the ǫQ
term that accounts for the molecular kinetic energy ab-
sent in the BCS-like model of FF.
From this point on, the determination of the phase
diagram and the corresponding phases is conceptually
simple, given by the minimization of EG(∆Q,Q) with
respect to Q and ∆Q (while satisfying the total num-
ber constraint). However, because the general structure
of Eq. (7.2) is quite complicated, to do this generally is
technically challenging and best done numerically. Nev-
ertheless, analytical solutions are possible in a number of
important limits.
We now briefly overview the structure of EG(∆Q,Q),
Eq. (7.2). At small Q, only the terms ∝ [I(Q¯+ h¯)−I(h¯−
Q¯)] are nonzero; in the Q→ 0 limit these conspire so that
Eq. (7.2) reduces to our previous result Eq. (5.24), from
Sec. VB. At small h, the SF state studied in that sec-
tion is still a stable minimum of Eq. (7.2) at ∆Q = ∆BCS,
Q = 0, and remains so until the critical chemical poten-
tial difference hc (that is remarkably close to the critical
h studied in Sec. VB, approximated by hc ≃ ∆BCS/
√
2).
Already below hc, EG(∆Q,Q) exhibits a secondary local
minimum at the FFLO-state (∆Q,Q) and, for h > hc,
there is a first-order transition into this magnetized finite-
Q FFLO state that is nearly degenerate with the ∆Q = 0
normal state. The FFLO state is only stable for a narrow
window of h values (and sufficiently large detuning), un-
dergoing a continuous transition to the N state at hFFLO.
A. Second-order N-FFLO transition
Before studying the first-order SF-FFLO transition, it
is convenient to first look at the simpler transition from
the N state, that takes place upon lowering h from a
large value. As was first shown by FF86, this N-FFLO
transition is in fact continuous in mean-field theory105 of
the standard Landau type.
This is possible because, for sufficiently large Q and
small ∆Q, the excluded-sum terms [i.e. the last line of
Eq. (7.2)] convert the double minimum form of EG(∆Q)
(characteristic of the first-order transition that would
take place at Q = 0) to a single, h, δ-dependent mini-
mum that leads to a continuous N-FFLO transition.
The continuous nature of the N-FFLO transition al-
lows us to accurately study its details by expanding
EG(∆Q,Q) in small ∆Q. Since we expect the transi-
tion to take place at finite h (that we call hFFLO) and
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finite Q, its Landau expansion in small ∆Q is character-
ized by the large Q¯, h¯ limit as both are proportional to
1/∆Q according to Eq. (7.4). As we will verify a poste-
riori, the existence of the continuous N-FFLO transition
furthermore requires, near hFFLO, the system to be in
the “doubly-depaired”(or “D”) regime (in the notation
of FF), characterized by Q¯ + h¯ > 1 and Q¯ − h¯ > 1, i.e.,
a regime in which excluded-sum contributions for both
atom species (spin up and down) are nonzero. In this
regime, the term ∝ I(h¯ − Q¯) vanishes and, to leading
order, the other two excluded-sum terms give
I(Q¯+ h¯) + I(Q¯− h¯) ≈ −2
3
Q¯3 − 2Q¯h¯2 − Q¯
+Q¯ ln 4(Q¯+ h¯)(Q¯ − h¯)
+h¯ ln
Q¯+ h¯
Q¯− h¯ +
1
4
( Q¯
Q¯2 − h¯2
)
, (7.5)
where we utilized the expansion of I(x) for large value of
its argument:
I(x) ≈ Θ(x− 1)
[
− x
3
3
+
(− 1
2
+ ln 2x
)
x+
1
8x
]
. (7.6)
As we will see, the above expansion Eq. (7.5) [to be
used inside Eq. (7.2)] is sufficient to get a Landau expan-
sion of EG(∆Q,Q) up to fourth order in ∆Q, required
to capture the second-order N-FFLO transition. We fur-
thermore expand the first term in Eq. (7.2) in small Q,
finding
8
15
N(µ˜)µ˜2 ≈ 8
15
N(µ)µ2 +
1
3
N(µ)Q¯2∆2Q. (7.7)
It is easy to convince oneself that to lowest order nec-
essary to capture this transition, in all other terms µ˜
can be approximated by its unshifted (Q = 0) value µ.
Now, reverting to our dimensionless variables ∆ˆQ, µˆ, and
hˆ [defined in Eqs. (5.11)], defining a new dimensionless
momentum
Qˆ ≡
√
µˆ
Q
kF
, (7.8)
and combining Eqs. (7.7) and (7.5) inside EG, Eq. (7.2),
we obtain the sought-after quartic (in ∆ˆQ) Landau
expansion for the normalized ground-state energy eG
[Eq. (5.11e)]:
eG ≈ − 8
15
µˆ5/2 +
γ−1Qˆ2∆ˆ2Q
2µˆ
+
√
µˆ
[
− ∆ˆ2Q − hˆ2 (7.9)
+
∆ˆ2Q
2
ln
4(Qˆ+ hˆ)(Qˆ − hˆ)
∆ˆ2BCS
+
hˆ∆ˆ2Q
2Qˆ
ln
Qˆ+ hˆ
Qˆ− hˆ
+
∆ˆ4Q
8
1
Qˆ2 − hˆ2
]
,
where we used the zero-field (hˆ = 0) BCS gap
∆ˆBCS = 8e
−2µˆe−γ
−1(δˆ−2µˆ)/√µˆ, (7.10)
to simplify the final expression. We note that in eG,
Eq. (7.9), an important cancellation of the nonanalytic
∆ˆ2Q ln ∆ˆQ terms has taken place. Namely, the ∆ˆ
2
Q ln ∆ˆQ
term, characterizing the hˆ = 0 BCS ground state energy
(guaranteeing that a continuum, hˆ = 0 degenerate Fermi
gas with arbitrarily weak attractive interactions is always
unstable to paired superfluidity) is exactly canceled by
such a term arising from the finite-hˆ excluded-sum con-
tribution.
Minimizing EG over ∆ˆQ (the gap equation), Qˆ (which
ensures that the total momentum vanishes in equilib-
rium89) and differentiating with respect to µˆ [to obtain
the number equation, Eq. (5.16b)] we obtain near the
N-FFLO transition
∆ˆ2Q ≃ 2hˆ2(λ2 − 1)
[
2− γ
−1hˆ2
µˆ3/2
λ2
− ln 4hˆ
2(λ2 − 1)
∆ˆ2BCS
− 1
λ
ln
λ+ 1
λ− 1
]
, (7.11a)
0 ≃ γ
−1hˆ2
µˆ3/2
λ2 + 1− 1
2λ
ln
λ+ 1
λ− 1 , (7.11b)
4
3
≃ 4
3
µˆ3/2 + 2γ−1∆ˆ2Q +
hˆ2
2
√
µˆ
, (7.11c)
where we only kept terms to leading order in ∆ˆQ and
γ and defined λ = Qˆ/hˆ. The simultaneous numerical
solution to these equations yields ∆ˆQ andQ in the FFLO
phase, as well as the critical chemical potential difference
hˆFFLO above which ∆ˆQ → 0.
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FIG. 35: (Color online) Plot of wavevector Q(δˆ) of FF order,
normalized to Fermi wavevector kF ≡ pF/h¯ for γ = 0.1 as a
function of Feshbach resonance detuning δˆ.
In Fig. 34 we plot, for γ = 0.1, hˆFFLO as a function of
normalized detuning, along with hˆc1 and hˆc2. In Fig. 35,
we plot the FFLO wavevector Q(δˆ, hˆFFLO) at the transi-
tion [Q(δˆ, hˆ) is only weakly hˆ-dependent near the transi-
tion]. Indeed, the fact that Q is finite at the transition is
consistent with our large Q¯, h¯ expansion above. To get
an idea of the typical magnitude of pairing in the FFLO
phase, in Fig. 36 we plot ∆ˆQ(δˆ, hˆc2), i.e., the strength of
pairing at the FFLO-to-phase-separation phase bound-
ary. To gain some intuition for these numerical results
42
2.3 2.4 2.5 2.6
0.005
0.01
0.015
∆Q/ǫF
δˆ
FIG. 36: (Color online) Plot of maximum gap ∆Q(δ, hc2) in
FFLO phase as a function of Feshbach resonance detuning for
the case γ = 0.1.
we examine analytically the solution to Eqs. (7.11) in
the large detuning (δˆ ≫ 1) limit. In this regime, we can
safely neglect the first term of Eq. (7.11b), as near the
transition hˆ2 ≈ hˆ2FFLO ≪ γ, with the latter inequality
arising from simplest estimate of hˆFFLO ∼ ∆ˆBCS. Our
dropping of this first term in Eq. (7.11b) can be traced
back to a neglect of the molecular dispersion, reducing
our two-channel model to a single-channel one, equiva-
lent to that studied by FF. With this simplification the
momentum equation reduces to:
0 = 1− 1
2λ
ln
λ+ 1
λ− 1 , (7.12)
that is solved by λ ≈ 1.200. Using this inside Eq. (7.11a)
(neglecting the term γ−1hˆ2λ2/µˆ3/2 in the latter) gives
∆ˆ2Q ≈ 2hˆ2(λ2 − 1) ln
∆ˆ2BCS
4hˆ2(λ2 − 1)
. (7.13)
The vanishing of ∆ˆQ(hˆ, δˆ) then determines the critical
point hˆFFLO for the N-FFLO continuous transition
hˆFFLO ≃ ∆ˆBCS
2
√
λ2 − 1 ≃ η∆ˆBCS, (7.14a)
≃ η∆ˆF [γ, δˆ] exp
[− η2δˆ
8γ
∆ˆ2F
]
, (7.14b)
with the constant of proportionality η = 0.754 in
(expected) agreement with FF86. In the final line
Eq. (7.14b), we used the number equation for µˆ
[Eq. (7.11c), which, as expected, precisely reduces to
the N-state number equation at the transition where
∆ˆQ → 0; c.f. Eq. (5.50)] to find hˆFFLO at fixed imposed
density. Here, we remind the reader that ∆ˆF is defined
in Eq. (5.46).
To this order of approximation (i.e., that of FF86)
the hˆFFLO(δ) (for the N-FFLO transition) and hˆc(δ) ≈
∆BCS(δˆ)/
√
2 (for the FFLO-SF transition; see below)
phase boundaries maintain a constant ratio as a func-
tion of δˆ. As we saw in Sec. VB, at fixed number [de-
termined by in addition imposing Eq. (7.11c)] the crit-
ical curve hˆc(δˆ, µˆ) splits into upper-critical and lower
critical boundaries hˆc2(δˆ, N) = hˆc(δˆ, µˆFFLO(δˆ, N)) and
hˆc1(δˆ, N) = hˆc(δˆ, µˆSF (δˆ, N)), respectively, bounding the
SF-FFLO coexistence region. For later reference we note
that, because ∆ˆQ,FFLO ≪ ∆ˆBCS ≪ γ, the chemical po-
tential µˆFFLO in the FFLO state is accurately given by its
normal state value, µˆN , the latter given by Eq. (7.11c),
with ∆ˆQ ≈ 0, giving, at small hˆ, µˆFFLO ≈ 1. Just below
the N-FFLO transition, the order parameter ∆ˆQ grows
in the expected generic mean-field way86
∆ˆQ,FFLO
∆ˆBCS
≃
√
hˆFFLO − hˆ
hˆFFLO
for hˆ < hˆFFLO, (7.15)
with the characteristic Qˆ reducing linearly with hˆ accord-
ing to Qˆ ≈ λhˆ.
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FIG. 37: Critical detuning δ∗ beyond which the FFLO phase
is stable at nonzero polarization, valid for narrow resonance
(small γ).
We now go beyond the above FF approximation for
hˆFFLO(δˆ, µˆ) by including the (so-far neglected) molecular
dispersion in Eqs. (7.11a) and (7.11b). Combining these
equations gives the order parameter
∆ˆ2Q ≃ 2hˆ2(λ2 − 1)
[
3− 3
2λ
ln
λ+ 1
λ− 1 − ln
4hˆ2(λ2 − 1)
∆ˆ2BCS
]
,
(7.16)
that, when solved simultaneously with Eq. (7.11b), gives
the more accurate, higher-order hˆFFLO(δˆ, µˆ) boundary.
The latter is best determined numerically, as illustrated
in Fig. 34. Its new important feature [beyond the lower
order result in Eq. (7.14a)] is that hˆFFLO(δˆ, µˆ) is no
longer proportional to hˆc(δˆ, µˆ), crossing it [and there-
fore hˆc2(δˆ, N)] at a detuning δˆ∗ (see Fig 1), that is de-
termined by the condition hˆFFLO(δˆ∗, µˆ) = hˆc(δˆ∗, µˆ) ≃
∆ˆBCS(δˆ∗, µˆ)/
√
2. Inserting this condition into Eq. (7.16)
gives λ at this crossing, which we call λ∗:
0 = 3(1− 1
2λ∗
ln
λ∗ + 1
λ∗ − 1)− ln
[
2(λ2∗ − 1)
]
. (7.17)
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Solving Eq. (7.17) numerically gives λ∗ ≈ 1.159, only
slightly lower than its FF value of λ ≈ 1.200 in the
asymptotic BCS regime. Inserting λ∗ into Eq. (7.11b)
yields the following implicit expression for δ∗ at which
hˆFFLO = hˆc:
1
2
∆ˆBCS[δ∗, µˆ]2 =
µˆ3/2γ
λ2∗
[ 1
2λ∗
ln
λ∗ + 1
λ∗ − 1 − 1
]
, (7.18a)
≃ 0.094µˆ3/2γ, (7.18b)
with δ∗ entering via ∆ˆBCS, the BCS gap at hˆ = 0. Us-
ing the explicit expression Eq. (5.26) in Eq. (7.18b) and
approximating µˆFFLO ≈ µˆN ≈ 1, then gives
δˆ∗ ≈ 2− γ
2
ln 0.159γ, (7.19)
where we emphasize that, for γ < 1 (where the preceding
expressions are valid), δˆ∗ is bounded by 2ǫF from below
and is an increasing function of Feshbach resonance width
γ, illustrated in Fig. 37.
Using the solution of Eqs. (7.11a) and (7.11b) for λ
together with the definition of λ = Qˆ/hˆ and Eq. (7.8),
we can obtain the wavevector Q(δ, h) characterizing the
FFLO state. Approximating hˆ by its critical value
hˆFFLO(δ) ≈ η∆ˆBCS and reintroducing Planck’s constant,
we find
Q ≈ 2ηλ∆BCS
h¯vF
. (7.20)
As we have mentioned, along the phase boundary
hˆFFLO(δˆ) a more precise numerical solution for Qˆ(δˆ) is
given in Fig. 35.
We close this subsection by noting that the N-FFLO
phase boundary hˆFFLO(δˆ) can be easily converted into
a critical polarization boundary ∆NFFLO(δˆ) by using
hˆFFLO(δˆ) inside the expression for the normal-state spin
imbalance ∆N(hˆ), Eq. (5.22b). Doing this numerically
gives ∆NFFLO(δˆ), plotted along with ∆Nc2 in the phase
diagram Fig. 3, that for large detuning is given by
∆NFFLO
N
≈ 3η
2
∆ˆF exp
[− η2δˆ
8γ
∆ˆ2F
]
, (7.21)
a result that we will estimate [along with Eq. (7.20)] in
the context of recent experiments in Sec. X.
B. First-order FFLO-SF transition and associated
phase separation
The FFLO state arises as a result of a delicate bal-
ance between the normal state (selected by atom species
imbalance) and the singlet-paired superfluid state (pre-
ferred by the attractive pairing interaction). It is charac-
terized by an order parameter that is significantly smaller
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FIG. 38: (Color online) Contour plots of the ground-state
energy EG (darker regions denote higher EG) as a function of
the normalized gap ∆ˆQ and the normalized wavevector Qˆ. For
a), hˆ >∼ hˆc so that a first-order transition from SF to FFLO
has just occurred. For b), hˆ <∼ hˆFFLO, so the FFLO minimum
is approaching the ∆ˆQ = 0 (N state) axis continuously and
the local SF-state minimum has moved to higher energy. Note
that the N phase occurs for any Qˆ at ∆ˆQ = 0.
than that of a singlet BCS superfluid and by a finite mag-
netization m = ∆N/V
m(h) =
∫
d3k
(2π)3
[
Θ(−Ek↑)−Θ(−Ek↓)
]
, (7.22)
that is quite close to that of the normal state
mN ≃ 2c√µh. (7.23)
Hence, in many of its properties the FFLO state is quan-
titatively quite close to the normal state. This is illus-
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trated in Fig. 38 by the proximity of the FFLO energy
minimum to the normal state, ∆ˆQ = 0.
As can be seen from the evolution of eG with decreas-
ing hˆ below hˆFFLO(δˆ, µˆ) (see Fig. 38b) , a secondary local
BCS minimum arises at finite ∆ˆQ=0 = ∆ˆBCS. Upon fur-
ther decreasing hˆ, this BCS singlet SF minimum becomes
degenerate (Fig. 38a) with the FFLO one, and the reso-
nant Fermi gas undergoes a first-order FFLO-SF transi-
tion by “jumping” from the FFLO minimum to this BCS
one.
From the quantitative similarity of the normal and
FFLO states’ energetics, it is not surprising that we find
this FFLO-SF transition at
hˆc(δˆ, µˆ) ≃ 2η
2η2 + 1
∆ˆBCS ≃ 0.706∆ˆBCS, (7.24)
obtained using the approximate formula Eq. (7.15) for
the order parameter near hˆFFLO. This is extremely
close to the N-SF first-order transition at hˆc(δˆ, µˆ) ≈
∆ˆBCS/
√
2 ≈ .707∆ˆBCS, studied in Sec. V, where we ig-
nored the existence of the FFLO state, validating our
approximation of hˆc(δˆ, µˆ) by ∆ˆBCS/
√
2 elsewhere in this
section. Consistently, hˆc(δˆ, µˆ) is also only slightly lower
than hˆFFLO(δˆ, µˆ) ensuring that the FFLO state is quanti-
tatively indeed quite close to the normal state, occupying
only a narrow sliver between hˆFFLO(δˆ, µˆ) and hˆc(δˆ, µˆ) and
limited to δˆ > δˆ∗ ≈ 2 on the phase diagram.
The analysis of the FFLO-SF first-order transition par-
allels our analysis in Sec. VB for the N-SF transition
(where the FFLO state was neglected). Because of the
abovementioned similarity of the N and FFLO states all
the results derived in Sec. VB remain quantitatively ac-
curate for the true FFLO-SF transition. To recap, for
fixed chemical potentials and decreasing hˆ, the system
simply jumps at hˆc(δˆ) from the FFLO minimum to the
BCS SF minimum, exhibiting density and magnetization
discontinuities given by Eqs. (5.40) and (7.23), respec-
tively. The two superconducting order parameters ∆ˆQ
and ∆ˆ0 characterizing the FFLO and BCS SF states, re-
spectively, also experience jump discontinuities with de-
creasing hˆ at hˆc(δˆ, µˆ), with ∆ˆQ jumping to 0 and ∆ˆ0
jumping to the finite BCS value ∆ˆBCS. Correspondingly,
Q jumps to zero as hˆ reduced below hˆc(δˆ).
In contrast, (as also discussed in detail in Sec. VC) at
fixed atom density n (or number N), neither the SF nor
the FFLO (nor N) states can satisfy the number equation
while remaining a global minimum of eG. Consequently,
below hc2(δ,N) = hc(δ, µFFLO(N) ≈ µN ) the gas phase
separates into coexisting singlet-BCS SF and (at large de-
tuning) FFLO state, in proportions x(δ, h) and 1−x(δ, h)
that are well-approximated using Eq. (5.82). This coex-
istence region is bounded from below by a lower-critical
Zeeman field hc1(δ,N) = hc(δ, µSF (N)), below which the
system transitions into a single-component singlet SF.
We conclude this subsection by noting that, because of
the existence of the δˆ∗ detuning point on the hˆFFLO(δˆ)
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FIG. 39: (Color online) Portion of the positive-detuning phase
diagram for γ = 0.1 at fixed detuning δ and chemical po-
tential difference h showing regions of normal phase (N),
FFLO (along red curve), singlet superfluid (SF) and phase-
separation (shaded, PS). The dashed line connects the critical
point (δ∗, hˆFFLO(δ∗) with the origin. Below the dashed line
in the shaded PS regime, the phase separation consists of co-
existing SF and FFLO states, while above the dashed line it
consists of coexisting SF and N states.
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FIG. 40: (Color online) Portion of the positive-detuning phase
diagram for γ = 0.1 at fixed detuning δ and polarization ∆N
showing regions of normal phase (N), FFLO (along red curve)
and phase-separation (shaded, PS). Below the dashed line, the
phase separation regime consists of coexisting SF and FFLO
states, while above the dashed line it consists of coexisting SF
and N states.
boundary, the phase separation (PS) regime between
hˆc2(δˆ) and hˆc1(δˆ) is somewhat nontrivial. This arises
from the fact that, for δˆ ≫ δˆ∗ (deep in the BCS regime),
it is the FFLO state to which the BCS SF is unstable
above hˆc(δˆ, µˆ). Thus, at large detunings, we expect the
PS to consist of SF-FFLO coexistence. For δˆ ≪ δˆ∗, on
the other hand, we expect the regime of phase separation
to consist of SF-N coexistence.
Our aim is to compute the boundary separating these
two types of phase-separated mixture. We start by com-
puting this boundary at fixed density and chemical po-
tential difference, shown in Fig. 39, which can be done
using a simple (approximate) argument. Consider a point
(δˆ0, hˆ0) = (δ0/ǫF, h0/ǫF) inside the region of phase sep-
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aration. The uniform phases comprising the mixture at
this point must have the same detuning δ0 and chemi-
cal potential difference h0 but different densities. Since
both axes are normalized to ǫF ∝ n2/3, clearly such uni-
form phases lie on a ray emanating from the origin and
intersecting (δˆ0, hˆ0). This implies that the homogeneous
states on either side of the regime of phase separation
that intersect this ray will comprise the mixed state.
This procedure can be used to determine the compo-
sition of the mixed phase for any point in the regime of
phase separation. In Fig. 39 we have drawn a dashed
line connecting (δˆ∗, hˆFFLO(δ∗)) ≈ (2.202, .0965) with the
origin. Clearly, for points inside the PS region that are
above this dashed line the coexistence is between SF and
N while for points below the dashed line it is between SF
and FFLO.
Having found a simple approximate scheme [it is ap-
proximate because the location of (δˆ∗, hˆFFLO) is not in-
variant with respect to changes of the density since γ is
a function of ǫF] to determine the boundary between SF-
N coexistence and SF-FFLO coexistence, we now obtain
it in a different way, defining the boundary as the place
where the N portion of the SF-N coexistence undergoes a
second-order transition (with decreasing chemical poten-
tial difference) to the FFLO phase. The critical chemical
potential difference hˆFFLO(µˆ) at which this occurs satis-
fies Eq. (7.11b) and Eq. (7.11a) with ∆ˆ = 0 for the latter:
0 =
γ−1hˆFFLO(µˆ)2
µˆ3/2
λ2 + 1− 1
2λ
ln
λ+ 1
λ− 1 , (7.25a)
0 = 2− γ
−1hˆFFLO(µˆ)2
µˆ3/2
λ2 − ln 4hˆFFLO(µˆ)
2(λ2 − 1)
∆ˆ2BCS
− 1
λ
ln
λ+ 1
λ− 1 , (7.25b)
where we include the chemical-potential argument in
hˆFFLO(µˆ) to emphasize that is distinct from hˆFFLO which
we have already defined and which also satisfies the num-
ber equation; instead, here we must combine it with con-
ditions appropriate to the mixed phase.
In fact, we have already studied the gap and number
equations in the PS regime, assuming SF-N coexistence,
in Sec. VF, where we expressed the total number con-
straint as an equation for the SF fraction x in Eq. (5.82);
along with Eq. (5.83) for the normalized polarization and
Eq. (5.68) (which provides the first-order condition relat-
ing µ and h in the mixed phase). For a particular ∆N/N ,
such a procedure yields hˆ(µˆ) in the PS regime assuming
SF-N coexistence; where this crosses hˆFFLO(µˆ) given by
Eq. (7.25) leads to a phase boundary (plotted in Fig. 40)
that marks the FFLO-N phase transition inside the PS
regime.
VIII. ONE-CHANNEL MODEL
In the preceding sections, we have studied a resonantly-
interacting Fermi gas across a Feshbach resonance as a
function of detuning and chemical potential imbalance
(or, equivalently, species asymmetry), summarized by the
phase diagrams Figs. 1 and 3. We have limited our anal-
ysis to the two-channel model, Eq. (3.1), for reasons dis-
cussed in Sec. III, namely, because it is characterized by
a small parameter γ ∝
√
Γ0/ǫF (with Γ0 the Feshbach
resonance width), that justifies, in the narrow resonance
γ ≪ 1 limit, a perturbative mean-field analysis across
the resonance.
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FIG. 41: Chemical potential difference, h, vs. coupling 1
kFas
phase diagram of the one-channel model showing regimes of
FFLO, superfluid (SF), magnetized superfluid (SFM ), and
phase separation (PS). Panel (a) is the global phase diagram
and panel (b) is a zoom-in emphasizing the FFLO regime.
The thick red dot at (−2.37, 6.89) in the BEC regime is a
tricritical point separating first and second order transitions.
On the horizontal axes three critical detunings are labeled:
δ˜c ≡ −(kFasc)−1 = −2.37, δ˜M ≡ −(kFasM )−1 = −1.01 and
δ˜∗ ≡ −(kFas∗)−1 = 0.46.
In contrast, the one-channel model (to which the two-
channel model reduces in the broad-resonance γ ≫ 1
limit) is characterized by a gas parameter n1/3|as| which
diverges in the vicinity of the resonance where kF|as| →
∞. Hence, standard mean-field analysis (uncontrolled
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embellishments notwithstanding) is expected to become
quantitatively unreliable across the resonance.
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FIG. 42: Polarization ∆N/N vs. coupling 1
kFas
phase di-
agram of the one-channel model showing regimes of FFLO,
superfluid (SF), magnetized superfluid (SFM ), and phase sep-
aration (PS). As in the preceding figure, panel (a) is the global
phase diagram, panel (b) is a zoom-in emphasizing the FFLO
regime, and on the horizontal axes the three critical detun-
ings δ˜c = −2.37, δ˜M = −1.01, and δ˜∗ = 0.46 are labeled.
Note that here (in contrast to a narrow Feshbach resonance
γ ≪ 1, Fig. 3) at unitarity, (kFas)−1 = 0, the boundary be-
tween N and PS is at ∆N/N ≃ 0.93 < 1, consistent with
experiments30.
However, most present-day experiments on 40K and
6Li (e.g., the Feshbach resonance at 202 G in 40K or
at 830 G in 6Li) are in the broad resonance limit (see
Appendix A) and one is forced to analyze this analyti-
cally inaccessible limit. This is best done directly in a
one-channel model. Although mean-field theory on the
one-channel model is not expected to be accurate across a
Feshbach resonance tuned to zero energy, it still may be a
qualitatively correct interpolation between the deep BCS
and BEC regimes where the gas parameter n1/3|as| ≪ 1.
With this caveat in mind, in the present section we study,
within mean-field theory, the single-channel model as a
function of polarization and detuning (or, equivalently,
s-wave scattering length as), with our results summa-
rized by the phase diagrams Figs. 41 and 42 (which are in
agreement with recent results64,75,78). Since the one- and
two-channel models are so closely related (see Sec. V),
many of the calculations will be very similar to ones we
have already presented in the context of the two-channel
model.
We begin with the one-channel model Hamiltonian
Eq. (3.27) in the grand-canonical ensemble (with system
volume V = 1)
H =
∑
k,σ
(ǫk−µσ)cˆ†kσ cˆkσ+λ
∑
kqp
cˆ†k↑cˆ
†
p↓cˆk+q↓cˆp−q↑, (8.1)
applying a standard mean-field analysis, by first assum-
ing an expectation value
λ〈cˆ↓(r)cˆ↑(r)〉 = ∆QeiQ·r, (8.2)
corresponding to pair condensation at a single wavevector
Q, with ∆Q and Q to be self-consistently determined.
With this mean-field assumption, H , Eq. (8.1), reduces
to the standard BCS mean-field form:
H = −|∆Q|
2
λ
+
∑
k
(ǫk − µσ)cˆ†kσ cˆkσ
+
∑
k
(
∆†Qcˆk+Q
2
↓cˆ−k+Q
2
↑ + cˆ
†
−k+Q
2
↑cˆ
†
k+Q
2
↓∆Q
)
.(8.3)
With the identification of ∆Q with gBQ, its main distinc-
tions from the two-channel model Eq. (4.9) are the lack
of any dispersion in the ∆Q field [with −λ−1 replacing
g−2(12ǫQ + δ0 − 2µ)] and the fact that the total atom-
number constraint here involves only N =
∑
k,σ〈c†kσckσ〉
rather than the analogous Eq. (4.24).
As for the two-channel model, after this mean-field ap-
proximation (treating ∆Q as a c-number), everything else
can be in principle computed exactly because the model
is quadratic in fermion operators and can easily be di-
agonalized. Equivalently, the theory can be formulated
via a coherent-state path integral, where ∆Q appears as
a Hubbard-Stratonovich field used to decouple the quar-
tic interaction131 in H , Eq. (8.1). In this approach, the
mean-field approximation corresponds to a saddle-point
treatment of the field ∆Q.
All T = 0 properties (on which we focus) follow
directly from the corresponding ground state energy
EG(∆Q), with ∆Q appearing as a variational parame-
ter. As in the two-channel case, we shall find that for
much of the phase diagram the ground-state is char-
acterized by Q = 0. Anticipating this, we first focus
on this Q = 0 subspace, returning to the more general
Q 6= 0 case in Sec. VIII E [where we display the full Q-
dependent ground-state energy as Eq. (8.69)]. With this
simplification, we find the ground-state energy (taking
∆Q=0 ≡ ∆ real):
EG = −∆
2
λ
+
∑
k
(ξk − Ek)−
∫ h
0
m(h′)dh′, (8.4)
with ξk ≡ ǫk − µ and where the magnetization
m(h) =
2c
3
[
(µ+
√
h2 −∆2)3/2Θ(µ+
√
h2 −∆2)
−(µ−
√
h−∆2)3/2Θ(µ−
√
h2 −∆2)]. (8.5)
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The short-scale (ultraviolet cutoff Λ) dependence in the
first momentum sum of Eq. (8.4), as usual, can be elimi-
nated by re-expressing EG in terms of the s-wave scatter-
ing length using the relation Eq. (3.28) between as and
λ. This gives (converting sums to integrals)
EG = − m
4πas
∆2+
∫
d3k
(2π)3
(ξk−Ek+∆
2
2ǫk
)−
∫ h
0
m(h′)dh′,
(8.6)
which is almost identical to our two-channel ground-state
energy [c.f. Eq. (5.8)]. We now proceed to study EG,
Eq. (8.6), in a variety of relevant regimes, finding the
phase diagram at nonzero chemical potential difference
h or population difference ∆N . We follow the standard
practice of expressing all physical quantities as a function
of the dimensionless coupling − 1kFas ∝ δ that “measures”
the system’s distance from the zero-energy resonance. In
terms of this coupling, in the one-channel model the BCS
regime occurs for − 1kFas >∼ 1 (i.e., as small and negative),
the BEC regime occurs for − 1kFas <∼ −1 (i.e., as small
and positive), and the crossover between these regimes
takes place for kF|as| ≫ 1 across the unitary point where
kF|as| → ∞.
Armed with EG(∆, µ, h), the determination of the
phases and transitions is conceptually straightforward.
We simply minimize EG over ∆ and supplement the
resulting gap equation, which ensures that ∆ =
λ〈cˆ↓(r)cˆ↑(r)〉 is satisfied in the ground-state, with the
number equation ensuring that the total atom density
equals the imposed density n = 43cǫ
3/2
F . The resulting
equations
0 =
∂EG
∂∆
, (8.7a)
N = −∂EG
∂µ
, (8.7b)
are well-known in the standard BEC-BCS crossover at
h = 0 and equal spin population. At finite imposed
population imbalance ∆N (equivalent to magnetization
m = ∆N/V ) Eqs. (8.7), must be solved simultaneously
with
∆N = −∂EG
∂h
, (8.8)
ensuring the imposed ∆N . As we shall see, however,
caution must be exercised in using these equations to
map out the phase diagram, since, at h 6= 0, they exhibit
solutions that are local maxima of EG(∆) and therefore
do not correspond to a ground state of the system121.
Failing to ensure that solutions to Eq. (8.7) are indeed
minima of Eq. (8.4) has led to a number of incorrect
results in the literature (see, e.g., Ref. 47,67,123).
A. Single-channel model at h = 0
For completeness and point of reference we review the
mean-field theory of the single-channel model at equal
populations by studying EG at h = 0. Using dimension-
less variables ∆ˆ ≡ ∆/ǫF, µˆ ≡ µ/ǫF and eG = EG/cǫ5/2F
as in the two-channel model,
eG = − π
2kFas
∆ˆ2 (8.9)
+
∫ ∞
0
dǫ
√
ǫ
(
ǫ− µˆ−
√
(ǫ − µˆ)2 + ∆ˆ2 + ∆ˆ
2
2ǫ
)
.
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FIG. 43: (Color online) Plots of (a) ∆ and (b) µ as a func-
tion of coupling −(kFas)−1, within mean-field theory for the
single-channel model, each normalized to ǫF.
The well-known BEC-BCS crossover behavior19–22 fol-
lows from minimizing eG at fixed total density. This cor-
responds to simultaneously solving the gap and number
equations (in dimensionless form)
0 =
∂eG
∂∆ˆ
, (8.10)
4
3
= −∂eG
∂µˆ
, (8.11)
with numerical solutions given in Fig. 43. We can find
simple analytic approximations to these solutions by eval-
uating the integral in Eq. (8.9) in the asymptotic BCS
and BEC limits. In the BCS regime (1 <∼ − 1kFas ), µˆ > 0
and ∆ˆ ≪ µˆ, yielding for eG [using results from Ap-
pendix C]
eG ≃ − π∆ˆ
2
2kFas
− 8
15
µˆ5/2 −
√
µˆ∆ˆ2
(1
2
+ ln
8e−2µˆ
∆ˆ
)
.(8.12)
Using this approximation for eG inside Eqs. (8.10) and
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(8.11) in turn gives the gap and number equations
∆ˆ ≃ 8e−2µˆ exp [ π
2kFas
√
µˆ
]
, (8.13a)
4
3
≃ 4
3
µˆ3/2 +
5
4
∆ˆ2√
µˆ
− ∆ˆ
2
2
√
µˆ
ln
∆ˆ
8e−2µˆ
, (8.13b)
which, in the asymptotic BCS regime, are accurately
solved by
∆ˆ ≈ ∆ˆF ≡ 8e−2 exp
[ π
2kFas
]
, (8.14)
µˆ ≈ 1. (8.15)
In the negative-detuning BEC regime of − 1kFas <∼ −1,
in which µˆ < 0 and |µˆ| ≫ ∆ˆ, we find eG is approximated
by
eG ≃ − π∆ˆ
2
2kFas
+
√
|µˆ|∆ˆ
2
2
(
π +
π
32
∆ˆ2
µˆ2
)
, (8.16)
that leads to the following approximate gap and number
equations:
π
2kFas
− 1
2
π
√
|µˆ| ≃ π∆ˆ
2
32|µˆ|3/2 , (8.17a)
4
3
≃ π
4
√
|µˆ|∆ˆ
2 − 3π
128|µˆ|5/2 ∆ˆ
4. (8.17b)
Accurate analytic approximations to these equations can
be obtained by neglecting terms of higher order in ∆ˆ.
Thus, we find
µˆ ≈ − 1
(kFas)2
, (8.18)
∆ˆ ≈
√
16
3πkFas
, (8.19)
where we see that the role of the gap and number equa-
tions is effectively reversed in the BEC regime, with the
gap equation approximately determining µˆ and the num-
ber equation approximately determining ∆ˆ. In the next
few subsections we will extend the above by-now stan-
dard h = 0 analysis to finite h and finite imposed species
imbalance ∆N .
B. BCS regime of one-channel model at h 6= 0
In the present section, we analyze the positive-
detuning side of the resonance (as < 0) within the one-
channel model at finite h. Our analysis will closely follow
that of Sec. V for the two-channel model; with the re-
sults of that section in hand, we will be brief in deriving
similar results for the one-channel model. In addition,
as in Sec. V, we will first neglect the possibility of the
FFLO state in this section, returning to finite-Q ground
states in Sec. VIII E. Evaluating the momentum and h
integrals in Eq. (8.6), with approximations ∆ ≪ µ and
h≪ µ appropriate to the BCS regime, we obtain
EG ≈ − m
4πas
∆2 − 8c
15
µ5/2 − c√µ∆2(1
2
− ln ∆
8e−2µ
)
−c√µ[h√h2 −∆2 −∆2 cosh−1(h/∆)]Θ(h−∆). (8.20)
We start in the grand-canonical ensemble at fixed µ and
h. As we have already seen, the first line of Eq. (8.20)
(EG at h = 0) has a minimum at ∆BCS given by
∆BCS = 8e
−2µ exp
[ π√ǫF
2kFas
√
µ
]
. (8.21)
We recall that ∆BCS and the corresponding ground state
energy EG(∆BCS) remain h-independent at low h, consis-
tent with a singlet magnetization-free BCS ground state.
Physically, this is due to the fact that the h = 0 BCS
state is gapped and h couples to a conserved quantity
∆N . Mathematically, because of the step function in
Eq. (8.20), EG(∆BCS) can only become h-dependent for
h > ∆BCS. However, before this can occur a first-order
transition to the normal state ∆ = 0 takes place at
hc(µ) =
∆BCS√
2
= 4
√
2e−2µ exp
[ π√ǫF
2kFas
√
µ
]
, (8.22)
determined by equating EG,N = EG(∆ = 0, hc) and
EG,SF = EG(∆BCS, hc), that is clearly smaller than
∆BCS. Hence, the BCS minimum remains stable and
independent of h.
At fixed density n, the chemical potentials µSF (n) and
µN (n) of the SF and N phases are bounded by the dis-
tinct atom-number constraint equations
n ≈ 4c
3
µ
3/2
SF +
5
4
c∆2BCS√
µSF
− c∆
2
BCS
2
√
µSF
ln
∆BCS
8e−2µSF
, (8.23)
n ≈ 4c
3
µ
3/2
N +
ch2
2
√
µN
, (8.24)
and therefore µSF 6= µN . As a result, the jump discon-
tinuity at the first-order transition at hc (for fixed µ)
opens up into a coexistence region for fixed n, bounded
by hc1 = hc(µSF ) and hc2 = hc(µN ), respectively de-
termined by the solutions of Eqs. (8.23) and Eqs. (8.24)
inside Eq. (8.22). As discussed at length in in Sec. VC,
since neither the SF nor the N can satisfy the atom num-
ber constraint while minimizing EG, for hc1 < h < hc2
the system is forced to phase separate into a coexisting
mixture of SF and N states.
It is straightforward to find hc1 and hc2 by numerically
solving the sets of equations [i.e., Eqs. (8.23) and (8.22),
and Eqs. (8.24) and (8.22)] that define them. At large
(kF|as|)−1 in the BCS regime (large positive detuning),
however, we can find accurate analytic approximations to
these equations. To do this, we first write the correspond-
ing sets of equations in dimensionless form (hˆ ≡ h/ǫF,
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∆ˆ ≡ ∆/ǫF, µˆ ≡ µ/ǫF) for hˆc1:
4
3
≈ 4
3
µˆ
3/2
SF +
5hˆ2c1
2
√
µˆSF
− hˆ
2
c1√
µˆSF
ln
hˆc1
4
√
2e−2µˆSF
, (8.25a)
hˆc1 = 4
√
2e−2µˆSF exp
[ π
2kFas
√
µˆSF
]
, (8.25b)
and for hˆc2:
4
3
≈ 4
3
µˆ
3/2
N +
hˆ2c2
2
√
µˆN
, (8.26a)
hˆc2 = 4
√
2e−2µˆN exp
[ π
2kFas
√
µˆN
]
. (8.26b)
As in Sec. VB where we studied the two-channel model,
we solve these equations perturbatively about µˆSF ≃ 1
and µˆN ≃ 1, obviously a good approximation since hˆc1
and hˆc2 are exponentially small. Expressing hˆc1 and hˆc2
in terms of the gap Eq. (8.14) in that limit, we have:
hˆc1 ≈ ∆ˆF√
2
exp
[
− π
2∆ˆ2F
32(kF|as|)2
]
, (8.27a)
hˆc2 ≈ ∆ˆF√
2
exp
[
− π
2∆ˆ2F
32kF|as|
]
, (8.27b)
with each expression only accurate to leading order in
the argument of the exponential. Thus, we see that, in
the asymptotic large (kF|as|)−1 limit, 0 < hˆc1 < hˆc2,
although in the deep BCS regime they become expo-
nentially close to zero and to each other. We note that
these expressions also agree exactly with the correspond-
ing two-channel results Eqs. (5.49c) and Eqs. (5.52b), us-
ing the relation Eq. (5.12) between the scattering length
as and the detuning δ. However, as we shall see, such
a simple correspondence only holds in the BCS regime
and does not apply in the BEC regime. Physically, this
correspondence occurs because the molecular dynamics
that are accounted for in the two-channel model (but ne-
glected in the one-channel model) are unimportant in the
BCS regime.
To connect to experiments in which ∆N rather than
h is imposed, hˆc1 and hˆc2 can be easily converted into
critical polarizations using the general formula for the
population difference:
∆N
N
=
1
2
[
(µˆ+
√
hˆ2 − ∆ˆ2)3/2Θ(µˆ+
√
hˆ2 − ∆ˆ2) (8.28)
−(µˆ−
√
hˆ2 − ∆ˆ2)3/2Θ(µˆ−
√
hˆ2 − ∆ˆ2)]Θ(hˆ− ∆ˆ).
Since hˆc1 < ∆ˆBCS, clearly Eq. (8.28) gives ∆Nc1 = 0.
This is consistent with our earlier finding that the BCS
SF ground state cannot tolerate any spin population dif-
ference in the BCS regime. Using ∆ˆ = 0 in the normal
state we find
∆Nc2
N
=
1
2
[
(µˆN + hˆc2)
3/2Θ(µˆN + hˆc2)
−(µˆN − hˆc2)3/2Θ(µˆN − hˆc2)
]
, (8.29)
≈ 3
2
hˆc2
√
µˆN , (8.30)
with the second expression applying for hˆc2 ≪ µˆN (which
is always valid in the BCS regime of interest). Inserting
Eq. (8.27b) into Eq. (8.30), and using µˆN ≈ 1 − 18∆ˆ2F
[which follows from Eq. (8.26) to leading order], we have
∆Nc2
N
≈ 3∆ˆF
2
√
2
(
1− π∆ˆ
2
F
32kF|as|
)(
1− ∆ˆ
2
F
8
)
, (8.31)
≈ 3∆ˆF
2
√
2
exp
[
− π
2∆ˆ2F
32kF|as|
]
, (8.32)
where in the last line we used (kF|as|)−1 ≫ 1
and re-exponentiated, valid to leading order. Again,
Eq. (8.32) agrees with the corresponding two-channel re-
sult Eq. (5.72b) using Eq. (5.12). And, as in the two-
channel model, for sufficiently large (kF|as|)−1, there is a
narrow regime of FFLO phase (neglected in this section)
that intervenes between the regime of phase separation
and the polarized N state. To remedy this, we must re-
compute the ground-state energy and number and gap
equations including the possibility of a spatially-varying
∆(r). Before doing this (in Sec. VIII E), we first study
the strong-coupling BEC regime at as > 0.
C. BEC regime of single-channel model
Here we analyze EG, Eq. (8.6), in the BEC regime
of as > 0, still focusing on the case of Q = 0, which,
as we saw in Sec. VII, is actually not a restriction as
the ground state in the BEC regime is always at Q =
0. We also anticipate that µ < 0 in the BEC regime,
remaining valid even for finite h. Physically, this well-
known property of the BEC regime is due to the finite
molecular binding energy Eb that fixes µ ≈ −Eb/2. For
µ < 0, the Q = 0 ground-state energy for the single-
channel model, Eq. (8.6), can be simplified considerably
by expanding it to leading order in ∆/|µ|:
EG = − 4
15
c(h−|µ|)5/2Θ(h−|µ|)−V2∆2+1
2
V4∆
4, (8.33)
where the “Landau”coefficients are given by
V2 ≡ m
4πas
− c
√
|µ|F2(h/|µ|), (8.34a)
V4 ≡ cπ
32|µ|3/2F4(h/|µ|), (8.34b)
with F2(x) and F4(x) given by Eqs. (6.16) and (6.17),
respectively. The gap and number equations then reduce
to
V2 = ∆
2V4, (8.35a)
n = −∂EG/∂µ, (8.35b)
with n the total fermion density. We emphasize that, like
in the two-channel model, the naive solution of Eq. (8.35)
is only a minimum of the ground-state energy for suffi-
ciently small h; at larger h it is a local maximum and
therefore does not correspond to a physical ground state.
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To leading order in the small ∆/|µ| limit, Eqs. (8.35)
reduce to
V2 = 0, (8.36)
n =
cπ
4
√
|µ|∆
2 +
2
3
c(h− |µ|)3/2Θ(h− |µ|).(8.37)
First focusing on the gap equation, Eq. (8.36), and ig-
noring the weak h/|µ| dependence in the second term of
V2 we find (using F2(0) = π/2)
0 =
m
4πas
− 1
2
cπ
√
|µ|, (8.38)
which gives for the chemical potential22
µ = − 1
2ma2s
= −Eb
2
= − ǫF
(kFas)2
, (8.39)
minus one-half the molecular binding energy Eb =
1/ma2s, a well-known result for h = 0, that we see extends
approximately to h > 0. With this result, Eq. (8.37) be-
comes
n =
√
2cπ
4
√
Eb
∆2 +
2
3
c
(
h− Eb
2
)3/2
Θ
(
h− Eb
2
)
. (8.40)
Clearly, the first and second terms on the right side
of this number equation represent fermions bound into
molecules and free spin-up fermions, respectively, char-
acteristic of the magnetic superfluid (SFM ) phase that
we have discussed for the two-channel model in Sec. VI.
This allows us to relate the molecular condensate wave
function (order parameter) to ∆ via22
ψ2m ≡
cπ
4
√
2Eb
∆2, (8.41)
giving for the number equation
n = 2ψ2m +
2
3
c
(
h− Eb
2
)3/2
Θ
(
h− Eb
2
)
. (8.42)
It is also useful to define an effective molecular chemi-
cal potential
µm ≡ Eb + 2µ, (8.43)
in terms of which our approximate solution to the gap
equation above [i.e. Eq. (8.36)] simply corresponds to
µm ≈ 0, as expected for a T = 0 Bose condensate. Re-
expressing EG in terms of µ and ψm, we find
EG ≈ − 4
15
c
(
h− Eb
2
)5/2
Θ
(
h− Eb
2
)− V˜2ψ2m + 12 V˜4ψ4m,
(8.44)
with the quadratic and quartic coefficients
V˜2 ≡ 2Eb
[
1− 2
π
(
1− µm
2Eb
)
F2
( 2h
Eb
)]
, (8.45)
V˜4 ≡ 4π√
Ebm3/2
F4
(2h
Eb
)
. (8.46)
Using Eqs. (8.41) and (8.42), we can obtain an approx-
imate expression for the pair field ∆ as a function of h:
∆2 =
√
8Eb
cπ
[
n− 2c
3
(
h− Eb
2
)3/2
Θ(h−Eb
2
)
]
, (8.47a)
= ∆20
[
1− 1
2
( h
ǫF
− Eb
2ǫF
)3/2
Θ(h− Eb
2
)
]
, (8.47b)
with ∆0 the pair field at h = 0:
∆0 =
√
2n
√
2Eb
cπ
=
√
4nπ
m2as
= ǫF
√
16
3πkFas
, (8.48)
where we used Eq. (5.10) for n. The preceding equa-
tions determine the phase diagram of the single-channel
model Eq. (8.1) on the BEC side of the resonance. We
determine the phase diagram at fixed N and h, fixed N
and ∆N , and fixed µ and h in Secs. VIII C 1, VIII C 2
and VIII C 3, respectively, with the latter a prerequisite
to studying inhomogeneous polarized paired Fermi con-
densates in a harmonic trap within the local density ap-
proximation.
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FIG. 44: (Color online) Plot of approximate critical curves
hm [Eq. (8.50b)], hc1 [Eq. (8.50c)] and hc2 [Eq. (8.50d)] which
separate regions of magnetized molecular superfluid (SFM ), a
fully-polarized normal Fermi gas (N), and a singlet molecular
superfluid (SF). The critical detunings δ˜c ≡ −(kFasc)−1 and
δ˜M ≡ −(kFasM )−1 denote a tricritical point and the begin-
ning of the SFM phase, respectively. This approximate phase
digram agrees well with the numerically-determined mean-
field phase diagram for the single-channel model Fig. 41.
1. Phase diagram at fixed hˆ and density n
The three critical chemical-potential differences de-
scribing the phase diagram at fixed density and chem-
ical potential difference are: hm, the SF-SFM transition
point, hc1, defined by when the SFM phase becomes un-
stable to phase separation and hc2, defined as the h above
which the purely fermionic polarized N state is stable. By
examining Eq. (8.5), we see that
hm =
√
µ2 +∆2, (8.49)
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with µ and ∆ given by their values in the SF phase, i.e.,
Eq. (8.39) and Eq. (8.48), respectively. As we found for
the two-channel model in Sec. VIC, hc1 is most easily
(approximately) determined by finding the point where
V˜4 vanishes (so that molecules are no longer repulsive),
signaling the first-order instability. Examining Eq. (8.46)
and recalling F4(1.30) = 0, we see that this occurs at
2hc1/Eb = 1.30. Finally, hc2 is defined as that h at which
the molecular density vanishes according to Eq. (8.42)
and the system consists of a fully-polarized Fermi gas.
Taken together, these three critical h’s are then given
by:
hm ≃
√
E2b
4
+
2n
√
2Eb
cπ
, (8.50a)
≃ ǫF
√
1
(kFas)4
+
16
3πkFas
, (8.50b)
hc1 ≃ 0.65Eb = 1.30 ǫF
(kFas)2
, (8.50c)
hc2 ≃ 1
2
Eb +
(3n
2c
)2/3
= ǫF
(
22/3 +
1
(kFas)2
)
,(8.50d)
where we have expressed them in terms of the molecular
binding energy Eb = 2ǫF/(kFas)
2. Note that, as can be
seen from the way it is displayed in the phase diagram
Fig. 44, hm is only defined for sufficiently large (kFas)
−1
(to the left in the figure), and ceases to be defined when
it crosses the lower critical hc1 boundary at the criti-
cal scattering length asM satisfying (kFasM )
−1 ≈ 1.35.
Similarly, hc1 is only defined for small (kFas)
−1, until it
crosses hc2 at asc given by (kFasc)
−1 ≈ 2.30; this is a
tricritical point. These two critical points are analogous
to the critical detunings δM and δc in the two-channel
model.
-3 -2 -1
0.2
0.4
0.6
0.8
1
∆N
N
− 1
kFasδ˜c δ˜M
✟✯
∆Nc1
✻
∆Nc2
SFM
PS
FIG. 45: Approximate (analytic) polarization-scattering
length phase diagram on BEC side, for the single-channel
model, illustrating the critical polarization boundaries ∆Nc1
and ∆Nc2 = N , with critical detuning values δ˜c and δ˜M de-
fined as in the Fig. 44. This approximate phase digram agrees
well with the numerically-determined mean-field phase dia-
gram for the single-channel model Fig. 42.
2. Phase diagram at fixed population difference
In the present subsection, we convert these critical h’s
to corresponding critical population differences (or mag-
netizations). To do this, we simply use ∆N(h), Eq. (6.1).
Of course, since hm is defined by the h at which the
population difference ∆N increases from zero in a con-
tinuous fashion, ∆Nm = 0. Moreover, everywhere on
the BEC side ∆Nc2/N = 1, as can be seen by plug-
ging Eq. (8.50d) into Eq. (6.1); thus, a normal Fermi gas
with anything less than complete polarization is unstable
to pairing or phase separation in the deep BEC regime.
We are therefore left with the computation of ∆Nc1, the
population difference at which the polarized one-channel
model (in the SFM state) is unstable to phase separation.
Equation (6.1) yields for ∆Nc1 [using Eq. (5.15); recall
Eq. (5.11)]:
∆Nc1
N
=
1
2
(√
hˆ2c1 − ∆ˆ2 − |µˆ|
)3/2
Θ
(√
hˆ2c1 − ∆ˆ2 − |µˆ|
)
,
(8.51)
where µˆ is given by Eq. (8.39) and ∆ˆ is given by its
value at the transition, obtained by plugging hc1 into
Eq. (8.47b):
∆ˆ2 ≃ 16
3πkFas
[
1− 1
2
( 1.30
(kFas)2
− 1
(kFas)2
)3/2]
, (8.52)
which, along with Eqs. (8.51) and (8.50c) yields
∆Nc1
N
≃ 1
2
(√ (1.30)2
(kFas)4
− ∆ˆ2 − 1
(kFas)2
)3/2
, (8.53)
plotted in Fig. 45. This analytic approximation agrees
well with the exact numerically-determined mean-field
phase diagram for the single-channel model Fig. 42.
3. Phase diagram at fixed chemical potential
We conclude this subsection by computing the phase
diagram in the grand-canonical ensemble at fixed µ and h
that will be important for the extension of this bulk anal-
ysis to that of a trap in Sec. IX. Our analysis here will
mirror that of the BEC regime of the two-channel model
in the grand-canonical ensemble presented in Sec. VI F.
To determine the phase diagram at fixed µ and h, it
is most convenient to use the ground-state energy func-
tion Eq. (8.44) as a starting point. We first consider
the case of h = 0 in the SF phase. Since EG has the
form of a conventional “φ4” theory129, with quadratic
and quartic terms in the molecular field ψm, the van-
ishing of the quadratic coefficient signals a second-order
SF-to-Vacuum transition in a well-studied universality
class132,133. At h = 0 the point where this occurs is
given by V˜2,c = µm,c = 0. For small h < hm, the same
qualitative behavior, of a SF-to-Vacuum transition at
µm,c = 0, persists and leads to the vertical phase bound-
ary in Fig. 46. With increasing h, the vacuum phase
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FIG. 46: (Color online) Phase diagram in the grand-canonical
ensemble for the single-channel model Eq. (8.1) as a func-
tion of molecular chemical potential µm and atomic chemical
potential difference h, showing superfluid (SF), magnetic su-
perfluid (SFM ), vacuum and fully-polarized N phases. Black
lines denote continuous T = 0 transitions, while the gray
curve denotes a first-order SFM -N transition. The red dot
at (0.058,0.65) is a tricritical point separating first-order and
second-order SFM -N transitions. Beyond the purple dot at
(0.121,0.77), the SFM phase ceases to exist.
undergoes a continuous transition to the spin-polarized
N phase when µ↑ becomes positive, yielding the phase
boundary h = (Eb − µm)/2.
Similarly, with increasing h the SF phase acquires
a nonzero magnetization, entering the SFM state, when
m(h) becomes nonzero at hm satisfying Eq. (8.49). Us-
ing µ = 12 (µm − Eb) and the sixth-order approximation
for ∆2 [i.e., the analogue within the one-channel model
of our result Eq. (6.38) for the two-channel model] with
Eq. (8.49) yields the SF-SFM phase boundary depicted in
Fig. 46.
As we saw for the two-channel model, for h sufficiently
close to |µˆ| (so that V˜4 > 0) there is a continuous SFM -N
transition at V˜2 = 0, yielding the following extension of
µm,c at higher h:
µm,c = Eb
(
2− π
F2(2h/Eb)
)
, (8.54)
a formula that applies to the left of the tricritical point
at (0.058, 0.65) (where V˜4 vanishes). Beyond this tricriti-
cal point, the fourth order expansion of the ground-state
energy breaks down and we must incorporate the sixth-
order term as we did in Sec. VID for the two-channel
model. Of course, the close analogy between the one
and two-channel models means the sixth-order term is
essentially the same. Inclusion of this term (which we
shall derive in Sec. IXB below) yields a first-order SFM -
N transition at hc (satisfying the analogue of Eq. (6.43b)
for the one-channel model) at
µm,c ≃ Eb
(
2− π
F2(2h/Eb)
[
1− π
3
256
(F4(2h/Eb))
2
F6(2h/Eb)
])
,
(8.55)
valid beyond the tricritical point
µm,c > µm,tric. ≃ 0.058Eb, (8.56)
and plotted as a gray curve in Fig. 46.
As seen in the figure, at higher µm, the first-order curve
Eq. (8.55) intersects the SF-SFM transition curve hm. Al-
though our small-∆ expansion of EG becomes quantita-
tively invalid in this regime, the existence of such an in-
tersection at µm ≈ 0.121Eb (the purple point in Fig. 46)
is correct, as can be verified by an exact numerical min-
imization of the full ground-state energy. Beyond this
point, the SFM state ceases to exist, and there is a direct
first-order SF-N transition.
D. Molecular scattering length and zeroth sound
velocity
FIG. 47: Feynman diagram corresponding to the molecular
self energy, in which the solid lines are atomic (fermion) prop-
agators and the dashed lines are molecular propagators.
In the present subsection, we compute the molecular
scattering length as and the corresponding zeroth sound
velocity within the single-channel model. To do this, we
need to first calculate the molecular dispersion induced
by atom-molecule resonant interactions. This requires
a computation of the leading-order contribution to the
energy due to spatial variations in ∆ or ψm, which comes
from computing the momentum-dependent part of the
self energy (diagram Fig. 47):
Σ(q,Ω)=
∫
d3p
(2π)3
T
∑
ω
1
iω − ξp↑
1
iω − iΩ+ ξq−p↓ ,(8.57)
with the ω being fermionic Matsubara frequencies and
ξpσ ≡ ǫp − µσ. As usual, we shall take T → 0; fur-
thermore, we only require Σ(q, 0) to leading (quadratic)
order in q. As in the gap equation, the short-scale (UV
cutoff) dependence of Σ(q, 0) can be absorbed into the
experimentally-measured scattering length as. Direct
evaluation of Eq. (8.57) then yields (to quadratic order
in q)
− 1
λ
+Σ(q, 0) = − m
4πas
+ c
√
µF2(h/|µ|)
+q2
c
32m|µ|1/2Fq(h/|µ|), (8.58)
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where
Fq(x) ≡ 1−
[ 2
π
tan−1
√
x− 1
− 4
3π
√
x− 1( 1
x2
+
1
2x
)]
Θ(x− 1), (8.59)
and we recall that F2(x) is given by Eq. (6.16). Clearly,
the first two terms of Eq. (8.58) simply represent the
previously-computed coefficient −V2 in Eq. (8.33). The
q-dependent part is new, and represents the energetic
cost of spatial variations of ∆, or, more physically, the
molecular kinetic energy. Thus, the generalization of EG,
Eq. (8.33), (restoring the system volume V ) to the case
of a spatially-varying ∆ is simply given by (neglecting an
overall ∆-independent constant term):
EG ≈
∫
d3r
[ cFq(h/|µ|)
32m|µ|1/2 |∇∆|
2 − V2|∆|2 + 1
2
V4|∆|4
]
,
(8.60)
that in terms of ψm reduces to the standard Ginzburg-
Landau form [using the relation of ∆ to ψm, Eq. (8.41)]
EG ≈
∫
d3r
[ |∇ψm|2
2mb
− V˜2|ψm|2 + 1
2
V˜4|ψm|2
]
. (8.61)
The molecular mass mb is defined by
1
mb
=
Fq(2h/Eb)
2m
, (8.62)
and therefore is not simply 2m but is enhanced through
the function Fq(2h/Eb). Note that, unlike the func-
tion F4(x) that vanishes indicating the instability of the
SFM phase, Fq(x) is positive in the regime of interest
x > 1.
This expression for mb, together with V˜4, allows us to
deduce the molecular scattering length am
V˜4 =
8πasF4(2h/Eb)
Fq(2h/Eb)mb
, (8.63)
≡ 4πam
mb
, (8.64)
where in the second line we used the well-known rela-
tion127 between the quartic coefficient and the molecular
scattering length am to identify
am(h) = 2as
F4(2h/Eb)
Fq(2h/Eb)
, (8.65)
that decreases with increasing h as we found in the two-
channel model. We note here that, because Eq. (8.65)
is computed only within the Born approximation (equiv-
alent to our one-loop mean-field theory), it is certainly
not quantitatively accurate. This is consistent with our
caveat, made at the start of this section, about the uncon-
trolled accuracy of the mean-field approximation on the
one-channel model. The level of this quantitative inaccu-
racy can be assessed by noting that our result for am(h)
reduces to22 am(h = 0) = 2as that is known to be off the
exact value in the dilute BEC limit of am(h = 0) = 0.6as
found by Petrov et al.134 (see also Refs. 28,135), with
the difference arising from strong molecular fluctuations
about the mean-field theory solution28. Finding the gen-
eralization of the formula am = 0.6as to finite chemical-
potential difference [which would give the exact form of
Eq. (8.65)] remains a challenging open problem.
Using Eq. (8.65), it is straightforward to find the sound
velocity u inside the SF and SFM phases using the stan-
dard expression127
u2 =
4πnmam
m2b
. (8.66)
Following the analysis of Sec. VIG and using Eq. (8.65),
we find
u2 ≃ πnas
m2
[
1−1
2
( h
ǫF
− Eb
2ǫF
)3/2
Θ(2h−Eb)
]
Fq(
2h
Eb
)F4(
2h
Eb
),
(8.67)
at fixed chemical potential difference h, or, at fixed po-
larization,
u2 ≃ πnas
m2
(1− ∆N
N
)Fq
[
(kFas)
2
(2∆N
N
)2/3
+ 1
]
×F4
[
(kFas)
2
(2∆N
N
)2/3
+ 1
]
. (8.68)
With increasing ∆N , there are two ways u(∆N) can
vanish according to Eq. (8.68): For moderate detun-
ings, (kFas)
−1 close to unity, it vanishes when the effec-
tive molecular interaction proportional to the function F4
vanishes at ∆Nc1 approximately given by Eq. (8.53), sig-
naling the first-order transition to the regime of phase
separation. In contrast, for large negative detunings,
deep in the BEC regime 1kFas >
1
kFasc
, the velocity
u(∆N) vanishes due to the vanishing molecular density
nm ∝ (1 − ∆N/N), before F4 does. In this regime the
vanishing of u simply signals the second-order transition
to the normal state.
This concludes our description of the single-channel
model Eq. (8.1) at finite chemical potential difference h in
the BEC regime. Next, we study the FFLO regime of the
single-channel model, confined to the positive-detuning
BCS regime.
E. FFLO state in the single-channel model
In the present subsection, we analyze the FFLO ground
state for the single-channel model Eq. (8.1). As in the
preceding subsections, we shall be brief in our analysis as
details closely resemble those for the two-channel model
discussed in Sec. VII. For simplicity102, we take the
single-Q FF pairing ansatz for the ground state of the
form ∆(r) = ∆Qe
iQ·r. Following our previous analysis,
the ground state energy for this ansatz is [as before, ex-
changing the coupling λ for the s-wave scattering length
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as using Eq. (3.28)]:
EG = − m
4πas
∆2Q +
∑
k
(εk − Ek +
∆2Q
2ǫk
) (8.69)
+
∑
k
[
Ek↑Θ(−Ek↑) + Ek↓Θ(−Ek↓)
]
,
where we recall that Ek is given by Eq. (4.21b), εk is
given by Eq. (4.21a), and Ekσ is given by Eqs. (4.21c)
and (4.21d).
As in the two-channel case, the FFLO state in the
single-channel model is described (in the grand-canonical
ensemble) by the gap (∂EG/∂∆Q = 0) and momentum
equations (∂EG/∂Q = 0), that, using Eq. (8.69), give
0 = − m
2πas
−
∑
k
( 1
Ek
− 1
ǫk
)
+
∑
k
1
Ek
(1 + Θ(−Ek↑)−Θ(Ek↓)), (8.70a)
0 =
Q
2
∑
k
[
1 +
εk
Ek
(
Θ(−Ek↑)−Θ(Ek↓)
)]
− 1
Q
∑
k
k ·Q(Θ(−Ek↑) + Θ(Ek↓)). (8.70b)
We remark that the right side of Eq. (8.70b) can also be
obtained by computing the expectation value of the mo-
mentum operator with respect to our variational ground-
state wavefunction89.
We now proceed to evaluate the momentum sums in
Eq. (8.70), focusing on the small-∆Q limit. Starting with
the gap equation, the first sum in Eq. (8.70a) is
∑
k
( 1
Ek
− 1
ǫk
) ≃ 2N(µ˜) ln 8e−2µ˜
∆Q
, (8.71)
while the second, excluded, sum can be evaluated fol-
lowing the procedure of Appendix F. We find, assuming
from the outset that we are in the doubly-depaired FFLO
state occuring near the second-order FFLO-N transition
at hFFLO
86:
∑
k
1
Ek
(1 + Θ(−Ek↑)−Θ(Ek↓))
≃ N(µ˜)
Q¯
[
G(Q¯ + h¯) +G(Q¯ − h¯)],(8.72)
where Q¯ ∝ 1/∆Q is given by Eq. (7.4a) and
G(x) ≡ (x cosh−1 x−
√
x2 − 1)Θ(x− 1). (8.73)
With this result, the gap equation Eq. (8.70a) becomes
0 = − m
2πas
− 2N(µ˜) ln 8e
−2µ˜
∆Q
+
N(µ˜)
Q¯
[
G(Q¯ + h¯) +G(Q¯− h¯)]. (8.74)
Near the second-order transition at hˆFFLO, we can ex-
pand the right side of Eq. (8.74) in small ∆Q, using
Eqs. (8.71) and (8.72). To leading order, we find
0 = − m
2πas
− 2N(µ˜) ln 8e
−2µ˜
∆Q
+N(µ˜)
(
ln 4(Q¯2 − h¯2)
+
h¯
Q¯
ln
Q¯+ h¯
Q¯− h¯ − 2 +
1
2
1
Q¯2 − h¯2
)
. (8.75)
Expressing Eq. (8.75) in terms of the h = 0 gap ∆BCS in
the single-channel model using
−m
4πas
= N(µ) ln
8e−2µ
∆BCS
, (8.76)
using µ˜ ≡ µ−Q2/8m, and switching to our dimensionless
variables [Eqs. (5.11) and (7.8)] we have, to leading order
in ∆ˆQ and the dimensionless momentum Qˆ,
∆ˆ2Q ≃ 2(Qˆ2 − hˆ2)
[
2− ln 4(Qˆ
2 − hˆ2)
∆ˆ2BCS
− hˆ
Qˆ
ln
Qˆ+ hˆ
Qˆ− hˆ
− Qˆ
2
8µˆ2
ln
8µˆ
∆ˆBCS
]
, (8.77)
which describes the magnitude of the pairing order pa-
rameter ∆Q in the FFLO regime near hˆFFLO.
Turning to the momentum equation, we split the first
line of Eq. (8.70b) into two sums:∑
k
[
1 +
εk
Ek
(
Θ(−Ek↑)−Θ(Ek↓)
)]
(8.78)
=
∑
k
(
1− εk|εk|
)
+
∑
k
( εk
|εk| +
εk
Ek
(
Θ(−Ek↑)−Θ(Ek↓)
))
.
The first sum can be easily evaluated exactly:∑
k
(
1− εk|εk|
)
=
4
3
N(µ˜)µ˜. (8.79)
For the second sum in Eq. (8.78), we make a standard
approximation, replacing the density of states by its value
at the Fermi surface, valid for a degenerate Fermi gas
(appropriate in the BCS limit). This gives:∑
k
[
1 +
εk
Ek
(
Θ(−Ek↑)−Θ(Ek↓)
)]
≃ 4
3
N(µ˜)µ˜+N(µ˜)(
√
µ˜2 +∆2Q − µ˜),
≃ 4
3
cµ˜3/2 +
c∆2Q
2
√
µ˜
, (8.80)
with the last line applying for ∆Q ≪ µ˜. The second mo-
mentum sum of Eq. (8.70b) can also be evaluated within
this degenerate Fermi gas approximation, yielding
1
Q
∑
k
k ·Q(Θ(−Ek↑) + Θ(Ek↓))
≃ ∆Qk˜FN(µ˜)
6Q¯2
[
2[(Q¯+ h¯)2 − 1]3/2 − 3h¯γ(Q¯+ h¯)
+2[(Q¯− h¯)2 − 1]3/2 + 3h¯γ(Q¯− h¯)], (8.81)
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where γ(x) ≡ (x√x2 − 1−cosh−1 x)Θ(x−1). Combining
these terms yields for the number equation Eq. (8.70b)
(approximating k˜F ≈ kF)
0 ≃ 4
3
m∆QQ¯µ
kF
+
m∆3QQ¯
2kFµ
(8.82)
−∆QkF
6Q¯2
[
2[(Q¯+ h¯)2 − 1]3/2 − 3h¯γ(Q¯+ h¯)
+2[(Q¯− h¯)2 − 1]3/2 + 3h¯γ(Q¯− h¯)],
which, near hˆFFLO (and switching to our standard di-
mensionless variables), yields
0 ≃ 1− hˆ
2Qˆ
ln
Qˆ+ hˆ
Qˆ− hˆ
+
Qˆ2
4µˆ2
. (8.83)
Our subsequent analysis of Eqs. (8.77) and (8.83) mir-
rors that of the two-channel gap and momentum equa-
tions [Eq. (7.11a) and Eq. (7.11b), respectively] from
Sec. VII. We are primarily interested in the width of
the FFLO regime in the phase diagram as a function of
(kF|as|)−1, which at fixed hˆ is bounded above by the
second-order FFLO-N transition at hˆFFLO and below by
the first-order SF-FFLO transition. We express the gap
and momentum equations in terms of the parameter λ,
defined by Qˆ = λhˆ
∆ˆ2Q ≃ 2hˆ2(λ2 − 1)
[
2− ln 4hˆ
2(λ2 − 1)
∆ˆ2BCS
− 1
λ
ln
λ+ 1
λ− 1 −
λ2hˆ2
8µˆ2
ln
8µˆ
∆ˆBCS
]
, (8.84)
0 ≃ 1− 1
2λ
ln
λ+ 1
λ− 1 +
λ2hˆ2
4µˆ2
. (8.85)
As we saw in Sec. VII, in the asymptotic BCS regime
(kF|as|)−1 ≫ 1, upon dropping the exponentially small
last term ∝ hˆ2, Eq. (8.85) is solved by λ ≈ 1.200.86
Inserting this λ value into Eq. (8.84) and neglecting the
subdominant last term of Eq. (8.84), and setting ∆ˆQ = 0,
we find86
hˆFFLO(µˆ) ≃ η∆ˆBCS, (8.86)
with η = 0.754, as for the deep-BCS two-channel model.
This result applies for small kF|as| in the BCS regime at
fixed chemical potential. Combining this with the num-
ber equation (which fixes µˆ at µˆ ≈ 1− hˆ2FFLO4 ≈ 1−
η2∆ˆ2F
4 )
yields for hˆFFLO and ∆NFFLO:
hˆFFLO ≃ η∆ˆF exp
[− πη2∆ˆ2F
16kF|as|
]
, (8.87a)
∆NFFLO
N
≃ 3
2
√
µˆhˆFFLO,
≃ 3η
2
∆ˆF exp
[− πη2∆ˆ2F
16kF|as|
]
. (8.87b)
However, as we showed in the two-channel case, close
to the resonance hˆFFLO approaches hˆc ≈ ∆ˆBCS/
√
2,
with reduced (kF|as|)−1, crossing it at a critical cou-
pling strength kFas∗ that we now determine. To do this,
we first re-express the last term in square brackets in
Eq. (8.84) in terms of as using Eq. (8.76), after setting
∆ˆQ = 0:
0 ≃ 2− ln 4(λ
2 − 1)
∆ˆ2BCS
− 1
λ
ln
λ+ 1
λ− 1
− hˆ
2
FFLOλ
2
4µˆ2
+
πλ2hˆ2FFLO
16µˆ2kFas
√
µˆ
. (8.88)
Numerically solving Eqs. (8.88) and (8.85) for
hˆFFLO(kFas), we find that hˆFFLO crosses hˆc at
1
kF|as∗| ≈ 0.46, (8.89)
defining the abovementioned critical coupling strength
beyond which the FFLO state ceases to be stable within
our mean field theory (as plotted in the phase diagram
Fig. 41). Although the location of this crossing is not
guaranteed to be accurate (due to the absence of a small
parameter to justify mean field theory near unitarity), we
do expect the existence of the crossing to survive beyond
mean-field theory.
IX. POLARIZED SUPERFLUIDITY IN A TRAP:
LOCAL DENSITY APPROXIMATION
The primary experimental application of our results on
polarized paired superfluidity is that of trapped degener-
ate atomic gases. It is thus crucial to extend our results to
take into account the effect of the potential VT (r), that in
a typical experiment is well-approximated by a harmonic-
oscillator potential. While a full analysis of the effect of
the trap is beyond the scope of this manuscript, in the
present section we study this problem within the well-
known local density approximation (LDA). We note that
several recent studies (e.g., Refs. 52–55,58,59,68) have
also addressed polarized superfluidity in a trap.
For simplicity, and because of its more direct current
experimental relevance, in this section we focus on the
single-channel model Eq. (8.1). The generalization of this
model to a trap is straightforward:
H =
∑
σ=↑,↓
∫
d3r
( |∇cˆσ(r)|2
2m
+ (VT (r)− µσ)|cˆσ(r)|2
)
+λ
∫
d3rcˆ†↑cˆ
†
↓cˆ↓cˆ↑, (9.1)
where cˆσ(r) is a fermionic field operator with Fourier
transform cˆkσ. Henceforth, to be concrete, we shall focus
on an isotropic harmonic trap VT (r) = VT (r) =
1
2mΩ
2
T r
2,
although this simplification can easily be relaxed. Within
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LDA (valid for a sufficiently smooth trap potential VT (r),
see our discussion in the introduction, Sec. I B), locally
the system is taken to be well approximated as uniform,
but with a local chemical potential given by
µ(r) ≡ µ− 1
2
mΩ2T r
2, (9.2)
where the constant µ is the true chemical potential (a La-
grange multiplier) still enforcing the total atom number
N . The spatially-varying spin-up and spin-down local
chemical potentials are then [c.f. Eq. (4.1)]:
µ↑(r) = µ(r) + h, (9.3)
µ↓(r) = µ(r) − h, (9.4)
with the chemical potential difference h uniform. Thus,
within LDA we approximate the system’s energy density
by that of a uniform system with spatial dependence (via
the trap) entering only through µ(r). The ground state
energy is then simply a volume integral of this energy
density. Below we compute the resulting ground-state
energy and analyze spatial profiles that emerge from it
throughout the phase diagram. Within LDA, the phase
behavior as a function of chemical potential, µ, trans-
lates into a spatial cloud profile through µ(r), with crit-
ical phase boundaries µc corresponding to critical radii
defined by µc = µ(rc, h).
136 As we first predicted36, this
leads to a shell-like cloud structure that has subsequently
been observed experimentally30,31,35 and reproduced the-
oretically by a number of works53,55,58,59.
Below we study these shell structures in much more
detail using LDA. We note, however, that throughout our
discussion, sharp (discontinuous) features (like the shell
structure) that are arise are an artifact of LDA (precisely
where it is invalid) and are expected to be smoothed on
microscopic (Fermi wave-) length scales by the kinetic
energy (or, surface tension73).
A. BCS regime
As we have seen, for a bulk system in the BCS regime
(as < 0) there are three possible homogeneous phases:
1) the singlet superfluid phase (SF), which is paired and
has zero local magnetization 2) the normal phase (N),
and 3) the FFLO phase, which exhibits both pairing
and local magnetization, but is only stable for a nar-
row window of chemical potential difference ∆BCS/
√
2 <∼
h <∼ 0.754∆BCS. The narrowness of the window of
FFLO phase translates, within LDA, to a thin shell
rc < r < rc + δr of FFLO phase in a trap. Although
the formalism that we shall now present can be easily
generalized to find this shell, we believe that the LDA
approximation (which relies on slow variations of physi-
cal quantities) is not quantitatively trustworthy for such
a thin region, especially considering that the FFLO state
itself varies over a large length scaleQ−1 ≈ (kF↑−kF↓)−1.
This is not to say that the FFLO state is not observable
in a trap, but merely that theoretical study of the FFLO
state in a trap will require a more sophisticated tech-
nique than LDA53. Thus, in the following analysis we
shall generally neglect the FFLO phase, briefly returning
to it at the end of this section to estimate the expected
width δr of the FFLO phase in a trap within LDA.
Taking advantage of our bulk results at fixed µ and h,
in the SF state, the mean-field LDA ground-state energy
is given by
EG,SF =
∫
d3r
[
− 8c
15
µ(r)5/2 − m
4πas
∆(r)2 (9.5)
+N(µ(r))
(− 1
2
∆(r)2 +∆(r)2 ln
∆(r)
8e−2µ(r)
)]
,
while in the N state it is given by
EG,N = − 4c
15
∫
d3r
[
(µ(r) + h)
5
2 + (µ(r) − h) 52
]
, (9.6)
≈
∫
d3r
[
− 8c
15
µ(r)5/2 − c
√
µ(r)h2
]
, (9.7)
with the second line applying for h≪ µ(r) and we recall
the dimensionful parameter c is defined in Eq. (5.7). The
pairing field ∆(r) that locally minimizes Eq. (9.5) within
LDA is then simply given by
∆(r) ≡ 8e−2µ(r) exp [ m
4πasN(µ(r))
]
. (9.8)
Plugging this into Eq. (9.5) yields
EG,SF =
∫
d3r
[
− 8c
15
µ(r)5/2 − 1
2
c
√
µ(r)∆(r)2
]
, (9.9)
so that, by comparing EG,SF , Eq. (9.9), with EG,N ,
Eq. (9.7), we find the critical chemical potential differ-
ence
hc(r) =
∆(r)√
2
,
= 4
√
2e−2µ(r) exp
[ m
4πasN(µ(r))
]
, (9.10)
at which the SF and N states locally have the same en-
ergy. Thus, within LDA, at fixed h any regions of the
system that satisfy h < hc(r) are in the SF state while
those that satisfy h > hc(r) will be in the N state. Since
µ(r) in Eq. (9.2) decreases with increasing r it is clear
that, within LDA, the higher-density superfluid regions
will be confined to the center of the trap (where µ and
thus hc is largest), with the lower-density polarized N
state expelled to the outside, as illustrated in Fig. 5. The
resulting shell structure with radius rc(h) of the SF-N in-
terface is implicitly given by
h = 4
√
2e−2µ(rc) exp
[ m
4πasN(µ(rc))
]
, (9.11)
a striking signature of the regime of phase separation in
a trap.
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To describe the shell structure of the regime of phase
separation for positive detuning at fixed atom number
Nσ, we exchange µ and h for the total atom number
N = N↑+N↓ and normalized population difference ∆NN =
N↑−N↓
N↑+N↓
. To do this we first note that the local total atom
density in the SF and N phases is given, respectively, by
[c.f. Eqs. (5.64) and (5.66)]
nSF ≃ 4c
3
µ(r)
3
2+
5c∆(r)2
4
√
µ(r)
− c∆(r)
2
2
√
µ(r)
ln
∆(r)
8e−2µ(r)
,(9.12a)
nN = nN↑(r) + nN↓(r), (9.12b)
≃ 4c
3
µ(r)
3
2 +
ch2
2
√
µ(r)
, (9.12c)
where the local density of spin-σ atoms in the N state
is nNσ(r) ≡ 2c3 µσ(r)3/2. Equations (9.12) can also be
easily obtained by functionally differentiating Eq. (9.5)
and Eq. (9.7) with respect to µ(r). To determine the
chemical potential µ in the BCS regime, we note that the
above expressions are each well-approximated by their
first terms (which are identical). This underscores the
weakness of pairing ∆ and of the corresponding depairing
field hc in the BCS regime, with only a small fraction of
states near the Fermi surface paired, slightly modifying
µ. We first consider the singlet BCS SF at h = 0. Since
it is unmagnetized, N↑ = N↓ and the total atom number
is given by
N =
4c
3
∫
d3r(µ − 1
2
mΩ2T r
2)3/2, (9.13)
where the integration is restricted to r < R0, with the
Thomas-Fermi (TF) radius
R0 ≡
√
2µ
mΩ2T
, (9.14)
defined by where µ(r) vanishes and approximately delin-
eating the edge of the system136. We shall see below that,
at h 6= 0, the spin-up and spin-down clouds actually have
different Thomas-Fermi radii R↑ 6= R↓. Evaluating the
integral, we find
N =
π2c
6
µ3/2R30 =
π2c
6
µ3
( 2
mΩ2T
)3/2
, (9.15)
that gives µ = (3N)1/3h¯ΩT (a result that is valid beyond
LDA137), with Eqs. (9.14) and Eq. (9.15) valid approxi-
mations for a cloud at small polarization.
Next, we turn to the mixed state where µ > µc(r, h) >
0, and, as a result, the abovementioned SF-N shell struc-
ture develops. Thus, for r < rc the system consists of
a SF core and for rc < r < R the system consists of a
polarized N Fermi gas. Thus, since n↑ = n↓ in the SF
sphere, the total N↑−N↓ is determined by the difference
of the total number of spin-up and spin-down atoms in
the normal shell outside rc, which we label by NN↑ and
NN↓. The corresponding atom numbers in these normal
shells are given by:
NNσ =
2c
3
∫
rc<r<Rσ
d3r(µσ − 1
2
mΩ2T r
2)3/2, (9.16)
that lead to distinct Thomas-Fermi radii for spin ↑ and
↓:
Rσ =
√
2µσ
mΩ2T
, (9.17)
with the majority (taken as spin-↑, for h > 0) population
occupying the larger volume. Evaluating the integral in
Eq. (9.16), we find
NNσ =
π2c
12
µ3/2σ R
3
σ
[
1− f(rc/Rσ)], (9.18a)
with
f(x) ≡ 2
3π
[
3 sin−1 x−x
√
1− x2(8x4−14x2+3)]. (9.18b)
Equation (9.18a) counts the number of spin-σ atoms in a
spherical shell of inner radius rc and outer radius Rσ. For
0 < x < 1, f(x) is a monotonically increasing function of
x with f(0) = 0 and f(1) = 1 (so that a shell of vanishing
width naturally contains no atoms). Subtracting NN↓
from NN↑, we have for the polarization
∆N = NN↑ −NN↓, (9.19)
=
π2c
12
( 2
mΩ2T
)3/2(
µ3↑
[
1− f
( rc
R↑
)]
−µ3↓
[
1− f
( rc
R↓
)])
. (9.20)
Expanding Eq. (9.20) to leading order in h/µ (valid since
hc(r) ≪ µ in the BCS regime), we have [using R↑,↓ ≃
R0(1± h/2µ), from Eqs. (9.14) and (9.17)]:
∆N ≃ π
2c
12
( 2
mΩ2T
)3/2
hµ2
(
6[1− f(xc)] + xcf ′(xc)
)
,
(9.21)
with f ′(x) the derivative of f(x) and where we have de-
fined xc ≡ rc/R0. Using Eq. (9.15) for N , (valid for
h≪ µ) we obtain
∆N
N
≃ h
2µ
(
6[1− f(xc)] + xcf ′(xc)
)
. (9.22)
Using Eq. (9.11) for xc to eliminate h/µ, and defining
kF via µ = k
2
F/2m (an approximation corresponding to
µ ≈ ǫF, valid in the BCS regime), we thus have our final
expression for xc in the BCS regime:
∆N
N
≃ 2
√
2e−2(1− x2c) exp
[ π
2kFas
√
1− x2c
]
×(6[1− f(xc)] + xcf ′(xc)). (9.23)
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For ∆N = 0, Eq. (9.23) is solved by xc = 1, i.e., the entire
system is in the SF phase. With increasing difference ∆N
in the number of spin-up and spin-down atoms, however,
a thin shell of spin-polarized normal Fermi liquid forms
on the outside of the cloud, corresponding to xc = rc/R0
decreasing from unity. Although Eq. (9.23) cannot be
solved analytically for xc, the radius of the inner SF
sphere, it is straightforward to determine it numerically,
as shown in Fig. 48 for coupling strengths kF|as| = 2,
kF|as| = 1.5 and kF|as| = 1 (the latter falling outside the
range of quantitative validity of the BCS approximation,
but expected to be qualitatively correct). As illustrated
in Fig. 48, rc(∆N) vanishes at a critical population dif-
ference ∆Nc beyond which the cloud is completely in the
N phase, exhibiting Pauli paramagnetism and no pairing
even at zero temperature. This critical population dif-
ference increases with increasing coupling strength, in-
dicating the increased strength of Cooper-pairing as the
Feshbach resonance is approached from positive detun-
ing.
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FIG. 48: Radius rc (normalized to the TF radius R0) of the SF
cloud core as a function of imposed normalized population dif-
ference on the positive detuning BCS side of the resonance for
coupling strengths (by which they are labeled) (kF|as|)−1 = 2,
(kF|as|)−1 = 1.5, and (kF|as|)−1 = 1.
When the system is in the mixed phase, 0 < xc < 1,
the local magnetizationm(r) = n↑(r)−n↓(r) will exhibit
an interesting radius dependence that we now compute.
We find for m(r)
m(r) =
2c
3
µ3/2
[
(1− r
2
R20
+
h
µ
)3/2 − (1− r
2
R20
− h
µ
)3/2
]
×Θ(r − rc), (9.24)
with the heaviside step function enforcing thatm(r) van-
ishes in the SF state, where n↑(r) = n↓(r). For r > rc, in
the normal shell, m(r) = nN↑(r)−nN↓(r) is nonzero and
given in terms of x = r/R0 and a population-difference
scale (restoring h¯ for clarity here)
m0 ≡ 2c
3
µ3/2 =
2
3
m3/2µ3/2√
2π2h¯3
, (9.25)
by
m(r) = m0
[
(1− x2 + h
µ
)3/2 − (1− x− h
µ
)3/2
]
×Θ(x− xc). (9.26)
To plot m(r) for a particular coupling and population
difference, we combine Eq. (9.26) with Eq. (9.23) for
rc(∆N) and Eq. (9.11) for h at that particular popu-
lation difference and coupling. In Fig. 5, we do this for
coupling (kF|as|)−1 = 1.5 and two different values of the
relative population difference: ∆NN = 0.15 (dashed) and
∆N
N = 0.20 (solid). We note that, since the spin-↑ TF ra-
dius R↑ is slightly larger than R0, m(r) is nonzero even
slightly beyond unity in the figure.
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FIG. 49: Local fermion densities n↑(r) and n↓(r) (dashed and
solid, respectively, normalized to n0 ≡ 43 cµ3/2) as a function
of radius (normalized to the ∆N = 0 TF radius R0) in the
regime of phase separation in a harmonic trap for coupling
(kF|as|)−1 = 1.5 and N↑−N↓N↑+N↓ = 0.15.
In Fig. 49, we also plot the experimentally-
accessible30,31 individual spin-up and spin-down densi-
ties n↑(r) and n↓(r). As expected, for r < rc, in the
SF phase, n↑(r) = n↓(r) = nSF (r)/2, with nSF given
by Eq. (9.12a). To obtain this plot, we need n↑(r) and
n↓(r) at a particular µ. Although in the above analytical
calculation of µ we have neglected the subdominant ∆-
dependent terms, in plotting n↑(r) and n↓(r) in Fig. 49
we have included them.
In the normal state, n↑(r) and n↓(r) are simply given
by the two terms in Eq. (9.24):
nN↑(r) =
2c
3
µ3/2(1 +
h
µ
− x2)3/2Θ(1 + h
µ
− x2), (9.27)
nN↓(r) =
2c
3
µ3/2(1 − h
µ
− x2)3/2Θ(1− h
µ
− x2). (9.28)
Then, to obtain nσ(r) for a particular (kFas)
−1 and pop-
ulation difference ∆N , we first determine xc through
Eq. (9.23) and then plot nσ(r) =
1
2nSF (r)Θ(rc − r) +
nNσ(r)Θ(r − rc). In Fig. 49 we plot the resulting n↑(r)
and n↓(r) as a function of r for (kFas)−1 = 1.5 and
∆N
N = 0.15 (i.e. the same parameters as the dashed curve
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of Fig. 5), for which the SF-N boundary is at xc = 0.36,
i.e., at rc = 0.36R0,
Before proceeding to the LDA in the negative-detuning
BEC regime, we compute the width δr of the FFLO phase
in a trap. As we have noted above, because the FFLO
phase intervenes between the SF and N phases, for a
homogeneous system at fixed µ and h, strictly speaking
LDA predicts a thin spherical shell of FFLO between
the SF and N. To estimate the width of this shell, first
imagine imposing a particular h so that the system is
polarized. Now, rc defined by h ≈ ∆(rc)/
√
2 [Eq. (9.11)]
denotes the critical radius at which the system jumps
from the SF phase to the FFLO phase with increasing
radius. Similarly, using Eq. (8.86), we see that at ra-
dius rc + δr defined by h = hFFLO = η∆(rc + δr) the
FFLO phase disappears continuously into the N phase.
To find δr, we simply expand each of these equations to
leading order in small δr and equate them, which [using
Eq. (9.14)] yields (at kF|as| ≫ 1)
δr
R0
≃
(
1− 1√
2η
)2kF|as|R0
πrc
(
1− rc
R0
)3/2. (9.29)
The first factor (1 − 1√
2η
) ≃ 0.062 in Eq. (9.29) is nu-
merically small by virtue of the thinness of the FFLO
region of the phase diagram, i.e., η being close to 1/
√
2.
The apparent divergence at rc → 0 is an artifact of ap-
proximating (rc + δr)
2 ≃ r2c + 2δrrc, valid for δr ≪ rc,
that can be easily fixed. Clearly, δr ≪ R0 simply be-
cause kF|as| ≪ 1 in the BCS regime. However, even for
kF|as| = 1, reading a typical value of rc/R0 ≃ 0.5 for
∆N/N = 0.2 from Fig. 48 yields δr/R0 ≈ 0.05.
B. BEC regime
We now turn to the BEC regime in which as > 0. As
we have already discussed in the preceding subsection,
within LDA the phase structure in a trap follows from
the phase diagram at fixed µ and h, with the local phase
at position r determined by the local chemical potential
µ(r) satisfying Eq. (9.2). However, an important distinc-
tion is that, as we found for the homogeneous case in
Sec VIII C, the chemical potential µ at the center of the
trap is already negative in the BEC regime and therefore
|µ(r)| does not vanish as in the BCS case.
We start by recalling the BEC-regime phase diagram
in the grand-canonical ensemble Fig. 46, which we re-plot
here (Fig. 50) as a function of h and the fermion chemi-
cal potential µ (zoomed-in to emphasize the SFM phase).
The black solid lines represent continuous phase transi-
tions between the SFM and N phases (upper line), and
between the SF and SFM phases (lower line). The gray
solid line denotes a first-order SFM to N (or, to the right,
a first-order SF to N) transition. Within LDA, a trapped
fermion gas with particle number N and population dif-
ference ∆N is characterized by a certain chemical poten-
tial and chemical potential difference (µ, h) at the center
of the trap that can be interpreted as a coordinate in
Fig. 50. With increasing radius, µ(r) changes accord-
ing to Eq. (9.2), tracing out a left-ward moving horizon-
tal line segment (µ(r), h) on Fig. 50. Thus, if a polar-
ized Fermi gas is in the SF phase at the center of the
trap, with increasing radius it will generally go through
the sequence of phases SF→SFM→N, with the SFM→N
transition continuous for h < 0.65Eb and first order for
h > 0.65Eb (the latter indicating jumps in the local den-
sity as we have seen in the preceding subsection).
-0.46 -0.42
0.6
0.7
0.8
0.9
h/Eb
µ/Eb
SF
Spin-Polarized N
SFM
FIG. 50: (Color online) Mean-field phase diagram (equiva-
lent to Fig. 46) for the single-channel model Eq. (8.1) as a
function of atomic chemical potential µ and atomic chemical
potential difference h, each normalized to the molecular bind-
ing energy Eb, showing superfluid (SF), magnetic superfluid
(SFM ), and fully-polarized normal (N) phases. Thin black
lines denote continuous T = 0 transitions, while the gray thick
curve denotes a first-order SFM -N or SF-N transition. The
red dot at (−0.47, 0.65) is a tricritical point separating first-
order and second-order SFM -N transitions while the purple
dot at (−0.44, 0.77) shows the chemical potential above which
the SFM phase ceases to exist.
The LDA ground-state energy, which determines µ and
h as a function of N , ∆N and the scattering length as, is
obtained by spatially integrating the local energy density
EG[∆(r), µ(r)] over the cloud’s volume. We approximate
the full uniform-case energy density Eq. (8.6) by expand-
ing to sixth order in small ∆/Eb (with Eb the binding
energy Eb = h¯
2/ma2s). Defining dimensionless quantities
∆¯(r) = ∆(r)/Eb, µ¯(r) = µ(r)/Eb and h¯ = h/Eb (the
latter not to be confused with the same symbol used in
Sec. VII and Sec. VIII E) we find
EG
cE
5/2
b
=
∫
d3r
(
− 4
15
c(h− |µ(r)|)5/2Θ(h− |µ(r)|)
−V¯2(h¯, µ¯(r))∆¯(r)2 + 1
2
V¯4(h¯, µ¯(r))∆¯(r)
4
+
1
3
V¯6(h¯, µ¯(r))∆¯(r)
6
)
, (9.30)
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with the coefficients
V¯2(h¯, µ¯) =
π
2
√
2
−
√
|µ¯|F2(h¯/|µ¯|), (9.31)
V¯4(h¯, µ¯) =
π
32|µ¯|3/2F4(h¯/|µ¯|), (9.32)
V¯6(h¯, µ¯) =
3
32|µ¯|7/2F6(h¯/|µ¯|), (9.33)
where F6(x) is given by Eq. (6.35b).
The local pairing field ∆¯(r) is given by the gap equa-
tion [cf. Eq. (6.37)]
0 = −V¯2(h¯, µ¯(r))∆¯(r) + V¯4(h¯, µ¯(r))∆¯3(r)
+V¯6(h¯, µ¯(r))∆¯
5(r), (9.34)
which has the trivial (normal-state) solution ∆¯ = 0, as
well as the nontrivial solution (suppressing the arguments
of the V¯α for simplicity)
∆¯2±(r) =
V¯4
2V¯6
[
− 1±
√
1 + 4V¯2V¯6/Vˆ 24
]
. (9.35)
As discussed in Sec. VID, the correct physical solution
(locally corresponding to the SF or SFM state) is given
by the + of Eq. (9.35) for V¯4 > 0 and the − of Eq. (9.35)
for V¯4 < 0.
Next, we determine equations for the local num-
ber density and magnetization. For the former,
we find (keeping only leading-order terms) n(r) =
cE
3/2
b n¯[h¯, µ¯(r)], with
n¯[h¯, µ¯(r)] ≃ 2
3
(h¯− |µ¯(r)|)3/2 + ∆¯(r)
2
2
√
|µ¯(r)|
(π
2
− tan−1
√
h¯/|µ¯(r)| − 1Θ(h¯− |µ¯(r)|)
)
, (9.36)
the dimensionless density. Crucially, the spatial depen-
dence of n¯[µ¯(r)] arises only via µ¯(r). Similarly, the local
magnetization m(r) = cE
3/2
b m¯[h¯, µ¯(r)] with
m¯[h¯, µ¯(r)] =
2
3
(√
h¯2 − ∆¯(r)2 − |µ¯(r)|)3/2. (9.37)
In terms of n(r) and m(r), the total particle number N
and population difference ∆N are given by
N =
∫
d3r n(r), (9.38)
∆N =
∫
d3rm(r), (9.39)
constraints that determine µ¯ and h¯ at a particular N and
∆N .
1. h = 0 case
We start by restricting attention to h¯ = 0, appropriate
for ∆N = 0. For this case, ∆¯2, Eq. (9.35), vanishes
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FIG. 51: Normalized molecular density n¯m = nm/cE
3/2
b as a
function of radius for an unpolarized trapped fermion cloud,
with parameters given in the text.
continuously as V¯2 → 0, which in a homogeneous system
corresponds to a second-order SF-to-Vacuum transition,
as discussed in Sec. VIII C3. In the present LDA context,
it corresponds to the vanishing of the molecular density
at the boundary of the system. Thus, we can define the
Thomas-Fermi radius RTF0, where Vˆ2 vanishes, via this
condition:
V¯2[0, µ¯(RTF0)] = 0, (9.40)
or,
µ¯(RTF0) = µ¯0 − mΩ
2
T
2Eb
R2TF0 = −
1
2
. (9.41)
Solving Eq. (9.41) for RTF0 yields, [using Eq. (9.2)]
RTF0 =
√
Eb(2µ¯0 + 1)
mΩ2T
, (9.42)
with the zero subscript on µ¯0 and RTF0 indicating that
they are for h = 0. We proceed to normalize the cloud
radius r to RTF0, defining x = r/RTF0, in terms of which
the normalized chemical potential is
µ¯0(x) = µ¯0 − x2(µ¯0 + 1
2
). (9.43)
With this definition, Eq. (9.38) becomes
N = N0(2µ¯0 + 1)
3/2
∫
dxx2n¯[h¯, µ¯0(x)], (9.44)
with
N0 =
4πcE3b
m3/2Ω3T
, (9.45)
a characteristic particle number scale. One can easily
estimate the parameter N0 from typical experiments.
For the case of 40K, given typical values from the Jin
group1,13, we take scattering length as = 750a0, (a0 the
61
Bohr radius) trap frequency ΩT = 2π × 400s−1. With
these parameters, N0 ≃ 2 × 108 and we must adjust µ¯0
to attain a realistic particle number. Numerically solv-
ing Eq. (9.44) to find the normalized chemical potential
yields µ¯0 = −0.465 for N = 105. Since the effective
molecular chemical potential µm = Eb + 2µ [Eq. (8.43)],
which in dimensionless units is µ¯m = 2µ¯ + 1, we see
that the deviation of µ¯0 from −0.5 directly measures the
effective molecular chemical potential. Consistently, we
see from Eq. (9.43) that, at the boundary of the system
(x = 1), µ¯0(x) = − 12 indicating a vanishing of the effec-
tive molecular chemical potential. In Fig. 51, we plot the
effective normalized molecular density n¯m = π∆¯
2/8
√
|µ¯|
as a function of radius for this case, showing the standard
Thomas-Fermi profile for a molecular Bose condensate.
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FIG. 52: Normalized molecular density n¯m = nm/cE
3/2
b
and normalized magnetization m¯ = m/cE
3/2
b as a function
of radius for a polarized trapped fermion cloud, with (a)
∆N/N = 0.26 and (b) ∆N/N = 0.73 and other parameters
given in the text.
2. h 6= 0 case
At h 6= 0, the system becomes locally magnetized, with
the total population difference given by Eq. (9.39). We
now study our system at nonzero population difference
by simultaneously solving this along with the number
equation. In dimensionless form these are
N = N0(2µ¯0 + 1)
3/2
∫
dxx2n¯[h, µ¯(x)], (9.46)
∆N = N0(2µ¯0 + 1)
3/2
∫
dxx2m¯[h, µ¯(x)], (9.47)
where we note that the dependence of Eq. (9.47) on µ¯0
arises because we are still measuring the radial coordi-
nate in units of the unpolarized system, i.e., we continue
to use x = r/RTF0. To maintain constant N , the chemi-
cal potential µ¯ deviates slightly from µ¯0 and the general
formula for µ¯(x) as a function of the normalized radius
is
µ¯(x) = µ¯− x2(µ¯0 + 1
2
). (9.48)
Using Eq. (9.48) along with Eqs. (9.46) and (9.47), it
is straightforward to numerically study the cloud shape
with increasing ∆N , using the same parameters as be-
fore.
As shown in Fig 6 in Sec. II B, the typical sequence of
phases with increasing radius that we find within LDA is
SF→SFM→N. As in the positive-detuning BCS regime,
this is due to the spin-polarized normal fermions having
been expelled to the outer shell of the system. In this
context, the SFM phase that is unique to negative detun-
ing represents a thin shell in which the singlet molecu-
lar bosons and outer normal-phase fermions “bleed” into
each other. In Fig. 52 we plot the normalized molec-
ular density n¯m(r) and normalized magnetization m¯(r)
as a function of radius for ∆NN = 0.26 (Fig. 52a) and
∆N
N = 0.73 (Fig. 52b). Figure 6a is for the same param-
eters but ∆NN = 0.39.
The three radii labeled on the horizontal axes of
Figs. 52a and 52b, indicated in the cartoon picture
Fig. 6b of the superfluid shell structure, are: Rf1, the
radius below which m¯(r) = 0, RTF , the radius below
which n¯m(r) 6= 0 and the system is superfluid and Rf2,
the radius above which m¯(r) = 0. Thus, for r < RTF and
r < Rf1, the system is in the SF phase, consisting of sin-
glet molecular pairs while for Rf1 < r < RTF the system
is in the SFM phase with coexisting molecular pairs and
single-species fermions. For RTF < r < Rf2 the system
consists purely of single-species fermions.
With increasing ∆NN , RTF and Rf1 decrease and Rf2
rapidly increases as the system is converted from a molec-
ular superfluid to a single-species fermion gas. This be-
havior, seen in comparing Figs. 52a and 52b, is shown
in detail in Fig. 53, in which we plot all three radii as a
function of ∆NN . We note in particular that, for very large
∆N
N , Rf1 → 0 with RTF 6= 0. Thus, in this regime, LDA
predicts the sequence of phases with increasing radius to
be SFM→N.
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FIG. 53: Plots of the three radii Rf2 (outer boundary of N
phase), RTF (outer boundary of SFM phase) and Rf1 (outer
boundary of SF phase) characterizing the polarized cloud in
the BEC regime within LDA.
X. DISCUSSION AND CONCLUSIONS
A. Summary
In this lengthy manuscript we have studied the
rich zero-temperature phase behavior of a two-species
(pseudo-spin up and down) Fermi gas interacting via a
tunable Feshbach resonance and constructed its phase
diagram as a function of Feshbach resonance detuning δ
and pseudo-spin population imbalance ∆N (and chem-
ical potential difference h). Our main results relied on
a well-controlled mean-field analysis of the two-channel
model of fermions interacting via a Feshbach resonance
that is quantitatively accurate in the narrow resonance
limit. In addition, we have complemented this with a
study of the one-channel model, appropriate for the wide
resonance limit, for which the mean-field approximation
that we use is not quantitatively justified near unitar-
ity, but is expected to be qualitatively correct, finding an
expected qualitative agreement between the two models.
As described in the main text, for h below a criti-
cal value that is exponentially small in the BCS regime
of δ ≫ 2ǫF, the fully-gapped singlet superfluid (SF) is
stable and undergoes the (by now) standard BCS-BEC
crossover with reduced δ. On the positive-detuning BCS
side of the resonance, for h larger than hc1(δ) the fixed
atom-number constraint forces the system to enter a
regime of phase separation (PS) consisting of coexist-
ing singlet SF and partially magnetized FFLO states for
hc1 < h < hc2. At hc2, for δ ≫ 2ǫF, the system enters
the periodically-paired FFLO phase, before undergoing
a continuous105 transtion to the normal Fermi gas (N)
phase at hFFLO. At lower detuning values δ ≈ 2ǫF, the
FFLO phase becomes unstable and the thin window of
FFLO phase between hc2 and hFFLO is “squeezed out”.
In this crossover regime, upon increasing h, the SF under-
goes a direct first-order transition to the N phase, with
SF-N coexistence for hc1 < h < hc2 for fixed atom num-
ber.
On the negative-detuning BEC side of the resonance,
for h > hm(δ) the fully-gapped molecular SF undergoes
a continuous transition to a homogeneous magnetized
superfluid ground state (SFM ) composed of molecules
and a single-species Fermi gas, with the latter respon-
sible for the gapless atomic excitations and finite polar-
ization characterizing the SFM state. Upon further in-
crease of the chemical potential difference, h, for δ > δc
the SFM undergoes a first-order transition to a fully-
polarized N phase, with, for fixed particle number, a
phase-separated regime consisting of SFM and N polar-
ized states. In contrast, for δ < δc there is a continu-
ous SFM -N transition. We give a detailed description of
these T = 0 phases and phase boundaries characterizing
the phase diagram, with many of our predictions already
verified in recent experiments30,31,35.
B. Relation to other work
Our study of polarized resonantly-interacting Fermi
gases builds on a large body of work dating back to the
seminal contributions of Clogston84, Sarma85, Fulde and
Ferrell86, and Larkin and Ovchinnikov87. These were fol-
lowed by many studies of FFLO and related exotic paired
superfluid states that, in additional to off-diagonal long-
range order, also break spatial symmetries. These stud-
ies range from solid state electronic systems95 to nuclear
matter (quark-gluon plasma)92,94,103, but until very re-
cently were generally confined to the weakly-interacting
BCS regime.
This theoretical effort has recently seen a resur-
gence of activity, stimulated by the discovery of tun-
able resonantly-paired superfluidity in degenerate atomic
Fermi gases1–6. However, perhaps the first theoretical
work to study atomic gases with unequal spin popula-
tions in the BCS regime, by Combescot37, preceded these
experiments. Also preceding such experiments was the
proposal by Liu and Wilczek38 of the breached pair state,
that is closely related to the FFLO and SFM phases.
Other notable theoretical work on spin-polarized Fermi
gases in the BCS regime includes that by Mizushima et
al.41, who studied signatures of FFLO phases in cold
fermion experiments but did not determine the condi-
tions necessary (i.e., the phase boundaries) for the ob-
servation of such states and that by Bedaque, et al.39,
who emphasized the first-order nature of the SF-N tran-
sition and the concomitant regime of phase separation
(missed in an important work by Gubankova et al.138,
see Ref. 139 for a discussion).
Later, in a predominantly numerical work Carlson and
Reddy42 extended the study of polarized paired super-
fluids across the resonance to include the BEC regime,
still not including a trap. One important prediction in
Ref. 42 is numerical evidence for a uniform magnetized
paired superfluid around the unitary point, correspond-
ing to a finite critical value of polarization (species im-
balance) to produce phase separation. The unitary point
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under applied polarization was also studied by Cohen43,
who derived general conditions for phase separation in
this regime.
These early microscopic studies and ideas that followed
were compiled into a general phenomenological phase di-
agram by Son and Stephanov48. The first microscopic
analytical study of the problem across the BCS-BEC
crossover was done by Pao, et al.47 within the single-
channel model via mean-field theory. On the BCS side
their study of a uniform Fermi gas (that ignored the in-
teresting FFLO state), was consistent with earlier BCS-
regime studies39,85. However, their extension to the
BEC regime was done incorrectly, leading to a quali-
tatively wrong phase boundary below which the mag-
netized superfluid SFM is unstable.
121 The correct zero-
temperature mean-field phase diagram for the single-
channel model (consistent with our earlier work on the
two-channel model36) was published by Gu et al.64, by
Chien et al.75, and by Parish et al78, although these au-
thors also neglected the possibility of an FFLO state.
Our work36 presented the first analytical prediction of
a complete (full range of detuning) phase diagram for a
resonantly-interacting Fermi gas within the more general
two-channel model. Our work also included a detailed
study of the FFLO state (extending the original work
of Fulde and Ferrell and Larkin and Ovchinnikov to a
resonant tunable interaction) as well as a prediction re-
garding the experimental consequences of the trap. With
regard to the former our main contribution was a predic-
tion of the phase boundaries (hFFLO(δ) and hc2(δ)) for
the FFLO state, showing their crossing at δ∗ ≈ 2ǫF that
leads to the elimination of the FFLO state for δ < δ∗.
With regard to the trap that we studied within LDA, as
summarized in the inset of Fig. 1 and last section of our
earlier publication36, with many additional details pre-
sented here, our main prediction is that, in a trap, phase
separation leads to the recently observed30,31,35 shell-like
cloud profile, with interfacial boundaries whose detailed
dependence on detuning and population imbalance we
predict.
Our original study also clearly identified the source of
the error of Pao et al. in computing phase boundaries in
the BEC regime. We unambiguously showed that much
of the BEC regime that they claimed to be a uniform
stable magnetized superfluid (SFM in our notation), was
in fact a phase separated regime, consisting of coexist-
ing SFM and fully polarized normal Fermi gas. We have
explicitly identified the error in Ref. 47 by reproducing
their (in our view erroneous) results. The error stems
from the fact that some solutions to the gap equation
correspond to saddle points or maxima of the variational
ground state energy EG(∆Q). Pao et al. only used the
positivity of local magnetic susceptibilities and the super-
fluid stiffness to check stability of the identified solutions.
Since this stability criterion is not stringent enough, be-
ing necessary but not sufficient, certain solutions of the
gap equation identified as stable in Ref. 47 are in fact
maxima of EG(∆Q) and therefore in fact unstable
122. In
the presence of a first-order transition a careful study of
EG(∆Q) (best done in the grand-canonical ensemble
139,
with number constraints only imposed a posteriori) is
necessary in order to ensure that extrema solutions to
the gap equation indeed correspond to stable phases that
minimize EG.
Following the subsequent experimental observations by
Zwierlein et al.30 and by Partridge et al.31, qualitatively
consistent with our original predictions (e.g., the shell-
like phase structure of the atomic cloud as a signature
of phase separation in a trap, the expulsion of magneti-
zation to the outer shell, the general location of phase
boundaries and their qualitative detuning and popula-
tion imbalance dependence), there has been an explo-
sion of theoretical activity. Many of our T = 0 predic-
tions have been carefully verified and extended in im-
portant ways by many works that followed (see, how-
ever, Refs.47,67,121). These include nontrivial extensions
to a finite temperature75,78, uncontrolled but elaborate
extensions to a broad resonance treated within the one-
channel model (beyond our original mean-field approxi-
mation), as well as more detailed studies of the effects
of the trap52–55,58,59,68,73, and extensions of the FFLO50
and other related exotic states49,51,60. A notable work
by De Silva and Mueller58 demonstrated that consistency
with experiments31 requires a breakdown of LDA in an
anisotropic trap; clearly LDA must also obviously break
down at an interface between coexisting phases. This
was followed by a detailed treatment of the trap beyond
LDA73, an issue that was also addressed in Refs. 32,68.
The experimental observation31 (that, however, has
not been seen in the MIT experiment30,35, see also
Refs. 32,33) of the existence of a uniform magnetized
superfluid at the unitary point (where 1/kFa→ 0) and a
corresponding critical polarization (∆Nc/N ≈ 0.09) nec-
essary to drive it to phase separate has generated con-
siderable theoretical interest. With the exception of the
theory by Ho and Zhai62, that attempts to account for
this feature via a phenomenological model of Bogoliubov
quasi-particle pairing, to our knowledge no model has
been able to capture this putative experimental feature;
some support for it however exists in the original Monte-
Carlo work by Carlson and Reddy42. From our perspec-
tive, this seemingly qualitative feature reduces to a quan-
titative question of the location of the critical detuning
δM point in Fig. 3 (or, equivalently, the asM point in
Fig. 42) Our work shows unambiguously that for a nar-
row resonance (γ ≪ 1) at T = 0, δM most definitely falls
in the BEC regime (negative detuning), thereby exclud-
ing the uniform magnetized SFM state from the unitary
point. Our mean-field theory predicts the critical scat-
tering length for the broad-resonance one-channel model
to be close to kFasM ≃ 1, again excluding the SFM state
from unitarity. For reasons discussed in the Introduc-
tion, Sec. I, however, mean-field theory for a broad reso-
nance (relevant to present-day experiments) is not quan-
titatively valid for a broad resonance. Thus, it is quite
possible that for finite T 140 and a broad resonance δM
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indeed shifts to a positive detuning, with the experimen-
tal findings of ∆Nc
31 then naturally interpreted as the
observation of the SFM phase at the unitary point.
C. Experimental predictions
Most of our predictions were made both for a narrow
resonance within a two-channel model and for a broad
resonance within a one-channel model. As discussed in
the Introduction, the former has an important advan-
tage that it is quantitatively accurate with the width of
the resonance as the small expansion parameter. How-
ever, unfortunately, experiments are deep in the broad-
resonance regime, where the two-channel model exactly28
reduces to a one-channel model, that in the interesting
crossover regime cannot be treated analytically in a quan-
titatively trustworthy way. We do, however, expect it to
give qualitatively correct predictions. And, as mentioned
earlier, indeed we find that recent experimental findings
are qualitatively consistent with our wide-resonance pre-
dictions done within the one channel model.
However, as we discussed above, our perturbative
mean-field analysis, in either the narrow or broad res-
onance limit, does not find a uniform magnetized super-
fluid near the unitary point and a corresponding finite
critical population imbalance ∆Nc.
Another feature that is seen in experiments30 is that
at unitarity the upper-critical boundary where coexis-
tence ends and the normal state takes over is given by
∆Nc2/N ≈ 0.7 < 1. That is, the transition from phase
separation is to a normal state that is only 70% po-
larized. This seemingly qualitative feature is actually
a quantitative question. In contrast to experiments, as
we show in the main text (see Fig. 3) our quantitatively
accurate narrow resonance two-channel model analysis
(that can answer such a question) at the resonance posi-
tion unambiguously predicts the transition directly to a
fully-polarized normal state, i.e., ∆Nc2/N ≈ 1 at unitar-
ity. However, the less quantitatively trustworthy broad-
resonance limit gives a prediction of ∆Nc2/N ≃ 0.93 < 1,
more consistent with experiments. Pick your poison.
We expect that many of our general predictions will
continue being fundamental to the understanding of spe-
cific experiments. Our predictions that can be already
directly tested (some have already been qualitatively
tested30,31) are for the atomic cloud phase composition
and spatial density and magnetization profiles. Most of
these have already been discussed in Sec. IX, summa-
rized by Figs. 5,6, and 49-53, where we give details of
the phase separation-driven cloud shell structure, depen-
dences of radii on detuning and population imbalance,
and detailed spatial gas profiles that can be imaged by
cloud expansion.
In principle, the FFLO state (that was the original im-
petus for our study) should exhibit particularly striking
experimental signatures, associated with its simultaneous
ODLRO and spontaneous breaking of translational and
orientational symmetry, encoded in ∆Q. For a homoge-
neous cloud, the typical population imbalance required
to enter the FFLO state is given by Eq. (7.21), which in
dimensionful units is approximately (recall η ≃ 0.754)
∆NFFLO
N
≈ 3η∆BCS
2ǫF
, (10.1)
which we can easily estimate using typical values of
∆BCS and ǫF from experiments. For example, the
last data point of Fig. 2 of Ref. 6 has Fermi temper-
ature TF = 1.2µK and gap ∆BCS/h ≈ 1 KHz (here
h is Planck’s constant). Converting the former to fre-
quency units yields the Fermi energy ǫF ≈ 25KHz and
∆BCS/ǫF ≈ .04, which, when inserted into Eq. (10.1),
yields ∆NFFLO/N ≈ .05, a rather small polarization
that will grow closer to the resonance.
Upon expansion (after projection onto a molecular con-
densate1), a trapped cloud in the FFLO (supersolid96–99)
phase should exhibit peaks
n(r, t) ∝ F(r− h¯tQ
m
), (10.2)
in the density profile n(r, t) at time t set by the FFLO
wavevector Q, reminiscent of a Bose superfluid state
trapped in a periodic optical potential109, but contrasting
from it by the spontaneous (since translational symmetry
is broken spontaneously) nature of the peaks. The width
of the peaks (given by the function F(r) that is a Gaus-
sian for a Gaussian trapped cloud, see Appendix G) is set
by the inverse spatial extent of the FFLO state. Using
the same typical numbers as above from the experiments
of Ref. 6, the typical wavevector Q [given by Eq. (7.20)]
can be estimated to be Q−1 ≈ 5µm.
The formula Eq. (10.2) assumes the simplest FFLO-
type superfluid B(r) ∝ eiQ·r. However, as we have dis-
cussed, in reality the true ground state in the FFLO
regime of the phase diagram will likely be a more com-
plicated (but nearly degenerate) state containing more
Fourier modes87,90,93,94 Qn, yielding a more complicated
density profile of the expanded gas given by the more
general formula Eq. (G9) in Appendix G.
Also, the spontaneous anisotropy of the FFLO
state should manifest itself in the atom shot noise
distribution110–112, with peaked k,−k correlations that
are anisotropic around the Fermi surface with the axis of
symmetry spontaneously selected by the Q’s character-
izing the FFLO ground state.
However, there might be serious impediments for such
a direct detection of the FFLO state in trapped atomic
gases. As we showed this phase is confined to a narrow
sliver of the phase diagram on the BCS side of the reso-
nance. Within LDA, this narrow range of δh in chemical
potential difference translates into a thin FFLO shell at
rc of width [using Eq. (9.29)]
δr ∼ 0.04kF|as|R
2
0
rc
(1− r
2
c
R20
), (10.3)
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(applying for rc not too small) with the cloud radius
R0. Now the (above-mentioned) width of the sponta-
neous Bragg peaks will be limited from below by this
finite shell width as δQ = 2π/δr. This places a require-
ment that Q ≫ 2π/δr in order to be able to resolve the
peaks. This is consistent with the condition of applica-
bility of LDA. On the other hand in Sec. VII we found
the optimum Q characterizing FFLO state is given by
Q ∝ ∆BCS/h¯vF [Eq. (7.20)] Hence it is clear that, gener-
ally, Qδr ≪ 1.
The identification of phases and the corresponding
quantum and thermal phase transitions should also be
possible through thermodynamics by measuring, for ex-
ample, the heat capacity. Although we have not done de-
tailed quantitative studies of this, general arguments141
predict that the SFM and FFLO states at low T should be
characterized by a heat capacity that is linear in T due to
gapless atomic excitations around the majority particle
Fermi surface of the SFM state. This dependence should
distinguish the SFM and FFLO states from a fully gapped
BCS-BEC singlet SF state. On the other hand the fi-
nite molecular BEC peak and ODLRO, along with their
dependence on detuning and polarization, should distin-
guish the SFM and FFLO states from the normal Fermi
gas (N) state. Direct observation of gapless atomic ex-
citations via Bragg spectroscopy142 should also be possi-
ble. Phase transitions should also be readily identifiable
via standard thermodynamic anomalies, such as diver-
gences of susceptibilities across a transition, in addition
to effects observable in the density and magnetization
profiles.
We hope that our work on this exciting subject of po-
larized resonant superfluids will stimulate further careful
and detailed experimental studies to test our predictions.
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APPENDIX A: SCATTERING AMPLITUDE
For completeness, in this Appendix we review the
properties of the s-wave scattering amplitude following
Refs. 26,114. The s-wave scattering amplitude is related
to the phase shift δs(k) (not to be confused with the bare
and renormalized Feshbach resonance detunings δ0 and
δ, respectively) by
f0(k) =
1
2ik
(
e2iδs − 1). (A1)
Clearly, the unitarity requirement |2ikf0+1| = 1 is auto-
matically satisfied, which implies that f0 may be written
as
f0 =
1
g0(k)− ik , (A2)
with g0(k) a real function of k
2. At low energies, expand-
ing the denominator to leading order in k2 yields
f0(k) =
1
−a−1s + r0k2/2− ik
, (A3)
with as the s-wave scattering length and r0 the effective
range, that for our resonant two-channel model is actu-
ally negative.
The simplest way to compute the scattering amplitude
(in vacuum, µ = 0) for the two-channel model Eq. (3.1)
is to note that it is proportional to the molecular propa-
gator Gb(E) = 〈bˆ(E)bˆ†(E)〉,
Gb(E) =
1
E − δ0 − Σ(0, E) , (A4)
with Σ(q, E) the molecular self energy (diagram in
Fig. 47; see Ref. 26):
Σ(q, E) = g2
∫
d3p
(2π)3
T
∑
ω
1
iω − ǫp
1
iω − iΩ+ ǫq−p
∣∣
iΩ→E+i0+ .
(A5)
Taking the q = 0 and low-E limit, we obtain
Σ(0, E) ≈ −i g
2m3/2
4π
√
E − g2
∫
d3p
(2π)3
m
p2
, (A6)
which, when used in Eq. (A4), gives Gb(E) in the low-
energy limit. Defining the physical (renormalized) detun-
ing δ = δ0− g2
∫
d3p
(2pi)3
m
p2 to absorb the short (molecular)
scale dependence in the scattering amplitude, we have
f0(E) = −
√
Γ0/m
E − δ + i√Γ0
√
E
, (A7)
f0(k) = −
√
Γ0/m
k2/m− δ + i√Γ0k/
√
m
, (A8)
with
Γ0 ≡ g
4m3
16π2
, (A9)
a measure of the width of the resonance and where an
overall factor [that is the constant of proportionality be-
tween Gb(E) and f0(E)] is fixed using the unitarity con-
dition Eq. (A2). In obtaining Eq. (A8), we replaced
E → k2/2mr, with mr = m/2 the reduced mass. Com-
paring Eq. (A8) to Eq. (A3), we identify
a−1s = −
δ
√
m√
Γ0
, (A10)
r0 = − 2√
m
√
Γ0
, (A11)
in terms of the detuning δ and the width Γ0.
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1. Experimental determination of parameters
The detuning parameter δ is related to the difference
in rest energy between the closed channel and the open
channel10,143. For a Feshbach resonance tuned to low
energy δ by a magnetic field, we expect δ ∝ (B − B0)
near the position of the resonance, where B0 is the field
at which the resonance is at zero energy. Determining
the precise constant of proportionality requires a detailed
atomic physics analysis that is beyond the scope of this
manuscript. However we can approximate δ by the Zee-
man energy difference between the closed and open two-
atom states. The latter are approximately dominated
by electronic triplet (open channel) and singlet (closed
channel) states, giving
δ ≈ 2µB(B −B0), (A12)
with µB the Bohr magneton. With this approximation,
we can extract parameters of our model, the most im-
portant being the width of the resonance, from current
experiments. Using Eq. (A12) inside Eq. (A10), we get
a−1s = −
2µB
√
m√
Γ0
(B −B0), (A13)
which should be compared with the form10
as = abg
(
1− Bw
B −B0
)
, (A14)
observed near a resonance13,17, with Bw defined to have
the same sign as abg. For B → B0, Eq. (A14) can be
written as
a−1s ≃ −
B −B0
abgBw
, (A15)
and comparison to Eq. (A13) gives
√
Γ0 =
2
√
mµBabgBw
h¯
, (A16a)
r0 = − h¯
2
mµBabgBw
, (A16b)
where we have reinserted the correct factors of h¯ so that
Γ0 has units of energy and r0 has units of length. Exper-
iments at JILA on 40K have studied a resonance with 13
abg = 92A˚ and Bw = 9.76G. Using m = 6.64× 10−26Kg
gives r0 ≈ 10A˚ and
√
Γ0 = 4.06× 10−13
√
J . Comparing
the width Γ0 to the Fermi energy ǫF yields the parameter
γ ∝
√
Γ0/ǫF [Eq. (3.13)] characterizing the two-channel
model. We find, for a typical ǫF = 3 × 10−33J (See
Ref. 111), γ ≈ 6600 and 1/kF|r0| ≈ 2600. Clearly, this
Feshbach resonance is quite broad.
For the 830G 6Li resonance studied in Ref. 17, we have
|abg| = 744A˚ and |Bw| = 300G, that together with m =
9.96× 10−27Kg, gives √Γ0 = 3.93× 10−11
√
J and |r0| =
0.5A˚. A typical value for the Fermi energy may be taken
from Zwierlein et al2, who quote k−1F ≃ 2000a0, with
a0 = 0.529 A˚ the Bohr radius. This yields kF = 9.4 ×
106m−1, ǫF = h¯2k2F/2m = 4.9 × 10−29J , γ ≃ 5000 and
1/kF|r0| ≈ 1982, also a very broad resonance.
Finally, we consider the narrow 6Li resonance near
543G studied, e.g., in Ref. 15. Although to our knowl-
edge fermionic superfluidity has not been observed near
this resonance, in the near future it is quite likely. Es-
timating |abg| = 100a0 and |Bw| ≈ 0.1G yields (using
TF ≈ 1.4µK from Ref. 15) γ ≃ 18 and 1/kF|r0| ≈ 7.3.
2. Bound states and resonances of scattering
amplitude
The poles of the scattering amplitude determine the
positions of bound-states and resonances114. Since r0 is
negative26,29,114, we write f0 as
f0(k) =
1
−a−1s − |r0|k2/2− ik
, (A17)
with the poles given by the quadratic equation:
kp =
i± i
√
1 + 2|r0|/as
−|r0| . (A18)
The only subtlety is that these solutions do not al-
ways correspond to physical bound states or resonances.
Purely imaginary poles are physical bound states only
if Im kp > 0, such that the corresponding wavefunction
decays at large radius. Complex poles correspond to a
resonance only if the real part of the energy ReE > 0
and ImE < 0.
For the BEC regime as > 0, we can identify the correct
pole as the − of Eq. (A18),
kp =
i− i
√
1 + 2|r0|/as
−|r0| , (A19)
since it is the one that in the r0 → 0 limit yields the
correct pole at kp = ia
−1
s . This pole is at kp = iκ
with κ a real and positive (as required) wavevector (since√
1 + 2|r0|/as > 1) and thus corresponds to a bound
state114,144 at energy Ep = −κ2/2mr = −κ2/m, with
mr = m/2 the reduced mass. Equation (A19) then yields
Ep = − 2
mr20
[
1 +
|r0|
as
−
√
1 +
2|r0|
as
]
, (A20)
= −Γ0
2
[
1 +
2|δ|
Γ0
−
√
1 +
4|δ|
Γ0
]
, (A21)
where in the final equality we used Eqs. (A10) and (A11).
For |r0| ≪ as or |δ| ≪ Γ0, κ ≈ 1/as, a regime that
is referred to as “universal”. The bound-state energy is
Ep ≈ − 1ma2s = −
δ2
Γ0
. In the opposite limit of |r0| ≫ as or
|δ| ≫ Γ0, κ ≈
√
2
as|r0| , corresponding to the bound-state
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energy E ≈ −(|r0|asm)−1 = δ. Thus, in this regime the
bound state simply follows the detuning.
On the BCS side as < 0, for 2|r0| < |as| both the +
and − of Eq. (A18) apparently give solutions of the form
kp = iκ for κ real. But since, for both, κ is negative, they
do not correspond to a physical bound state since the
corresponding wavefunction is an exponentially growing
solution of the radial Schro¨dinger equation114,144. On
the other hand, for 2|r0| > |as|, the pole kp is complex.
Choosing the correct sign of the square root, we have the
physical pole at
kp =
1
|r0|
√
2|r0|
|as| − 1−
i
|r0| . (A22)
This pole corresponds to a physical resonance (by defini-
tion) only when the real part of the energy of the pole is
positive while the imaginary part is negative. The reso-
nance energy is
E =
k2p
m
=
2
mr20
( |r0|
|as| − 1− i
√
2|r0|/|as| − 1
)
, (A23)
which can be written in terms of the real part of the pole
location Er and width Γ as
E = Er − iΓ, (A24)
Er ≡ 2
mr20
( |r0|
|as| − 1
)
= δ − 1
2
Γ0, (A25)
Γ ≡ 2
mr20
√
2|r0|/|as| − 1 = Γ0
2
√
4δ
Γ0
− 1, (A26)
where again we used Eqs. (A10) and (A11). Thus, there
is a true resonance for 1/|as| > 1/|r0| (or, δ > Γ0/2), with
a width Γ > Γ0/2. We note that Er → 0 as δ → Γ0/2,
but Γ(δ) remains finite at this point with Γ(δ = Γ0/2) =
Γ0/2).
The positive-energy resonance in the two-channel
model can also be seen in the s-wave partial cross sec-
tion σ0 =
4pi
k2 sin
2 δs. Using Eqs. (A1) and (A2), the
phase shift δs satisfies
e2iδs =
g0 + ik
g0 − ik , (A27)
g0 = −a−1s + r0k2/2, (A28)
so that σ0 is given by
σ0 =
4π
g20 + k
2
. (A29)
Using Eq. (A28) and E = k2/m, we find for as < 0 after
straightforward algebra:
σ0 =
16π
r20m
2
1
(E − Er)2 + Γ2 , (A30)
the Lorentzian structure expected for a resonance.
APPENDIX B: GROUND-STATE ENERGY OF
TWO-CHANNEL MODEL
In this Appendix, we give details of the derivation of
the mean-field ground-state energy for the two-channel
model, Eq. (4.23), presented in Sec. IV. There, we
expressed the effective fermion action in terms of the
fermion Green function G(k, ω), defined in Eqs. (4.19)
and (4.18). Now, we must simply compute the expecta-
tion values of HK and HF , defined in Eqs. (4.11a) and
(4.11b).
1. Computation of 〈HK〉
We start by noting that Eq. (4.1) implies that HK can
be written in the form [this also follows from Eq. (4.8)]
〈HK〉 =
∑
k,σ
ξk〈cˆ†kσ cˆkσ〉 − h∆N, (B1)
with ∆N the population difference:
∆N =
∑
k
(〈cˆ†k↑cˆk↑〉 − 〈cˆ†k↓cˆk↓〉). (B2)
We now compute the two terms of Eq. (B1) in turn. The
first is given by∑
k,σ
ξk〈cˆ†kσ cˆkσ〉 (B3)
=
∑
k
ξ−k+Q
2
T
∑
ωn
iωn + ξk+Q
2
↓
(iωn − ξk−Q
2
↑)(iωn + ξk+Q
2
↓)− |∆Q|2
+
∑
k
ξ
k+Q
2
T
∑
ωn
iωn + ξk−Q
2
↑
(iωn + ξk−Q
2
↑)(iωn − ξk+Q
2
↓)− |∆Q|2
,
where we have defined ξkσ ≡ ǫk−µσ. The first frequency
sum in Eq. (B3) is easily evaluated after factorizing the
denominator:
T
∑
ωn
iωn + ξk+Q
2
↓
(iωn − ξk−Q
2
↑)(iωn + ξk+Q
2
↓)− |∆Q|2
(B4)
= T
∑
ωn
iωn + ξk+Q/2↓
(iωn − Ek↑)(iωn + Ek↓)
]
,
=
1
2Ek
[
(Ek↓ + ξk+Q
2
↓)nF (Ek↓)
+(Ek↑ − ξk+Q
2
↓)nF (Ek↑)
]
,
with nF (x) the Fermi function and where we used
Eqs. (4.21). Taking the T → 0 limit, in which nF (x) →
Θ(−x), we have
T
∑
ωn
iωn + ξk+Q
2
↓
(iωn − ξk−Q
2
↑)(iωn + ξk+Q
2
↓)− |∆Q|2
(B5)
=
1
2
[
Θ(−Ek↑) + Θ(Ek↓)
]
+
εk
2Ek
[
Θ(−Ek↑)−Θ(Ek↓)
]
.
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A similar result for the second frequency sum in Eq. (B3)
may be obtained by taking Q → −Q and h → −h in
Eq. (B5) (since this operation interchanges ξ
k+Q
2
↓ and
ξ
k−Q
2
↑):
T
∑
ωn
iωn + ξk−Q
2
↑
(iωn + ξk−Q
2
↑)(iωn − ξk+Q
2
↓)− |∆Q|2
(B6)
=
1
2
[
Θ(−Ek↓) + Θ(Ek↑)
]
+
εk
2Ek
[
Θ(−Ek↓)−Θ(Ek↑)
]
,
= 1− 1
2
[
Θ(−Ek↑) + Θ(Ek↓)
]
+
εk
2Ek
[
Θ(−Ek↑)−Θ(Ek↓)
]
,
where in the last line we used Θ(x) = 1−Θ(−x). Insert-
ing these sums into Eq. (B3), we have after a straightfor-
ward rearrangement:∑
k,σ
ξk〈cˆ†kσ cˆkσ〉 =
∑
k
εk +
∑
k
ε2k
Ek
[
Θ(−Ek↑)−Θ(Ek↓)
]
−
∑
k
k ·Q
2m
[
Θ(−Ek↑) + Θ(Ek↓)
]
. (B7)
Following the same procedure as above, ∆N is given by
∆N =
∑
k
T
∑
ωn
[ iωn + ξk+Q
2
↓
(iωn − ξk−Q
2
↑)(iωn + ξk+Q
2
↓)− |∆Q|2
−
iωn + ξk−Q
2
↑
(iωn + ξk−Q
2
↑)(iωn − ξk+Q
2
↓)− |∆Q|2
, (B8)
=
∑
k
(
− 1 + Θ(−Ek↑) + Θ(Ek↓)
)
, (B9)
which can be combined with Eq. (B7) to yield (using∑
k k ·Q = 0)
〈HK〉 =
∑
k
εk +
∑
k
ε2k
Ek
[
Θ(−Ek↑)−Θ(Ek↓)
]
+
∑
k
(k ·Q
2m
+ h
)[
1−Θ(−Ek↑)−Θ(Ek↓)
]
, (B10)
used in the main text.
2. Computation of 〈HF 〉
The computation of 〈HF 〉 follows straightforwardly
along the lines of the calculation of 〈HK〉 presented
above. The two terms comprising 〈HF 〉 are identical,
and yield
〈HF 〉 =
∑
k
T
∑
ωn
2|∆Q|2
(iωn − ξk−Q
2
↑)(iωn + ξk+Q
2
↓)− |∆Q|2
,
=
∑
k
|∆Q|2
Ek
[
Θ(−Ek↑)−Θ(Ek↓)
]
, (B11)
the result used in the main text.
3. Ground state energy at ∆Q = 0
One simple check on our expression for EG, Eq. (4.22),
is the limit ∆Q → 0, required to reproduce (at arbitrary
Q) the ground-state energy for a normal Fermi gas under
a finite chemical potential difference h, a quantity that
we also use in the main text. Taking this limit, we have
EG =
∑
k
(εk − |εk|) +
∑
k
|εk|
(
1 + Θ(−Ek↑)−Θ(Ek↓)
)
+
∑
k
(k ·Q
2m
+ h
)(
1−Θ(−Ek↑)−Θ(Ek↓)
)
, (B12)
where now, at ∆Q = 0, Θ(−Ek↑) and Θ(Ek↓) are given
by
Θ(−Ek↑) = Θ
[k ·Q
2m
+ h− |εk|
]
, (B13)
= Θ(h− ξ
k−Q
2
)Θ(εk) + Θ(ξk+Q
2
+ h)Θ(−εk),
Θ(Ek↓) = Θ
[k ·Q
2m
+ h+ |εk|
]
, (B14)
= Θ(ξ
k+Q
2
+ h)Θ(εk) + Θ(h− ξk−Q
2
)Θ(−εk).
The second lines of Eqs. (B13) and (B14) can each be
verified by considering the first lines for εk > 0 and εk <
0. With these expressions in hand, Eq. (B12) may be
considerably simplified. Inserting them into Eq. (B12),
and combining all the momentum sums, we have
EG =
∑
k
[
εk
(
1 + Θ(h− ξ
k−Q
2
)−Θ(ξ
k+Q
2
+ h)
)
(B15)
+
(k ·Q
2m
+ h
)(
1− (Θ(h− ξ
k−Q
2
)−Θ(ξ
k+Q
2
+ h)
))]
.
Next, using the identity Θ(x) = 1 − Θ(−x), Eq. (B15)
further simplifies to
EG =
∑
k
(
εk − k ·Q
2m
− h)Θ(h− ξ
k−Q
2
)
+
∑
k
(
εk +
k ·Q
2m
+ h
)
Θ(−h− ξ
k+Q
2
), (B16)
where we note that, since the sums over k are restricted
to small k by the step functions, the sums are each
convergent at large k. Therefore, it is valid to shift
k → k + Q/2 and k → k − Q/2 in the first and sec-
ond terms, respectively, which yields
EG=
∑
k
[(
ξk−h
)
Θ(h−ξk)+
(
ξk+h
)
Θ(−h−ξk)
]
,(B17)
the correct result for the ground-state energy of a normal
Fermi gas under an applied chemical potential difference.
APPENDIX C: BEC-BCS CROSSOVER AT h = 0
In this Appendix, we review the BEC-BCS
crossover19–27 exhibited by H , Eq. (4.8), at zero
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chemical potential difference h = 0. This will set the
stage for our subsequent treatment at finite h of interest
to us and will also serve to establish notation. The
mean-field ground-state energy EG associated with H is
Eq. (4.23). After taking h = 0 in the Eq. (4.23), to be
completely general one must then minimize over Q and
BQ. However, in the absence of any chemical potential
difference it is clear that EG is minimized by Q = 0
as there is no energetic gain (only cost) of FFLO-type
states. Thus, at the outset we set Q = 0 along with
h = 0 in Eq. (4.23), obtaining (writing ∆0 as ∆ for
notational simplicity):
EG = (δ − 2µ)∆
2
g2
+
∑
k
(ξk − Ek + ∆
2
2ǫk
), (C1)
where we have defined
ξk ≡ ǫk − µ = k
2
2m
− µ, (C2)
and used Eq. (3.3) for the renormalized detuning δ. We
first compute EG in the normal state ∆ = 0:
EG(∆ = 0) =
∑
k
(ξk − |ξk|), (C3a)
= − 8
15
cµ5/2Θ(µ), (C3b)
where we converted the sum to an integral and used the
three-dimensional density of states N(E) = c
√
E with
c ≡ m
3/2
√
2π2
. (C4)
Combining this with Eq. (C1) then gives:
EG = (δ − 2µ)∆
2
g2
− 8
15
cµ5/2Θ(µ) + I(µ,∆), (C5)
where
I(µ,∆) ≡
∫
d3k
(2π)3
(|ξk| − Ek + ∆2
2ǫk
)
, (C6)
where we have converted the momentum sum to an inte-
gral.
The standard BEC-BCS crossover follows from finding
the minimum of EG which satisfies the gap equation
0 =
∂EG
∂∆
, (C7a)
while satisfying the number constraint
N = −∂EG
∂µ
, (C7b)
which we evaluate numerically in Fig. 54.
For a narrow Feshbach resonance (γ ≪ 1), we can find
accurate analytic approximations to EG in Eq. (C5) in all
-2 -1 1 2
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δˆ
∆ˆ/∆ˆBEC
FIG. 54: (Color online) Plot of ∆ˆ/∆ˆBEC (i.e., the gap nor-
malized to its asymptotic value ∆ˆBEC =
p
2γ/3) in the BEC
regime) and µˆ, as a function of normalized detuning δˆ = δ/ǫF
for γ = 0.1.
relevant regimes. The first step is finding an appropriate
approximation to Eq. (C6), which has drastically differ-
ent properties depending on whether µ > 0 (so that the
low-energy states are near the Fermi surface) or µ < 0 (so
that there is no Fermi surface and excitations are gapped
with energy bounded from below by |µ|). We proceed by
first evaluating the derivative ∂I∂∆ and then integrating
the expression with constant of integration I(µ, 0) = 0.
∂I
∂∆
= −∆
∫
d3k
(2π)3
( 1
Ek
− 1
ǫk
)
, (C8a)
= −c∆
∫ ∞
0
√
ǫdǫ
( 1√
(ǫ− µ)2 +∆2 −
1
ǫ
)
, (C8b)
≃ −2N(µ)∆ ln 8e
−2µ
∆
, µ > 0;µ≫ ∆, (C8c)
≃ N(µ)∆
[
π +
π
16
(∆
µ
)2]
, µ < 0; |µ| ≫ ∆,(C8d)
Equation (C8d) may be obtained by Taylor expanding
the integrand in ∆ ≪ |µ| and integrating term by term,
with details of the derivation of Eq. (C8c) appearing in
Ref. 29. Integrating with respect to ∆, we thus have
I ≃
{
−N(µ)(∆22 +∆2 ln 8e−2µ∆ ) µ > 0; µ≫ ∆,
N(µ)∆
2
2
[
π + pi32
(
∆
µ
)2]
µ < 0; |µ| ≫ ∆,(C9a)
Having computed EG(µ,∆) in the regimes of interest,
the phase diagram is easily deduced by finding ∆ that
minimizes EG(µ,∆), subject to the total atom number
constraint Eq. (C7b).
1. BCS regime
The BCS regime is defined by δ ≫ 2ǫF, where ∆≪ µ
and µ ≃ ǫF > 0, with pairing taking place in a thin shell
around the well-formed Fermi surface. In this regime,
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EG is given by
EG ≃ −c
√
µ
2
∆2 +
∆2
g2
(δ − 2µ) + c√µ∆2 ln ∆
8e−2µ
− 8
15
cµ5/2. (C10)
It is convenient to work with the dimensionless vari-
ables defined in Eq. (5.11). The normalized ground-state
energy eG in the BEC regime is then given by
eG ≡ EG
cǫ
5/2
F
≃ −
√
µˆ
2
∆ˆ2 + ∆ˆ2(δˆ − 2µˆ)γ−1
+
√
µˆ∆ˆ2 ln
∆ˆ
8e−2µˆ
− 8
15
µˆ5/2, (C11)
where, γ, defined in Eq. (3.13), is a dimensionless mea-
sure of the Feshbach resonance width Γ0 to the Fermi
energy. With this, Eqs. (C7) become
0 =
∂eG
∂∆ˆ
, (C12a)
≃ 2∆ˆ(δˆ − 2µˆ)γ−1 + 2
√
µˆ∆ˆ ln
∆ˆ
8e−2µˆ
, (C12b)
4
3
= −∂eG
∂µˆ
, (C12c)
≃ 5
4
∆ˆ2√
µˆ
+
4
3
µˆ3/2 + 2∆ˆ2γ−1 − ∆ˆ
2
2
√
µˆ
ln
∆ˆ
8e−2µˆ
,(C12d)
that admits the normal state (∆ˆ = 0, µˆ = 1) and the
BCS SF state
δˆ ≃ ∆ˆBCS(µˆ) ≡ 8e−2µˆe−γ
−1(δˆ−2µˆ)/√µˆ, (C13a)
4
3
≃ 4
3
µˆ3/2 + 2∆ˆ2γ−1. (C13b)
where in the second line we approximately neglected the
first term on the right side of Eq. (C12d), valid since
∆ˆBCS ≪ 1 (and γ ≪ 1). It is easy to show that the BCS
solution is always a minimum of EG.
The meaning of the two terms on the right side of
Eq. (C13b) is clear once we recall its form in terms of
dimensionful quantities:
n ≃ 4
3
cµ3/2 + 2|b|2, (C14)
i.e., the first term simply represents the total unpaired
atom density, reduced below n since µ < ǫF, while the
second term represents the density of atoms bound into
molecules, i.e., twice the molecular density |b|2. Qualita-
tively, we see that at large δˆ, ∆ˆ ≪ 1, implying from the
number equation that µˆ <∼ 1.
2. BEC regime
We next consider the BEC regime defined by δ < 0.
As we shall see, in this regime µ < 0 and |µ| ≫ ∆,
so that Eq. (C9), I(µ,∆), applies. This yields, for the
normalized ground-state energy,
eG ≃ (δˆ − 2µˆ)∆ˆ2γ−1 +
√
|µˆ|∆ˆ
2
2
[
π +
π
32
(∆ˆ
µˆ
)2]
, (C15)
and, for the gap and number equations (dividing by an
overall factor of ∆ˆ in the former)
0 ≃ 2γ−1(δˆ − 2µˆ) +
√
|µˆ|
[
π +
π
16
(∆ˆ
µˆ
)2]
,(C16a)
4
3
≃ 2γ−1∆ˆ2 + ∆ˆ
2π
4
√
|µˆ| . (C16b)
As noted in Ref. 22, in the BEC regime the roles of
the two equations are reversed, with µˆ approximately
determined by the gap equation and ∆ˆ approximately
determined by the number equation. Thus, µˆ is well-
approximated by neglecting the term proportional to ∆ˆ2
in Eq. (C16a), giving
µˆ ≈ δˆ
2
[√
1 +
γ2π2
32|δˆ|
− γπ√
32|δˆ|
]2
. (C17)
At large negative detuning, |δˆ| ≫ 1, where it is valid in
the BEC regime, Eq. (C17) reduces to µ ≈ δˆ/2, with the
chemical potential tracking the detuning.
Inserting Eq. (C17) into Eq. (C16b) yields
∆ˆ2 =
2γ
3
[
1− γπ√
(γπ)2 + 32|δˆ|
]
. (C18)
Using ∆ˆ = ∆/ǫF and the relation ∆
2 = g2nm between
∆ and the molecular density, we have
nm =
3
4
γ−1∆ˆ2n, (C19)
≃ n
2
[
1− γπ√
(γπ)2 + 32|δˆ|
]
, (C20)
which, as expected (given the fermions are nearly absent
for µ < 0) simply yields nm ≈ n/2 in the asymptotic
(large |δˆ|) BEC regime.
APPENDIX D: DERIVATION OF EQ. (5.8)
In the present appendix, we provide the steps lead-
ing from Eq. (5.3) to Eq. (5.8). To this end we need to
evaluate
S(h) = S1(h) + S2(h), (D1)
S1(h) ≡ Ek
∑
k
Θ(h− Ek), (D2)
S2(h) ≡ −h
∑
k
Θ(h− Ek). (D3)
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We shall derive Eq. (5.8) by showing that ∂S/∂h =
−m(h), with m(h) given by Eq. (5.5b). Since S(0) = 0
(recall Ek > 0), this is sufficient. Firstly, using Θ
′(x) =
δ(x) with δ(x) the Dirac delta function, we have
∂S1
∂h
=
∑
k
Ekδ(h− Ek) = h
∑
k
δ(h− Ek), (D4)
∂S2
∂h
= −
∑
k
Θ(h− Ek)− h
∑
k
δ(h− Ek). (D5)
Adding these, we obtain
∂S
∂h
= −
∑
k
Θ(h− Ek) = −V m(h), (D6)
which provides the connection between Eq. (5.3) and
Eq. (5.8).
APPENDIX E: DERIVATION OF
LEADING-ORDER CONTRIBUTION TO
T-MATRIX
The leading-order contribution to the T-matrix is given
by the Feynman diagram in Fig. 25 (corresponding to
molecular scattering), with external momenta and fre-
quencies set equal to zero. We find it easiest to compute
this diagram by starting at finite temperature T before
taking the T → 0 limit. Standard analysis gives
Tm = g
4T
∑
ω
∫
d3p
(2π)3
1
(iω − ξp↑)2
1
(−iω − ξp↓)2 , (E1)
with ξpσ = ǫp − µσ as in the main text. The fermionic
Matsubara frequency sum can be straightforwardly eval-
uated using standard techniques:145
S(A,B) ≡ T
∑
ω
1
(iω −A)2
1
(iω −B)2 , (E2)
=
d
dA
d
dB
T
∑
ω
1
iω −A
1
iω −B , (E3)
=
d
dA
d
dB
nF (A)− nF (B)
A−B . (E4)
Taking the T → 0 limit, in which nF (x) → Θ(−x) and
evaluating the derivatives, we have
S(A,B) =
−2
(A−B)3
[
Θ(−A)−Θ(−B)]
−δ(A)
B2
− δ(B)
A2
. (E5)
Using Eq. (E5) for S(A,B), with A = ξp↑ and B = −ξp↓,
the molecular T-matrix is (using the density of states
N(ǫ) = c
√
ǫ) given by:
Tm = −cg
4
4
∫ ∞
0
dǫ
√
ǫ
1
(ǫ− µ)3
[
Θ(−ǫ+ µ↑)−Θ(ǫ− µ↓)
]
−cg4
∫ ∞
0
dǫ
√
ǫ
[δ(ǫ − µ↑)
(ǫ − µ↓)2 +
δ(ǫ − µ↓)
(ǫ − µ↑)2
]
. (E6)
Since we are in the BEC regime, µ < 0. Taking (without
loss of generality) h > 0, we have µ↓ < 0 always and the
second step function in the first line of Eq. (E6) is always
unity. Moreover, for the same reason, the second delta
function in the second line is always zero. However, µ↑
does change signs with increasing h, so that the first delta
function in the second line can contribute. Evaluating the
remaining integrals in Eq. (E6) then yields
Tm =
cg4π
32|µ|3/2F4(h/|µ|), (E7)
with F4(x) defined in Eq. (6.17), the result used in the
main text.
APPENDIX F: COMPUTATION OF EXCLUDED
SUMS
In this Appendix, we provide details for the computa-
tion of the “excluded sums”appearing in the ground-state
energy Eq. (7.1)86. The first such sum is
S1 ≡
∑
k
Ek
(
1 + Θ(−Ek↑)−Θ(Ek↓)
)
. (F1)
Using Eqs. (4.21c) and (4.21d) for Ekσ, we see the first
step function gives unity for (with θ the angle between k
and Q, and in this section dropping the subscript Q on
∆Q for simplicity)
kQ cos θ
2m
+ h >
√
ε2k +∆
2, (F2)
while the second gives unity for
kQ cos θ
2m
+ h > −
√
ε2k +∆
2, (F3)
and each vanishes otherwise. Clearly, if Eq. (F2) is sat-
isfied, then so is Eq. (F3). Thus, out of four possibilities
only two nonzero contributions to Eq. (F1) occur, when
either both inequalities are satisfied or when both are
violated.
The conditions Eqs. (F2) and (F3) restrict the mo-
mentum sum in Eq. (F1) to the immediate vicinity of
the Fermi surface. Thus, we shall replace k → k˜F on the
left side of Eqs. (F2) and (F3), where k˜F is the Fermi
wavevector associated with the adjusted chemical poten-
tial µ˜ ≡ µ−Q2/8m, i.e., k˜2F/2m = µ˜. Following Ref. 86,
we now determine where these conditions intersect the
Fermi surface where εk → 0. In this limit, Eqs. (F2) and
(F3) can be written as
cos θ > cos θmin ≡ 1− h¯
Q¯
, (F4)
cos θ > cos θmax ≡ −1 + h¯
Q¯
, (F5)
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where (as in the main text) we defined the rescaled mo-
menta Q¯ ≡ k˜FQ2m∆ and the rescaled chemical potential dif-
ference h¯ ≡ h∆ .
Now, S1 can be straightforwardly computed (convert-
ing sums to integrals via
∑
k → N(µ˜)2
∫
dε
∫
d cos θ)
S1 = ∆N(µ˜)
∫ 1
cosθmin
d cos θ
∫ ε+
0
dε
√
1 +
ε2
∆2
+∆N(µ˜)
∫ cosθmax
−1
d cos θ
∫ ε+
0
dε
√
1 +
ε2
∆2
, (F6)
where
ε+ ≡ ∆
√
(Q¯ cos θ + h¯)2 − 1, (F7)
is the maximum energy at a particular θ where the con-
tribution to S1 is finite. The two lines of Eq. (F6) corre-
spond to the cases when both Eq. (F2) and Eq. (F3) are
satisfied, or both violated, respectively.
Clearly, if cos θmax < −1 or cos θmin > 1 (as defined by
Eq. (F4) and Eq. (F5)) then these integrals simply van-
ish. These limits are manifested in the final expression
by step (Θ) functions in the final result. Furthermore,
we have implicitly assumed in Eqs. (F4) and (F5) that
1−h¯
Q¯
< 1, and − 1+h¯
Q¯
> −1. If either assumption is not
valid, then the corresponding integration range over cos θ
in Eq. (F6) becomes
∫ 1
−1 d cos θ. Taking this into account,
the integrals in Eq. (F6) yield for S1:
S1 =
N(µ˜)∆2
2Q¯
[
H(Q¯+ h¯) +H(Q¯− h¯)−H(h¯− Q¯)], (F8)
H(x) ≡
[1
3
(x2 − 1)3/2+x cosh−1x−
√
x2 − 1
]
Θ(x− 1).
Following the same procedure for S2, the final line of
Eq. (7.1), gives
S2 ≡
∑
k
(k ·Q
2m
+ h
)(
1−Θ(−Ek↑)− Θ(Ek↓)
)
, (F9)
= −N(µ˜)∆
2
3Q¯
[
J(Q¯+ h¯)+J(Q¯− h¯)−J(h¯− Q¯)],(F10)
with
J(x) ≡ (x2 − 1)3/2Θ(x− 1), (F11)
which is the result used in the main text.
APPENDIX G: FREE EXPANSION
In this Appendix, for completeness we review the free
expansion dynamics of a trapped Bose gas, recalling how
it yields information about the initial boson momentum
distribution146–149. This is of interest here as free ex-
pansion is a direct probe able to distinguish and identify
the phases discussed in this paper. Its application to the
FFLO state requires an additional first step of sweeping
the resonance in the usual manner1 to project the FFLO
state onto a finite momentum molecular condensate.
We take the initial state of the Bose system to be a
condensate characterized by a single-particle wavefunc-
tion B0(r). After time t of free expansion, B0(r) evolves
into b(r, t) given by
b(r, t) =
∫
d3k
(2π)3
B˜0(k)e
ik·re−ih¯tk
2/2m, (G1)
B˜0(k) =
∫
d3rB0(r)e
−ik·r, (G2)
governed by the free-particle Schro¨dinger equation. The
corresponding spatial boson density distribution at time
t is
n(r, t) = 〈bˆ†(r, t)bˆ(r, t)〉 ≃ b∗(r, t)b(r, t). (G3)
Inserting Eq. (G1) into Eq. (G3), using Eq. (G2), and
shifting k→ k+mr/h¯t, we have
n(r, t)≃
∫
d3r1d
3r2f(r1, r2)e
imh¯t r·(r1−r2)B∗0 (r1)B0 (r2),(G4)
f(r1, r2)≡
∫
d3k
(2π)3
d3k′
(2π)3
ei(k·r1−k
′·r2)ei
h¯t
2m (k
2−k′2), (G5)
The function f(r1, r2) can be evaluated by changing vari-
ables to k,k′ = p± q/2, giving
f(r1, r2) =
∫
d3p
(2π)3
d3q
(2π)3
eip·(r1−r2)eiq·(r1+r2)/2ei(h¯t/m)p·q,
=
( m
2πh¯t
)3
eim(r1+r2)(r1−r2)/2h¯t, (G6)
Inserting Eq. (G6) into Eq. (G4), we find
n(r, t) ≃
( m
2πh¯t
)3 ∫
d3r1d
3r2 e
imh¯t (r1−r2)·(r+ 12 [r1+r2])
×B∗0(r1)B0(r2). (G7)
Noting that the initial cloud is small compared to the
expanded one, we may neglect r1 and r2 compared to r
in the exponential in the first line of Eq. (G7) since r
is measured in the expanded cloud while r1 and r2 are
confined to the initial cloud. This reduces n(r, t) to
n(r, t) ≃
( m
2πh¯t
)3
B˜∗0
(m
h¯t
r
)
B˜0
(m
h¯t
r
)
, (G8)
≃
( m
2πh¯t
)3
nk=m
h¯t
r, (G9)
where nk is the momentum distribution function. Thus,
as advertised, the density profile n(r, t) in the expanded
cloud probes the initial momentum distribution. For the
simplest trapped FFLO-type state B0(r) = BQ(r)e
iQ·r,
Eq. (G9), with BQ(r) the shape of the amplitude enve-
lope determined by the trap. Taking it (for concreteness
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and simplicity) to be a Gaussian BQ(r) ∝ e−r2/2R20 and
using Eq. (G9) we find
n(r, t) ∝ exp
[
− (r− h¯t
m
Q)2/(
h¯t
m
R−10 )
2
]
, (G10)
i.e., a Gaussian peaked at r = h¯tQm thus probing the
FFLO wavevector Q. Requiring the peak location be
much larger than the Gaussian width h¯t/mR0 thus im-
plies that QR0 ≫ 1 is necessary to observe the FFLO
state in this manner.
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