Deep learning currently dominates the benchmarks for various NLP tasks and, at the basis of such systems, words are frequently represented as embeddings -vectors in a low dimensional spacelearned from large text corpora and various algorithms have been proposed to learn both word and concept embeddings. One of the claimed benefits of such embeddings is that they capture knowledge about semantic relations. Such embeddings are most often evaluated through tasks such as predicting human-rated similarity and analogy which only test a few, often ill-defined, relations. In this paper, we propose a method for (i) reliably generating word and concept pair datasets for a wide number of relations by using a knowledge graph and (ii) evaluating to what extent pre-trained embeddings capture those relations. We evaluate the approach against a proprietary and a public knowledge graph and analyze the results, showing which lexico-semantic relational knowledge is captured by current embedding learning approaches.
INTRODUCTION AND RELATED WORK
Most of the recent interest in the area of word embeddings was triggered by the Word2Vec algorithm proposed in [18] , which provided an efficient way to learn word embeddings by predicting words based on their context and using negative sampling. Word embeddings have become the usual input to natural language processing (NLP) tasks, but also tasks for which previously knowledge Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. K-CAP '19, November 19-21, 2019 , Marina Del Rey, CA, USA © 2019 Copyright held by the owner/author(s). Publication rights licensed to ACM. ACM ISBN 978-1-4503-7008-0/19/11. . . $15.00 https://doi.org/10.1145/3360901.3364445 graphs were being used. Applications range from text classification [13] to machine translation [1, 4, 11, 32] , question answering [12, 21, 28] and knowledge graph construction and completion [8] . However, despite recent efforts [10, 15, 34] , the nature and extent of the knowledge captured by such embeddings and how they contribute to accomplish the goal in question is still hard to interpret.
Embeddings have shown the ability to learn relations between words. However, most benchmarks [27] focus on a specific family of relations involving relations similarity and analogy. It is unclear whether such relations simply happen to be well aligned with the statistic analysis involved in the computation of the embeddings, or whether the embeddings are capable of capturing a wider range of relational knowledge. Indeed, standard benchmarks show evidence that word embeddings may capture more types of relations. It has been shown that algorithms like FastText [2] , GloVe [23] and Swivel [29] learn embeddings that capture lexical and semantic information. However, the current lack of a standard evaluation practice make it hard to study which specific relations embeddings can effectively capture, nor how to best quantify the signal of such relations.
At the same time, embeddings as a knowledge representation mechanism is being explored by the traditionally symbolic community that produced semantic networks and knowledge graphs. Algorithms based on knowledge graph (KG) embeddings, like RDF2Vec [25] , ProjE [30] , TransE [3] and HolE [20] , learn embeddings representing the concepts, words and relations contained in a KG and provide a vector representation of the knowledge that is explicitly described in it. However, such KG embeddings may only encode knowledge that is already represented in the KG. One application of embeddings for this community is generic entity-based KG completion and refinement [16, 17, 19, 22, 24] , which tries to use large text corpora to complete a partial knowledge graph. However, such efforts have focused on encyclopedic (e.g. DBpedia) or domain-specific (family, commerce, finance, law) relations between entities rather than lexical relations. On the opposite direction, KGs are also used to refine vector space representations as in [7] . Finally, efforts trying to learn lexical semantic relations [8, 9, 26, 31, 33] have started looking at whether word embeddings (and similar distributional approaches) can be used to predict certain types of lexical semantic relations. Many of these approaches suffer from the difficulty to generate a training dataset that serves this purpose [14] and most of them focus on hypernymy relations or lexical inference, still a limited fragment of the whole spectrum of possible lexical semantic relations. Also, WordNet tends to be the only source of evidence used in such work, which may hinder reaching a general understanding of the matter. In previous work[5, 6] 1 on joint word-concept embeddings, these outperformed word-only and knowledge graph approaches over a selection of 14 benchmarks on semantic similarity and relatedness as well as word-concept and hypernym relation prediction tasks. In doing so, we suggested it may be possible to extract knowledge about lexical semantic relations from (joint word-concept) embeddings. In this paper, we take into account lessons from the various communities discussed above to propose a method for evaluating to what extent pre-trained embeddings contain knowledge about a wide ranging of relations encoded in a KG. Our contributions are: (i) describing a (largely automated) method for (i.a) word/concept relational dataset generation from a KG (i.b) training of machine learning models and (i.c) evaluation of the generated datasets and trained models; (ii) application of this method to analyse to what extent (ii.a) various corpus-and KG-based pre-trained embeddings capture (ii.b) various types of lexico-semantic relational knowledge and (ii.b) what the effect is various factors such as the size of the corpus and the type of dataset (word or concept).
In Section 2 we describe a generic method for measuring the predictive power of embeddings for specific relations. In section 3 we describe how we apply this methodology to study lexico-semantic relations and in section 4 we analyse the gathered data.
MEASURING RELATION PREDICTIVE POWER OF EMBEDDINGS WITH A KG
In this section we propose a method for studying the predictive power of word and concept embeddings, depicted in Figure 1 . The goal is to study how much knowledge about relations is encoded in embedding spaces and can be exploited by machine learning models. Note that our goal is not to generate the best models for predicting relations (which could be achieved by combining different sources of evidence). The method consists of three main phases: dataset generation, model training and prediction results analysis.
Preliminaries. We define a Knowledge Graph as a tuple ⟨N , R, E⟩, where N = C ∪ I ∪W is a set of node identifiers, typically referring 1 Vecsigrafo: Corpus-based Word-Concept Embeddings to concepts c ∈ C, instances i ∈ I or words w ∈ W (human readable names for concepts and instances); R is a set of relation types and E is a set of triples of the form (r n i n j ) where r ∈ R and n i , n j ∈ N . We define an embedding space S as a tuple ⟨V , F d ⟩, where V is a vocabulary, and F d : V −→ R d is a function that maps elements in the vocabulary to its embedding: a vector of dimension d.
The main inputs for our method are a KG k = ⟨N k , R k , E k ⟩ and one or more embedding spaces s i ∈ S ′ k ⊂ S k ⊂ S. S k is the set of all embedding spaces that have a vocabulary that overlaps with N k . S ′ k is a subset of embedding spaces to study. The main output of our method is a classification of tuples (r s), where r ∈ R k and s ∈ S ′ k , into predictable and non-predictable. Furthermore, for each such tuple, we also derive absolute and relative relation prediction metrics, providing a numerical assessment of how well the embedding space s captures or encodes knowledge about relationship r .
Dataset generation. In the first phase, we aim to generate datasets δ ∈ D, where each dataset δ is a finite set of triples of the form δ r = {⟨n i n j l⟩}, where l is a classification label such that l = 1 if (r n i n j ) ∈ E k and l = 0 otherwise. We generate datasets between words δ w with tuples ⟨w i w j l⟩, word-concepts δ wc with tuples ⟨w i c j l⟩ and concepts δ c with tuples ⟨c i c j l⟩.
As a first step, we select a seed vocabulary V seed =
as the intersection of all the studied vocabularies. Next, V seed and k are used to extract a set of positive pairs for each r ∈ R k ; these correspond to partial datasets δ + r = {⟨n i n j 1⟩ | (r n i n j ) ∈ E k ∧ n i , n j ∈ V seed }. KGs frequently define relations at a concept level, therefore, this initial dataset will typically only contain concepts. To also generate word-concept datasets for such relations, we also extract partial datasets {⟨w i c j 1⟩ | (r c i c j ) ∧ (r w w i c i )}, where r w is the word-to-concept relation in k. Similarly, we can extract a word dataset for r using
Besides generating positive datasets for relations r ∈ R k , we also generate random datasets. These datasets serve as baselines and will be used later on to prune biased datasets. Since the generated datasets δ + r vary in size depending on the number of relation tuples Session: Named Entity Recognition and Embedding K-CAP '19, November 19-21, 2019, Marina Del Rey, CA, USA in E k , we generate sets of varying sizes 2 of "positive" random pairs {⟨n i n j 1⟩}, where n i and n j are randomly sampled from N k . We refer to these datasets as δ + rand,x where x is the number of positive pairs generated.
We need both positive and negative examples in the datasets to train a model. For ease of training, we aim to generate balanced datasets with the same number of positive and negative examples. Randomly generating negative pairs based on the seed vocabulary or selecting positive pairs of a different relation type is not optimal because models can learn to identify words/concepts associated to the relation rather than the relation itself [14] . Instead, we apply negative switching, whereby positive pairs are switched based on the subject and object vocabularies for the relation, i.e. from positive pairs ⟨n i n j 1⟩ and ⟨n k n l 1⟩; thus subject vocabulary {n i , n k } and object vocabulary {n j , n l }, it is possible to generate negative pairs ⟨n k n j 0⟩ and ⟨n i n l 0⟩. Albeit practical, this approach does not take into account transitive relations and assumes a closed world. Also, for relations with unbalanced subject-object vocabularies, it may be impossible to generate sufficient negative examples; in such cases we fall back to selecting pairs from other relation types or generating random pairs.
Model training. We next use the generated datasets to train binary classification machine learning models for each studied embedding space s ∈ S ′ k , we refer to the resulting trained models as m δ ,s,t , where δ is the generated dataset and t is the model type. We do not specify a type of machine-learning model to be used; however, since the input and output are very simple, we expect fully-connected neural networks to be suitable and use these in our experiments.
Each sample ⟨n i n j l⟩ in the dataset is converted into an input vector for the model by combining the embeddings for the subject and object arguments; i.e. F s (n i ) ⊙ F s (n j ). In this work we use vector concatenation for ⊙, but other operations are also possible. However, to prevent models from simply learning which embeddings are associated with a relation type, during training we apply input perturbation: for each batch, we generate a random vector v ∈ R d and add it to both the subject and object embedding. Thus the final input to the model is (F s (n i ) ⊕v) ⊙ (F x n j ⊕v). This ensures that the difference between the embeddings is the same as for the original pair, but no individual embedding is seen twice. Also, since different embedding spaces have different scales, we adapt the amount of perturbation to each embedding space by scaling the random perturbation to be within the standard deviation of the embedding space.
Furthermore, to verify that the generated dataset does not encode information about the relation, we also train models using a baseline random embedding space s rand ∈ S k for the seed vocabulary. Since the embeddings in s rand are random, they cannot encode any information about n ∈ V seed and their relations r ∈ R k .
Each generated dataset is split into training, (validation) and testing subsets; the latter is used to evaluate the trained model by calculating metrics: precision, recall, accuracy and f1. Since the performance of a model is affected by random initialization of its parameters, we propose to perform multiple runs, resulting in 2 In this work we use sizes 200, 500, 1K, 5K, 10K and 50K. m δ ,s,t i for 1 ≤ i ≤ # runs . This allows us to calculate the average and standard deviation for each of the collected metrics. Below, we use µ υ δ ,s to refer to the average for metric υ for models trained on dataset δ and embedding space s. If s is omitted, the average is taken over all models trained on δ . Likewise for the standard deviation σ υ .
Prediction results analysis. Once we have trained all our models, we can do some statistic analysis on the collected metrics. Since the dataset generation and model training are mostly automated, our main goal here is to identify any non-predictable relations. Using our baselines, we can discard results based on two reasons: (i) the generated dataset is biased and (ii) the learned model's results are not significant.
First, we define baseline ranges for prediction metrics. For this, we use the metrics gathered for the generated random datasets δ rand,x and define the range thresholds as
Any metrics within these ranges could be due to chance with 95% probability.
We consider a dataset to be biased if models can perform well on them regardless of whether the embeddings used to train the model encode any information. Intuitively, these are datasets which are imbalanced in some way allowing the model to exploit this imbalance during prediction, but that do not reflect the knowledge encoded in the embeddings. To detect these, we look at model results for models trained on random embeddings (i.e. on models m δ r ,s rand ,t ). We say that δ r is biased if µ f1
The rationale is that even with random embeddings, such models were able to perform outside of the 95% baseline ranges.
We consider a trained model m δ r ,s,t to be significant if its predictions are statistically better than predictions made by m δ r ,s rand ,t . Intuitively, this indicates that the embedding space s contributes information about relation r with high probability. Formally, we say that
).
MEASURING LEXICO-SEMANTIC KNOWLEDGE IN EMBEDDINGS
We applied the method described above to two lexico-semantic KGs (WordNet and Sensigrafo) and several embedding spaces derived from different corpora and embedding algorithms. In this section we describe how we applied the methodology and present a summary of the results obtained. In the next section we discuss analyze the results. 3 
Knowedge Graphs and Relations
We applied our methodology to two KGs: (i) WordNet, a well known lexico-semantic semantic network and (ii) Sensigrafo, a proprietary lexical knowledge graph developed by Expert System. Although similar in structure and scope -both KGs aim to provide a sense lexicon per language and use hypernymy as the main relation between senses-, Sensigrafo has been developed independently and is tightly coupled to Expert System's text analysis pipeline, enabling state of the art word sense disambiguation with claimed 90% accuracy. Table 1 provides an overview and comparison for the KGs. Word-Net does not have an explicit identifier for concepts; instead, it defines sets of synonyms, i.e. lemmas with a shared sense. Sensigrafo calls such sets syncons (synonym-concepts), since they refer to specific concepts and assigns a unique identifier to each. There are differences in terms of size, granularity of concepts, structure of the network (e.g. choice of central concepts) and types of relations. Finally, because Sensigrafo is developed and maintained as part of a text analytics pipeline, some of its features are tailored and biased towards supporting functionality and domains required by Expert System customers. By comparison, being a community effort WordNet may benefit from a wider set of stakeholders.
WordNet and Sensigrafo provide 27 and 55 types of relations respectively which we used to generate datasets. Table 2 shows an overview of the relations extracted; since discussing the 88 relations individually is unwieldy, we group the relations into types following -and expanding-a categorization described in the WordNet manual 4 . It suggests a top-level distinction between Lexical -those that hold between words-and Semantic -those that hold between concepts-relations and lists relations also see, antonym, derivation, participle and pertainym as lexical. However, antonym is clearly based on the word's meaning. Derivation and participle seem to be truly lexical, while the others can also contain pairs which are semantically related, as shown by the example pairs in the table. Sensigrafo does not contain purely lexical relations.
The main relation type used by both KGs is hypernymy, which relates narrower to broader concepts (or instances to concepts). Although hypernymy is transitive, we only consider direct relations explicitly stated in the KG during the dataset generation.
Categorical relations are those that associate a concept with some category. When categories are concepts, they can be seen as an indirect hypernymy. WordNet has three types of categories called domains: category -concept to a topic domain-, usage -concepts to a type of use-and region -concepts to places. Sensigrafo has a set of core noun and verb concepts -called noun or verb categories, as well as tags-which form the backbone of the hypernymy hierarchy. These category syncons tend to be quite abstract concepts, hence we have only considered these relations at the syn2syn level, as they do not have lemmas in the seed vocabulary. Sensigrafo also defines a list of about 400 domains (which are not syncons), which is similar to WordNet's category domain.
Meronymy relates concepts in whole-member relations. Word-Net distinguishes between membership -part of group-, substance -when something is made of substances that are orders of magnitude 4 https://wordnet.princeton.edu/documentation/wninput5wn smaller than the whole-and part -remaining cases. Sensigrafo does not distinguish between these cases and uses this type of relation sparingly.
Synonymy can be defined between lemmas in the same synset/con and is a special case of conceptual similarity. The similarity relation in WordNet captures pairs of similar adjectives. The attribute relation in WordNet relates adjectives describing a value for a noun (similar, but more limited than the adjective-class relation in Sensigrafo). The cause relation in WordNet describes causality between verbs and is similar in Sensigrafo. The entailment relation in WordNet describes an entailment between verbs, similarly to the syncon-implication in Sensigrafo, which can also be applied to non-verbs. Verb group in WordNet groups similar verbs. Synconunification is assigned by linguists to syncon pairs that could be merged as a single syncon. Antonym describes concepts with opposite meanings.
Positional relations encode co-locations of concepts and are only provided by Sensigrafo. Two main subtypes: one relates adjectives or adverbs to other concepts while the second relates verbs to concepts that appear as the verb subject or object.
Sensigrafo provides about two dozens of prepositional relations between concepts. Such relations are of the type POS+preposition-POS. E.g. the pair rival-titleholder has relation noun+to-noun. Sensigrafo also encodes geographic relations between places. However, since the seed vocabulary did not contain many place names, we could not generate a dataset between lemmas.
Finally, we also generated datasets relating syncons to their part-of-speech (POS) besides the various δ random,x as explained in Section 2 (not included in Table 2 ).
We generated a total of 176 datasets, based on the 88 relations and a seed vocabulary consisting of 76K concepts and 71K lemmas (roughly corresponding to our smallest embedding space, which was trained on a disambiguated version of the English United Nations corpus [35] ). For WordNet, we only generated datasets between lemmas. For Sensigrafo we also generated datasets between words, word/concepts and concepts.
Embeddings and Corpora
The word and concept embeddings studied were derived from 6 algorithms. Three provided embeddings based on sequences of either words or syncons: GloVe [23] , FastText [2] , Swivel [29] . Two provided joint word and concept embeddings: Vecsigrafo [5] based on a disambiguated corpus and HolE [20] , which directly generates embeddings from a KG (not from a corpus) and thus serves as a reference point. The embeddings were either publicly available or provided to us by [5] . We also generated random embeddings s rand for the seed vocabulary.
The embeddings were trained on three different corpora, which we chose to study whether relation prediction capacity varies depending on the corpus size: the English United Nations corpus [35] (517M tokens), the English Wikipedia (just under 3B tokens) and Common Crawl (around 840B tokens). Although we aimed at using embeddings with 300 dimensions, in a few cases we had to diverge as the embeddings were only available with other dimensions. 
Training and Results
We generated models based on fully connected neural networks (NN) with either 2 or 3 hidden layers. Initially we also generated models with logistic regression, which consistently underperformed. The 2 and 3 layer NNs generally produced similar results, suggesting they converge for the given datasets. For the standard case of embedding dimension 300, the input to the net is a vector of 600 dimensions, followed by hidden layers of 750 and 400 nodes for the NN2; and (750, 500, 250) for the NN3 (similar architectures were defined for single embedding relations such as syn2POS). The output layer has 2 nodes and uses 1-hot-encoding to encode positive or negative examples. For regularization, we use dropout between layers with value 0.5. We used a heuristic rule that varies the number of epochs to train a dataset depending on its size. Datasets with < 300 positive examples are trained for 48 epochs, those with < 5K for 24, < 30K for 12 and large datasets are trained for 6 epochs. We use the Adam optimizer with learning rate 1 −5 and the cross entropy loss function. A scheduler reduces the learning rate on Session: Named Entity Recognition and Embedding K-CAP '19, November 19-21, 2019, Marina Del Rey, CA, USA plateau. All of these hyper-parameters where derived through trial and error with a few sample relation datasets and kept constant to automatically train models without manual inspection. We used a random 90, 5, 5 split for training, validation and test from the input dataset. For WordNet relations we used a mixture of NN2 and NN3 models and trained each model either 3 or 5 times. As training the models is the main bottleneck of our approach, for Sensigrafo relations we only trained NN3 models, training each model 3 times. We trained a total of 10,560 models, resulting in 1,596 evaluation metrics averaged over n runs: 126 for the random relation datasets, 149 trained on random embeddings, 1,065 for Sensigrafo relations and 268 for WordNet relations. Each run resulted in metrics for relation prediction on unseen pairs during training.
ANALYSIS AND DISCUSSION OF RESULTS
Biased datasets and non-significant models. We apply the prediction result analysis described in Section 2: based on 12 random datasets δ rand,x and 126 prediction results we obtained µ f1 δ rand = 0.41 and σ f1 δ rand = 0.12, resulting in a baseline range for prediction metrics (i.e. [τ f1 min biased , τ f1 max biased ]) of [0.16, 0.65]. Using this range, we identify 38 of 156 datasets as being biased. With other words, even though we took care not to generate nonbiased datasets by using negative switching, a little more than a quarter of the datasets generated in this way contains clues about the relation. Interestingly, word-pair datasets are much more likely to be biased (38%) while word/concept pairs are unlikely to so (only 7%) (see Table 3 ). These result suggest that using KGs as a silver standard [22] is of limited use for word-pair prediction, but is suitable when linking words to concepts.
We see that using a KG to build datasets for certain kind of relations is very difficult. This is the case for word pair datasets for categorical relations (all of the 52 generated datasets were biased); this is likely due to such relations being highly unbalanced with only a few words in the object position, further compounded by ambiguity of words compared to concepts. We think word ambiguity also plays a role in the difficulty producing non-biased datasets for positional relations.
On the bright side, about 71% of the models were trained on a non-biased dataset and we use these to identify (non)significant models. Overall, we found that 46.5% of the trained models using pre-trained embeddings were not statistically significant different from a baseline using random embeddings. About 1% of the models performed worse than the baseline. These were typically small datasets and relations that were hard to learn. In any case this 1% is below the 2.5% that can be expected by using the 2σ threshold for significance.
Conversely, only about 24% of the models trained using pretrained embeddings significantly outperformed the baseline. For word/concept pair datasets this percentage jumps to almost 49% while for concept pairs it plummets to only 3.4%. Since most of the pre-trained embeddings we are using are corpus-based, this shows that such embeddings have trouble capturing the relations at the purely conceptual level. At the same time, these models are relatively good at relating words to concepts using semantic relations. In the sections below we only discuss results for the models that outperformed their baseline.
Relation Types in Embeddings
In the last two columns of Table 3 we see the absolute and relative f1 measures for the models that significantly outperformed the random baseline. We see that most of the results with an average f1 score higher than 0.8 are for relations between concepts; these were all achieved by training models on the HolE embeddings. Swivel embeddings also obtained good results for predicting categorical relation (0.846 f1, but this result just cleared the 2σ significance threshold). One model trained on FastText embeddings achieved (0.666 f1 on a meronymy relation). This confirms that the studied corpus-based embeddings are not capable of capturing semantic relations at the concept level.
For the models trained on word/concept or word pairs, we can go through the relation types. Absolute prediction accuracy for lexical relations is poor, the Vecsigrafo and GloVe are the only embeddings that can predict pertainym relations with over 0.7 f1 score. Prediction of hypernym relations is good; the best performing model is trained on HolE on a word/concept dataset (0.797 f1); from the corpus-based embeddings, FastText performs best (0.766). Prediction of categorical relations (only for word/concept pairs) is quite good; corpus-based embeddings using Vecsigrafo perform similarly to HolE (around 0.82 f1) for nouns; corpus-based embeddings have trouble with categorical relations between verbs, with performance dropping below 0.6 compared to 0.8 for HolE. For meronymy relations, the datasets generated on Sensigrafo were rather small, resulting in f1 performances around 0.69 with Vecsigrafo embeddings; WordNet-derived datasets produce good performance with FastText, GloVe and Vecsigrafo having scores between 0.75 and 0.81 for the part-meronym relation; substanceand member-meronym relations accuracy drops below 0.7. Performance for synonym relations depends strongly on the used embedding; the best performers are HolE (0.93 f1), Vecsigrafo (0.79) and FastText (0.75) while Swivel performs poorly. Prediction of similarity relations is mediocre; the best embeddings are HolE (0.81), followed by GloVe and FastText (around 0.74); depending on the relation, prediction f1 can drop to 0.6. For positional relations, Vecsigrafo (0.76) outperforms even HolE (0.74) with FastText and Glove trailing (0.7); this is similar for prepositional relations. For part-of-speech, FastText and GloVe perform well (f1 above 0.8).
Impact of embedding type and corpus size
Unsurprisingly, the larger the corpus the better the overall results for Sensigrafo datasets. Average f1 scores for embeddings trained on the UN corpus, Wikipedia and Common Crawl were 0.66, 0.69 and 0.73. For WordNet datasets (only lem2lem), the scores are similar: 0.68, 0.72 and 0.71. Thus, although increasing the corpus size helps, for many types of relations, the gain from training on a very large corpus is relatively small. produce significant predictions for more relations than FastText and HolE. Standard Swivel with words lags behind, especially in the number of relations that it can predict.
4.2.
1 Impact of joint word-concept learning. Vecsigrafo co-trains word and concept embeddings. Table 4 shows that compared to Swivel, this co-training improves, for word pairs, both the number of relations that can be predicted (double the number) and the average f1 score (we assume that the additional predicted relations push the average score down). Similarly, we see that compared to word pairs, Vecsigrafo is able to produce predictions for more relations when considering word/concept pairs. As discussed above, corpus-based, joint word-concept training does not seem to capture relations between at the concept level, suggesting there is room to improve such algorithms.
CONCLUSION
This paper presented a methodology for studying whether embeddings capture relations as well as KGs and applied it to study lexico-semantic relations between words and concepts. The results show that for a few relations, word embeddings can outperform embeddings derived directly from KGs. Also, corpus-based embeddings fail to capture relations at the concept level. However, for most relation types, embeddings only can predict relations with an accuracy under 0.7. Our results provide evidence that correct capture of relations should happen at the concept level and may not be achievable with high accuracy at the word level. As future work, we want to apply our method to study contextual embeddings. Table 4 : Average F1 scores for predicting relations with different pair types and embeddings.
