LA-ICP-MS and LA-MC-ICP-MS have been the techniques of choice for achieving accurate and precise element content and isotopic ratio, the state-of-the-art technique combines the advantages of low detection limits with high spatial resolution, however, the analysis accuracy and precision are restricted by many factors, such as sensitivity drift, elemental/isotopic fractionation, matrix effects, interferences and the lack of sufficiently matrix-matched reference materials. Thus, rigorous and suitable calibration and correction methods are needed to obtain quantitative data. This review systematically summarized and evaluated the interference correction, quantitative calculation and sensitivity correction strategies in order to provide the analysts with suitable calibration and correction strategies according to the sample types and the analyzed elements. The functions and features of data reduction software ICPMSDataCal were also outlined, which can provide real-time and on-line data reduction of element content and isotopic ratios analyzed by LA-ICP-MS and LA-MC-ICP-MS.
Introduction
In 1984, the first commercial inductively coupled plasma mass spectrometry (ICP-MS) appeared, soon after that, Gray (1985) analyzed the elemental and Pb isotopic compositions of granites by combining ICP-MS and laser ablation (LA), thereby initiating the application of LA-ICP-MS in the microanalysis. Jackson et al. (1992) and Fryer et al. (1993) fully demonstrated the significant potential of LA-ICP-MS in the micro-analysis of trace-elemental compositions and UePb isotopic ages of geological samples. Walder et al. (1993) Compared to solution nebulization (SN)-(MC)-ICP-MS, LA-(MC)-ICP-MS can provide in situ and high-resolution (>5 mm for profile analysis and n Â 10 nm~n Â 100 nm for depth analysis) elemental/isotopic compositions of solid samples with lower sample consumption and more efficiency (less than 3 min for a single-point analysis) (Günther et al., 1998; Jarvis and Williams, 1993; Perkins et al., 1993) . Additionally, the application of LA-(MC)-ICP-MS can avoid the sample-digestion-related problems e.g., incomplete digestion of some minerals (Cotta and Enzweiler, 2012; Hu et al., 2010; Hu and Qi, 2014; Zhang et al., 2012 Zhang et al., , 2015 , poor stability/ memory effect of some elements in dilute acid solutions (Hu et al., 2008d; Liu et al., 2003; Münker, 1998) as well as the strong interferences from oxides (Ko sler et al., 2005; Oeser et al., 2014) and hydrides (Czas et al., 2012; Regnery et al., 2010) . In recent years, the analytical technique has quickly developed and been widely used in numerous fields including geology, metallurgy, environmental science, biology, chemistry, materials science and archeology (Durrant and Ward, 2005) .
Even though LA-(MC)-ICP-MS is fast, sensitive, and able to probe microscale features, it is still held back by the interferences (Jiang et al., 1988; Konter and Storm, 2014; Moens et al., 2001; Tanner et al., 2002) , sensitivity drift Luo et al., 2007) and elemental/isotopic fractionation (Günther and Koch, 2008; Horn, 2008) . Thus, rigorous and suitable calibration methods must provide the means to obtain quantitative data. Over the last few decades, different methods have been developed and successfully used for the determination of element content and isotopic ratios (Miliszkiewicz et al., 2015) .
This review article is focused on the general aspects and applications related to interference correction and quantitative calibration methods for the measurement of element content and isotopic ratios analyzed by LA-(MC)-ICP-MS. A brief summary of every commonly used method is presented in the following paragraphs. Additionally, a software module named ICPMSDataCal is presented as a tool to provide real-time and on-line data reduction of element content and isotopic ratios, and the functions and features of the software are also outlined.
Basic knowledge of (MC-)ICP-MS and mass selection
The sample aerosol obtained by solution nebulization or laser ablation is introduced into the high-temperature ICP, where the aerosol is evaporated, dissociated, atomized and ionized to generate ions. The positively charged ions are extracted from the argon plasma into the high vacuum of the mass spectrometry via the interface of sampler and skimmer cones (Becker, 2008; Wieser et al., 2012) . The mass to charge ratio of elements is then measured to evaluate the element content or isotopic ratio of the analyzed elements. However, the observed or measured isotopic ratio is commonly deviated from the true or theoretical value as a function of the mass difference, which is defined as mass fractionation or discrimination (Jarvis and Williams, 1993) . Although the causes of the mass fractionation are not entirely understood, space-charge effects within the plasma region and supersonic gaseous expansion between the sample and skimmer cones are mainly responsible (Andr en et al., 2004; Ponzevera et al., 2006) , and both processes favor the transmission of the heavier isotopes into the mass spectrometry.
For the mass fractionation in element content analysis (i.e., elemental fractionation), it is not only affected by isotope mass difference and instrumental conditions, but also affected by element characters (e.g., condensation temperature, first ionization potential and evaporation enthalpy). The elemental fractionation can be evaluated by the fractionation index, which is defined as the ratio of the integrated signal obtained for the second half time of the continuous ablation to the signal for the first half time, normalized to the internal standard (e.g., Ca) (Fryer et al., 1995) (Equation (1) 
For the mass fractionation in isotopic ratio analysis (i.e., isotopic fractionation), it is mainly affected by the isotopic mass of the analyzed element. For example, the measured lithium isotopic ratio by MC-ICP-MS can deviate from the referred values by up to 25% (Millot et al., 2004; Taylor et al., 1998) , while the deviation can be as low as 3% for the sulfur isotopic analysis (Johnson et al., 2004) (Fig. 3) . Consequently, the fractionation in isotopic analysis is commonly named as mass bias. The mass bias factor can be used to correct the instrument induced mass bias, which can be defined based on different mass bias correction models (such as linear law, power law and exponential law), and the mass bias factor calculated by exponential law is the most commonly accepted in MC-ICP-MS Yang, 2009; Yang and Sturgeon, 2003) (the b in Equation (7)).
Selection of analyzed isotopic mass, background and analyte signals
For the selected isotopes in element analysis by LA-ICP-MS, the elemental property (e.g., the relative abundance of analyzed isotopes and isobars) should be taken into the consideration firstly. Commonly, the selected analyzed isotope should be interference-free or the least interfered and high abundance. For example, 49 Ti (5.5%, abundance) instead of 48 Ti (73.8%, abundance) is analyzed to avoid the interference of 96 Zr 2þ when zircons are analyzed, but high-abundance 48 Ti is the first choice when low-Ti samples are analyzed to improve the accuracy and precision of results, while for highTi rutile, 48 Ti cannot be analyzed to protect the instrumental detector system. For isotopic analysis by LA-MC-ICP-MS, in theory, the analyzed isotopes (e.g., 87 Sr and 86 Sr), the interference-related isotopes (e.g., 83 Kr, 167 Er 2þ , 85 Rb and 173 Yb 2þ ) and isotopes used to calculate the mass bias factor (e.g., 88 Sr) all should be measured. However, the number of measured isotopes is limited by mass dispersion of the Faraday cups (e.g.,~17% for Neptune plus MC-ICP-MS (Millot et al., 2004) ). Zoom optics Wei et al., 2014) or the peak jump mode (Lehn et al., 2013) should be applied when all the selected isotopes cannot be put in the installed Faraday cups.
Additionally, it is also necessary to select the signal intervals of background and of sample that are to be evaluated (Longerich et al., 1996) . Because washout times are short with most modern laser systems, memory from the previous ablation can be easily avoided by collecting a laser off signal of tens of seconds. In the laser on signal, the first seconds of background signal are usually avoided for two reasons, 1) possible surface contaminations and 2) laser coupling/signal stabilization. It is worth noting that isotope fractionation can be time-dependent during laser drilling especially when the instrument conditions are not optimized, and variation in down-hole fractionation can significantly compromise the accuracy of results. In order to avoid/eliminate such possible effects, the integration intervals (including the initial position and time length) of samples and calibration standards should be kept as consistent as possible. Furthermore, although rare in properly cleaned systems, each of the analyte signal intervals needs to be filtered carefully for signal spikes, because the spikes most likely are either electronic, or systemic contamination (particle from some previous sample). Such outliers can significantly compromise the accuracy and precision of isotopic ratios (Pettke, 2008) . Hf). For the interferences, the first thing is to remove the interferences as much as possible by applying many methods, for example, applying the middle/high resolution (Becker and Dietze, 1997; Lum and Sze-Yin Leung, 2016) . For other cases that the interference could not be removed, correction methods should be applied. For example, many polyatomic interferences can be by a background correction. Additionally, the interference correction can be evaluated with non-interference isotope. These interferences can be eliminated or corrected by using the methods described below.
Interferences removing and correction

Interferences elimination
For the solution ICP-MS, the isobaric elements can be separated using the ion exchange chromatography based on their characteristics in polymer resins at different pH. Similarly, for the elemental/isotopic analysis by laser ablation, some methods can be used to remove the interference element from the element of interest based on their different characteristics. For Pb isotopic analysis, designed a signal-smoothing and mercury-removing device, by which the mercury in the carrier gas can be almost completely trapped by the gold to eliminate the interference on 204 Pb. For Sr isotopic analysis, sample introduction by electrothermal vaporization (ETV) can be used to reduce more than 99% of 87 Rb signal while Sr remained practically unaffected (Brogioli et al., 2011) . Additionally, the isobaric interference of 87 Rb on 87 Sr can also be eliminated efficiently by selective ionemolecule reactions in a dynamic reaction cell within the ICP-MS, where Sr can be converted into SrF þ by reaction with CH 3 F while Rb will not react (Moens et al., 2001) .
The reasonable selection of the instrumental design and the optimization of instrumental parameters can eliminate the interference to a large extent. For example, the application of shield torch can reduce the electric potential difference between the plasma and the tip of the sampling cone, thus the doubly charged ion yield can be reduced Gray, 1986) . While the shield torch can significantly increase the polyatomic ion yield, for example, the interferences of Ca-related and TiAr þ ions on Sr isotopes can be elevated (Tong et al., 2015) . The doubly charged ion yield and polyatomic ion yield can be optimized by adjusting instrument parameters such as flow rate of nebulizer gas, sampling depth and RF power . Additionally, the addition of nitrogen in the central channel gas and the different cone combinations in LA-(MC)-ICP-MS can also reduce O-and Hrelated polyatomic ion (Hu et al., 2008c) .
Interferences correction
Background correction
The polyatomic ions (e.g., MO þ , ArO þ ) form moderately easily in LA-(MC)-ICP-MS analyses, either at ablation site, or most commonly, post-plasma introduction into the ICP-MS itself (e.g., ThO/Th z 0.45% (Hu et al., 2008b) ), so that the polyatomic ion interferences are much more serious and more difficult to predict than those caused by elemental isobaric overlap. Argon, hydrogen and oxygen are the dominant and consistent species present in "wet" plasma, and the interference correction of polyatomic ion related to the Ar þ (e.g., ArO þ , ArH þ ) can be implemented by background correction. A similar situation exists in "dry" or LA generated aerosols introduced to ICP plasmas. Because oxygen can be added from 3 aspects: the oxygen coming from the ablated material containing oxide at the ablation site, the oxygen permeating into the plastic tubing when the aerosol particulate is carried from the ablation cell to the plasma via plastic tubing, and oxygen being drawn into the system at the post-plasma interface where the analyzed ions are focused, compressed, slowed and cooled as they pass through small cone orifices for introduction to the lens systems. For such kind of interferences related to the gas (e.g., 40 Ar
, background correction is efficient to subtract the interferences. Additionally, the backgrounds also mainly result from contamination or memory effect in different parts of the instrument and the situation in solution analyses are well described by Elburg et al. (2005) . For the laser ablation, the instrumental blank during the analysis is generally estimated from a gas blank (laser off). However, this is only an estimate of what the background is because there can be laser firing phenomenon that add signal from the system. Ideally "live blanks" by firing the laser at a substrate of non-analyzed element can make these corrections more accurate (Christensen et al., 1995; Kimura et al., 2013; Ramos et al., 2004) .
Evaluate with interference-free isotope
Apart from the interference elimination methods, the doubly charged ion interference can also be subtracted by measuring the interference-free isotopes. (Tong et al., 2015) .
If isobaric interferences cannot be eliminated by the above methods, they can be corrected mathematically. Fortunately, most elements in the periodic table have at least one, two or even three isotopes free from isobaric interference ( (2)). Importantly, the interference correction needs to take the mass bias factor of the interfered elements (b interfered ) into consideration in order to make a robust correction. The b interfered should be evaluated from other isotope if it has only one noninterferences isotope (e.g., b Lu should be evaluated based on Yb isotopic ratio ( 173 Yb/ 171 Yb)), while the b interfered could be evaluated more precisely with its own mass bias factor (e.g., b Yb could be evaluated based on its own isotope ratio 173 Yb/ 171 Yb). The detailed calculation of the mass bias factor can be found in Section 6. (Fisher et al., 2011a (Fisher et al., , 2014 Hawkesworth and Kemp, 2006; Thirlwall and Walder, 1995; Wu et al., 2006) .
Calibration and correction methods of element contents
External calibration
The simple external calibration method is based on the sensitivity obtained by analysis of a (suite of) reference material(s) containing analyzed elements of known concentrations, in which the fractionation factors of all the elements in the reference materials are considered to be the same as those in samples. The simple external calibration method is the simplest calibration method, however, it is barely a semiquantitative technique (Jackson, 2008) because it can only be carried out when samples and reference materials are matrix-matched and the instrumental operation conditions are reproduced precisely (Durrant, 1999; Longerich et al., 1996; Miliszkiewicz et al., 2015; Van Heuzen and Morsink, 1991) . To obtain more accurate quantitative analysis of geological samples, the external calibration method should be combined with single/multiple internal standard normalization, 100% normalization, standard addition, or isotopic dilution method.
Suitable reference materials and a priori accurate knowledge of their compositions are necessary to achieve accurate analyses using LA-ICP-MS. NIST glasses SRM 610 and SRM 612 are mostly used as primary calibration standards because they contain many trace elements in high concentrations; Furthermore, most of the trace elements are homogenously distributed in this material (Eggins and Shelley, 2002) . Despite many advantages of the NIST glasses, they have completely different compositions and structure from those natural minerals and rocks, so they are not the most suitable external standards for the correction of natural silicate minerals and glasses (Arevalo et al., 2011; Hu et al., 2011b; Jochum et al., 2007; Liu et al., 2008 Liu et al., , 2010b . Calibration method against multiple external standards is preferable (Arevalo et al., 2011; Bertini et al., 2013; Liu et al., 2008) because the selected single external standard with natural composition may not match the range of concentrations expected in the sample for all analyzed elements (Bertini et al., 2013) and some compositional heterogeneities of the single external standard may affect the accurate measurement of samples (Eggins and Shelley, 2002) . The lack of matrix-matched calibration standards is recognized to be the biggest hindrance in the analysis of multielements by LA-ICP-MS (Durrant and Ward, 2005; Miliszkiewicz et al., 2015) . Reference materials preparation techniques including (1) pressed-powder pellets with (Jarvis and Williams, 1993; O'Connor et al., 2007) and without (Arroyo et al., 2009; Garbe-Sch€ onberg and Müller, 2014) binders; (2) fused glasses with (Becker and Dietze, 1999; Eggins, 2003; Perkins et al., 1993) and without flux agent (Fedorowich et al., 1993; He et al., 2016; Jochum et al., 2000; Kurosawa et al., 2006; Nehring et al., 2008; Norman et al., 1996; Reid et al., 1999; Stoll et al., 2008; Zhu et al., 2013) . Solution-based calibration method (Becker, 2002; Dressler et al., 2010; Günther et al., 1997; Kovacs et al., 2009; Leach et al., 1999; Thompson et al., 1989; Yang et al., 2010) can be applied in the absence of suitable solid reference materials. Although much effort has been expended in finding ways to produce multi-element solid reference materials cheaply and rapidly, the number of off-the-shelf commercially available solid reference materials is very limited (Jochum and Stoll, Gilbert et al. (2013) 2008) ( Table 2 ). The recommended values for many currently available materials (elemental composition and isotopic ratios) can be obtained from the GeoReM for most reference materials (http://georem.mpch-mainz.gwdg.de/).
Internal standardization
The external standard calibration method is simple and direct but it is barely more than a semi-quantitative technique (Jackson, 2008) . However, the combination of external standard calibration and single or multiple internal standard(s) can be used routinely to obtain accurate and precise trace element contents by LA-ICP-MS (Longerich et al., 1996; Mukherjee et al., 2014) . Internal standard(s) is(are) used to correct for the elemental fractionation caused by sensitivity drift, matrix effect as well as the difference in ablation yield between samples and reference materials (Günther et al., 1999; Longerich et al., 1996; Mukherjee et al., 2014; Perkins et al., 1997) , which can be expressed by Equation (3). 8 < : The internal standard method can be used in two ways. For bulk analysis (e.g., soil), an internal standard element (e.g., In) can be added in a known amount when preparing the pressed powder or fused glass of the sample (Perkins et al., 1993) . For natural minerals, a homogenously distributed major element in both the sample and reference materials that can be selected as the internal standard element, which can be measured by electron microprobe (EMP) (Nadoll and Koenig, 2011) or Xray fluorescence (XRF) (Mukherjee et al., 2014) . Additionally, the content of internal standard element can also be estimated according to the stoichiometric formula (Longerich et al., 1996) . The adoption of other independent ways of measuring the internal standard element can increase costs and workload, while the use of the fixed stoichiometric formula method may introduce extra error if the internal standard element is heterogeneous in the standard and sample. The only assumption is that any fractionation of the internal standard element is similar in both samples and reference material. Therefore, although the use of the internal standard paved the way for the development of non-matrix-matched calibration in LA-ICP-MS analysis of geological samples (Jackson, 2008; Jackson et al., 1992; Mukherjee et al., 2014; Nadoll and Koenig, 2011) , the difference in fractionation behavior of the internal standard element and the analyzed elements can highly restrict the accuracy and precision of the results Mukherjee et al., 2014) . Jackson (2008) found that there is a good linear correlation between the fractionation index (FI) and the achieved accuracy and suggested a multiple internal standard correction procedure. The FIs of these selected internal elements must differ greatly, or else a larger error will be generated as error propagation, the multiple internal standard correction method can be implemented in the following equation (Equation (4)):
where
is the corrected concentration of the analyzed element i in the sample;
Þ is the concentration of the analyzed element i in the sample determined using internal standard is1(is2); FI i is the fractionation index of analyzed element i; FI is1 ðFI is2 Þ is the fractionation index of the internal standard element is1(is2). The accuracy of results obtained by the multiple internal-external standard correction method theoretically can be developed due to the differences in the elemental fractionation behavior are considered. However, the method requires accurate information on two or more elements (i.e., those used as internal standards) and that the FIs of these elements must differ greatly. Additionally, a larger error will be generated if the difference in the FI between the elements used as internal standards is small. All of these limit the wide application of multiple internal standard correction method.
The sum normalization calibration method
Only when the internal standards are uniformly distributed and accurately determined can accurate and precise results by the internal-external standard correction method across the periodic table. Leach and Hieftje (2000) first explored a summed-spectrum normalization calibration procedure to determine elements in alloys using LA-ICP-MS without applying internal standard normalization. This technique is most likely to achieve good results for alloys, but it is not practical for silicate minerals with variable matrices . However, this correction method rekindled an interest in major-and trace-element analysis of solid materials using LA-ICP-MS without internal standard. Based on the normalization of the sum of all metal oxides to 100 wt%, major and trace elements can be simultaneously determined by calibration against liquid standards (Halicz and Günther (2004) ) or reference glasses (Guillong et al., 2005; Liu et al., 2008) . The 100% normalization calibration is summed up as Equation (5) according to Liu et al. (2008) . This method has been used to analyze the major and trace elements of silicate glasses (Guillong et al., 2005; Halicz and Günther, 2004; Liu et al., 2008) , silicate minerals (He et al., 2013; Hu et al., 2008a; Liu et al., 2008; Liu et al., 2010b) , carbonate minerals , silicate whole-rocks (Li et al., 2011a; Zhu et al., 2013) and metal oxides Zong et al., 2015) . (Liang et al., 2010) , in the form of an calculated oxide for silicate minerals and glasses , in the form of a carbonate for the carbonate minerals or in the form of a sulfide for the sulfide minerals) in the sample (and reference material s); C v sam is the content of the unmeasured volatile component or complex anion in the sample; n is the number of reference materials used for calibration; N is the number of elements that can be measured by LA-ICP-MS (elements should be analyzed as many as possible).
The essence of the sum normalization calibration method is to calculate the concentrations of the analyzed elements using all components in the sample as internal standards. When a single external standard is used, the slope ðl i Þ of the calibration curve is the same as that in the Equation (3); when multiple external standards are used, l i can be calculated based on the concentration-weighted average, in which the uncertainty introduced by the low-concentration samples can be reduced . On the whole, the 100% oxide normalization calibration method not only decreases costs and workload of determining the internal standard by another independent method (e.g., EMP), but also circumvents the error caused by the heterogeneity of internal standard and the choice of different internal standard . Additionally, with this method, accurate results can be obtained even though the samples and reference materials are not strictly matrixmatched (Gagnon et al., 2008; Hu et al., 2011b; Humayun et al., 2010; Li et al., 2015; Liu et al., 2008 (Guillong et al., 2005) , and the dead time related detector non-linearity . Even so, the 100% oxide normalization calibration method may well receive more widespread usage when it is directly supported in an available LA-ICP-MS data reduction software packages (e.g., ICPMSDataCal , see Section of Data reduction software).
Isotopic dilution method in LA-ICP-MS analysis
The combination of LA-ICP-MS with isotopic dilution is another method to overcome the matrix effects without internal standards. Boulyga et al. (2004) first applied LA-ICP-IDMS to measure 239 Pu and 240 Pu concentrations in soil and sediment samples at the level of mg g À1 to 10 mg g À1 . The calculation can be described by Equation (6) (Heumann, 2004) ,
where R is the isotope ratio of the diluted sample; N s and N sp are the number of the analyzed atoms and spike atoms in the added enriched spike solution, respectively, and h 1 and h 2 are the isotope abundances of the reference isotope and spike isotope.
Commonly, the isotopic dilution method in LA-ICP-MS analysis was applied by three methods (Jackson, 2008) : (1) addition of an isotopically enriched spike solution to the solid powdered sample and then to be fused to glasses or pressed in a pellet (Boulyga et al., 2007; Boulyga and Heumann, 2004; Reid et al., 1999; Tibi and Heumann, 2003) ; (2) addition of an isotopically enriched solid spike to a pressed powdered sample. Compared to method 1, the sample preparation time was reduced (Fern andez et al., 2008b) . With the first two methods, the signal drift, matrix effects as well as the analyte losses during fusion and pressed can be corrected. However, the accuracy and precision of the results can be affected if the mixing and equilibration between the sample and spiked enriched reference material is not complete (Pozebon et al., 2014) ; (3) online addition of an isotopically enriched spike aqueous solution when the sample was ablated by LA-ICP-MS (Jackson, 2008) . There is no need to homogenize the sample and reference material by applying this method, which significantly reduces the sample preparation time, but there is a large sensitivity difference between solution and laser ablation analyses, so an internal standard element (e.g., Th) should be measured to correct the difference.
No matter which technique was applied, purifying appropriate spiked isotope reference materials can be difficult and costly because the spiked isotope reference materials should have at least two stable isotopes without isobaric or spectral interferences. Moreover, isotopic dilution experiments require extensive preparation, careful experimental design and good attention to detail.
Calibration using standard additions
Standard addition calibration method is widely used in the measurement of trace element by SN-ICP-MS (Abbyad et al., 2001; Ellison and Thompson, 2008; Gaschnig et al., 2015) and has the potential to obtain accurate concentration data second only to the isotopic dilution method in accuracy (Gaschnig et al., 2015) , that is because the calibration method does not rely on imperfectly characterized calibrators and is resistant to matrix effects. Based on the merits of the calibration method, it can also be used to calculate the isotopic composition of samples by SN-MC-ICP-MS (Tipper et al., 2008) or determine elemental concentration in solid samples by LA-ICP-MS (Claverie et al., 2013; Fern andez et al., 2008a; Leach et al., 1999; Lee et al., 2003) .
Previously, the repetitions of a complex process including spiking, homogenizing, drying and pelletizing steps hinder the development of the standard addition calibration method in the application of LA-ICP-MS (Lee et al., 2003; Ricard et al., 2011) . On-line solution-based addition methods performing the addition by mixing the ablated sample with a nebulized elemental solution using a Y connection (Leach et al., 1999; Thompson et al., 1989) . This method minimizes the complexity of standard addition in LA-ICP-MS, but the different atomization/ionization efficiencies of two sample introduction approaches can compromise the accuracy and thus restrict its wide application (Leach et al., 1999) . Fern andez et al. (2008a) and Yokoyama et al. (2011) applied the galvanometric scanning beam device to achieve laser ablation of two or more sample materials in very short time intervals (~10 ms), which was regarded as a quasi-simultaneous ablation of different materials. However, this method relies on a specialized instrumentation and assumes that the same amount of material was ablated between the sample and the reference material. Similarly, Claverie et al. (2013) developed a spinning platform to allow the quasi-simultaneous ablation of both materials including solid samples of different matrixes and a single standard sample. The proportion of reference material/ sample in the mixture can be changed by changing the distance of ablation spot to the axis of rotation, and the proportion can be calculated exactly in real time.
Correction of the mass-dependent sensitivity drift
Sensitivity drift in LA-ICP-MS analysis can significantly influence the accuracy and precision of the results Liu et al., 2013; Luo et al., 2007) . Sensitivity drift caused by matrix differences, defocusing, and the deposition of analyzed material on the cones/lens is generally corrected by internal standard normalization. However, the degree of sensitivity drift varies with the masses of elements (Eggins et al., 1997; Liu et al., 2008) , and our data demonstrate that the direction of drift can change frequently when analyzing over large mass ranges (Fig. 1) , which means that the single internal standard (e.g., In) cannot be used to accurately calibrate all the analyzed elements. The multi-internal standard normalization method used in SN-ICP-MS provided by Eggins et al. (1997) cannot be easily expanded to LA-ICP-MS due to the natural and fixed composition of solid samples. Additionally, the selection of internal standard is restricted by many factors, for example, the condensation temperature of the internal standard should be similar to that of the analyzed element, or else, the relative sensitivity would be significantly different, thus the sensitivity drift in LA-ICP-MS cannot be completely corrected by internal normalization (Gaboardi and Humayun, 2009) .
Therefore, in addition to internal standard normalization, sensitivity drifts can be further corrected applying standard sample bracket method (i.e., SSB method) to improve the accuracy in LA-ICP-MS analysis for trace element contents . The variations of signal intensity or the normalized signal intensity of every two "drift correction standard" (DCS) were analyzed after every 5e10 samples , and a polynomial curve (Cheatham et al., 1993) or linear fit for every two DCS ) is fitted to each isotope analyzed, and a correction based on this curve or the linear fit is applied to the measured intensity of the respective isotopes in the samples and reference materials. Note that the contents of analyzed elements in DCS should be high enough to ensure the analytical precision and accuracy. For example, the most commonly used DCS is NIST 610 containing 61 elements at about 400e500 mg g À1 .
Calibration and correction methods of the isotopic ratios
After the true signal intensity of the measured isotopes is obtained by interference correction, the mass fractionation of isotopic ratios should be corrected by rigorous correction methods. Up to now, there are two widely used approaches to normalize mass fractionation in LA-ICP-MS, which namely internal and external standard calibration method Meija et al., 2012; Yang, 2009) . Here the terms internal and external are used synonymously with simultaneous and sequential analysis of the sample and reference material (Meija et al., 2012) . In the following sections, we describe them in detail (Table 3) .
Internal and pseudo-internal standard normalization
Internal standard normalization method is widely used in analyzing these radiogenic isotopic ratios. This approach requires that the mass bias factor can be determined using a pair of stable isotopes with a known or 'true' isotopic ratio (Table  4) . Generally, the linear law, power law or exponential law are the commonly used discrimination models Yang and Sturgeon, 2003) , and the exponential law is now the most popular and most widely used method to evaluate the mass fractionation (Russell et al., 1978) . The detailed expression was listed as Equation (7). (Fietzke et al., 2008; Jochum et al., 2009; Müller and Anczkiewicz, 2016; Vroon et al., 2008; . Beside Sr isotope, the mass fractionation correction of Nd (Fisher et al., 2011b; Foster and Vance, 2006; Iizuka et al., 2011; Xu et al., 2015; Yang et al., 2008 Yang et al., , 2014 , Hf (Fisher et al., 2011a (Fisher et al., , 2014 Griffin et al., 2002; Hu et al., 2012; Woodhead et al., 2004) a X is the number of measured samples between the two reference materials. X can be 10e15 if the reference materials is used as monitor standard, and 1e5 if the standard is used as calibration standard. Re ¼ 1.6740 (Gramlich et al., 1973) and Os isotopic ratio can also be implemented by this method.
Clearly, the internal standard normalization method cannot be used to make mass correction for the elements that do not have two non-radiogenic isotopes (e.g., Pb) or two more isotope ratio (e.g., Cu, Zn). Fortunately, the mass fractionation normalization for one element can be directly applied to another element of similar or neighboring mass in periodic table (Equation (8)), which is usually called pseudo-internal standard normalization (Table 5 ). The pseudo-internal standard normalization method is widely used in isotope ratio determination using LA-MC-ICP-MS (e.g., Tl for Pb (Thirlwall, 2002) , Rb for Sr (Becker, 2008) , Ir for Re , Yb for Lu (Fisher et al., 2014) , Cu for Zn (Mar echal et al., 1999) ). For example, the factor of Pb was obtained by selecting Tl as the pseudo-internal (Equation (9)). is the measured and corrected isotopic ratio; M i and M j is the absolute atomic masses of the analyte isotopes; iso b is the mass bias factor of the measured isotope; a is the ratio of the two mass bias factors ( iso b and pÀis b) and it is usually a constant for a specific instrument in real analytical session. 
As a preferable method, the advantage of internal standard normalization is the relatively high precision of isotope ratio analysis. Additionally, the accuracy and precision can be increased dramatically if the used internal standard isotope ratio is very close in mass to the measured isotopic ratio (Vance and Thirlwall, 2002) . For the analyzed element, there must be at least one constant or natural isotopic ratio accepted in geochemical community. However, the referred values for a natural isotopic ratio vary greatly in different published papers (Tables 4 and 5 Yb are above (or below) the diagonal line. Thus, we suggest the applied natural isotopic abundances for correction should be the ones published in the same paper (Fig. 2) . (Becker, 2008) as the internal standard. However, if the deviation from true is significant in geoscientific research is still unknown (Lin et al., 2015) . Similarly, the same potential problem arises regarding determination of Nd, Hf and Os ratios (Yang, 2009 ).
External standard calibration
For some isotopes, the mass fractionation correction can be corrected by internal or pseudo-internal standard normalization, while the external standard calibration method is necessary for those elements that are lack of suitable internal or pseudo-internal standard, for example, UeThePb dating (e.g., zircon, monazite, xenotime), especially for the light isotopes (e.g., Li, B, Mg, Fe) analyses by LA-(MC)-ICP-MS. The relatively large mass differences for the light elements' isotopes generally produce larger isotopic fractionations (Fig. 3) , and thus a large difference in mass bias factor between different light elements (Johnson et al., 2004) , which cannot necessarily be accurately corrected by calibration by internal or pseudo-internal standard.
In order to obtain better accuracy and precision in LA-(MC)-ICP-MS analysis for isotopic ratios, external standard calibration is generally associated with standard-sample bracketing (SSB). The SSB method is implemented by the interpolation of mass fractionation of the sample from the inferred mass fractionation values obtained from two standard isotopic ratios, one preceding and one following the sample (Equation (10)) . The assumption of this correction method is that the mass fractionation changes uniformly with time so that interpolation is valid, and that the matrices of the sample and the reference materials are very similar . The advantage of external standard normalization is its easy use, and the disadvantage is the lack of homogenous matrix-matched reference materials, which is urgently needed for each isotope in the material during methodology development (Meija et al., 2012) . The commonly used external standards for measuring isotopic ratios were listed in Table 6 
Uncertainty assessment
For the measurement of both elemental compositions and the isotopic ratios, it is necessary to assess the quality of results by an uncertainty, which is generally expressed at the level of 2s (data point) or 95% confidence (population). So the uncertainty of a data is no less significant than the data point itself and it is essential to proper assessment of the uncertainty (Ludwig, 2003) . In general, the less the datum needs reducing or correcting the fewer the uncertainties that will need propagating and the lower the overall uncertainty (Horstwood, 2008) .
Contributions to the final analytical uncertainty must be assessed:
(1) Analytical uncertainty of the isotopic ratio or elemental content of the sample (counting statistics); (2) Analytical uncertainty of the measured isotopic ratio or elemental content of reference material (external standard calibration method); (3) Uncertainty on the referred value of the reference material (external standard calibration method); (4) Uncertainty on the used internal standard correction ratios (e.g., 88 Sr/ 86 Sr, internal standard calibration method); (5) Analytical uncertainty of the mass fractionation measurement used for correction (external and internal standard calibration method);
Uncertainties should be propagated using the following Equation (11):
where s is the final uncertainty; s AÀD are the various uncertainty components related to the calibration methods; k is the coverage factor (k is commonly chosen to be 2, which means Iron metal IRMM-014 Taylor et al. (1992) ※For the non-traditional isotopes, the commonly used silicate glass reference materials are NIST glasses, MPI-DING glasses and USGS glasses (see Table 1 ).
Especially with the development of the femtosecond laser, the non-matrix matching method was widely used to analyze the isotopic ratios (e.g., Li, B, S, Mg and Fe). that uncertainty corresponds to a level of confidence of approximately 95%) (Jochum et al., 2012a) .
Examples for data reduction of isotopic analyses
Sr and Os isotopic analyses
The data reduction of Sr isotopic ratios includes corrections for background, isobaric interference and instrumental mass fractionation (Ramos et al., 2004; Tong et al., 2015; Vroon et al., 2008; Yang et al., 2009 Sr, 85 Rb and the natural isotope ratios of Er and Yb (Berglund and Wieser, 2011) . Isobaric interference of 87 Rb on 87 Sr can be corrected by two methods depending on Rb/Sr ratio of the samples (Jackson and Hart, 2006; Jochum et al., 2009; Tong et al., 2015 Sr ¼ 8.375209 (Jochum et al., 2009 ) and applying the exponential law.
Similarly, the data reduction of Os isotopic ratios, for samples with high Os/Re, accurate and precise Os isotopic ratio can be achieved only after correction of mass fractionation by internal standard normalization (Hirata et al., 1998 Re b (Equation (8)). Additionally, the mass fractionation correction method for Sr as discussed above can also be used to correct interference of Re on Os. Recently, Zhu et al. (2016) suggest an improved method for analysis of Os isotopic ratio adopting external standard calibration. Adopting an in-house Os-free reference material, Re b could be measured from the real-time analysis of Os-free matrix-matched sulfide reference materials with high content of Re. The method could be expanded to the isotope ratios of other elements.
Nd and Hf isotopic analyses
The major limitation for the accurate Nd isotope measurements by LA-MC-ICP-MS is the isobaric interference of 144 Sm on 144 Nd (Foster and Vance, 2006; Isnard et al., 2005; McFarlane and McCulloch, 2007; Yang et al., 2008) . The interference of Sm can be corrected by an iterative approach (Foster and Vance, 2006) , but this approach is an empirical and based on some faulty assumptions (Yang et al., 2008 Nd ¼ 0.348415 (Wasserburg et al., 1981 ) is used as a quality control check on the mass bias.
Hf isotopic analysis by LA-MC-ICP-MS is dominantly applied to zircon (Míkov a et al., 2014; Patchett et al., 1982 (Fisher et al., 2011a (Fisher et al., , 2014 Griffin et al., 2002; Hawkesworth and Kemp, 2006 (Hoskin and Ireland, 2000) . Additionally, Yb/Hf ratios in geological samples are highly variable (e.g.,
176
Yb/ 177 Hf is 0.0012 in zircon Mud Tank and~0.032 in zircon Temora 2 ). The commonly used interference correction from 176 Yb is the method proposed by Woodhead et al. (2004) , in which two interference-free isotopic ratios were measured, the one (e.g., Yb) is used to obtain b Yb (Fisher et al., 2014) and the other one is used to correct isobaric interference (e.g., 176 Yb/ 173 Yb) (Equation (2)). Lu has only two isotopes ( 
Data reduction software: ICPMSDataCal
In most cases, the suggested calibration method should be combined to get the accurate and precise data for the specific sample, and it is better to change the calibration method optionally. So it is necessary to develop software to provide the above-mentioned functions. Additionally, the elemental and isotopic data can be reduced quickly and on a large scale only when an efficient data reduction software package is available. Elemental/isotopic analyses by LA-ICP-MS/LA-MC-ICP-MS may well receive more widespread usage when data calibration method is directly supported in available LA-ICP-MS data reduction software packages.
Data reduction software ICPMSDataCal was written in the Visual Basic programming language and works on the Microsoft Excel. This software integrates all the above calculation and correction methods for LA-ICP-MS and LA-MC-ICP-MS analyses of element contents and isotopic ratios. It gives users a unique analytical environment, based on the interactive selection of background and sample intervals from the time-resolved signals provided by (MC)-ICP-MS. It provides real-time and on-line data reduction for the LA-(MC)-ICP-MS analyses, and features linked graphics and analysis tables, greatly improving both productivity and the flexibility of analysis. At present, data analyzed by (MC)-ICP-MS of Agilent, Thermo X and Neptune, Elan, Varian, and Nu Plasma and AttoM can be directly used without additional adjustment. In order to guide the users through the data reduction software, a detailed manual (Guide book for ICPMSDataCal) includes the specific operations of different applications (e.g., UePb dating of zircon, trace element analyses of mineral and melt/fluid inclusion, and isotope analyses of Li, Sr, Nd, Hf, Os, Pb) . In addition, the software is upgrading and modifying based on the different requirements.
The functions and features of ICPMSDataCal mainly include: It integrates the above mentioned calibration and correction methods for trace element analysis by LA-ICP-MS (Liu et al., , 2010b . Besides trace elements of the silicate mineral , the carbonate , metal oxide and sulfide minerals and single melt/fluid inclusion (Zhang et al., 2011) can also be calculated; The time-dependent sensitivity drift in the analyses can be corrected by the measurements of quality control reference materials, which can be easily chosen by the user; The isotopic ratios of Li , Sr (Tong et al., 2015) , Nd , Hf Liu et al., 2010a) and Os (Zhu et al., 2016) measured by LA-MC-ICP-MS can be calibrated and corrected; Data reduction of zircon UePb isotopic dating and trace element analyses can be quickly done at one time (Liu et al., 2010b) ; The used external standards can be automatically identified and easily changed (replace, add and delete) by the user; The unfinished data reduction can be processed continually as long as the relevant "data summery file" was saved; Data reduction for solution-ICP-MS analysis can also be done by ICPMSDataCal.
Conclusion and outlook
Different quantitative calculation and sensitivity correction strategies can be used to get accurate and precise element compositions and isotope ratios according to the type of samples and the analyzed elements. The comparison of data precision and accuracy amongst different techniques is not straightforward because the results are highly dependent on various parameters, but the correction method is undoubtedly suitable only if the accurate and precise results are obtained on monitor standards.
Given the research status, problems associated with element/ isotope analysis using LA-(MC)-ICP-MS and certified reference values, the following work could be conducted in the future: (1) Considerable efforts are still needed to prepare matrix-matched reference materials for the accurate analysis of both element contents and isotope ratios (especially for metal oxides and sulfides); (2) The mechanisms of the time-dependent elemental/isotopic fractionation should be further studied in order to explore effective methods to eliminate the elemental/ isotopic fractionation; (3) The influence of variation of natural isotopic ratio used as internal standard on the geoscientific significance should be further evaluated; (4) Backgroundreduced method should be developed to eliminate the influence of background correction especially for those elements with strong memory effects; (5) An unified strategy for instrument analysis and data reduction in routine analysis should be developed by the LA-(MC)-ICP-MS community to ensure the comparability and quality of data from different laboratories.
