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1. INTRODUCTION 
One of the requirements of many novel applications such as CAD, office 
automation, document retrieval systems, decision support systems, expert systems, 
and knowledge based systems, is a data model with the ability to represent 
arbitrary hierarchical objects, with no constraints on size or structure. The 
relational data model falls short in its ability to support efficiently such 
applications, since it imposes the first normal form constraint. With the first normal 
form: (1) we need to perform joins if we want to construct a hierarchical object; (2) 
we need to introduce artificial identifiers to perform decompositions of real world 
objects; (3) it is difficult to display hierarchical objects to a user interface. Further- 
more, in the relational framework we need to make special provisions to accom- 
modate for objects (tuples) with missing (or null) values. 
There have been several recent attempts to address this issue and introduce some 
generality to the relational model by relaxing the first normal form constraint. For 
example, Jaeschke and Schek [6] present an algebra for a non-first normal model 
which allows attributes to be sets of atomic objects; Zaniolo [14], on the other 
hand, introduces an algebra for a data model which supports nested tuples (i.e., 
tuple valued attributes). More recently, Schek and Scholl [12] have presented a 
model where attributes could themselves be relations, which in turn could have 
relation valued attributes. Other attempts to model un-normalized relations are 
given in [lo, 9, 1, 4, 5, 3, 11, 131. Each of these models introduce some generality 
to the relational model. Kuper and Vardi [7, S] have introduced a model which 
allows more general objects. Here, attributes values can be atoms, sets of atoms, or 
sets of tuples. The database is an instance of a schema, which is defined as a 
(possibly cyclic) graph. 
Most of these models (including the relational model) have two things in com- 
mon: (i) the database consists of a set of named relations which are sets of some 
form of tuples; (ii) the schema definition specifies the type of tuples of each relation. 
An instance of a relation is then a set of tuples of a given type. 
Rather than starting with a schema and defining the object space as an instance 
of a schema, our model first defines a completely general notion of objects. Similar 
to Kuper and Vardi’s model, objects are constructed out of tuples, sets, and atomic 
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objects. However, the database is not structured to be of a given schema. This 
means, for example, that the types of the elements of a set could all be different. 
Another novel feature of our model is the structure imposed on the set of com- 
plex objects, through the sub-object relationship. An interesting rsult of the paper is 
the fact that (under a mild constraint) the set of objects together with the sub- 
object relationship forms a lattice [2]. This allows us to define in a simple fashion 
the union and intersection of two objects. Finally, we use this structure to define a 
culculus. This calculus allows us to define an extension of Horn clauses to the case 
of complex objects. 
The paper is organized as follows. In Section 2, we define the complex objects of 
the model and give the semantics of object equality. In Section 3, we define the sub- 
object relationship and show how it introduces a lattice structure on the set of 
objects. In Section 4, we define the complex objects calculus and in Section 5, we 
present our conclusions and directions for future research. 
2. OBJECTS 
In this section, we define the notion of complex object. We assume that we are 
given a countable set of attribute names. We also assume that attribute names can 
be unambiguously recognized from any other object in the system. 
DEFINITION 2.1. Objects are defined recursively as: 
(i) Integers, floats, strings, and booleans are objects (we call these atomic 
objects). 
(ii) There are two special objects TOP (T the inconsistent object) and 
BOTTOM (I the undefined object). 
(iii) If 01, 02, . . . . On are objects and al, ~2, . . . . an are distinct attribute names 
then 
0 = [al : 01, a2 : 02, . . . . an : On] 
is an object (we call it a tuple object). We denote Oi by 0. ai. We shall also assume 
that 0.a = I for all a which is not in {al, ~2, . . . . an}. 
(iv) If 01, 02, . . . . On are objects then (01, 02, . . . . On} is an object (we call it 
a set object). 
EXAMPLE 2.1. Atomic Objects are objects: 
john, 25. 
A set of atomic objects is an object: 
(john, mary, Susan}. 
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A relational tuple is an object: 
[name: peter, age: 2.51. 
A hierarchical tuple is an object: 
[name: [first: john, last: doe], age : 253 
[name: [first: john, last: doe], children: {john, mary, Susan}]. 
A relation is an object: 
{[name: peter, age: 251, [name: john, age: 73, [name: mary, age: 131). 
A relation with null values is an object: 
{ [name : peter J, [name : john, age : 73, [name : mary, address : austin] }. 
A nested relation is an object: 
{ [name : peter, children : { max, Susan} 1, 
[name : john, children : { mary, john, frank 11, 
[name : mary, children : { > ] }. 
A relational database is an object: 
[Rl: {[name: peter, age: 251, [name: john, age: 7]}, 
R2 : { [name : john, address : austin], [name : mary, address : paris] } 1. 
Notice that up to now this definition is purely syntactical. We can specify the 
equality relation between objects as follows: 
DEFINITION 2.2. Equality among objects is recursively defined as: 
(i) Two atomic objects are equal if and only if they are the same. 
(ii) Two tuple objects which do not have T valued attributes are equal if 
and only if the values they take on every attribute are equal. 
(iii) Two set objects with non-T elements are equal if and only if their 
elements are pair-wise equal. Furthermore, removing I from a set or adding 1 to a 
set yields an equal set. 
(iv) Every object containing T is equal to T. 
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EXAMPLES 2.2. 
[a:1,6:2]=[b:2,a:l] 
[a:l,b:2]=[a:1,6:2,c:I] 
(L2,3}={2,3,1} 
{Lq={l> 
[a: (T), b: 23 =T 
Note, however, that [a: x], {x}, and x are not equal. By convention we shall 
remove I from any set to which it belongs and replace by T any object con- 
taining T. 
3. OBJECT STRUCTURE 
In this section, we define a partial order between objects: the sub-object 
relationship. We show that this order induces a lattice structure on the set of 
objects. This allows us to define the union and intersection of two objects. 
DEFINITION 3.1. Given an object 0 and an object 0’, we define the fact that 
object 0 is a sub-object of object 0’ (denoted 0 < 0’) recursively as: 
(i) Let 0 and 0’ be two tuple objects, then 0 is a sub-object of 0’ if 0 .a is 
a sub-object of 0’ . a for every attribute a. 
(ii) Let 0 and 0’ be two set objects, 0 is a sub-object of 0’ if every element 
of 0 is a sub-object of an element of 0’. 
(iii) 0 is a sub-object of 0. 
(iv) Every object is a sub-object of T and I is a sub-object of every object. 
EXAMPLE 3.1. 
[a: 1, 6: 2]< [a: 1, b: 2, c: 33 
{ 1, 2, 3) < { 1, 2, 3, 4) 
{[a: 11, [a: 2, b: 33) < {[a: 1, b: 2-J [a: 2, b: 31, [a: 5, b: 5, c: 5-J) 
[a: {l}, b: 23 < [a: { 1, 2}, b: 21 
Note however that 1 is not a sub-object of [a: 1, b: 21, nor is it a sub-object of 
(1,273). 
Before proving specitic properties of the sub-object relationship, let us introduce 
the notion of the depth of an object, which we will use in most of our proofs. 
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DEFINITION 3.2. We define depth of an object as: 
(i) depth(I) = 1; 
(ii) if 0 is atomic, depth(O) = 1; 
(iii) the depth of the empty set { } and the depth of the empty tuple [ ] 
are 2; 
(iv) if 0 is a tuple object, then depth( 0) = max { depth(O.a)l a is an attribute 
name} + 1; 
(v) if 0 is a set object, then depth(O)=max{depth(o)loE 0} + 1; 
(vi) depth(T) is infinite. 
THEOREM 3.1. The sub-object relationship is reflexive and transitive. 
Proof: Reflexivity is obvious (it is axiom (iii) of the definition). We shall prove 
transitivity by induction on the depth of objects. 
Let us first prove the property is true for objects of depth 1. Assume that 01, 02, 
and 03 are objects of depth 1 and that 01 < 02 and 02 < 03. Then one of the 
following must be true: 
01 = I, or 
01 = 02 = 03 are atoms. 
In either case, 01 is a sub-object of 03. 
Now assume that transitivity holds for objects whose depth is less than or equal 
to (m - l), with m > 1, and let us prove that it holds for objects of depth at most m. 
Let 01, 02, and 03 be three objects such that depth(Ol), depth(02), and 
depth(03) are all less than or equal to m, and such that 01~ 02 and 02 < 03. If 
all depths are less than m then from the induction hypothesis the property holds. If 
at least one is of depth m then it has to be a set or a tuple (because m > 1). Then 
one of the following cases can occur: 
(i) 01 is I, in which case 01 < 03 obviously holds. 
(ii) 01 is atomic, which implies 02 and 03 are also atomic, and 
01=02=03. 
(iii) 01, 02, and 03 are either all sets or all tuples. 
If 01, 02, and 03 are all tuples, by the definition of the sub-object relationship, 
we must have 0l.a d 02.a and 02.a < 03.a for every attribute a. Since depth( Ol.a), 
depth(02.a), and depth(03.a) are all less than or equal to (m - 1) we have 
0l.a < 03.a for all a. Hence 01 < 03. 
If 01, 02, and 03 are all sets, then for any 01 in 01 we must have an 02 in 02 
such that 01 < 02. Similarly, for 02 in 02 we must have an 03 in 03 such that 
02~ 03. Since depth(ol), depth(o2), and depth(03) are all less than or equal to 
(m - l), we have 01 < 03. This shows, for any 01 in 01 we have an 03 in 03 such 
that 01 G 03. Therefore 01 < 03. 
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Finally, if one of the objects is T, then 03 must be T and the theorem holds. 1 
However, anti-symmetry does not hold, as is shown by the following example. 
EXAMPLE 3.2. Let 01 = ([al : 3, ~22: 51, [al : 3]}, and 02 = {[al: 3, ~2: 51). 
Then 016 02, and 02 < 01 but 01 and 02 are not equal. The problem is that 01 
has “redundant” information (namely the tuple [al : 33 which is contained in 
[al : 3, a2 : 51). 
Therefore, we need to restrict ourselves to reduced objects, which we define as 
follows. 
DEFINITION 3.2. Reduced objects are recursively defined as: 
(i) T, 1, and atomic objects are reduced. 
(ii) A tuple 0 is reduced if and only if 0.a is reduced for every attribute a. 
(iii) A set 0 is reduced if and only if each of its elements is reduced, and it 
does not contain two distinct objects 01 and 02 such that 01 < 02. 
From now on, we will restrict our attention to reduced objects, therefore “object” 
will mean “reduced object.” 
THEOREM 3.2. For reduced objects, the sub-object relationship is anti-symmetric. 
Proof: The- proof is again by induction on the depth of objects. Let us first 
prove that the property holds for objects of depth 1. If 01 and 02 are such that 
01 < 02 and 02 < 01, then only two situations can occur: 
01=02=I 
01 and 02 are atomic and 01 = 02. 
In both of these cases the anti-symmetry holds. 
Assume now that anti-symmetry holds for objects whose depth is less than or 
equal to (m - 1) with m > 1. Let 01 and 02 be two objects of depth less than or 
equal to m and such that 01~ 01 and 02 < 01. Two situations can occur: either 
they are both sets or they are both tuples. 
Assume first that they are both sets. Now, since 01~ 02, for any 01 in 01 we 
must have an 02 in 02 such that 01 < 02. However, since 02 < 01, for 02 in 02 we 
must have 01’ in 01 such that 02<01’. But then, by the transitivity of the sub- 
object relationship we have 01 < 01’. Since 01 is reduced, we must have 01 = 01’. 
But then 014 02 and 02 < 01 with depth (01) and depth(02) both less then or equal 
to (m - 1). By induction we have 01 = 02. Thus for any 01 in 01 there is an 02 in 
02 equal to it and the same property holds by permuting 01 and 02. Therefore 
01 = 02. 
Assume now that 01 and 02 are tuples. Since 01 < 02 then 01.~ < 02.~ for 
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every attribute u. Since 02 < 01 then 02.a < 0l.a for all attributes a. But 01.~ and 
02.~ are all of depth at most m - 1 and by the induction hypothesis 01.~1 = 02.~ for 
all attributes, which implies that 01 = 02. 1 
Therefore, from Theorems 3.1 and 3.2, we have 
THEOREM 3.3. The sub-object relationship is a partial order. 
One of our main results is that the set of objects with the sub-object relationship 
is a lattice. For this, we need to show that any two objects possess a least upper 
bound (lub) and a greatest lower bound (glb). We first define (recursively) the 
union and intersection of two objects and then show that union and intersection 
indeed correspond to the lub and glb of two objects, respectively. 
DEFINITION 3.4. The union of two objects is defined (recursively) as: 
(i) .LuO=O and TuO=T; 
(ii) if 01 and 02 are atomic, then if 0 1 = 02 then 01 u 02 = 0 1 = 02. 
Otherwise 01 u 02 = T. 
(iii) if 01 and 02 are tuple objects, then 01 u 02 is a tuple object such that 
(01 u02).a=Ol .au02.a for every attribute a. 
(iv) If 01 and 02 are set objects, then 01 u 02 is the reduced version of the 
union of 01 and 02. 
(v) In any other case 01 u 02 is T. 
The reduced version of a set S is constructed through eliminating from S the 
elements which are sub-objects of other elements in S. 
EXAMPLES 3.3. 
[a: 1, b: 21 u [b: 2, c: 3]= [a: 1, b: 2, c: 33 
[a: l] u [b: 2, c: 3]= [a: 1, b: 2, c: 31 
[a:l,b:2]u[b:3,c:4]=T 
{L2}~{2,3}={L2,3} 
lu2=T 
[a: 1, b: 23 u {1,2,3} =T 
[a: 1, b: (2,311 u [b: {3,4}, c: S] = [a: 1, b: (2,3,4}, c: 51. 
DEFINITION 3.5. The intersection of two objects is defined (recursively) as: 
(i) TnO=O and InO=l. 
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(ii) If 01 and 02 are two atomic objects, then if 01 = 02 then 
01 n 02 = 01 = 02. Otherwise, 01 n 02 = 1. 
(iii) If 01 and 02 are two tuple objects, then 01 n 02 is a tuple object such 
that (01n02)~a=01~an02~a, for every attribute a. 
(iv) If 01 and 02 are two set objects, then 01 n 02 is the reduced version of 
the set 
(oln021olEOland02E02). 
(v) In any other case 01 n 02 is 1. 
Note that if 01 and 02 are sets then 01 n 02 includes the set intersection of 01 
and 02. 
EXAMPLES 3.4. 
[a: 1,b: 21 n [b: 2, c: 33 = [b: 21 
[u:l]n[b:2,c:3]=[] 
[a: Lb: 21 n [b: 3, c: 43 = [ ] 
{L2}n(2,3}={2} 
ln2=1 
[a: 1, b: 21 n { 1,2,3} = 1. 
[a: lb: {2,3}] n [b: {3,4}, c: 5]= [b: {3}]. 
THEOREM 3.4. The union of two objects is the least upper bound of the two 
objects. 
Proof: The proof is again by induction on the depth of objects. Let us first show 
it for objects of depth equal to 1 (i.e., I and atomic objects). Assume 01 and 02 
are two objects. If one of them is 1, then their union is the other one and it is easy 
to see that it is greater than both of them and that no smaller object is greater than 
both of them. If both are atomic objects, then either they are equal and their union 
(which is themselves) is their lub, or they are not and their union is T which also is 
their lub. Let us now assume that the theorem holds for all objects of depth less 
than m (with m > 1) and show that it holds for all objects of depth less than or 
equal to m. Assume one of the objects is of depth m (otherwise the property is true 
by the induction hypothesis). Because m > 1, it is either a set or a tuple. If the other 
object is of a different type then the property is trivial (both the union and the lub 
are T), thus the only case of interest are two sets or two tuples. 
Let 01 and 02 be two set objects. Let 0 = 01 u 02. Then every element o of 01 
is a sub-object of some element of 0 (since 0 is the reduced set union of 01 and 
02). The same is true for every element of 02. Thus 01 < 0 and 02 < 0. Now, let 
511/38/2-l 
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0’ be such that 01 < 0’ and 02 d O’, then since every element of 0 is either an 
element of 01 or an element of 02, we will have 0 < 0’. This proves 0 is the least 
upper bound of 01 and 02 
Now assume that 01 and 02 are tuple objects of depth less than or equal to m. 
First assume 01 u 02 is not T. We first show 01 and 02 are both sub-objects of 
0 = 01 u 02. Let a be an attribute. Since the depth (01.~) and depth (02.~) are 
both less than or equal to (m - 1), by the induction hypothesis 0l.a d 01.~ u 02.~ 
and also 02.a Q 0l.a u 02.a. However, by the definition of union for tuples, 
O.a= (01 u 02).a= Ol.au 02. Therefore, for all a, 0l.adO.a and 02.a60.a. 
This means 0 is an upper bound of 01 and 02. 
Next, let 0’ be also an upper bound of 01 and 02. Then for all a we have 
Ol.a< O’.a and 02.a < O’.a. Since depth (0l.a) and depth (02.a) are both less 
than or equal to (m - l), again by the induction hypothesis we have 
0l.a u 02.a < O’.a. Since 0.a = (01 u 02).a = 0l.a u 02.a, we have 0.a < O’.a for 
all a. Hence 0 < 0’. This shows 0 is a least upper bound. 
Finally, if 01~02 is T, then we must have an a such that 
T = (01 u 02).a = 01 .a u 02.a. By induction, T must be the least upper bound of 
01.~ and 02.~. Therefore the only upper bound of 0l.a and 02.a is T. This implies 
T is the only upper bound of 01 and 02. 1 
THEOREM 3.5. The intersection of two objects is the greatest lower bound of the 
two objects. 
ProoJ: The proof is again by induction on the depth of objects. Let us first show 
it for objects of depth equal to 1 (i.e., I and atomic objects). If either of 01 or 02 
is I then 01 n 02 is also I, and in fact the only object which can be a sub-object 
of both 01 and 02 is 1. 
If 01 and 02 are both atomic, then 01 n 02 is 1 if 01 is not equal to 02, and 
01 (or 02) otherwise. But if 01 is not equal to 02 then I is the only object which 
is a sub-object of both 01 and 02. If 01 is equal to 02 than the greatest object 
which is a sub-object of 01 or 02 is 01 itself. 
Now assume the result holds for objects of depth < (m - 1). Let 01 and 02 be 
two set objects of depth <m. Let e be an element of 01 n 02. Then e = el n e2 for 
some el in 01 and e2 in 02. By induction el n e2 is a sub-object of both el and e2. 
Therefore, 01 n 02 is a sub-object of 01 and 02. Next assume 0 is a sub-object of 
both 01 and 02. Then for every o in 0 there exists an 01 in 01 and an 02 in 02 
such that 0~01 and 0~02. Since depth (01) and depth (02) are both less than or 
equal to (m- l), we have o,<ol n 02 (an element of 01 n 02). Therefore, 
OQOl n02. 
The proof for tuples is similar. 1 
A direct corollary of Theorems 3.4 and 3.5 is the following. 
THEOREM 3.6. The set of complex objects with the sub-object relationship forms a 
lattice. 
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4. OBJECT CALCULUS 
We now use the lattice structure of the set of objects to define the object calculus. 
We first introduce the notion of a well formed formula, then we define the seman- 
tics of well formed formulae and finally, we define rules and give the tixpoint 
semantics of a set of rules. 
DEFINITION 4.1. A well-formed formula is defined as: 
(i) A variable is a well-formed formula. 
(ii) An atomic object is a well-formed formula. 
(iii) If wl, w2, . . . . wn are well-formed formulae and if al, a2, . . . . an are distinct 
attribute names then [al : wl, a2: w2, . . . . an: wn] is a well-formed formula. 
(iv) If wl, w2, . . . . wn are well-formed formulae then { wl, w2, . . . . wn} is a well- 
formed formula. 
We shall adopt the Prolog notation for variables and constants i.e., an identifier 
starting with an upper case letter denotes a variable and an integer or a string 
starting with a lower case letter denotes a constant. Note that the syntax of well- 
formed formulae (up to the distinction between variables and constants) is identical 
to that of objects. Here are some examples of well-formed formulae. 
EXAMPLE 4.1. 
[Rl: {[A:X,B:b]}] 
[Rl: {[A:X,B: Y]},R2: {[C: Y,D:Z]}] 
[Rl: ([A:a,B: Y]},R2: {[C: Y,D:Z]]] 
[Rl: {X}, R2: {X}] 
[Rl: {[A:X,B: Y]},R2: {[C:X,D: Y]}] 
[Rl: X, R2: Y] 
[Rl: {X}, R2: {Y}] 
Consider a well-formed formula E with variables (Xl, X2, . . . . Xn} and a sub- 
stitution ~7 {01/X1, 02/X2, . . . . On/Xn}, where 01, 02, . . . . On are complex objects, 
we denote by aE the result of this substitution on E. We call aE an instanriation 
of E. 
DEFINITION 4.2. Let E be a well-formed formula and let 0 be an object. The 
interpretation of E with respect to 0 is the union of all instantiations of E which are 
sub-objects of 0: 
E(O) =u Gael a such that aE < 0 }. 
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Therefore, we select all the sub-objects of 0 which match the well-formed formula 
and take the union of these. Since the union of two sub-objects is a sub-object, the 
result E(0) is a sub-object of 0. Therefore, a well-formed formula can extract data 
from an object but never generate new data, neither can it change the structure of 
the original object. 
As we mentioned before, the entire database can be modeled by a single object. 
In the sequel we shall assume that all the database is indeed stored in a single 
object, and we shall interpret all the formulae with respect to that single object. If 
we are only concerned with a standard relational database, this object will consist 
of a tuple of relations, each relation being in turn a set of tuples of atomic values. 
Here is the semantics of the well-formed formulae of Example 4.1. Assume the 
database is modeled by one object of the form 
[Rl: { . . . }, R2: ( ... }, . ..I. 
then the interpretations of the formulas are: 
(1) [Rl: ([A:X,B:6]}] 
(2) [Rl: {[A:X,B: Y]}, 
R2: {[C: Y, D: Z]}] 
(3) [Rl: ([A:a,B: Y-J), 
R2: {[C: Y, D: Z]}] 
(4) [RI : {X}, R2: (X}] 
(5) [Rl: &4:X, B: Y]}, 
R2: {[C:X,D: Y])] 
(6) [Rl : X, R2: Y] 
(7) [Rl : (X}, R2: (Y}] 
Relation Rl selected on attribute B = b 
Rl projected on A and B, R2 projected on C 
and D, such that for every tuple in Rl (R2) 
there exists a tuple in R2 (Rl) such that the B 
(C) attribute value of the former (latter) is equal 
to the C(B) value of the latter (former). 
Same as the previous example but with a 
selection on A = a. 
Intersection of Rl and R2. 
Rl projected on A and B, R2 projected on C 
and D, such that for every tuple in Rl (R2) there 
exists a tuple in R2 (R 1) such that A (C) and 
B (D) values of the former (latter are respecively 
equal to the C (A) and D (B) values of 
the latter (former). 
Relations Rl and R2. 
Relations Rl and R2. 
Note that in the second, third, and fifth examples the actual pairings of sub- 
tuples is not made. However, we are guaranteed that for each sub-tuple in one set 
there is a matching pair in the other. 
The problem with a well-formed formula is that it only selects a substructure of 
the original structure. To generate new structures, perform equi-joins, etc., we need 
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to do such things as renaming attributes, dropping attributes, introducing new 
constants, and so on. For this purpose, we introduce the notion of a rule. 
DEFINITION 4.3. A rule is a pair of the form (4 :- 4’) where 4 and 4’ are well 
formed formulae and where the set of variables of $ is a subset of those of 4’. 
EXAMPLE 4.2. 
(1) [R: {[CX]}] :- [Rl: ([A:X,B:b])] 
(2) [R: {X}] :- [Rl: ([A:X,B:KJ}] 
(3) [R: {[A:X,D:Z]}] :- [Rl: {[A:X,B: Y]},R2: {[C: Y&Z]}] 
(4) [R: {[Al:X,A2:Z]}]:- [Rl:{[A:X,B: Y]},R2: {[C: Y,D:Z]}] 
(5) [R: (X}] :- [Rl: {X}, R2: {X}] 
(6) {X} :- [Rl: {X}, R2: {X}] 
(7) {[Al:X,A2: Y]} :- [Rl: {[A:X,B: Y]},R2: {[C:X,D: Y]}]. 
The semantics of the application of a rule to an object is the natural extension of 
the semantics of the well-formed formula. 
DEFINITION 4.4. Let r = (4 : - 4’) be a rule and 0 be an object, the effect of 
rule r on object 0 is r(0) = U { a# 1 c such that 04’ < O}. 
Thus we select all the substitutions such that a@’ is a sub-object of 0, we apply 
all these substitutions to 4, and we take the union of all these. 
The semantics of the rules of Example 4.2 are: 
(1) Selection of Rl on B equal to b, projection on attribute A, assignment of 
the result to relation R with attribute C. 
(2) Selection of Rl on B equal to b, projection on attribute A, assignment of 
the result to R. 
(3) Join of Rl and R2 with join attributes B = C and assignment of the result 
to relation R after projection on attributes A and D. 
(4) Same as (3) except that the attributes of R are renamed. 
(5) Intersection of Rl and R2 assigning result to R. 
(6) Same as (5), but simply generating a set. 
(7) Intersection of Rl and R2 after renaming their attributes and assignment 
to a set of tuples. 
Let us now define the effect of the application of a set of rules on an object. 
DEFINITION 4.5. Let 0 be an object and r be a rule; 0 is closed under rule r if 
r(0) d 0. Furthermore 0 is closed under a set of rules R if it is closed under every 
rule in R. 
338 BANCILHON AND KHOSHAFIAN 
LEMMA 4.1. Let r be a rule. The mapping r: 0 H r(0) is monotonic. 
Proof Let 01~ 02. We have to show that r(O1) d r(02). For any substitution 
CT such that a@’ is in r(O1) we have 
and hence a#’ is also in r( 02). Therefore r(O1) < r(02). 
From this result, we can see that given a set of rules R, the mapping 
R:Ot-+R(O)=U {r(O)lrinR} 
is also monotonic. 
DEFINITION 4.6. Let 0 be an object and R be a set of rules, the closure of 0 
under R is the unique minimal object closed under R, if it exists. 
THEOREM 4.1. The closure of 0 under R when it exists is the limit of the series 
Ol=O 
02=R(O) 
. . . 
On=R(On-1). 
This theorem is a direct consequence of Tarski’s result: whenever the series 
converges to a complex object, this complex object is the least lixpoint of the 
function R, because the set of objects forms a lattice and the function R is 
monotonic. 
In some cases such a minimal fixpoint exists; in some others it does not (in which 
case the series converges toward an infinite object). 
The following example describes a set of rules having a closure. 
EXAMPLE 4.5. Assume we have a database of the form: 
[family : { [name : . . . . children : ( [name : . . . ] } ] } 1. 
The set of descendants of Abraham is expressed by the rules: 
[doa: {abraham}]. 
[doa: {X}] :- [family: { [ name: Y, children: {[name: Xl}]}, doa: {Y}]. 
The following example describes a set of rules having no closure. 
CALCULUS FOR COMPLEX OBJECTS 
EXAMPLE 4.6. 
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[list: { 1 }]. 
[list: {[head: 1, tail: Xl}] :- [list: (X}], 
This generates an infinite set of lists consisting of ones. 
5. SUMMARY AND CONCLUSIONS 
We have presented a data model which provides the capability of defining 
arbitrary complex objects. The building blocks for complex objects are atomic 
objects, sets, and tuples. This model allows more generality in object representation 
than all previous models. We have introduced a sub-object relationship among 
objects. Our operators were based on this relationship. We showed that if we 
somewhat confine the object space, the sub-object relationship imposes a lattice 
structure on the set of objects, Finally, we have defined a calculus for complex 
objects, which is an extension of Horn clauses. 
There are several open issues which we still need to address. First, although we 
have defined union and intersection operators, it is not clear to us how these could 
be used to define an algebra of complex objects. Second, we need to understand the 
implications of imposing the most reduced form constraint on the object space. 
Third, we have no primitives for updating the object space. Finally, we like to 
investigate how one can introduce typing (schema) in our model. 
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