The purpose of this paper is to provide a critical review of the main advances in small area estimation (SAE) methods in recent years. We also discuss some of the earlier developments, which serve as a necessary background for the new studies. The review focuses on model dependent methods with special emphasis on point prediction of the target area quantities, and mean square error assessments. The new models considered are models used for discrete measurements, time series models and models that arise under informative sampling. The possible gains from modeling the correlations among small area random effects used to represent the unexplained variation of the small area target quantities are examined. For review and appraisal of the earlier methods used for SAE, see Ghosh and Rao (1994) .
Introduction
Small area estimation (SAE) is a topic of great importance due to the growing demand for reliable small area statistics even when only very small samples are available for these areas.
Over the years, many statistical agencies have introduced vigorous programs to meet this demand. Extensive research on the theoretical and practical aspects of SAE is carried out and many international conferences and workshops are held in order to share the results of this research effort. Interest in small area estimation methods has further enhanced in recent years due to the tendency of many European countries to base future censuses on administrative record systems. Recognizing the inaccuracies of the administrative data and the fact that even the richest records cannot cover all the detailed information required for small census tracts, the idea is to test, correct and supplement the administrative information by sample data.
The problem of SAE is twofold. First is the fundamental question of how to produce reliable estimates of characteristics of interest, (means, counts, quantiles, etc.) for small areas or domains, based on very small samples taken from these areas. The second related question is how to assess the estimation error. Note in this respect that except in rare cases, sampling designs and in particular sample sizes are chosen in practice so as to provide reliable estimates for aggregates of the small areas such as large geographical regions or broad demographic groups. Budget and other constraints usually prevent the allocation of sufficiently large samples to each of the small areas. Also, it is often the case that domains of interest are only specified after the survey has already been designed and carried out. Having only a small sample (and possibly an empty sample) in a given area, the only possible solution to the estimation problem is to borrow information from other related data sets.
Potential data sources can be divided into two broad categories:
Data measured for the characteristics of interest in other 'similar' areas, Data measured for the characteristics of interest on previous occasions.
The methods used for SAE can be divided accordingly by the related data sources that they employ, whether cross-sectional (from other areas), past data or both. estimates at the state level is applied to the ES202 data locally. The supplemental "add-ons" adjust for employment that cannot be assigned to the industry division through specific firms.
Enhancements to the above small domain estimates are currently investigated.
The purpose of this paper is to discuss some of the recent developments in SAE. The main emphasis is on general methodological issues rather than on detailed technical solutions. For these, as well as some recent applications of SAE, the reader is referred to the new review article by Rao (1999) , which is an update of the more extensive review of Ghosh and Rao (1994) . Another recent review of SAE methods is the article by Marker (1999) .
Section 2 illustrates the important role of administrative information for SAE and introduces the family of synthetic regression estimators. Section 3 reviews several crosssectional models in common use for continuous measurements. These models are extended to handle discrete measurements in Section 4 and to account for time series relationships in Section 5. The analysis in Sections 3-5 assumes implicitly that the sampling process can be ignored for inference. Section 6 considers the case of informative sampling under which the sample data no longer represent the population model. Section 7 examines the importance of modeling the correlations among the random area effects. I conclude with brief remarks in Section 8.
The importance of concomitant administrative data, synthetic estimation
In this and the next three sections we assume for convenience that the sample is selected by simple random sampling without replacement. The possible implications of the use of complex sampling schemes with unequal selection probabilities are discussed in Section 6. , where Y and X are the true large domain means of y and x and B is the corresponding regression coefficient. The bias can be large unless the intercept and slope coefficients are similar across the areas. Note again that the design bias is computed with respect to the randomization distribution (repeated sampling). Bias reduction under this distribution (but at the expense of increased variance)
can be achieved by the use of composite estimators. A composite estimator is a weighted sum of the area direct estimator (has small or no bias but large variance) and the synthetic estimator (has small variance but possibly large bias). Thus, denoting more generally by i T the small area characteristic of interest, a composite estimator has the general form, Ghosh and Rao (1994) , Thomsen and Holmoy (1998) and Marker (1999) . Optimal choices of the weights under mixed linear models are considered in Section 3.
A common feature of the estimators considered in this section is that they are 'model free'
in the sense that no explicit model assumptions are used for their derivation, and the variance and bias are computed with respect to the randomization distribution. The article by Marker (1999) contains a historical survey of design-based estimators with many references. In the rest of the paper I consider model dependent estimators. One of the simplest models in common use is the 'nested error unit level regression model' , employed originally by Battese et al. (1988) 
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defined by (2.3). However, the weight i J is chosen in an optimal way under the model so that it accounts for the magnitude of the differences between the area effects i u . Thomsen (in Ghosh and Rao, 1994) , and Thomsen and Holmoy (1998) comment that predictors of the form (3.2) tend to over-estimate area means with small random effects and under-estimate area means with large effects such that the variation between the predictors is smaller than the variation between the true means. This is clear considering the structure of these predictors but it raises the question of the appropriate loss function in a particular application.
The BLUP i Tˆ is also the Bayesian predictor (posterior mean) under normality of the error terms and diffuse prior for E . In practice, however, the variances given all the observations in all the areas, see, e.g., Datta and Ghosh (1991) . The actual application of this approach can be quite complicated since the posterior mean,
has generally no close form. Recent studies use the Gibbs sampler (Gelfand and Smith, 1990) 
which again is a composite estimator with weight
. In practice, the variances 2 u V and 2 Di V are usually unknown and they are replaced by sample estimates, yielding in turn the corresponding EBLUP predictors. Arora and Lahiri (1997) V is estimated by the ANOVA (fitting of constants) method as, 
illustrating the possible gains from using the model dependent predictor. Building on the approximation (3.5), Prasad and Rao (1990) develop a MSE estimator with bias of order
is developed for the nested error regression model (3.1). Lahiri and Rao (1995) show that the estimator (3.6) is robust to departures from normality of the random area effects i u (but not the sampling errors i e ). Datta and Lahiri (2000) extend the results of Prasad and Rao to other variance components estimators and general linear mixed models of the form, The model contains as special cases familiar models used for SAE like the models defined by (3.1) and (3.3), the model considered by Moura and Holt (1999) that permits the regression coefficients in (3.1) to depend stochastically on area level auxiliary variables, and the twofolded nested error regression model studied by Stukel and Rao (1999) . Explicit expressions of the BLUP (or posterior means) of linear combinations of the fixed and random effects and their variances (posterior variances) are derived for the case of known O using results from Henderson' s (1975 Comment: The MSE approximations under both the frequentist and the EB approaches involve bias corrections of desired order and as a result, the use of these approximations improves the coverage properties of standard confidence intervals for the small area quantities. However, as found empirically by Singh et al. (1998) , the addition of bias corrections can inflate the variance of the MSE approximations to a degree where it offsets the reduction in the bias.
We conclude this section by pointing out the special features of the use of mixed effects models for SAE. The most prominent feature is that in SAE the target parameters are the realized (actual) small area quantities, which renders the problem into a prediction problem.
In other familiar applications of these models like in animal breeding or in education, the prime interest is in inference on the fixed regression coefficients and the variance components, which is only an intermediate step in SAE. The fact that the target quantities in SAE are the random area realizations complicates the evaluation of the prediction MSE very substantially since the unknown variance components are replaced by sample estimates.
Indeed, the major developments in evaluation of prediction MSE for mixed effect models over the last decade have originated and evolved in the SAE context.
A second important feature of the application of mixed effects models for SAE is the kind of data available for analysis. On the one hand there often exists a large volume of administrative data at the unit and/or the area level. On the other hand, agencies collecting the data are often reluctant to release the micro data for secondary analysis so that the data available on the response variable consists of only the direct estimators that are subject to sampling errors that need to be modeled. The sampling designs used to select the sample may dictate the use of weighted estimators, which further complicates the modeling process and the evaluation of the prediction errors. This issue is discussed in section 6.
Models for discrete measurements
Recent research in SAE with some real breakthroughs focuses on situations where the measurements ij y are categorical or discrete and the small area quantities of interest are proportions or counts. In such cases, the mixed linear models considered before are no longer applicable. MacGibbon and Tomberlin (1989) consider the following model for the case of binary measurements,
The outcomes ij y are assumed to be conditionally independent and likewise for the random effects i u . The purpose is to predict the true area proportions (1997) show that the naive variance estimator can be improved by use of a parametric Bootstrap procedure proposed by Laird and Louis (1987) .
The model defined by (4.1) has been studied more recently by Jiang and Lahiri (1998 Ghosh et al. (1998) consists of the following equations (see below for an application): As an example, consider the model applied by Ghosh et al. (1998) 
where ias N is the mid-period population size in cell ias , r is the statewide lung cancer rate, 
Time series models
The models and estimators considered so far borrow strength from administrative data and (Box and Jenkins 1976) . As can be seen, the model (5.1) accounts for the time series relationships between the true area quantities via the model postulated for the state vectors and for the autocorrelations between the sampling errors. Note in this regard that the sampling errors may be correlated even when there is no sample overlap. This is so because in repeated surveys it is often the case that units joining the sample are from the same small geographical areas (like census tracts) as units leaving the sample.
The following models can be represented in the form (5.1), see Pfeffermann and Burck (1990) for details. as a special case.
1-the area level random effects

2-the random coefficient regression model,
. This is one of the models for which Prasad and Rao (1990) developed the EBLUP MSE bias corrections. By imposing 0 ) ( tij Var K for some j , the corresponding regression coefficient is set fixed over time.
3-the first order autoregression model,
. By setting 1 k I , the model simplifies to the random walk model.
4-
As last example consider the model used in the U.S. for the production of all the major state employment and unemployment statistics. The model is fitted separately for each of the 50 states and the District of Columbia, see Tiller (1992) (1998a) fit a similar model for the production of labor force statistics and trend estimates in small regions of Australia. Binder and Dick (1989) and Bell and Hillmer (1990) fit
Multiplicative Seasonal ARIMA models (Box and Jenkins 1976) to the "regression residuals" creates no extra problem under the full HB modeling approach because the prediction MSE is defined by the posterior variance. The use of this approach requires however the specification of prior distributions for all the unknown hyper-parameters and as mentioned before, the computations can be very intensive; see, for example, Ghosh et al. (1996) and Datta et al. (1999) . (The latter study also considers estimation of unemployment rates in states of the U.S.
but uses a different model from the model defined by (5.2). In particular, this model permits cross-sectional correlations between the state unemployment rates ti T , see also below.)
The models considered so far pertain to time series observed in a single area. In practice, data are often available for many small areas simultaneously, although possibly for only few time points. In such cases it is desired to borrow information both cross-sectionally and over time. The combined modeling of cross-sectional and time series data is a classical problem in econometrics; see, e.g., Johnson (1977 Johnson ( , 1980 for annotated bibliographies, but the econometric literature does not address SAE problems. One way of borrowing information cross-sectionally and over time within the framework of the model (5.1) is by including in the model both contemporary random effects and time varying effects. Rao and Yu (1994) consider the model
where, using previous notation, ti y is the direct estimator for area i at time t, ti e is the sampling error (assumed to be correlated over time with known variances and covariances), by permitting corresponding components of the error terms ti K pertaining to different areas i to be correlated. Pfeffermann and Burck (1990) derive the explicit expression of the small area predictor obtained this way for the case where the state vector is a random walk and the sampling errors are uncorrelated, illustrating how the time series and cross-sectional data combine to strengthen the direct estimator. The authors apply the model for predicting mean house sale prices in cells defined by size (number of rooms) and cities. Ghosh et al.(1996) consider a more extreme case by which the state vectors are the same across the areas ( t ti E E {~ random walk), and apply the HB methodology with appropriate prior distributions using the Gibbs sampler. The specific problem considered is the prediction of median income of four person families in states of the U.S. An interesting feature of this study is that the direct estimators ti y are multivariate, containing also the median income estimates of three and five person families (with the other model components modified accordingly). Since the three contemporary direct estimates are correlated, including all of them in the model potentially improves the prediction compared to modeling of only the univariate estimators.
In this particular application the best predictors were actually obtained when using a bivariate model with the direct median estimates of four and five person families as the input data.
Accounting for sampling effects
The models and inference procedures considered so far assume implicitly simple random sampling designs. In practice, the sample selection process often involves unequal selection probabilities at least at some stages of the selection process. When the selection probabilities are not related to the values of the response variable, the models holding for the population hold also for the sample data and the sample selection process can be ignored. If, however, the selection probabilities are related to the response variable values even after conditioning on the values of the explanatory variables included in the model, the sampling design becomes informative and the model holding for the sample data differs from the model holding in the population. Ignoring the sample selection in such cases may yield biased predictors for the target characteristics of interest. 
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and inference on p that ignores the selection scheme actually means inference on s p . For recent discussion of informative probability sampling with key references, see Pfeffermann et al. (1998b) .
A common approach to account for possible sampling effects is to weight the sample measurements by the sampling weights, defined here as the inverse of the sample inclusion probabilities. (In practice the weights are often modified to account for missing data and poststratification adjustments.) In the context of small area estimation, Kott (1989) P is a weighted average of the unweighted sample means i y in Kott (1989) , and a weighted average of the weighted means iw y in Prasad and Rao (1999) . The coefficients i Dˆ and the vector coefficients defining w P are functions of the sampling weights and the unweighted ANOVA estimators of the model variances. Prasad and Rao (1999) derive MSE estimators of correct order under the assumption that the model holds for the sample data (implying de facto non-informative sampling). The authors extend the results to the unit level regression model defined by (3.1). Arora and Lahiri (1997) Furthermore, as i n increases, the weight i Dˆ attached to the direct estimator increases so that the estimator i Tˆ is design consistent for i T . Note also that by estimating P as a weighted average of the weighted means iw y like in Prasad and Rao (1999) respectively. These estimators may be severely biased if the selection of the areas is informative, since it is no longer necessarily true that 0
, a condition validating the use of the synthetic estimators under noninformative sampling. For the model (3.1) (with possibly more than one random effect), Pfeffermann et al. (1998c) propose a weighting system that yields consistent estimators for all the model parameters, but that article does not address the prediction of small area means.
A different way of protecting against informative sampling is to base the inference on the sample probability density function (pdf), defined for single stage sampling as,
defines the population pdf (Pfeffermann et al. 1998b 
is generally not the same as
, which may depend on all the population measurements. It follows from (6.2) that for a given population pdf, the sample pdf is fully specified by the expectation
, where s E defines the expectation with respect to the sample distribution. The sample expectation can be identified and estimated from the sample data and knowledge of the sampling design and, see Pfeffermann and Sverchkov (1999) for discussion and examples. Furthermore, Pfeffermann et al. (1998b) establish that for independent population measurements, the sample measurements are asymptotically independent with respect to the sample distribution under commonly used sampling schemes for selection with unequal probabilities. The asymptotic 
where i j| S is the conditional sample selection probability given that area i is in the sample, 
where y denotes the sample data,
is the optimal predictor under noninformative selection of the areas (see Section 3). As clearly indicated by (6.4), the optimal predictors for areas in the sample are higher than the optimal predictors under noninformative sampling since under the assumed selection process the selected areas tend to have larger means. Conversely, the optimal predictors for areas not in the sample are lower than the optimal predictors under noninformative sampling. Thus, the use of the predictors i Tˆ that ignore the sampling process yields biased prediction. We are currently studying the application of this approach in conjunction with the model (3.1) using data from the Brazilian "Basic Education Evaluation Study".
Comment: Application of the EB or HB approaches under informative sampling does not require changing the prior distributions since they refer to the population model. Ghosh 
The importance of modeling the correlations among random area effects
Many of the models in common use for SAE assume that the random small area effects are independent between the areas. In practice, it would often be reasonable to assume that the random effects associated with 'neighboring areas' by some distance measure (not necessarily geographical) are correlated, with the correlations decaying to zero as the distance increases.
Such models are very common in spatial analysis (see, e.g., Cressie 1993), but are not in wide use for SAE problems. As few exceptions we mention the articles by Datta and Ghosh (1991) , Datta et el. (1999) , Ghosh et al. (1996) , Ghosh et al. (1998) , Rao and Yu (1994) and Pfeffermann and Burck (1990) V be known but P unknown. Under this model, the optimal predictor of the small area mean is,
calculations show that for this model the optimal predictor and its MSE are, For the second example we use the same working model but let The first notable (but expected) result emerging from the two tables is that for fixed ratios L, R decreases as U increases, implying that the loss from using the working predictor
increases. Yet, unless 
for all L, with the minimum value of R attained at L=1 for which
This result is explained by the fact that as 2 V increases in relation to 2 u V , more weight is assigned to the synthetic estimator y which is common to both the working and the true model so that the differences between the MSE of the two predictors diminish. The results presented in Table 2 for the AR(1) model are 'one sided' in the sense that the 'borrowing of strength' is only from previous occasions. We studied also the 'two sided' case where data collected before and after the time point of interest are used for deriving the optimal predictor and obtained very similar results.
The overall conclusion from this study is that unless the correlations between the area random effects are large, the loss in efficiency from using the working model is small. Notice also that for small values of U the MSE of the working predictor i Tˆ under the correct model is similar to the MSE evaluated under the working model. Clearly, the results of this rather
limited study need to be tested under different models.
Concluding remarks
This article attempts to overview the main topics in SAE research in recent years, emphasizing the new models and inference methods with particular attention to point estimation and MSE evaluations. Two important issues not considered are model selection and model diagnostics. As mentioned before, SAE is one of the few fields in survey sampling where it is widely recognized that the use of model dependent inference is often inevitable.
Given the growing use of small area statistics and their immense importance, it is imperative to develop efficient tools for the selection of models and the ascertainment of their goodness of fit. This is a difficult problem because small area models contain assumptions on unobservable random effects, which are therefore difficult to verify. We mention also that under informative sampling discussed in Section 6, the observed data no longer represent the population model, making the model selection and diagnostics even harder. Ghosh and Rao (1994) 
