Abstract -This study proposes a novel feature point initialization method in order to improve the accuracy of feature point positions by fusing a vision sensor and a lidar. The initialization is a process that determines three dimensional positions of feature points through two dimensional image data, which has a direct influence on performance of a 6-DoF bearing-only SLAM. Prior to the initialization, an extrinsic calibration method which estimates rotational and translational relationships between a vision sensor and lidar using multiple calibration tools was employed, then the feature point initialization method based on the estimated extrinsic calibration parameters was presented. In this process, in order to improve performance of the accuracy of the initialized feature points, an iterative automatic scaling parameter tuning technique was presented. The validity of the proposed feature point initialization method was verified in a 6-DoF bearing-only SLAM framework through an indoor and outdoor tests that compare estimation performance with the previous initialization method.
Introduction
The performance of an inertial sensor-based bearingonly SLAM (Simultaneous Localization and Mapping) depends on the performance of the inertial measurements and the reliability of feature point information, i.e., the accuracy of the positions of feature points. Among three dimensional feature point initialization methods, a number of delayed initialization methods have been developed, which can determine the positions using a monocular vision sensor with time delay [1] [2] [3] . There has also been an undelayed initialization method to reduce the time delay by using multiple vision sensors [4] . For a representative delayed initialization method, Bailey [1] proposed a method of determining three dimensional positions of feature points by using positions and attitudes of a robot at two sequential points.
For the initialization method [1] , the performance of estimating three dimensional positions heavily relies on the accuracy of the INS (Inertial Navigation System). After feature points are measured by a vision sensor at different time instances, three dimensional positions are determined by using the measured pixel coordinates of the feature points in those two images and the position and attitude of a vision sensor at each point. In this process, the position accuracy of feature points depends on the position and attitude accuracy of a vision sensor and the distance between the two points, that is, the length of baseline.
However, since the position and attitude accuracy of a vision sensor is computed from INS, the accuracy and length of baseline contain mutual tradeoff effects. Therefore, inertial sensors tend to yield both direct accumulation of sensor noise and indirect propagation of localization error in the navigation systems.
Researches related with integrating a vision sensor and a lidar have been studied in various fields. Especially, integrating a vision sensor and a two dimensional lidar in a mobile robot platform is a representative topic of works. Researches about detecting moving objects such as cars or pedestrians and determining positions of the targets have also been studied [5] [6] . Moreover, path planning techniques of an UAV (Unmanned Aerial Vehicle) was developed with the sensor integration framework [7] . For determining target position, one may utilize ToF (Time of Flight) cameras, such as Kinect [8] , DepthSense [9] , Basler ToF [10] and so on. In a latest report about ToF cameras on Novus Light Technologies Today (light technology-specific web site), disadvantages of recent ToF cameras were pointed out as "new pulsed modulation cameras still suffer from the fact that the depth resolution that they offer at frame rates of 30 frames/sec is no more than +/-1cm over working distances between 0.5 to 5m" [11] . Thus, for both indoor and outdoor applications, a lidar which produces longer range measurements and is robust to ambient light should be employed.
Recently, the research utilizing vision and lidar sensors has actively been studied in UGV (Unmanned Ground Vehicle) applications. Image information was used to detect roads or lanes, concurrently, and lidar information was used to determine drivable regions [12] [13] . Additionally, vision and lidar sensors were also utilized to detect moving objects such as cars and humans in order to improve the robustness against driving environments [14] [15] . However, most researches aimed to detect objects, thus, a study on applying two sensors to calculating a 6-DoF (Degree of Freedom) navigation solutions has been rarely reported.
The researches mentioned in the previous paragraphs are based on the extrinsic calibration techniques which estimate rotational and translational relationships between a vision sensor and a lidar. A representative calibration method uses a single vision sensor and a two dimensional lidar with a checkerboard, and has two-stage procedures as follows: (1) estimating linear solutions, (2) refinement based on a non-linear optimization [16] . Based on the method, the calibration between a vision sensor and a multi-planar lidar system [17] , and the calibration between multiple vision sensors and a lidar [18] were carried out, respectively.
For three dimensional application, well-documented work about extrinsic calibration between a camera and a three dimensional lidar can be found in [19] . The author proposed a method for fast extrinsic calibration between a camera and a three dimensional lidar with a checkerboard calibration target, and they provided a useful laser-camera calibration toolbox for Matlab. Estimating calibration parameters, they decoupled the problem into estimating a translation part and a rotation part independently, and then utilized an iterative optimization procedure. However, for each scan user should select a region of points that mostly lie on the planar calibration target. That is a bit bothersome work, like a well-known camera calibration Matlab toolbox. Pandey et al. [20] proposed an automatic targetless extrinsic calibration method between a camera and 3D laser scanner. The calibration algorithm uses a mutual information framework to estimate the statistical dependence between the laser scanner reflectivity values and image intensity values. However, this approach cannot apply directly to range sensors without associated reflectivity information. Recently, Moghadam et al. [21] proposes an extrinsic range-image calibration technique which utilizes strong line-to-line geometric constraints to jointly estimate the 6DoF transformation between the coordinate systems. The method requires no special calibration pattern and is not limited to any particular types or configurations of range and imaging sensors. However, human intervention is needed for correspondence of 2D-to-3D lines.
Additionally, in order to make two dimensional lidar information expand to three dimensional information, a lidar was mounted on a rotating platform, and calibration methods between the rotating lidar system and a vision sensor were presented [22] [23] . In [22] , an extrinsic calibration was conducted based on [19] , but they used only the point correspondences which the user hand selects. Hur et al. [23] presented result of an extrinsic calibration between a vision sensor and a rotating lidar mounted on a one-axis gimbal platform. In this process, a single calibration tool was utilized, and linear solutions were computed by applying direct linear transformation to estimate rotational parameters. However, the translational vector was measured manually. Furthermore, the offset effect between an actual sensing point of the lidar and the gimbal coordinate system was not considered.
Considering the previous research history, this study proposes a novel feature point initialization method in a 6-DoF bearing-only inertial SLAM framework, which results in the enhanced navigation performance through the improved accuracy of feature point position. In order to improve the initial positions of feature points, a vision sensor and a lidar were tightly integrated during calibration period. In this process, an extrinsic calibration method which estimates rotational and translational relationships between heterogeneous sensors, and a feature point initialization method utilizing the estimated calibration parameters are sequentially adapted. The proposed system can operate both indoors and outdoors, and working range of the system depends on maximum detectable range of a lidar.
The rest of this paper is organized as follow: Section 2 presents an extrinsic calibration method between a vision sensor and a lidar and test results. In section 3, a feature point initialization method is proposed based on the estimated calibration parameters in section 2, and initialization test results are presented for proving the validity of the method. Besides, its practical adaptation in the SLAM framework is also summarized in the section. In section 4, an indoor and outdoor tests are described and experimental results are presented to verify the validity of the proposed feature point initialization method in a 6-DoF bearing-only SLAM by comparing with the existing initialization method. Finally, section 5 concludes the paper with a discussion of our current research.
Vision/Lidar Extrinsic Calibration

Extrinsic calibration
Generally, lidar information is provided in the form of a polar or spherical coordinates. The system consisting of camera and two dimensional lidar on a rotating gimbal unit is illustrated as Fig. 1 . The system consisting of camera and two dimensional lidar on a rotating gimbal unit is illustrated as Fig. 1 .
In the above system, two sensors are aligned to each other with a distance, = + p C p t (1) In the case of the lidar system which produces three dimensional measurements via rotating two dimensional lidar, there may be difference between the sensing point at which light sources are emitted and the rotational axis. In this case, the origin of the lidar coordinate system is a point where the sensing point and the rotational axis intersect perpendicularly, and the offset should be compensated. For the lidar system, raw measurements are expressed in the spherical coordinate system and consist of a range, l r , a corresponding azimuth angle, l y , and an elevation angle, 
In (2), the offset is represented by y d and z d . When rotating around the x-axis of the lidar coordinate system, l X , the offset is described as shown in Fig. 2 .
With the camera intrinsic parameters, c l p can be transferred on the pixel coordinate system.
In (3), if it is assumed that skew coefficients of an image is zero, the intrinsic matrix, K , is composed of a focal length and principal points. In the equation, ( ) n × represents a normalized vector divided by the z-component of the vector in the parentheses.
,
For the calibration, t are estimated by minimizing the cost function which is a function of the pairs of common feature points. The problem minimizing k pairs of feature points can be formulated as shown in (4). This non-linear least squares problem is generally solved by using a Levenberg-Marquardt algorithm [24] , etc.
The accuracy of the estimated calibration parameters depends on the distribution of feature points. During calibration process, the most essential thing is to extract common feature points for efficient data association. For a clear association between feature points, calibration tools were newly proposed, with which feature points are easily detectable.
The calibration procedures are summarized as follows. First, for each calibration tool, sensor data is acquired from a vision sensor and a lidar within the sensing range of sensors. Then, feature points are extracted using acquired data, and then data association is done using the geometrical characteristics of the calibration tool. Finally, the non-linear least square problem in (4) is solved using the augmented associated common feature point sets.
Calibration test and results
In order to verify performance of the presented calibration method, the calibration procedures were applied to real sensor measurements. The detailed test environments and working conditions are described in the section 4.1.
First, vision/lidar calibration was conducted by using calibration tool 1. After extracting feature points by Harris corner detection algorithm, data association was fulfilled with the geometric characteristics of the calibration tools, by numbering feature points which lie on edges of the plane in both image and lidar data from upper left to lower right.
The estimation accuracy of the calibration parameters closely depends on measurement noises of a vision sensor and lidar, and position errors of the extracted feature points. Therefore, in order to increase the estimation accuracy, Offset between the sensing point and the origin of the lidar coordinate system feature point set was augmented with additional feature point information, which was acquired in a situation the calibration tool 2 was further from the sensor module than the calibration tool 1, in other words, depth sensitivity of the feature point set was improved. Finally, vision/lidar calibration was conducted with the augmented data set using both calibration tool 1 and 2. The estimated calibration parameters are summarized in Table 1 .
In order to verify the properness of the estimated calibration parameters, it was applied to the acquired data using calibration tool 1. Fig. 3 (a) shows the results of projecting the feature points from lidar onto the image domain without calibration parameter information (that is, c l = C I , c l = t 0 ). In the figure, the feature points on image data are represented by red circle mark 'o', while those on lidar data are represented by blue diamond mark '◊'. As seen in the figure, the matching errors between the point sets are significantly large due to lack of calibration parameter information. Fig. 3 (b) shows the projection results with the estimated calibration parameters. In the figure, it is clearly seen that all feature points are successfully matched.
Even though nonlinear optimization methods can produce highly reliable estimates, performance is directly affected by quality of a set of data points. In this calibration test, an average matching error is 7 pixels, which mainly arises inevitably from the low resolution of the lidar and the consequent errors in lidar feature extraction. Calibration parameter errors due to the data quality degrade performance of feature initialization, however that can be overcome with the iterative back-projection presented as in the following section.
3. Vision/Lidar-Based Feature Point Initialization for 6-dof Bearing-only SLAM
Feature point initialization
A feature point initialization is a process that determines three dimensional positions with the two dimensional coordinates. With the estimated calibration parameters, all points in pixel coordinate system can be transferred to three dimensional coordinates in camera coordinate system. If the calibration between two sensors was completed, (5) can be established.
A point extracted as a feature point in the pixel coordinate system, 
The purpose of the feature point initialization is to find [ ]
Then, the point in the lidar coordinate system, l c p , can #1  #1  #2  #2  #3 #3  #4 #4  #5 #5  #6  #6   #7 #7  #8  #8  #9 #9  #10  #10   #11  #11  #12  #12  #13 #13  #14  #14   #15  #15  #16 #16  #17 #17  #18  #18  #19 #19  #20  #20 (b) After calibration Fig. 3 . Results of projecting feature points on lidar data to those on image domain be computed by using the estimated calibration parameters. At this step, the offset between the sensing point and the origin of the lidar coordinate system is compensated as (10) .
[ ]
To find the scaling parameter, k , first, roughly estimated ˆl c p is computed by applying an arbitrary k .
In order to find the closely matched lidar measurements with the above ˆl c p , the estimated azimuth angle, ˆl y , and the elevation angle, ˆl q , are computed as (12) and (13).
With the estimated azimuth and elevation angles, the range measurement, ˆl l , can be found, thus, the point in the Cartesian coordinate system, ˆl l p , is obtained. Next, reprojecting ˆl l p to the pixel coordinate system yields ˆp l p , and by making feedback of the difference between ˆp l p and the extracted feature point, p c p , the scaling parameter, k , is updated. Repeating the process of computing k and ˆp l p can provide more accurate ˆl l p , which is referred to an automatic scaling parameter tuning technique in our work. Finally, the three dimensional position in the camera coordinate system is computed as follows. 
Initialization test and results
For verifying the performance of the presented feature point initialization method, the method was applied to the acquired data using calibration tool 2. After choosing arbitrary points, p c p , the three dimensional positions in the camera coordinate system of the selected points were computed via the presented feature initialization method.
Arbitrary points was chosen and represented by red circle mark 'o'. The matched points on lidar data, l l p , computed by the initialization method were represented by blue diamond mark '◊' . Fig. 4 shows the results of the matching point updates as k automatically changes in the case of one of the selected feature points.
According to the iteration numbers, which were represented by 'i=iteration number', the localized points were represented by green 'x', and the corresponding scaling parameters, k , were written by 'k=k '.
Practical use of initialization in 6-DoF SLAM
The EKF-based SLAM is a well-known approach in the SLAM problem and is represented in the form of a state space equation with additive Gaussian noises. For 3-DoF vehicles, the process model that expresses the motion of the vehicle is represented as (15) [25] .
In the above equation, k x is an augmented state vector, which consists of the position and heading information of the vehicle and a number of feature point positions. ( )
In (16), ( ) h × represents the relationship between the state vector and the measurement vector, and k v denotes an additive zero mean uncorrelated Gaussian noise with covariance k R . With the above models, SLAM can be demonstrated using the standard EKF framework [26] [27] .
This paper focuses on 6-DoF bearing-only SLAM based on inertial sensors. The system consists of a low-cost IMU whose performance is under tactical grade and bearing sensors. For relative navigation without previously known information like landmark, the performance of the navigation system heavily depends on the inertial bias errors. Therefore, the augmented state vector is defined as (17) . INS error model, which is based on the psi-angle approach [28] [29] , is used as the process model, where the errors of sensor bias and feature point position are modeled as random constants. The azimuth and elevation angles of a feature point are the components in the measurement vector for bearingonly SLAM framework [26] [27] . In this system, the measurement model is generally represented as in (18), in which the measurement noise v is assumed to be an additive zero mean uncorrelated Gaussian noise with covariance R . C . The feature point initialization method which this paper is concerned with is utilized to determine the initial positions of feature points.
Experiments
For verifying the performance of the presented feature point initialization method, vision/lidar calibration was done with real sensor measurements, and three-dimensional positions of feature points were estimated by using the calibration parameters in section 2.2 and 3.2. In this section, based on the calibration and initialization results, navigation performance of the 6-DoF bearing-only SLAM was compared with that based on the existing delayed initialization method [1] .
Experimental environments
In order to acquire real sensor measurements, an integrated sensor module consisting of an IMU (Inertial Measurement Units), a vision sensor and a two-dimensional lidar was constructed and a notebook-based data acquisition system was implemented. As a moving cart mounting the DAQ system moves along the specific trajectory, experimental data was acquired. In this test, threedimensional lidar measurements was generated by rotating the two dimensional lidar. In order to do so, one-axis rotating system, whose rotation range is ±30 degrees, operating by a servo motor was utilized. At the calibration stage, rotating speed was set to 20 degree/s in order that lidar data has a minimum detectable angle of 0.5 degrees in a vertical direction, and at the navigation stage, rotating speed was set to 64 degree/s. Output rates of the IMU, vision sensor, and lidar were set to 100, 30, 40 Hz, respectively. Sensing axes of the vision sensor and lidar ( c Z and l Z ) were parallel to the forward axis of the IMU ( b X ). The origin of the lidar coordinates is the point at which the sensing point and the rotational axis intersect perpendicularly and thus the sensing point is located at -0.0405 meters in the direction of l Y -axis from the origin. Fig. 5 shows the integrated sensor module and its installation on a moving cart.
The specifications of the sensors are presented in Table 2 . For vision/lidar calibration, sensor measurements were acquired with calibration tool 1 and 2. In our work, Harris corner detection algorithm was utilized to extract feature points in images [30] .
For dynamic test, an artificial wall whose dimension was 3.15 by 4.3 by 0.9 meters was constructed. A number of black square patches were randomly attached on the wall in order to easily extract feature points. Trajectory of the Although the test has a limitation that true position information cannot be obtained due to manual motion input, it is assumed that the error of the reference trajectory is below about 0.2 meters. Thus, for the accurate manual motion, the trajectory was constructed by combining straight lines. Basically, the test aims to show availability improvement of feature points with the proposed vision/ lidar fusion, and their effect on the SLAM performance. Therefore, in the author's opinion, the indoor simple test is enough to verify the purposes. At the initial navigation stage, INS initial alignment is conducted during 17 seconds, and then the moving cart moves along the reference trajectory until 34 seconds, and finally keeps stationary condition until 39 seconds. No any intentional attitude input was applied in order to maintain tracking time of feature points as long as possible. In this test, KLT (Kanade-Lucas-Tomasi) algorithm was utilized to detect and track multiple feature points [31] .
Experimental results
In this test, when the presented feature point initialization method was applied, the scaling parameter was set to a fixed value, which is an average value considering test environments. The automatic scaling parameter tuning technique in the previous section can be actually utilized once three dimensional lidar data is constructed. For this, the motion change of a vehicle should be considered when constructing the database. However, because of the tradeoff between the rotation speed and the vertical angle resolution, the automatic scaling parameter tuning method cannot be utilized, therefore, the feature points close to the emitted ray of the lidar within a certain angular threshold are only initialized.
The maximum number of tracked feature points was set to ten. A number of black square patches as candidate feature points were attached uniformly in order to easily track feature points, consequently, ten tracked points was maintained during all periods. The presented feature point initialization method has the advantage of improving availability of the feature points in a SLAM navigation filter. Thus, the navigation performance of a bearing-only SLAM using the presented feature initialization method were compared with that using the existing delayed initialization method. Fig. 7 shows the number of initialized feature points depending on the initialization methods. In the case of using the delayed initialization method, the number of initialized points was represented by 'INSVIS' and varies from one to seven, including noticeable periods of having points below two. Whereas, the number of initialized feature points of the SLAM based on the presented initialization method, represented by 'INSVISLID' in the figure legend, varies from one to ten, therefore, improving availability of the feature points. Fig. 8 (a) shows horizontal position estimation results. In the case of INS, the position error gets larger from the point (north 1m, east 2m) and diverges rapidly. On the other hand, two SLAM systems provide considerably accurate estimates than INS. Although those seem to be having almost identical estimation performance during the dynamic periods considering the error of the reference trajectory, the error of 'INSVIS' becomes larger after the dynamic motion stops. This results from a lack of the feature point availability. As seen in the above fig. 0 , For 'INSVISLID', nine feature points can be used for SLAM, whereas, for 'INSVIS', the only one can be used during the final stationary periods. Fig. 8 (b) shows altitude estimation results, similar to the case of the horizontal position estimation. Considering no motion inputs are applied in the direction of up-axis, two SLAM systems provide much more accurate estimates than INS. However, it is remarkable that 'INSVISLID' provide stable estimation performance even during the stationary periods after 34s. By applying the presented feature point initialization method to a bearing-only SLAM, it was hard to verify the notable navigation performance improvements as compared with the existing system during the dynamic periods. That is because the quality of feature point information between the two cases is not much different, and also the simulation time is somewhat short. Rapid attitude change or highdynamic motion of the moving cart can reduce the tracking time of feature points moving in FOV (Field Of View) of the vision sensor, that is, feature point availability can get extremely lower. Consequently, feature points can disappear in FOV just as soon as feature points are initialized, or even before the initialization when the delayed initialization method is used. For this reason, the test scenarios and environments were constructed considering that the SLAM using the delayed initialization method could operate. Therefore, the more dynamic the motion of the moving cart is, the more effective applying the proposed feature point initialization method to the SLAM can be. Fig. 9 shows velocity estimation results. Considering estimation performance during the stationary periods, 'INSVISLID' provides more accurate velocity estimates. Especially, the relatively large error in the north velocity comes from the characteristics of having low sensitivity of the vision sensor in the direction of optic axis.
As aforementioned in section 4.1, the true position and velocity cannot be obtained during the dynamic periods. However, it is obvious that true velocity is zero after the dynamic motion ends. In this respect, RMSE (Root-MeanSquare Error) values during the stationary periods were compared as shown in Table 3 . In order to analyze estimation performance during dynamic motion periods, outdoor test was also conducted with an accurate reference navigation system of SPAN® UIMU-HG1700 (Novatel Inc.). Fig. 10 shows the system installation and experimental environments. Fig. 11 shows horizontal position estimation results. In contrast with the indoor test, it is obvious that 'INSVISLID' provide reliable estimation performance during the whole time. Three dimensional position errors (RMSE) of 'INSVISLID' and 'INSVIS' were 0.18m and 0.87m, respectively. As a result, it was proven that the presented system shows performance improvement more than four times due to the availability improvement of feature points as seen in Fig. 12 .
Conclusion
This paper proposed a novel method of finding three dimensional position of feature points in order to improve performance of a 6-DoF bearing-only SLAM. For this, a calibration method which estimates the rotational and translational relationship between a lidar and a vision sensor was presented, so all points in the lidar coordinate system could be transferred to points in the pixel coordinate system. With the estimated calibration parameters, the three dimensional positions of the two dimensional coordinates in the pixel coordinate system were determined in the manner of performing the calibration procedure reversely. In this process, automatic scaling parameter tuning technique was presented in order to improve the accuracy of the positions.
For verifying performance of the proposed feature point initialization method, navigation performance of the 6-DoF bearing-only SLAM based on the method was compared with that based on the existing delayed initialization method. As a result of the test, navigation performance was enhanced by using the proposed initialization method due to the improvements of the availability of feature points. In the indoor test, considering that true velocity is zero after the dynamic motion ends, stationary performance was analyzed. For analyzing dynamic performance, outdoor test was also conducted. As a result, it was proven that the presented system shows performance improvement= more than four times due to the availability improvement of feature points. Although attitude errors could be obtained in the outdoor test, those were not suitable to do error analysis because the magnitude was as small as the installation angle error ('INSVISLID': 0.59deg., 'INSVIS': 1.08deg., [3d RMSE]). In order to analyze performance of attitude estimation, it is necessary to expand the trajectory scale of the moving cart and apply various motion inputs to the cart for improving observability in SLAM filter.
Considering the tracking time become shorter as the motion of a vehicle is more dynamic, a SLAM for high dynamic air vehicles can be realized based on the proposed method. 
