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Assessment in higher education is always on the agenda, given
ity to the awarding of degrees of one level or another. Every 
student gets for an item of coursework or an examination
contribution to the mark or grade for the module as a whol
turn, affects degree classification in some way. For exampl
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raw data generated by multiple choice question (MCQ) tests is not
always appreciated, occasionally with disastrous results.This article dis-
cusses and analyses three options for processing the raw data produced
by MCQ tests. The article shows that one extreme option is not to
penalize a student for wrong answers or for missing out questions, and
the other extreme option is actually to penalize both aspects.The inter-
mediate option of focusing on the number of questions actually
attempted while penalizing wrong answers can be regarded as the
fairest. In this case blind guessing will on average not help the student,
although partial knowledge will lessen the negative impact on the final
overall score. There are still many interesting challenges in designing
techniques for MCQ tests.
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Like us all, students wish to do as well as they can, and to achieve the best
qualification that they can. In today’s climate, in the UK at least, most
employers state in their job advertisements that potential candidates will
normally need an upper second (2.1) and so there is pressure for students
to achieve this. With higher education being viewed more of a service to
be bought by students and with us in universities being viewed as those
who deliver that service, it is not surprising that every mark counts. This
can be made particularly challenging by the way that these degrees are cal-
culated.
In order to recommend a candidate for a degree award, the overall
weighted mark average has to be calculated. Precisely how the final mark is
weighted varies from institution to institution, but it is not uncommon to
base it on the average mark from level 2 and the average mark from level 3
and to weight level 2 at one third and level 3 at two thirds based on the
‘best’ marks achieved in 80/100 credits out of 120 credits at each level.The
decision-making of the board of examiners is usually made easy if the over-
all weighted average falls well within a range. For example, if a mark of 65
falls between 60 and 69, the examination board would normally
recommend an upper second degree. Naturally enough, if a candidate has
had some personal circumstances that have affected their academic
performance, the decision-making is not so straightforward. However, at
some point during the meeting of the board of examiners, we are faced
with a candidate who has an overall weighted mark average of, say, 69.87.
Depending on the discipline, institution or practices of the board of
examiners in question, this will or will not be considered as a ‘borderline’
case. Some boards of examiners may rightly claim that as 69.87 is not a
mark between 70 and 100 (the mark required for the award of a first class
degree), the appropriate award should be an upper second (2.1). For others,
a weighted mark average of 69.87 is considered so near as to be ‘pretty
much’ a mark of 70. Such decision-making is known as ‘academic judge-
ment’, which is exercised differently in different institutions, or indeed
disciplines, for various reasons. However academic judgement is exercised,
such seemingly small differences in the mark average can make the differ-
ence between a higher or a lower award which, in today’s climate, can in
one way or another affect our students.
To ensure that we make the most appropriate award for each student, we
ask students to demonstrate their achievements by way of various assess-
ments. Some would argue that this assesses not what they know,
but what they can show us, which may be two very different things 
(Race, 2005: 67). Many would probably agree with Race (2005) that
‘assessment is the principal driving force for learning for so many learners’
32
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in higher education today and that this goes against what we claim insti-
tutions of higher education are about, that is, promoting and fostering
learning itself. Many would also probably agree with Race (2005: 66) that
we, like our students, are driven by results, given that our funding
depends on showing that this learning has happened and that we have
played our part in this. Whether or not this is the case, assessment is
certainly at the top of the agenda in learning and teaching in higher
education institutions, whatever the complex reasons, and we spend
enormous amounts of time on making assessment ‘valid, reliable, trans-
parent and authentic’ (Race, 2005: 74). Indeed, some might argue that we
spend far more time on assessment-related matters than we do on learn-
ing and teaching itself.
For those of us with large classes of 300 plus (a class of 100 is now
regarded as ‘small’), the choice of the means of assessment appropriate to
a particular course needs to be carefully considered if we wish to devote
more of our valuable time to interacting with our students. Ideally the
assessment approaches should not be selected purely on the basis of ease
or speed of marking. There are two main types of assessment; normative-
referenced and criterion-referenced. In addition, there is also self-referenced
(ipsative) assessment, which is gaining in popularity in the more student-
centred (rather than teacher-centred) approaches that many claim to use
in higher education (Lindblom-Ylanne et al, 2006; Pitts, 2005). Whether
formative or summative in nature, assessment of, and feedback to, learn-
ers shapes how learners think and behave; this is further evidence of our
need to take great care. Feedback plays a central role in self-regulation
skills in learning, required when comparing performance against the
goals that have been set (Nicol and Macfarlane-Dick, 2006). For a useful
overview and in-depth discussion of assessment more generally, the
reader is directed to Freeman and Lewis (1998), Brown and Glasner
(1999) and Race (2005).
One of the ‘tools’ in our ‘toolbox’ of assessment methods are objective tests.
These fall into three main types, namely true/false, matching and multiple-
choice questions (MCQs), in the context of which, say Freeman and Lewis
(1998: 145), we must be clear what we mean by ‘objective’. It is, they say,
that marking can be done mechanically (more often than not by a computer,
these days) as no judgement needs to be made.To call such a test ‘objective’
does not, however, mean that MCQ tests and the like assess candidates ‘objec-
tively’, that is, without any prejudice or bias. Indeed, such a thing is not
possible. No assessment method can be objective; all assessment methods are
subjective to a greater or lesser extent. As markers, we can be influenced by
gender, ethnicity and the like, and knowing, or not knowing, the identity of
33
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the students whose work we are marking (if students do or do not have their
name on their work) affects the marks we award (Fleming, 1999, in Brown
and Glasner, 1999).As Barrow (2006: 206) rightly says,‘all assessment places
students in a web of power’; given this, we need to think long and hard about
how we use that power.
There is a wide range of views on the effectiveness of MCQ tests.
According to Freeman and Lewis (1998: 147), MCQ tests can test only
facts and are of less substance than other forms of assessment; these
authors go on to say that such tests have the reputation, undeserved, of
being ‘easier’ than other methods and also of being able to test only
‘lower level’ skills and abilities. Whatever their limitations, Brown and
Glasner (1999: 11) claim that MCQ tests are ‘much more sophisticated
than many of us once believed’, citing their use by the Open University
(OU) in the UK and directing readers to the OU for examples of best
practice. Race (2005: 86), too, supports this view, adding that if we
design MCQ tests well, we can be as confident as we can be with any
assessment, that such tests will tell us the extent to which students have
made sense of what they have learned and that we can ensure that our
marking will not be affected by illegible handwriting or that students
will not be penalized for writing slowly. Indeed, Race (2005) goes on to
say that there are many more benefits from MCQ tests, among these that,
by providing on-screen feedback immediately, students may avoid taking
with them the errors from the earlier questions and that given the speed
at which they get feedback, they can still remember why they thought and
did what they thought and did, and can thus reflect on this. MCQ tests
are, it seems, popular with learners although they may be perceived as
being less fair (Struyven et al, 2005).
With the increasing use of computers to support our students’ learning
these days, many software packages now do much of the work for us in
terms of helping us to design MCQ tests which we can use in our mod-
ules. We may ask students to carry these out in class, via, say, WebCT or
Blackboard (most institutions in the UK now use one or other of these
packages for, as a minimum, the ‘basics’ of the module content), or per-
haps for self-assessment outside of the classroom (Blackboard, WebCT).
Again, with the relative sophistication of the software these days, it is not
too difficult – with, perhaps, a little help for those who are not so techni-
cally experienced – to set up such tests.
Naturally, the course organizer needs to build up a sufficiently large
bank of questions so that even if students see these questions before the
test, the large number of questions effectively ensures novelty each time
students take the test.
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Figure 1 Typical multiple choice question on sorting algorithms
The dark items with white lettering indicate the sorted items; the lighter items with
black lettering indicate the unsorted items. The numbers 1 to 7 on the right-hand
side indicate the particular stage of the sorting process.
Which sorting algorithm is represented by the figure?
A partition sort C insertion sort
B bubble sort D selection sort
MCQ tests, if appropriately designed, test not only the ability of students
to memorize and recall knowledge but also test the ability to reason ana-
lytically with that knowledge. The example in Figure 1 shows how this is
possible. Here the student is asked to determine the type of sorting algo-
rithm that the diagram represents.This not only requires memorization of
facts but the ability to appreciate how the relevant sorting algorithms work
and to compare that knowledge with the information presented by the
diagram. Questions on a segment of program code provide further exam-
ples of how MCQ tests can test not just powers of information retention
and retrieval but also those of analysing and reasoning with knowledge in
situations where context is important.
Admittedly, MCQ tests, unlike written examination papers which call for
longer responses, do not show the steps taken by students to reach their
answers. In addition, MCQ tests may not test the ability of students to create
or synthesize new knowledge from previous items that have been learned
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and understood. It is for these reasons and others that MCQ tests are but one
method of assessment and that we, as course organizers/assessors, need to
exercise care to ensure that we are testing that which we wish to test. For
example, a course in computer algorithms could include an MCQ test to
examine students’ knowledge of the subject (for example, linked list manip-
ulation) and to exercise the ability to reason with that knowledge. However,
such a course should also include exercises that enable a student to apply
that knowledge to solve particular tasks (for example, application of linked
lists to symbolic algebraic manipulation such as addition, multiplication or
integration). Nonetheless, the nature of MCQ tests make them ideal as an
assessment tool for first year university courses, where the nature of the
material and large class sizes can really bring out the benefits.
Whilst the benefits and drawbacks of MCQ tests were discussed earlier
in this article, the basic issues of how we can convert the raw data gen-
erated by an MCQ test into meaningful results are rarely raised. It is
important to create a model that gets as close as possible to a student’s
reaction to, and processing of, the questions in an MCQ test, while not
unduly penalizing the student. In addition, to what extent does guessing
benefit the student at the expense of a fair assessment by an MCQ test of
that student’s abilities? The use of MCQ tests as an assessment tool is
common in the higher education sector and is growing in popularity. It
is argued here that course organizers/assessors who compile these tests
in the educational environment may on occasion make serious errors
when interpreting the raw data generated by MCQ tests if not aware of
the issues raised within this article. These factors suggest that there is a
need to consider the more formal mathematical aspects of this important
topic if we are to ensure that the marks that we award are appropriate.
The basic equation
Let R be number of questions for which a student gives a right answer and
K be the number of questions for which a student actually knows the right
answer. The vital point is that R may be greater than K. This would typically be the
case if the student has actually guessed the answers to the additional (RK)
questions, because of lack of knowledge or application of appropriate
reasoning. (Note, as a help to the reader, the symbols used in the equations
in this and the following sections are brought together in the appendix at
the end of this article.)
Assume that all questions carry equal weight and that for each question
there are A possibilities. In addition, let Q be the total number of questions
attempted out of an overall total of T questions. Now ((QK)/A) will be
the number of questions that the student has – on average – got right by
36
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chance, since there are A possibilities for each question. Hence, the num-
ber (R) of questions for which a student gives a right answer is related to
the number (K) of questions for which the student knows the right answer,
by the following equation:
(1)
or, rearranging,
(2)
The second equation (2) shows that the (QR) wrong results will penalize
the student. Note, additionally, that in this equation, negative values of K
can be forced to a floor value of zero, which is then the minimum mark a
student can achieve.
Three options for multiple choice tests
Three options with differing approaches to penalizing guessing can be
identified.These are the zero, intermediate and maximum penalty options.
Option 1 – zero penalty
Here the input marks, apart from scaling, can be regarded as raw data and
are not subject to further processing (that is, they are not subject to any
reduction).
In this case students can gain marks by guessing (that is, by luck), and, on
average, 1/A of the guesses will be correct, even if the students have no knowledge of
the actual topic being examined. Wrong results are not penalized.Thus in equation
(1), if K0 (i.e. the student has no knowledge of the subject in which they
are being assessed), the number R of questions for which the student gives
the right answer, will still, on average, be (Q/A).This simple approach does
not attempt to distinguish between answers resulting from genuine knowl-
edge, and those resulting from lucky guesses.This scenario is different from
a conventional written paper, where to gain any marks at all, some correct
response – written or pictorial – is normally required of the student.
A typical exam rubric for this version of an MCQ test could read as follows:
Each question is provided with 4 answers, only one of which is correct.
Answers are identified by the letters A, B, C and D. Work out which letter cor-
responds to the best answer and put its letter legibly in the box provided. If
K R
Q R
A
 

 1
R K
Q K
A
+

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the letter is not legible, then no mark will be given. THERE IS NO PENALTY
FOR A WRONG ANSWER.YOU ARE THEREFORE URGED TO ATTEMPT EVERY
QUESTION. If you feel you do not know the answer to a question you should
select the answer that you feel is the most likely.
The zero penalty MCQ test option is, of course, suitable, and very popular,
when MCTs are used in a self-test (didactic) mode, in which the student is
learning, as opposed to being assessed.
Option 2 – penalty based on questions attempted
In this case, the number W of questions the student answers wrongly is
given by:
(3)
Equation (2) can be used to find K, the number of questions cor-
rectly reflecting the student’s knowledge, in terms of W. This gives
equation (4):
(4)
This (intermediate) option is widely used when assessing MCQ tests, since
while it penalizes wrong answers, it takes no account of the number of
questions which the student has not attempted.
With this intermediate option, a student attempting a given number X of
questions, all of which are answered correctly, may get more marks than
their colleague who attempts Y questions, where YX, but where still only
X questions are answered correctly.The justification for this is that the ‘Y’ stu-
dent has used more chances. This is emphasized in the table and the graph
in Figures 2 and 3, respectively. Both consider a scenario of 20 questions,
with 4 choices per question – one choice of which is correct. The number
(R) of correct questions has been multiplied by 5 to give a percentage mark.
When using the intermediate option 2, a possible rubric for an exami-
nation paper could read:
You will only be assessed on questions which you have attempted and to
which you have provided a legible answer. It is recommended that you avoid
guessing an answer to a question.
Option 3 – maximum penalty
A student can be further penalized by option 3 (maximum penalty) which
not only considers the number of questions that were incorrectly answered, as
in option 2 above, but also considers the number of questions that were not
attempted. Thus questions not attempted are also assumed to be incorrectly
answered.
K R
W
A
 
  1
W Q R  
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In equation (2), replace Q by T, the total number of offered questions,
and K now becomes KM, the number of questions that it is assumed have
been correctly answered as a result of the student’s knowledge.
(5)
This equation also represents the limiting case of equation (2), when all
the questions have been attempted.
Another form of the Maximum Penalty Equation can be derived, by
assuming M marks per question, and putting S  KMM and SMAX  TM.This
gives the following equation:
(6)
Numerical and graphical comparisons
Table 1 considers a scenario of 20 questions, with 4 choices per question –
one choice of which is correct. For convenience of presenting the numerical
results in this article, the number of correct questions has been scaled by 5
to give a percentage mark. Both columns 1 and 2 can thus be regarded effec-
tively as the same raw data but with different scaling. Note that usually one
tries to avoid negative marks, so that K has not been allowed to go negative.
The three options are represented as follows.
Option 1. With option 1 (zero penalty), there is no further processing as
column 2 of  Table 1 shows.
Option 2. With the intermediate option (option 2), a student attempting a
given number X of questions, all of which are answered correctly, may
get more marks than their colleague who attempts Y questions, where
YX, but where still only X questions are answered correctly.The justifi-
cation for this is that the ‘Y’ student has used more chances. This is
emphasized in Table 1 and Figure 2, respectively. For example, for the
actual score of 8 questions answered correctly (but possibly including
guesses) or 40 per cent, the intermediate approach gives marks of 33 per
cent, 25 per cent and 20 per cent for Q  12, 17 and 20, respectively.
Option 3.The fourth column also represents option 3 (maximum penalty)
as the limiting case of option 2 (Q  T  20), where all offered ques-
tions have been attempted.
K
T
S S A
S S A
M
MAX
MAX
MAX
  


( )
( )
K R
T R
A
M  

  1
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Table 1 Comparing zero, intermediate and maximum penalty approaches
Option 1. Zero 2. Intermediate 2. Intermediate 3. Max.
penalty penalty
Actual score K  R Q  12 Q  17 Q  T  20
 R Score (%) Score (%) Score (%) Score (%)
 100*(R/T)  100*(K/T)  100*(K/T)  100*(K/T)
00 0 0 0 0
01 5 0 0 0
02 10 0 0 0
03 15 0 0 0
04 20 7 0 0
05 25 13 5 0
06 30 20 12 7
07 35 27 18 13
08 40 33 25 20
09 45 40 32 27
10 50 47 38 33
11 55 53 45 40
12 60 60 52 47
13 65 – 58 53
14 70 – 65 60
15 75 – 72 67
16 80 – 78 73
17 85 – 85 80
18 90 – – 87
19 95 – – 93
20 100 – – 100
Total no. of questions  Q  T  20.
Possible no. of answers per question  A  4.
Figure 2 also shows that the operation area for MCQ tests is bounded by
the triangular area formed by the zero and maximum penalty lines and the
x-axis.
The influence of processing an MCQ test on a
student’s mark
The graph in Figure 3 is derived from the graph in Figure 2 and shows the
differences in the scaled output mark (K) (that is, reading in the vertical direc-
tion) between the zero penalty approach and intermediate penalty approaches
where the number of questions attempted is 4, 8, 12 and 16, respectively,
with the limiting case of Q  T  20 being equivalent to the maximum
penalty approach.The maximum difference is as much as 25 per cent.
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Figure 2 Graph comparing zero, intermediate and maximum penalty
approaches
Figure 3 provides a stark illustration of how the mark that a student
obtains for an MCQ test is strongly influenced by the way in which the
educator processes the raw marks generated by the MCQ test.
Does the student benefit by guessing?
With Option 1, the answer is definitely yes for ‘blind’ guessing. However,
on average the answer is no if the intermediate option 2 is used. This is
borne out by equation (2) and Table 1. If Q, the total number of questions
attempted, increases, but R, the actual score, stays the same, then the mark
K actually given to the student will decrease.
This is also summarized in Figure 4, which shows the number of questions
attempted against the resultant mark K for different raw scores (R) where 
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Figure 4 Number (Q) of questions attempted against final score (K) for dif-
ferent numbers (R) of questions for which the correct answer is given
(either from knowledge or by chance)
Figure 3 Graph comparing differences between zero penalty and other
approaches
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R can be regarded as the number of questions apparently correct. Note that
R is expressed in terms of the number of questions answered correctly,
irrespective of whether this is due to the student’s actual knowledge or 
to guessing. The downward sloping lines for given values of R indicate
diminishing returns for the student if wrong answers are given for further
questions (QR) attempted.
Suppose a student has additional partial knowledge that improves the
chances of an answer being correct from 1/A to 1/B (i.e. BA). For exam-
ple, students may be able to narrow down their options from 1 in 4 choices
(A  4) to 1 in 2 choices (B  2). In this case, in equation (4), the sub-
tracted term (W/(A1)) will be less in value if A is replaced by B, where
BA. With partial knowledge, the negative impact on the final mark will,
on average, be lessened. Naturally, this is only a very crude model of the
situation, since students will not normally approach each question with the
same degree of partial knowledge.
Guessing and the number of question choices
Does the effect of guessing depend on the number (A) of possible choices per
question? So far we have assumed for each question, four choices (i.e. A  4)
one of which is correct. From Figure 2 it can be seen that the maximum dif-
ference DMAX in marks between the zero and maximum penalty lines is given
by vertical distance between the two lines from the crossing of the x-axis by
the maximum penalty line. For A  4, this is 0.25 p.u. (per unit) or 25 per
cent.This exercise can be repeated by re-plotting Figure 2 for different values
of A (e.g. A  2 to A  10).
More generally, we can take equation (5), and put KM  0 and R  DMAX.
This gives equation (7):
(7)
From this we can see that the effect of accounting for guessing, when using
the intermediate option 2, becomes less as the number (A) of choices per
question increases. Essentially, as the number of choices increases, the
probability of picking the correct answer by chance diminishes.The graph
and table in Figure 5 summarize this.
What is the optimum number (A) of choices for each question?
Commonly, but not exclusively, three or four choices are used.The greater
the number (A) of choices, the more time must be allocated to a student
to complete a question, but the smaller will be the influence of blind
guessing by the student. From the educator’s perspective, the effort
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Figure 5 Graph and table relating number (A) of choices to maximum possi-
ble absolute difference (DMAX) in marks caused by accounting for guessing
involved in providing a large number of choices per question means more
time spent on assessment at the expense of contact time with the students.
In the context of option 1, consider the following weighted cost func-
tion F, for which the term (A) indicates the time spent preparing the
question, where  is a weighting factor and the term (/A) indicates the
effect of guessing, where  is a further weighting factor.
(8)
If we assume that all variables and parameters in equation (8) are positive,
then equation (8) has a minimum for:
(9)
Thus, if minimizing the effect of guessing is regarded as being 9 or 16
times more important than the initial work in preparing the question, the
corresponding number (A) of choices should be 3 or 4. This fits in with
normal practice. The emphasis on ‘initial work’ highlights one advantage
A 


F A
A
   

A 2 3 4 5 6 7 8 9 10
DMAX 100% 50.0 33.3 25.0 20.0 16.7 14.3 12.5 11.1 10.0
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for the teacher of building up and maintaining a sizeable bank of multiple
choice questions. Of course, as has already been mentioned, another
advantage of such a question bank is to ensure the effect of novelty in the
questions for the student.
Future work
MCQ tests are very popular with students, especially when the tests are
computer-based and they can thus receive feedback promptly.They are also
popular with educators who, by saving on the time taken with marking,
providing feedback and all the other tasks associated with assessment, can
devote more resources to the actual process of teaching. The following
issues show that there are still many challenges with setting and devising
MCQ tests, however.
Revealing thinking patterns. Basic MCQ tests are said to test only factual
knowledge, but by careful attention to the question, thinking processes
could be deduced. Marks could then be allocated not only on the basis
of whether the question was correctly or incorrectly answered, but also
on how the student reached their conclusion. More work is needed here
to formalize the process.
Reassuring the student – good interfaces. A good computer interface can
encourage and put students at their ease.A good layout of a printed ver-
sion of an MCQ test can also be beneficial to the student.
Reassuring the student – adjusting marking scheme. There are many
possibilities. A basic one is to consider a compromise between the 
no-penalty option 1, which encourages students to supply answers, and
option 2, which discourages guessing. This could be achieved by mak-
ing the factor A less than the number of available question choices.
Conclusions
For a written paper, a student must have some knowledge of the subject,
although a chance element still exists regarding exactly what that student
actually chooses to put as the answer. However, the mark that a student
obtains for an MCQ test is strongly influenced by the way in which the
educator processes the raw marks generated.
Approaches to processing and analysing the raw data generated by MCQ
tests that are used for assessment can be distinguished by the way the
approaches deal with guessing by the student. One extreme imposes no
penalty for wrong answers; in this case, even if the student has no knowl-
edge of the subject being tested, they will get on average a mark of (100/A)
per cent, where A is the number of choices per question.The other extreme
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penalizes both wrong answers and the lack of answers to questions and may
be viewed as the option for which there is the least justification.
If we are to compensate for guessing, then the intermediate option
will give more marks to each student than the maximum penalty option.
The intermediate option, on average, penalizes blind guessing, although
a partial knowledge lessens the negative impact on a student’s final mark.
With this option, the effect on a student’s marks of accounting for guess-
ing also becomes less as the number of choices per question increases,
giving, for example, maximum absolute differences in marks of 33 per
cent and 25 per cent for three and four question choices, respectively.
All three approaches obviously need to know the number (R) of right
answers and the marks per question. In addition, the intermediate and max-
imum penalty options need to know the number (Q) of questions attempted
and the total number (T) of questions offered in the MCQ test, respectively.
Multiple choice tests have gained popularity with students and educators,
but there is considerable scope for further research, for example in tech-
niques for reassuring and encouraging the student and techniques for
revealing their thinking patterns.
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Appendix. Symbols and abbreviations used in this
article
A number of possibilities per MCT question
B inverse probability of partial knowledge of a question
DMAX maximum difference in marks
F weighted cost function
K number of questions for which a student knows the right answer
KM number of questions for which a student knows the right answer
(Maximum Penalty)
M marks per question
Q total number of MCT questions attempted by student
R number of questions for which a student gives a right answer
S product of KM and M
SMAX product of T and M
T total number of questions presented to a student in a MCT
W number of questions wrongly answered
, cost function factors
MCQ Multiple Choice Question
MCT Multiple Choice Test
p.u. per unit
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