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In questa relazione abbiamo preso in considerazione i dati sulle 
vendite  di  un’azienda  orafa  del  vicentino.  Lo  scopo  è  la 
previsione della produzione per una migliore collocazione delle 
risorse e un abbassamento dei costi dovuti all’acquisto di materie 
prime in eccesso.
Per  questo  abbiamo  analizzato  la  situazione  del  mercato  nel 
quale la nostra ditta opera, per avere un’idea generale sul tipo di 
clienti con i quali intrattiene rapporti commerciali.
Da una prima analisi della serie delle vendite abbiamo notato 
come potessero interessarci altre variabili esogene.
A  questo  punto,  individuato  il  modello  più  adatto  alla  stima, 
siamo  andati  a  verificare  che  questo  di  adattasse  il  meglio 
possibile  ai  dati  in  nostro  possesso;  in  seguito  abbiamo 
provveduto  alla  previsione,  ottenendo  risultati  soddisfacenti  sia 
per l’analisi fine a se stessa, sia per lo scopo che ci siamo prefissi: 
affiancare  con  l’analisi  quantitativa  la  classe  dirigente 
dell’azienda, e aiutarla nel processo decisionale.CAP.1 
PRESENTAZIONE
1.1. CARATTERISTICHE DELL’AZIENDA 
L’azienda alla quale ci rifaremo per il la stesura del nostro studio 
verrà chiamata, per motivi legati alla privacy, XXX.
L’azienda XXX è stata costituita il 16/03/1987 come presidio per il 
trattamento galvanico del metallo prezioso ed era inserita nella 
parte finale del processo di una filiera  produttiva.
Dopo  pochi  mesi  dalla  costituzione,  i  dirigenti,  nonché 
proprietari  dell’azienda,  tramite  un’accurata  analisi,  si  sono  resi 
conto  che  i  margini  di  contribuzione  non  erano  abbastanza 
elevati per soddisfare le prospettive di espansione che la classe 
dirigente si era posta come obbiettivo finale.
A questo punto il consiglio di amministrazione pensò di integrare 
anche l’ultima parte del processo, ovvero la commercializzazione 
di  catene  in  argento.  Inizialmente  il  montaggio  della  catena 
veniva  fornito  dall’esterno  e  all’interno  dell’azienda  veniva 
completato  il  processo  produttivo  con  le  operazioni  mancanti, 
taglio, finitura, montaggio delle chiusure e trattamento galvanico, 
nonché la spedizione al cliente finale.
Non ancora soddisfatti  del livello di competitività raggiunto, ed 
interessati alla creazione di un’azienda completa, nel 1992 i soci 
hanno deciso di acquistare alcune partecipazioni di un’azienda 
produttrice con sede nelle vicinanze. Nel 1996 la XXX ha ottenuto 
il  totale  controllo  della  nuova  azienda  liquidando  i  soci  e 
incorporando  le  attività  svolte  da  essa.  Nel  1998  crearono 
un’unica sede nella quale incorporare tutto il processo produttivo in tutte le sue fasi: dalla fusione del metallo grezzo, alla saldatura 
e galvanica, sino ad arrivare alla spedizione del prodotto  finito 
agli acquirenti.
I rapporti commerciali della XXX sono in prevalenza con aziende 
estere, visto anche il tipo di prodotto trattato. I fornitori sono le 
poche  aziende  italiane  autorizzate  alla  vendita  del  metallo 
prezioso, di provenienza, per la stragrande maggioranza, Latino 
Americana  e  Africana.  I  principali  acquirenti,  circa  duecento, 
come  abbiamo  detto  sono  stranieri,  per  la  precisione  il  60%  è 
d’oltre  oceano,  un  30%  proviene  dal  vecchio  continente  e  il 
restante 10% è costituito da paesi satellite nel resto del mondo.
Come abbiamo potuto notare dall’excursus della XXX, la strada 
percorsa  è  stata  di  notevole  intensità,  grazie  soprattutto  alla 
classe dirigente, attualmente composta da 9 addetti, capaci di 
interpretare  quei  fattori  caratterizzanti  del  marcato:  gusto, 
innovazione  e  competizione;  e  agli  addetti  alla  produzione,  30 
unità, di alta professionalità e capaci di interpretare nel modo più 
corretto le direttive provenienti dall’alto.
Ora, arrivati a questo punto, la XXX si pone come obbiettivo un 
mantenimento della posizione nel mercato, una selezione della 
clientela e un aumento del fatturato. Quest’ultimo ottenibile sia 
con l’investimento in attrezzature sempre più moderne e capaci 
di anticipare le tendenze del mercato con prodotti sempre più 
innovativi,  sia  con  la  riduzione  dei  costi  di  produzione,  in 
particolare  con  la  previsione  delle  vendite  e  la  gestione  del 
magazzino.
1.1.1 Obbiettivi della ricerca
Proprio  a  questo  punto  si  innesta  il  nostro  studio:  con  l’analisi 
delle  vendite,  cercheremo  di  coadiuvare  l’azienda  XXX  e 
aiutarne la classe dirigente a prendere decisioni che influenzino l’acquisto  di  materie  prime  e  la  produzione.  In  questo  modo 
ridurremo gli sprechi e abbasseremo i costi del materiale fermo in 
magazzino, per una produzione guidata.1.2 CARATTERISTICHE DEL SETTORE ORAFO-ARGENTIERO
L’apparato  produttivo  del  settore  è  costituito  da  circa  300 
imprese  industriali.  A  queste  si  aggiungono,  migliaia  di  imprese 
artigiane,  spesso  molto  qualificate.  Nel  complesso  si  possono 
contare 10.000 “produttori”, se così è possibile definirli,, con oltre 
46.000 addetti.
Questa  struttura  è  caratterizzata  da  un  nucleo  centrale  di 
aziende maggiori (tra cui la figura leader mondiale è la Uno-a-
Erre  di  Arezzo),  intorno  a  cui  ruota  un’efficiente  indotto  e  un 
gruppo di aziende artigiane che lavora spesso per conto terzi. 
Tendenzialmente le grosse imprese sono localizzate in “distretti” 
(Vicenza, Arezzo, Valenza di Po, Napoli, Milano), dove vengono 
garantiti  alti  livelli  di  produttività  grazie  alla  presenza  di  una 
efficace  rete  di  sub-forniture  altamente  specializzate  nel 
trattamento dei metalli (Gold report 2001).
Queste, come anche le aziende più forti, sono caratterizzate da 
peculiarità del settore che le accomunano. Tra le più rilevante vi 
è  l’elevatissimo  costo  delle  materie  prime  con  i  conseguenti 
vincoli di sicurezza. Per trattare metalli molto costosi è necessario 
una  manodopera  altamente  specializzata  nel  complesso 
processo produttivo. Inoltre, tali imprese, operano in un settore nel 
quale  hanno  poca  rilevanza le  economie di  scala,  alle  quali  si 
tende a porre correzioni con operazioni di investimenti nel campo 
dei  macchinari,  della  promozione  e  del  marketing.  Ultimo,  ma 
non  meno  importante,  è  l’utilizzo  di  tecnologie  continuamente 
aggiornate che permettono di essere utilizzate sia per un tipo di 
lavorazione tradizionale che innovativa.
Nonostante l’evolversi, in questo senso, del settore, gli anni che 
stiamo  vivendo  sono  particolarmente  difficoltosi  a  causa  e 
dell’estensione  del  mercato  domestico  dell’Unione  Europea  e delle continue turbolenze economiche, politiche e finanziarie che 
interessano i principali paesi acquirenti. 
In  questo  contesto  molto  insolito  le  attuali  analisi  (Giusti, 
Marchesini 2002) sono concordi nel dire che le imprese che oggi 
producono  valore  sono  quelle  che  porgono  l’attenzione  alla 
soddisfazione del cliente, che fanno dell’innovazione continua il 
proprio  motore  e  che  evitano  sprechi  di  materiale  e  ottima 
flessibilità nell’organizzazione delle scorte.CAP.2
TEORIA DEI MODELLI
2.1. PROCESSI NON STAZIONARI
La maggior parte delle serie storiche rappresentanti le vendite 
delle aziende sono riconducibili a processi non stazionari, ovvero 
processi  che  non  mantengono  una  media  o  una  variabilità 
costanti.
La  non  stazionarietà  del  processo  non  è  per  nulla  positiva 
poiché  compromette  sia  l’attendibilità  dell’analisi  che  della 
previsione.
Spesso  il  processo  di  non  stazionarietà  può  essere  eliminato 
tramite  la  differenziazione,  ovvero  la  creazione  di  un  nuovo 
processo costituito da elementi ottenuti tramite le differenze dei 
valori al tempo t con i valori ottenuti al tempo t-1.
Consideriamo,  ad  esempio,  un  modello  WHITE  NOISE  ed  un 
trend deterministico quale: 
t t t Y ￿ ￿ ￿ + + = 1 0
otteniamo il seguente valore atteso  [ ] t Y E t 10 ￿ ￿ + =  non costante, 
possiamo quindi affermare che il processo non è stazionario.
Applicando l’operatore differenza prima  1 ￿ ￿ = ￿ t t t
d
B Y Y Y  il nostro 
modello  diventa  un  processo  MA(1)  stazionario  che  assume  la 
forma 
1 1 ￿ + + = ￿ t t t BY ￿ ￿ ￿
Solitamente  operiamo  tramite  le  differenziazioni  quando  il 
modello  non  si  presenta  stazionario  in  media.  Nel  caso  in  cui  il modello non sia stazionario in varianza  si procede attraverso la 
stabilizzazione con l’uso di trasformazioni logaritmiche.2.1.1 Processi ARIMA (p,d,q): Autoregrassive Integrated Moving 
Average.
Il  processo  ARIMA(p,d,q)  considera  i  processi  non  stazionari 
omogenei di grado d, ossia i processi che diventano stazionari in 
seguito a d differenziazioni.
Consideriamo un processo White Noise, ￿t , di media 0 e varianza 
￿2, attraverso l’operatore differenza e i polinomi autoregressivi ed 
a media mobile ottengo il seguente modello ARIMA:
( ) t t
d
B B Y B ￿ ￿ ￿ ￿ ) ( 0 + = ￿
dove possiamo ritrovare la parte autoregressiva ( ) (B ￿ ), la parte 
a  media  mobile  ( ) (B ￿ ),  l’operatore  differenza  d-esima  ( t
d
BY ￿ )  e 
infine il termine di errore ( t ￿ ).
Nel  caso  in  cui  d=0,  ovvero  che  la  serie  non  necessita  di 
differenziazione, il processo appartiene alla classe ARMA(p,q). Tali 
processi  manifestano  le  medesime  caratteristiche  dei  processi 
ARIMA, se non che, a differenza di quest’ultimi, sono stazionari.
Nel  caso  p  o  q  siano  nulli  otteniamo  due  processi  stazionari, 
rispettivamente  il  processo  a  media  mobile  e  il  processo 
autoregressivo. Il primo è il risultato di una serie di impulsi casuali, 
ovvero è dipendente da una serie di errori casuali; il secondo è 
una  somma  pesata  di  valori  passati  e  di  uno  shock  casuale 
contemporaneo, ovvero è un processo che dipende dal proprio 
passato.2.2. PROCESSI ARIMA STAGIONALI: (S)ARIMA
Il  processo  che  potrebbe  adattarsi  alla  stima  del  modello  di 
nostro interesse appartiene alla classe dei modelli SARIMA (Box e 
Jenkins 1976).
Gran parte delle serie aziendali, infatti, sono caratterizzate dalla 
presenza di una componente stagionale più o meno forte.
Mentre  i  metodi  tradizionali  si  basano  sull’assunzione  che  la 
componente stagionale sia deterministica e indipendente dagli 
altri  movimenti  della  serie,  la  classe  di  modelli  presi  in 
considerazione  assume  che  la  componente  stagionale  possa 
essere stocastica e correlata con la componente non stagionale.
Ciò comporta che le serie appartenenti alla classe dei modelli 
SARIMA siano caratterizzate da una forte correlazione seriale ai 
ritardi  stagionali,  oltre  alla  usuale  autocorrelazione  presente  nei 
modelli ARIMA non stagionali.
2.2.1 La correlazione nei processi stagionali
Fondamentale nei processi che andremo a considerare per la 
previsione  della  produzione  è  lo  studio  della  correlazione  tra  i 
valori della serie storica.
Possono esistere due tipi di correlazione (Box e Jenkins 1976): tra 
valori  consecutivi,  ovvero  tra  mesi  appartenenti  a  medesimo 
anno
2 1 1 2 , , , , + + ￿ ￿ t t t t t Y Y Y Y Y
che  viene  chiamata  correlazione  ENTRO;  tra  medesimi  mesi 
appartenenti a diversi anni
S t S t t S t S t Y Y Y Y Y 2 2 , , , , + + ￿ ￿
che viene chiamata correlazione TRA.La correlazione ENTRO può essere modellata da un modello del 
tipo ARIMA(p,d,q,) non stagionale
t t
d B Y B B ￿ ￿ ￿ ) ( ) 1 )( ( = ￿
dove possiamo ritrovare l’operatore autoregressivo e a media 
mobile  non  stagionali  (rispettivamente  ) ( ), ( BB ￿ ￿ ),  l’operatore 
differenza d-esima (
d B) 1 ( ￿ ) e, infine, una componente associata 
al processo White Noise ( t ￿ ), definita come errori di stima.
Poiché il modello contiene una correlazione TRA i mesi di diversi 
anni,  per  approssimare  correttamente  il  modello  dobbiamo 




D S S Z B b B B )( ) 1 )( ( ￿ = ￿ ￿
dove  ) (
S B ￿   e  ) (
S B ￿   sono  rispettivamente  polinomi 
autoregressivo  e  a  media  mobile  stagionali  di  grado  P  e  Q, 
l’operatore  ritardo  anch’esso  stagionale, 
S B ,  ) 1 (
S B ￿   operatore 
differenza D-esima stagionale infine  t Z  errore di stima associato 
ad una processo White Noise.2.3 COSTRUZIONE DI UN MODELLO SARIMA
Dalla combinazione della parte ARIMA non stagionale e della 
parte  costruita  per  spiegare  e  modellare  la  componente 
contenente  la  correlazione  residua,  si  ottiene  un  modello 
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Con l’uso dell’operatore autoregressivo non stagionale di ordine 
p e con l’operatore a media mobile non stagionale di ordine q , 
stimiamo  la  correlazione  tra  i  mesi  contigui;  con  gli  operatori
autoregressivo stagionale di ordine P e con l’operatore a media 
mobile  stagionale  di  ordine  Q,  riusciamo  a  modellare  la 
correlazione tra gli stessi mesi di anni diversi.
In  questo  modo  se  la  serie  storica  è  stata  modellata 
correttamente non dovremmo trovare nessun tipo di correlazione 
tra  i  mesi  a  disturbare  le  stime.  In  questo  caso  tutti  gli  errori 




I  dati  raccolti  dall’  azienda  XXX  sono  stai  ottenuti  tramite  la 
consultazione  del  database  aziendale  contenente,  oltre  alle 
informazioni  di  nostro  interesse,  altre  informazioni  non 
particolarmente interessanti per il nostro scopo, ma essenziali per 
coadiuvare  e  completare  le  informazioni  estrapolate  dall’analisi 
quantitativa  ad  esempio  informazioni  sull’export  e  sugli 
investimenti.
Il  server  aziendale,  inoltre,  ci  ha  permesso  di  ottenere  dati 
mensili,  dal  1996:3  al  2003:7,  dei  ricavi  e  delle  vendite.  Noi 
prenderemo in considerazione solo quest’ultimi, per la previsione 
della  produzione,  essendo  interessati  ad  una  pianificazione  di 
essa (TAB.1).Tab.1 Dati relativi alle vendite (espressi in kg)
Per  maggiore  chiarezza  presentiamo  qui  anche  il  relativo 
grafico in Fig.1
Fig.1 Grafico delle vendite (espressi in kg)
Altre informazioni complementari sono stati i dati sui ricavi per 
area geografica, utili a capire gli andamenti delle esportazioni 
verso i paesi dell’Unione Europea e verso i paesi dell’area dollaro 
(TAB.2)
1996 1997 1998 1999 2000 2001 2002 2003
GEN 1806 3144 2993 2935 3514 3993 2724
FEB 2412 3465 3834 4395 4810 4961 2946
MAR 218 3466 3367 3632 3359 3039 3302 1831
APR 755 3934 2732 3526 3811 4626 3791 1887
MAG 1806 2115 2536 2480 4553 3888 3039 2523
GIU 2000 2354 3873 5517 5348 4369 4093 3018
LUG 3554 3542 1037 1166 1366 1534 2059
AGO 1692 1572 4397 3563 5682 4724 3867
SET 3462 3284 4300 4038 5127 5811 4802
OTT 4454 2614 3189 2812 5111 4331 3375
NOV 2826 1802 2437 2273 3036 3095 2362








1996 1997 1998 1999 2000 2001 2002
XXXTab.2 Ricavi per area geografica (espressi in €)
Nonché  gli  andamenti  delle  valute  e  dei  cambi  dei  paesi 
interessati negli scambi dell’azienda XXX, in particolare il cambio 
€\dollaro1 (Fig.2)
Fig.2 Tasso di cambio mensile €/$
Altro aspetto di enorme interesse, perché di grosso peso sul 
prezzo del prodotto finito e quindi in possibile relazione con le 
vendite,  è  il  Fix  dell’argento.  Questo  è  il  prezzo  del  metallo 
prezioso determinato dalla borsa di Londra, poiché solo nella 
capitale britannica vengono fissati i prezzi dei preziosi (Fig.3).
                                                 $/ONCIA
1 Cfr. http://finance.yahoo.com
1998 1999 2000 2001 2002
MERCATO 
INTERNO 423.210   1.047.227  457.033   570.818  364.467 
MERCATO 
EUROPEO 576.175 606.801 757.00  713.587 685.197
MERCATO 
AREA 
















1996 1997 1998 1999 2000 2001 2002
FIXFig.3 Fix mensile della borsa di Londra
Tali  informazioni,  come  abbiamo  già  detto,  sono  state  scelte 
poiché in stretta correlazione con la situazione dell’azienda e con 
gli obbiettivi preposti all’inizio della ricerca. Siamo infatti convinti 
che  sia  il  Fix  dell’argento  che  il  cambio  €/dollaro  e  infine  i  dati 
sull’export,  in  particolar  modo  verso  i  paesi  della  zona  dollaro, 
siano  molto  significativi  per  una  stima  efficace  e  che  si  adatti  il 
meglio possibile alle continue fluttuazioni del mercato nel quale la 
nostra azienda opera.3.1.1 Analisi del cambio €/dollaro
Per interpretare la relazione che intercorre tra il cambio €/dollaro 
e la produzione bisogna analizzare la serie storica dall’entrata in 
vigore  della  moneta  unica  e  in  particolare  l’effetto  che 
quest’ultima ha avuto sulla moneta americana.
Nel 1999 dall’entrata in vigore della moneta europea, bastavano 
0,83  euro  per  un  dollaro.  Negli  anni  successivi  l’euro  perse 
progressivamente valore nei confronti del dollaro, con picchi vicini 
al 30% di deprezzamento. In un paio di occasioni la moneta unica 
ha  toccato  un  massimo  negativo  simmetricamente  opposto  al 
valore di partenza: 1,17 euro per dollaro. Ma dall’autunno del 2002 
l’euro ha cominciato a risalire stando per qualche mese vicino alla 
parità per poi arrivare nell’ultimo periodo a 1,10. 
Le  previsioni  di  breve  periodo,  come  afferma  Carlo  Pelanda2, 
“concordano in un rialzo dell’euro fino a 1,15 dollari, ma quelle di 
lungo  periodo  –  meno  concordi  –  vedono  una  ri-discesa  della 
moneta unica sotto la parità.
“L’altalena”  €/dollaro,  come  noto,  influenza  moltissimo 
l’economia  del  vecchio  continente  sia  da  un  punto  di  vista 
macroeconomica che da un punto di vista, più vicino alla nostra 
situazione aziendale, microeconomico. Più in generale l’economia 
di  euro-zona  dipende  moltissimo  dalla  competitività  valutaria, 
poiché i sistemi economici dei principali paesi europei sono assai 
rigidi  con  un  mercato  del  lavoro  ingessato  e  un  sistema  fiscale 
inadeguato  e  inefficiente  da  un  punto  di  vista  della 
concorrenzialità  globale  (VMET  s.p.a  2003).  Da  ciò  deriva  che 
l’economia europea si affida per la maggior parte all’export per 
aumentare anche di poco il Pil senza il quale la situazione sarebbe 
stagnante. Purtroppo l’euro così alto fa perdere competitività ai 
2 cfr. www.carloperlanda.com “Continua l’altalena euro/dollaro” del 10/07/2003prodotti diretti verso l’area dollaro, mandando in crisi le previsione 
di crescita attesa per il vecchio continente.
La  situazione  critica  da  un  punto  di  vista  macroeconimico  si 
traduce,  con  riferimento  alla  nostra  impresa,  con  la  diminuzione 
dell’export verso il paese con la quale intrattiene la maggior parte 
dei rapporti commerciali, gli USA, e dunque un conseguente calo 
della produzione (Fig.4) 
Fig.4 Confronto tra il tasso di cambio $/€ e le vendite
Da una prima analisi dei due grafici è possibile notare come, nel 
grafico delle quotazioni settimanali dell’euro, si intraveda un trend 
parabolico,  ad  eccezione  di  oscillazioni  determinate 
dall’andamento  del  mercato,  mentre,  nel  grafico  delle  vendite, 
l’andamento della parabolico sembra simmetrico.
Dall’analisi  più  specifica  che  faremo  nel  seguito  del  lavoro 
verificheremo  che  l’apparente  relazione  inversa  che  si  nota  da 
una prima lettura dei grafici sia realmente una relazione tra i due 
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3.1.2 Il valore dell’export
Dal 1975 al 1984 le esportazioni di preziosi sono cresciute di ben 
21  volte  in  termini  monetari.  Dopo  un  momentaneo 
ridimensionamento  nel  biennio  successivo,  l’export  imprime 
un’ulteriore e prolungata accelerazione che porta l’industria orafa 
italiana  ai  primi  posti  nelle  graduatorie  mondiali:  al  primo  per 
l’esportazioni,  al  secondo  per  la  produzione,  dopo  l’India.  In  un 
quarto di secolo (dal 1975 al 2001) il valore dell’export è cresciuto 
di ben 60 volte, grazie alla creatività degli operatori, alla flessibilità 
dell’intero  apparato  produttivo,  grazie  anche  alle  svalutazioni 
della  lira  prima  e  dell’euro  poi,  rispetto  al  dollaro  statunitense 
(Vicenza oro 2003).
Spostiamo ora l’attenzione sugli anni di nostro interesse. L’export 
ha cominciato ad avere un ruolo fondamentale nella produzione 
della nostra azienda dal 1998-1999 quando la domanda interna3 è 
crollata,  come  si  può  notare  da  una  prima  analisi,  anche  se 
approssimativa, dai grafici in Fig.5
Fig.5 Confronto ricavi del mercato interno ed esterno
In tale contesto si è verificato un vero e proprio boom nel 2000, 
che non ha precedenti nella vita dell’azienda con un incremento 
delle vendite di circa 3.000.000 € su base annua, e che presenta 
senza dubbio tratti di eccezionalità. Nella forte crescita del primo 
anno  del  nuovo  millennio  è  possibile  trovare  uno  dei  fattori  che 







1998 1999 2000 2001
ESTERO
DOMANDA MERCATO ESTEROhanno determinato la frenata dell’export del 2000, principalmente 
dovuto  speculazioni  sui  mercati  internazionali  di  alcuni  buyers 
(Gold  Report  2000)  che,  approfittando  dei  prezzi  insolitamente 
bassi, hanno pensato di aumentare le scorte in vista di rialzi previsti 
delle quotazioni di tutti i metalli preziosi4. La situazione non riguarda 
solo l’azienda XXX ma tutto il sistema, che ha visto un aumento 
percentuale tra il 1999 e il 2000 di circa il 23% (Tab.3).
Tab.3 Esportazione Italiana di oggetti preziosi (espressi in €)
La causa dell’abbassamento dei prezzi è da ricercarsi, a nostro 
parere,  anche  nel  crollo  nelle  quotazioni  del  dollaro5.  Vediamo 
infatti, confrontando i grafici in fig.2 e in fig.5, come l’export della 
nostra azienda, e quindi la sua produzione, sia in ascesa quando le 
quotazioni  dell’euro  rispetto  al  dollaro  calino  rapidamente, 
avendo  un  punto  di  arresto  localizzato  proprio  nell’anno  2000, 
quando  il  cambio  tornò  lentamente  a  essere  sfavorevole  per  i 
compratori d’oltre oceano. 
Negli anni successivi si assiste, sia da un punto di vista globale 
che da un punto di vista aziendale, ad un abbassamento  delle 
vendite che si traduce nella perdita di quote di mercato, dovuta 
anche  all’avvento  nei  mercati  globali  di  nuove  aziende 
4 Per metalli preziosi si intende Oro, Argento e Platino. Anche quest’ultimo eè considerato prezioso in quanto viene 
usato per tagliare i primi due metalli per aumentarne la quantità senza diminuirne la purezza.
5 Il dollaro è infatti la moneta con la quale si scambiano i metalli preziosi la cui unità di misura è $/oncia.
          ANNI       VALORI IN €
1996  3.820.771.685,00 
1997  4.119.865.704,00 
1998  4.173.798.753,00 
1999  4.647.665.479,00 
2000  5.717.230.073,00 
2001  5.385.610.179,00 
2002  5.062.473.568,00 maggiormente competitive da un punto di vista del prezzo e della 
qualità (Giusti, Marchesini 2002).3.1.3 Silver Fix della borsa di Londra
Ultimo  aspetto  correlato  con  la  produzione  da  noi  preso  in 
considerazione è la quotazione dell’argento stabilita dalla borsa di 
Londra. Dopo una breve analisi del grafico in fig.6, si può notare 
una tendenza al ribasso sino all’ultimo trimestre del 2001, quando 
le quotazioni hanno ricominciato una lenta ma costante risalita.
Per  sottolineare  l’andamento  di  lungo  periodo  della  serie  ed 
evidenziare  l’andamento  altalenante  sopra  citato  abbiamo 
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Il risultato è il seguente (Fig.6).
Fig.6 Andamento generale del Fix dell’argento (dati mensili)
che  ci  dimostra  come,  dopo  una  forte  speculazione  del  1998 
nella  quale  un  grossista  statunitense  si  accaparrò  tutte le  riserve 
d’argento  mondiali,  il  metallo  prezioso  sia  andato  lentamente 
perdendo  valore  sino  alla  fine  del  2001,  ritornando,  negli  anni 
successivi, al valore registrato alla fine del 2000.
Le  cause  di  questa  variazione  repentina,  che  ha  avuto 
sicuramente una ripercussione sulla produzione dell’azienda XXX, è 







1998 1999 2000 2001 2002 2003
MM1
FIX ARGENTOcalo  della  quotazione  del  dollaro  sull’euro.  Come  sappiamo, 
infatti, i metalli preziosi in generale e, l’argento in particolare, sono 
molto  sensibili  alle  tensioni  internazionali,  e  la  tragedia  dell’11 
settembre 2001 con la conseguente guerra in Afganistan prima e 
in  Irak  poi,  hanno  contribuito  all’aumento  del  valore  dei  beni 
cosiddetti “di lusso”.
L’aumento  della  materia  prima,  dunque,  e  la  perdita  di 
competitività  dei  prodotti  dovuta  al  cambio  sfavorevole  nei 
confronti  del maggior  acquirente,  gli  USA,  hanno  fatto  sì  che le 
vendite  dell’azienda  orafa  da  noi  studiata,  subissero  un  brusco 
arresto.CAP.4
MODELLAZIONE
4.1. PROCESSO DI MODELLAZIONE
Per  la  parte  di  approssimazione  abbiamo  deciso  di 
utilizzare il programma statistico E-views.
Questo ci ha permesso di analizzare i dati dando una 
nostra interpretazione sul processo generatore della serie 
sotto  studio,  e,  in  seguito  darne  anche  un’eventuale 
stima per l’anno avvenire, fornendo all’azienda XXX un 
possibile  strumento  di  studio  e  di  discussione  per 
un’eventuale programmazione della produzione.
La serie che noi andremo ad analizzare, come detto in 
precedenza6, ci appare come in Fig.7
Fig.7 Grafico delle vendite (espressi in kg)
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XXXAd  una  prima  visione  è  possibile  notare  un  trend 
crescente la cui fase è relativamente costante, a meno 
di  variazioni  oscillatorie,  sino  a  circa  metà  dell’anno 
2001;  in  seguito  si  intravede  un  lieve  scostamento, 
dovuto  alla  diminuzione  delle  vendite,  sino  al  mese  di 
Luglio 2003.
La presenza di un trend fa presupporre un andamento 
non  stazionario  della  serie  delle  vendite  che 
compromette la modellazione della stessa.
Un’ulteriore  conferma  viene  dal  tentativo  di 
modellazione  con  un  operatore  autoregressivo 
stagionale di periodo dodici (Tab.4).
Tab.4 Stima modello SARIMA(0,0,0)x(1,0,0)12
Come possiamo dimostrare (Di Fonzo, Lisi 2001), infatti, il 
processo AR è stazionario solo se l’inverso dei coefficienti 
è, in modulo, < 1. Nel modello da noi stimato è pari a 1 
(Inverted AR Roots). Ciò sta a significare che la serie non 





Included observations: 76 after adjusting endpoints
Convergence achieved after 2 iterations
Variable Coefficien
t
Std. Error t-Statistic Prob.  
AR(12) 0.960771 0.037325 25.74082 0.0000
R-squared 0.034231     Mean dependent var 3294.092
Adjusted R-squared 0.034231     S.D. dependent var 1137.513
S.E. of regression 1117.875     Akaike info criterion 16.88932
Sum squared resid 93723259     Schwarz criterion 16.91998
Log likelihood -640.7940     Durbin-Watson stat 1.241702
Inverted AR Roots 1.00    .86+.50i    .86 -.50i    .50+.86i
   .50 -.86i    .00+1.00i -.00 -1.00i -.50+.86i
-.50 -.86i -.86+.50i -.86 -.50i -1.00Per ottenere una stima attendibile potremo prendere 
una sua trasformata ovvero, nel nostro caso, la serie con 
differenziazione non stagionale
1 ￿ ￿ = ￿ t t t Y Y Y
A questo punto, la nostra serie di riferimento non sarà più XXX, 
bensì  la  sua  differenza  prima  ovvero  la  serie  D(XXX),  dove  D 
rappresenta la differenziazione (Fig.8).
Fig.8 Serie Differenziata
Dal  grafico  (Fig.8)  si  vede  coma  la  serie,  ora,  sia  priva  di  un 
trend che non sia quello costante. 
Per  capire  le  caratteristiche  della  nuova  serie,  andiamo  ad 
osservare il correlogramma di D(XXX). Notiamo, dalle correlazioni 
espresse dalle bande, come la dipendenza sia significativa sia tra 
mesi dello stesso anno che tra mesi di anni diversi. A prima vista, 
dunque dovremo utilizzare sia una componente non stagionale, 
per  modellare  la  dipendenza  all’interno  degli  anni,  sia  una 
componente  stagionale  per  modellare  la  dipendenza  extra  -
annuale.
Iniziamo  l’analisi  con  una  componente  a  media  mobile 
stagionale  di  periodo  12,  dato  che  nel  correlogramma  si  nota 













Included observations: 87 after adjusting endpoints
Convergence achieved after 43 iterations
Backcast: 1995:04 1996:03
Variable Coefficient Std. Error t-Statistic Prob.  
MA(12) 0.885749 1.32E-05 66884.61 0.0000
R-squared 0.392151     Mean dependent var 32.18391
Adjusted R-squared 0.392151     S.D. dependent var 1514.813
S.E. of regression 1181.018     Akaike info criterion 16.99757
Sum squared resid 1.20E+08     Schwarz criterion 17.02591
Log likelihood -738.3943     Durbin-Watson stat 2.993599
Inverted MA Roots    .96 -.26i .96+.26i    .70+.70i    .70 -.70i
   .26 -.96i    .26+.96i -.26 -.96i -.26+.96i
-.70 -.70i -.70 -.70i -.96+.26i -.96 -.26i
Tab.5 Output modello SARIMA(0,1,0,)x(0,0,1)12
Come  possiamo  notare  dall’output  (Tab.5)  il  coefficiente  a 
media mobile stagionale risulta significativo e l’approssimazione, 
come è possibile vedere dal grafico, è abbastanza buona (Fig.9).
Fig.9 Valori Stimati modello SARIMA(0,1,0)x(0,0,1)12
Dall’analisi del correlogramma dei residui si nota come 
l’assunzione  del  modello  fatta  in  precedenza  sia 
corretta, anche se i residui non assumono totalmente un 
andamento  tipico  di  un  processo  White  Noise.  La 
dipendenza stagionale è stata modellata ma ritroviamo 
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Risidui XXX Valori Stimatiosservazioni,  assimilabili  al  comportamento  di  un 
processo a media mobile non stagionale.
Introduciamo, dunque, un processo a media mobile di grado 1, 




Included observations: 87 after adjusting endpoints
Convergence achieved after 11 iterations
Backcast: 1995:03 1996:03
Variable Coefficient Std. Error t-Statistic Prob.  
MA(1) -0.824610 0.049009 -16.82579 0.0000
SMA(12) 0.422200 0.095688 4.412264 0.0000
R-squared 0.553419     Mean dependent var 32.18391
Adjusted R-squared 0.548165     S.D. dependent var 1514.813
S.E. of regression 1018.237     Akaike info criterion 16.71225
Sum squared resid 88128605     Schwarz criterion 16.76894
Log likelihood -724.9830     Durbin-Watson stat 1.925384
Inverted MA Roots    .90 -.24i    .90+.24i        .82    .66+.66i
   .66 -.66i    .24+.90i    .24 -.90i -.24 -.90i
-.24+.90i -.66+.66i -.66+.66i -.90+.24i
-.90 -.24i
Tab.6 Output stima modello SARIMA(0,1,1)x(0,0,1)12
Possiamo  notare  come  entrambi  i  coefficienti  siano 
significativi  e  come  i  due  criteri  di  valutazione  del 
modello, Akaike e Schwarz, siano, in valore assoluto, più 
bassi del modello precedente. Ciò sta a significare che i 















1996 1997 1998 1999 2000 2001 2002
Residui XXX Valori StimatiFig.10 Valori Stimati modello SARIMA(0,1,1)x(0,0,1)12
Dal  correlogramma  dei  residui  del  modello 
SARIMA(0,1,1)x(0,0,1)12  si  nota  che  è  ancora  presente 
qualche  tipo  di  dipendenza  essendoci  la  prima 
correlazione significativa, ovvero al di sopra delle bande 
di confidenza.
Tale  dipendenza  potrebbe  essere  dovuta  al  legame 
della  nostra  serie  con  qualche  fenomeno  esterno  ad 
essa, come il tasso di cambio €/dollaro contemporaneo. 
In questo caso la variabile del tasso di cambio verrebbe 
definita esogena in quanto non dipendente dalla nostra 
serie delle vendite.
Il  modello  stimato  con  la  serie  esogena  risulta  ancor  più 
significativo del precedenti due (Tab.7).Tab.7 Output Stima modello SARIMA(0,1,1)x(0,0,1)12 +Tasso
Come si può notare il modello presenta i due criteri di 
confronto,  in  valore  assoluto,  più  bassi  delle  altre  due 
stime e i coefficienti del modello sono tutti significativi e 
approssima  molto  bene  i  dati,  senza  la  presenza  di 





Included observations: 87 after adjusting endpoints
Convergence achieved after 14 iterations
Backcast: 1995:03 1996:03
Variable Coefficient Std. Error t-Statistic Prob.  
TASSO 4279.828 1650.661 2.592797 0.0112
MA(1) -0.914095 0.042157 -21.68296 0.0000
SMA(12) 0.340028 0.098274 3.460006 0.0009
R-squared 0.573657     Mean dependent var 32.18391
Adjusted R-squared 0.563506     S.D. dependent var 1514.813
S.E. of regression 1000.802     Akaike info criterion 16.58887
Sum squared resid 84134813     Schwarz criterion 16.67390
Log likelihood -722.9656     Durbin-Watson stat 1.979354
Inverted MA Roots        .91    .88+.24i    .88 -.24i    .65 -.65i
   .65+.65i    .24+.88i    .24 -.88i -.24 -.88i
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Residui XXX Valori StimatiFig.11 Valori Stimati modello SARIMA(0,1,1)x(0,0,1)12 +Tasso
Per  completezza  prendiamo  anche  in  considerazione  il  Fix 
dell’argento  ma  notiamo  subito,  inserendolo  all’interno  del 
modello previsto in precedenza, come sia per nulla significativo 





Included observations: 87 after adjusting endpoints
Convergence achieved after 18 iterations
Backcast: 1995:03 1996:03
Variable Coefficient Std. Error t-Statistic Prob.  
TASSO 5722.896 2335.313 2.450591 0.0164
SILVER -512.6956 349.6614 -1.466263 0.1464
MA(1) -0.540396 0.059611 -9.065369 0.0000
SMA(12) 0.910660 0.021762 41.84654 0.0000
R-squared 0.625325     Mean dependent var 32.18391
Adjusted R-squared 0.611783     S.D. dependent var 1514.813
S.E. of regression 943.8352     Akaike info criterion 16.58267
Sum squared resid 73938460     Schwarz criterion 16.69604
Log likelihood -717.3460     Durbin-Watson stat 2.350473
Inverted MA Roots    .96 -.26i    .96+.26i    .70+.70i    .70 -.70i
       .54    .26 -.96i    .26+.96i -.26 -.96i
-.26+.96i -.70 -.70i -.70 -.70i -.96+.26i
-.96 -.26i
Tab.8 Output Stima Modello SARIMA(0,1,1)x(0,0,1)12 +Tasso + SilverIl  nostro  modello  finale  è  dunque  del  tipo 
SARIMA(0,1,1)x(0,0,1)12 con la presenza di una variabile 
esogena  t X  rappresentata dal tasso si cambio tra le due 
monete.  Abbiamo  optato  per  il  seguente  modello 
poiché  l’outocorrelazione  dei  residui  è  stata 
completamente modellata (Ljung, Box 1978). 
In forma estesa si presenterà come il seguente
t t t X B B Y B ￿ + + + ￿ = ￿ 896 . 5722 ) 910660 . 0 1 )( 540396 . 0 1 ( ) 1 (
12
con  12 ,..., 0 ￿ = t t Y Y (Di Fonzo, Lisi 2001).
4.1.1 Problematiche di previsione
Ottenute  le  stime  dei  coefficienti  applicabili  all’equazione,  la 
stima per l’anno seguente non procura alcuna complicazione di 
tipo matematico. La previsione per l’intervallo mensile 2003:07 –
2004:07,  sarebbe  molto  immediata:  purtroppo  però  non 
possediamo i valori per l’intervallo in considerazione del tasso di 
cambio €/dollaro. A questo punto, come sappiamo, la stima di 
tali valori è equiparabile al valore vero del dato più un errore di 
stima:
k t k t k t X X + + + + = ￿
)
Stimando  i  valori  del  tasso  di  cambio  andremo  a 
sostituire  alla  serie  il  processo  a  noi  noto,  in  modo  da 
ovviare al problema previsionale.4.2 APPROSSIMAZIONE DEL TASSO DI CAMBIO
Per  l’analisi  della  serie  partiamo  dal  correlogramma 
che ci identifica subito il fenomeno come assimilabile ad 
un modello ARIMA(0,1,1).
Procedendo  alla  stima  dell’equazione  otteniamo 
(Tab.9)
Tab.9 Output Stima modello ARIMA(0,1,1)
e come possiamo notare, il coefficiente è significativo 
con un  05 . 0 = ￿ . Anche dalla consultazione del grafico di 
stima  notiamo  come  il    modello  stimato  approssimi 
abbastanza bene i dati raccolti (Fig.12); inoltre nei residui 




Included observations: 88 after adjusting endpoints
Convergence achieved after 6 iterations
Backcast: 1996:03
Variable Coefficient Std. Error t-Statistic Prob.  
MA(1) 0.236678 0.106087 2.230986 0.0283
R-squared 0.061607     Mean dependent var 0.000601
Adjusted R-squared 0.061607     S.D. dependent var 0.025177
S.E. of regression 0.024390     Akaike info criterion -4.578028
Sum squared resid 0.051752     Schwarz criterion -4.549877
Log likelihood 202.4333     Durbin-Watson stat 1.909356
Inverted MA Roots -.24Fig.12 Valori Stimati modello ARIMA(0,1,1)
A  questo  punto  nella  previsione  del  modello  non 
faremo  più  rientrare  la  variabile  esogena  t X , 
rappresentante  il  tasso  di  cambio,  bensì  una  sua 
previsione, secondo un modello ARIMA(0,1,1).
Tale  tipologia  di  modello,  però,  ci  permette  una 
previsione di un solo passo in avanti nel tempo (es: se la 
nostra  serie  termina  nel  periodo  2003:06,  potremo 
prevedere solo il 2003:07 e non oltre). Se cerchiamo di 
prevedere  i  valori  per  l’intero  periodo  di  interesse,  la 
previsione del processo si assesta lungo il valore atteso 
del processo stesso: nel nostro caso 0.
Per  ottenere  una  previsione  piuttosto  attendibile 
dovremo  dunque  procedere  un  passo  per  volta: 
prevedere prima il 2003:07 poi, utilizzando la nuova serie, 
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Residui D(TASSO) Valori StimatiCAP. 5
PREVISIONE
5.1. TEORIA SULLA PREVISIONE NEI MODELLI ARIMA
Una volta che il modello della classe ARIMA è stato specificato 
(Box, Jankins, 1976), esso può essere utilizzato per la previsione dei 
valori  futuri  della  serie  storica  oggetto  di  studio:  utilizzeremo, 
dunque, le informazioni disponibili sino all’istante n per prevedere i 
valori della serie d’interesse al tempo n+k.
In  particolare  data  la  serie  delle  vendite  mensili  } {
n
t t Y 1 = ,  la 
previsione  n k n y | +
) di  k n y +   è  il  valore  che  assume  il  previsore  n k n Y | +
)
all’istante n+k. In teoria, per una giusta formulazione, dovrebbero 
essere  soddisfatte  alcune  assunzioni,  tra  cui  la  presenza  di  un 
numero infinito di osservazioni passate del processo  } { t Y . Questo 
nella realtà è impossibile e, come nel nostro caso, si ritiene che un 
numero  sufficientemente  alto  di  osservazioni  possa  essere 
comunque utilissimo.
Si dimostra facilmente (Di fonzo, Lisi 2001), che il previsore che 
minimizza la funzione di perdita dell’errore definita come
n k n k n k n Y Y e | + + + ￿ =
)
ovvero  lo  scostamento  che  la  previsione  ha  nei  confronti  del 
valor vero, è ottimo e dunque utilizzabile.5.1.1 Previsione del tasso di cambio €/dollaro
Nel  nostro  caso,  per  la  previsione  del  tasso  di  cambio, 
utilizzeremo un modello della classe ARIMA(0,1,1)7. In particolare 
la serie con i valori stimati, passo a passo, per l’intervallo di tempo 
a  noi  utile  per  la  previsione  delle  vendite,  e  quindi  della 
produzione, risulta essere la seguente (Fig.13).
Fig.13 Previsione tasso si cambio
A questo punto, nel modello finale potremo inserire non più la 
serie del tasso di cambio  t X  bensì una sua stima,  t X
)
.
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PREVISIONE5.2. TEORIA SULLA PREVISIONE CON MODELLI SARIMA
I  concetti  fondamentali  sulla  previsione  nei  processi  SARIMA 
sono  i  medesimi  di  quelli  espressi  nel  paragrafo  5.1,  più 
precisamente  quelli  sulla  previsione  nei  processi  ARIMA. 
Facilmente  intuibile  in  quanto  i  processi  stagionali  sono 
un’estensione dei processi non stagionali.
5.2.1 Previsione della serie delle Vendite
Avendo  individuato  il  modello  generatore  dei  dati,  e  quindi  i 
coefficienti e la previsione sulla serie esogena, la previsione delle 
vendite,  e  quindi  della  produzione  della  nostra  azienda  XXX,  è 
piuttosto fattibile.
Per  maggior  accuratezza  abbiamo  stimato  i  due  valori 
immediatamente  successivi  data  tutta  la  serie.  Procedendo  a 
piccoli passi, la stima, anche dei valori più lontani dall’ultimo dato 
raccolto,  è  particolarmente  più  affidabile.  La  previsione  per 
l’anno successivo rispetto alla serie differenziata delle vendite, è 
raccolta nella Tab.10













Dic -250.466.102.623La procedura di previsione ripetuta tante volte quanti sono i 
mesi  di  nostro  interesse,  ci  fornisce  i  valori  previsti,  ovvero  i 
valori  dell’intervallo  2003:07  –  2004:07,  con  i  rispettivi  errori 
standard di previsione, pari a due volte lo scarto quadratico 
medio (Fig.14)
Fig.14 Valori Previsti
La serie completa dei valori previsti diventa dunque (Fig.15)
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NUOVA D(XXX)5.3 CONCLUSIONI
Come possiamo notare dai valori del grafico in Fig.14, i valori 
della  serie  stimata  hanno  un  margine  d’errore  piuttosto  alto. 
Questo poiché nel settore nel quale opera l’azienda da noi presa 
in  considerazione,  partecipano  una  serie  di  fattori  esogeni 
impossibili  da  modellare  e  da  prevedere  quali  la  variazione 
periodica  della  moda  e  il  cambiamento  dei  gusti  dei 
consumatori.
Impossibili,  appunto,  da  prevedere  con  approssimazioni 
matematiche;  solo  la  capacità  imprenditoriale  dei  titolari 
dell’azienda e del loro consiglio di amministrazione potrà captare 
tali  variazioni  e,  tramite  una  tecnologia  all’avanguardia, 
abbassare il margine degli errori standard di previsione.
Senza  dubbio  una  linea  guida  è  stata  segnata  da  questa 
ricerca. Sulla base delle stime sulle vendite, infatti, l’azienda XXX 
potrà  programmare  la  produzione  tenendosi  all’interno  delle 
bande fissate.
In questo modo sarà in grado di abbassare ulteriormente i costi 
di gestione del magazzino ed evitare gli sprechi.Bibliografia
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