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Department of Biology, Emory University, Atlanta, GeorgiaABSTRACT The control of pathogen density during infections is typically assumed to be the result of a combination of resource
limitation (loss of target cells that the pathogen can infect), innate immunity, and specific immunity. The contributions of these
factors have been considered in acute infections, which are characterized by having a short duration. What controls the path-
ogen during persistent infections is less clear, and is complicated by two factors. First, specific immune responses become
exhausted if they are subject to chronic stimulation. Exhaustion has been best characterized for CD8 T cell responses, and
occurs through a combination of cell death and loss of functionality of surviving cells. Second, new nonexhausted T cells can
immigrate from the thymus during the infection, and may play a role in the control of the infection. In this article, we formulate
a partial-differential-equation model to describe the interaction between these processes, and use this model to explore how
thymic influx and exhaustion might affect the ability of CD8 T cell responses to control persistent infections. We find that although
thymic influx can play a critical role in themaintenance of a limited CD8 T cell response during persistent infections, this response
is not sufficiently large to play a significant role in controlling the infection. In doing so, our results highlight the importance of
resource limitation and innate immunity in the control of persistent infections.INTRODUCTIONThe control of pathogen within an infected host is typically
assumed to be the result of a combination of resource limi-
tation, innate immunity, and antigen-specific immunity. In
the case of infections with intracellular pathogens such
as viruses, resource limitation arises from the loss of cells
that the pathogen is able to infect. Innate immunity arises
from the rapid activation of macrophages, NK cells, and
other factors in a manner that is not dependent on the specific
antigens displayed by the pathogen (1,2). Antigen-specific
immune responses are generated by the clonal expansion
of a few pathogen-specific cells to generate a large popula-
tion of cells specific for the pathogen (3).
The contributions of these mechanisms to the control of
infections are a key problem that has been the focus of a
number of modeling and experimental studies. Most studies
have focused on the role of these factors in the control of
acute infections such as influenza (which are characterized
by the rapid growth of the pathogen followed by its elimina-
tion in the course of a few weeks), or the initial acute phase
of persistent infections such as HIV and malaria. Although
the role of all three of these factors has been widely debated
in the case of influenza infections (4–6), the evidence sug-
gests that innate immunity plays a dominant role. Both
resource limitation and innate immunity have been sug-
gested to play a key role in the initial control of murine
malaria infections as this occurs before the generation of
specific immunity (7–9). The initial control of HIV infec-
tions was suggested to be due to resource limitation (10),Submitted January 13, 2012, and accepted for publication July 26, 2012.
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immunodeficiency virus have shown that the initial decline
in virus, taking place a few weeks after infection, is due to
specific immunity (11). The role of these factors for the
control of persistent infections (e.g., lymphocytic choriome-
ningitis virus [LCMV], hepatitis C virus, and polyomavirus
[PyV]), though of central importance, is largely unexplored.
What happens after the initial clonal expansion of path-
ogen-specific cells depends largely on whether the pathogen
is cleared or not (i.e., whether the infection is acute or
persistent). In the case of an acute infection, the pathogen
is rapidly cleared, and is followed by the maintenance of
a stable population of antigen-specific cells that character-
izes immunological memory. In contrast, if the infection
persists, the cells that have undergone expansion become
habituated to constant stimulation by the persisting antigen
in a phenomenon called immune exhaustion. Exhausted
cells have deficiencies in proliferation and reduced func-
tionality (12–14). Exhaustion has been shown to occur in
the context of both CD4 and CD8 T cell as well as antibody
responses (12,15–19), and has been suggested to play a key
role in regulating immune responses during persistent in-
fections and cancer (20,21). Because exhaustion has been
best characterized in the context of CD8 T cell responses,
we focus on the dynamics of these responses in this article.
An additional difference between acute and chronic
infections is that pathogen-specific naive T cells (new cells
that have not previously encountered antigen and are nonex-
hausted) can immigrate from the thymus during persistent
infections, and these cells may play a role in the control
of the infection. (The influx of new cells from the thymus
does not play an important role during acute infections
because the duration of these infections is short.) Recent
experiments have examined the role of thymic influx duringhttp://dx.doi.org/10.1016/j.bpj.2012.07.059
T-Cells in Persistent Infections 1803persistent infections. Vezys et al. (14) have shown that in
polyoma virus infections of mice, thymic influx is necessary
to maintain CD8 T cell numbers in the long-term. These
authors have shown that in both PyV and LCMV during
the persistent stage of infection, an influx of pathogen-
specific CD8 T cells from the thymus is observed. This
thymic influx of pathogen-specific naive T cells generates
diversity in the CD8 population during persistent PyV
infection, as the new cells are relatively functional whereas
the older cells are exhausted. There is an additional
feedback between pathogen density and the influx of new
pathogen-specific cells. This influx from the thymus is in-
versely dependent on the pathogen density, because at high
pathogen densities, pathogen-specific T cells will undergo
deletion in the thymus.
The combination of thymic influx, antigen-dependent
proliferation, and exhaustion gives rise to a complex interac-
tion where increases in pathogen density limit thymic influx,
increase T cell proliferation, and also enhance progression
toward a state of exhaustion. We develop mathematical
models, which incorporate these interactions and use the
models to explore the dynamics of pathogen and immune
cells during persistent infections. These models include
clonal expansion, exhaustion, thymic influx, and thymic dele-
tion. We show below that these factors alone result in an
unstable state where fluctuations result in either clearance
or decay of the T cell population. We find that pathogen-
resource limitations and innate immunity, when included,
provide stabilizing mechanisms for controlling pathogen
density during persistent infections, and that in this situation,
specific T cell responses play a minor role in controlling the
pathogen.
We note that exhaustion is one of themultiple mechanisms
to protect against autoimmunity as well as limiting immune
pathology (22,23). Other mechanisms by which the immune
system prevents the generation of T cell responses against
both self and nonself-antigens include clonal deletion and
clonal anergy. Clonal deletion describes the process of
central tolerance in which T cells specific for antigens
present on cells in the thymus are deleted during maturation
(24). Anergy is amechanism of peripheral tolerancewhereby
T cells that encounter specific antigen in the absence of
costimulation (an indication of infection) are rendered
nonfunctional (25). Exhaustion is another mechanism of
peripheral tolerance that limits immune-system-mediated
pathology that would occur during persistent infections.MODEL
The model presented below utilizes a structured population
dynamics approach with continuous structuring variable
(26) to study the diversity of exhaustion levels in the popu-
lation of CD8 T cells. Similar structured population models
of diverse T cell populations have been used to study the
effect of the Hayflick limit in persistent infections (27),the dynamics of programmed T cell responses, and differen-
tiation between CD4 subtypes (28).
In this article, the lymphocytes we consider are cytotoxic
CD8 T cells, which for brevity we refer to simply as T cells.
The model used here considers T cell exhaustion as a contin-
uous spectra.Cells have an internal variablea,whichdescribes
their exhaustion level, ranging from a ¼ 0 for nonexhausted,
to a ¼ 1 for complete exhaustion. A similar model utilizing
an internal variable for T cell exhaustion without thymic
influx, was presented in Johnson et al. (29). Without thymic
influx, the entire population was considered homogeneous,
with all T cells having identical exhaustion level.
Because we are considering the effects of thymic influx,
we must incorporate diversity in the level of exhaustion of
different T cells in the model. The diversity arises from the
continual influx of nonexhausted naive T cells (a ¼ 0) from
the thymus during the course of the infection, and the gradual
exhaustion of these cells over time. Diversity is incorporated
using a partial differential equation (PDE) with a boundary
condition describing the thymic influx. Rather than have
a total number of T cells described by an ordinary differential
equation, the PDE describes the evolution of a density of
T cells U(a,t). The density is the abundance of cells at each
value of exhaustion a. The integral of this density over the
range of exhaustion levels is the total number of T cells X.
The extension to a PDE (via the structured population
approach (26)) consists of constructing a nonconservative
advection equation. These tools give a straightforward result
for our system:
vUða; tÞ
vt
¼  v
va

d

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4þ P a

Uða; tÞ

þ

sð1 aÞ P
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
Uða; tÞ; (1)
d
P
Uð0; tÞ ¼ a K
m
: (2)
4þ P Km þ Pm
A derivation of these equations, based on mechanistic
considerations of PD-1 expression (a protein shown to
drive T cell exhaustion), and antigen-presenting cells in-
teracting with pathogen and CD8 T cells, is presented in
the Supporting Material.
This PDE can be understood by viewing the two terms on
the right-hand side of Eq. 1 separately. The term under the
derivative with respect to a is the flux, describing cells
changing in a, either progressing to exhaustion or recovering
from it. The flow rate of the flux varies with a, and is given by
da
dt
¼ d

P
4þ P a

: (3)
The second term in Eq. 1 models the birth and death
of cells at a particular value of exhaustion. The effect ofBiophysical Journal 103(8) 1802–1810
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FIGURE 1 (Color online) Time series simulations of persistent infec-
tions using the model defined in Eqs. 1, 2, and 4. (Red) Pathogen P; (black)
T cells X(t). The fill under the T cell curve shows the fraction of cells with
a given exhaustion level, similar to a stacked bar chart. The distribution for
the case with thymic influx (A) converges to the distribution shown in Fig. 2.
Without thymic influx (B) the T cell population decays to zero and has very
little heterogeneity at any given time. Numerical values of the model
parameters used in the simulation can be found in Table 1.
1804 Stromberg and Antiaexhaustion in the model is the reduction of CD8 T cell
proliferation rate.
The boundary condition (Eq. 2) is the flux at a ¼ 0 that is
set to equal the influx of cells from the thymus. We have
included thymic deletion in this term, taking thymic influx
to be a monotonically decreasing function of pathogen
density P. We have used anm-order Hill function to describe
this reduction in influx. This function for influx transitions
from a gradual decrease with low m value, to a more
threshold like function at high m.
We describe the change in the pathogen density using two
terms. Because this article focuses on the role of specific
immune responses on the control of persistent infections,
we use a simple logistic function to describe pathogen
growth. The logistic function has a carrying capacity C
representing a combination of resource limitations on path-
ogen growth rates, and limitations due to innate immunity.
See the Supporting Material for derivation and details.
Clearance of pathogen by the T cell response is described
by a mass-action term in which clearance is proportional
to both pathogen and lymphocyte density. Taken together,
we have
dP
dt
¼ rP

1 P
C

 kP
Z1
0
Uða; tÞda;
¼ rP

1 P
C

 kPX;
(4)
where X is the total number of T cells.
We have limited our analysis to persistent infections.
These pathogens are neither latent nor sequestered in
contrast to infections like Herpes virus or mycobacteria,
which utilize other mechanisms to subvert the immune re-
sponse. Additionally, we do not consider antigenic varia-
tion, another subversion mechanism.TABLE 1 Definition of model parameters and numerical
values of the parameters used in simulations
Parameter Symbol Value Units
Pathogen growth r 10 Day1
Pathogen threshold C 106 Cells/mL
Killing k 106 Cell/mL/cell/day
Stimulation coefficient 4 103 Cell/mL
Progression rate d 0.2 Day1
T cell growth s 4 Day1
T cell decay d 0.3 Day1
T cell influx a 1 Cells/mL/day
Influx coefficient K 104 Cell/mL
Influx Hill coefficient m 2
Initial pathogen density P(0) 1 Cell/mL
Initial T cells X(0) 1 Cell/mLTrajectories
A numerical simulation of the development of a persistent
infection from the model (Eqs. 1, 2, and 4) is shown in
Fig. 1 A. The numerical values of parameters used in the
simulation are found in Table 1.
In Fig. 1 A, the red curve is the pathogen density P and
the black curve, the T cell density X. The fill under the
T cell curve shows the stacked fractions of cells with
indicated exhaustion levels, blue for nonexhausted (a ¼ 0)
to red for completely exhausted (a ¼ 1).
The simulation in Fig. 1 A shows the pathogen rapidly
proliferating from the inoculating dose to the carrying
capacity C. The high level of pathogen causes the T cells
to rapidly progress to an exhausted phenotype (red fill) by
around day 10. The system then converges to a stable,
persistent infection.Biophysical Journal 103(8) 1802–1810The effect of thymic influx can be seen in the persisting
small numbers of T cells with moderate levels of exhaustion
(yellow, and orange fill). Thymic deletion reduces the influx
(Eq. 2) from 1 cell/mL/day before the infection, to 1  104
cells/mL/day during the persistent phase.Equilibrium distributions
Here we look at stationary distributions Ueq(a) for U(a,t)
when P is held constant. These can be found by setting
the time derivative in Eq. 1 to zero:
v
va

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P
4þ P a

UeqðaÞ

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
sð1 aÞ P
4þ P d

UeqðaÞ;
(5)
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d
4þ PUeqð0Þ ¼ a Km þ Pm : (6)
Solving these differential equations is aided by first solving
for the flux Y(a) at equilibrium,
YðaÞ ¼ d

P
4þ P a

UeqðaÞ; (7)
PdY
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Because the only source of new cells is at a¼ 0, we know
that above any point where Y(a)¼ 0, the density Ueq(a)¼ 0.
We can see from Eq. 10 that for a > P/(f þ P), Ueq(a) ¼ 0.
This gives us an upper limit on exhaustion level when
P remains constant:
am ¼ P
4þ P: (11)
This value also determines the existence of a stationary
distribution. We see that if the proliferation term in Eq. 1
has a positive value at am, then cells will proliferate indefi-
nitely and the number of T cells is not bounded. The con-
dition for existence of a stationary distribution for Eq. 5
is therefore given by
sð1 amÞ P
4þ P< d: (12)
This sets a discontinuous range on values of P, where
a stationary solution Ueq(a) exists as
P%4
"
 1þ s
2d
 
1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 4d
s
r !#
; (13)
dFIGURE 2 Stationary solution of Eq. 1 when P is held constant. The
T cell population in Fig. 1 A is converging to the density pictured here.
For a > P/(f þ P), the density equals zero.¼ P1z4
s
; (14)
andPR4
"
 1þ s
2d
 
1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 4d
s
r !#
; (15)
s¼ P2z4
d
; (16)
where the approximations are valid as s[ d. The inter-
pretation of the two discontinuous regions is: for small P
satisfying Eq. 13, the pathogen is not stimulating T cells
to a large-enough extent to overcome the natural decay;
for large P satisfying Eq. 15, the cells become so exhausted
that they can no longer proliferate efficiently. In the inter-
mediate range of pathogen values, T cells never become
exhausted enough to halt proliferation and there is no bound
on T cell density.
Calculating the equilibrium solution Ueq(a) from Y(a),
we have
UeqðaÞ ¼ YðaÞ
d
P
4þ P da
; (17)
m
 d
d
s
d
4P
ð4þPÞ21¼ a
d
K
Km þ Pm e
s
d
P
4þP a  4þ P
P
1 a4þ P
P
;
(18)
valid for P values specified by Eqs. 13 and 15 and for a% P/
(f þ P). For a > P/(f þ P), Ueq(a) ¼ 0. The T Cell popu-
lation in Fig. 1 A is converging to the density in Fig. 2.
For some choices of parameter values, Ueq(a) can have
a singularity at am (not shown). In these cases, the integral
of the distribution will still remain finite. The distribution
in those cases therefore remains bounded and biologically
meaningful.
The total number of cells at equilibrium is also of interest
to us, as it governs the pathogen killing in Eq. 4. This isBiophysical Journal 103(8) 1802–1810
1806 Stromberg and Antiafound by integrating the stable distribution over the range
of exhaustion levels,
X ¼
Z1
0
UeqðaÞda (19)
a Km s P2
 
sP2
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!
;
(20)
where g(.) denotes the lower incomplete gamma function
defined by
gðb; xÞ ¼
Zx
0
ettb1dt: (21)
In Fig. 3, we have plotted X (Eq. 20) as a function of P when
P is held constant. Here we see that the solution only exists
for P values specified by the ranges in Eqs. 13 and 15.D
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In the following subsections, we examine the consequences
of this model. The model suggests that persistent infections
require both T cell exhaustion and restrictions to pathogen
growth (from resource limitations or innate immunity),
that a stable population of T cells requires thymic influx,
and that T cells do little to control the infection.T 
ce
lls
 - 
X
To
ta
l C
 In
flu
x
N
o
100
102
4
106Fixed points
A persistent infection corresponds to a stable fixed point of
the model described by Eqs. 1, 2, and 4. The existence of thePathogen - P
To
ta
l C
D
8 
T 
ce
lls
 - 
X
P1 P210
1 103 105 106
100
102
104
106
108
FIGURE 3 Equilibrium number of T cells given by Eq. 20 as a function
of the pathogen density P, when P is held constant. For intermediate levels
of pathogen, there is no equilibrium distribution as the T cells do not reach
a high enough level of exhaustion and thus can proliferate without limit.
High pathogen densities in the model reduce the thymic influx resulting
in a decreasing number of T cells at high pathogen density.
Biophysical Journal 103(8) 1802–1810fixed points, their values, and their dependence on the model
parameters can be visualized by looking at intersections
between X values given by Eq. 20 (X curve) and the null-
clines (dP/dt ¼ 0 isoclines) of Eq. 4 (P curve). The P curve
is given by
P ¼ 0; (22)
r

P
X ¼
h
1
C
: (23)
To visualize the importance of factors such as T cell exhaus-
tion and thymic influx, we have taken the a ¼ 0 and d ¼ 0
limits of the model system (Eqs. 1, 2, and 4) and compared
it with the full-model. The a ¼ 0 limit describes the system
with no influx while the d¼ 0 limit describes T cells with no
exhaustion.
In Fig. 4 we plot the P curves (dashed) and the X curves
(solid) for four models: without influx or exhaustion (top
left), with exhaustion but no influx (top right), with influx
but no exhaustion (bottom left), and the full-model (bottom
right). Stationary points of the models exist where the solid
and dashed curves intersect. Stable stationary points are
annotated with circles (both solid and open). The unstable
stationary points (no circles) are discussed under Control
of Infection, below.Pathogen - P Pathogen - P
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FIGURE 4 Comparison of four limits of the model: no influx and no
exhaustion (top left), exhaustion but no influx (top right), influx but no
exhaustion (bottom left), and the full model (bottom right). Each subplot
shows the nullcline for Eq. 4 (dashed) and the total T cells at equilibrium
given by Eq. 20 (solid). Stationary points exist at the intersections of the
curves and stable fixed points are annotated (circle). The systems without
exhaustion have no persistent state, only a stable fixed point that acute
infections orbit around (open circles). The orbits of acute infections drop
to values corresponding to pathogen clearance and do not typically
converge to these points. The plots illustrate the requirement of exhaustion
and constraints on pathogen growth (resource limitations and innate immu-
nity) in the existence of the second stable point (solid circles). We also see
the requirement of thymic influx in maintaining a population of T cells
during the infection. Without resource limitations or innate immune mech-
anisms, the dashed curve would be a horizontal line with no persistent state.
T-Cells in Persistent Infections 1807The plots in Fig. 4 are very similar to phase-plane plots
but are constructed assuming that the T cell population is
at an equilibrium density for exhaustion. In reality the
phase-space has a high dimensionality and this plot is pre-
sented as a reduced representation of the phase-space to
visualize the requirements for fixed points.Acute infections and the first stable point
All of themodels in Fig. 4 have a stable fixed point atXz r/h,
Pz fd/s (see open circles). This point is characterized by
high T cell density, low-exhaustion, and low-pathogen
density.
This stable point is a focal point for acute infections. The
trajectories of acute infections orbit around this point but are
cleared when the orbits reach pathogen densities less than
a single pathogen per host. Because of clearance, acute
infections do not converge to this stable point.
Experimentally, it is also unlikely that this stable fixed
point could be reached for typical infections. The models
in this article neglect two factors known to contribute to
pathogen clearance: programmed responses and stimulation
by killed pathogen. These factors effectively raise s, forcing
the fixed point to lower values of pathogen density that may
not be biologically reasonable. We neglect these factors in
our model, as they are not relevant to the dynamics of persis-
tent infections where the programmed response is complete
and live pathogen is abundant.
Recent models of HIV dynamics suggest that this
stationary point may correspond to the persistent stage of
HIV infection, where there is low viral load, high T cell
density, and T cells play a key role in the control of the
virus (30). In HIV infection the virus uses many mecha-
nisms to subvert the immune system including downre-
gulation of MHC molecules. This effect, combined with
other feedbacks unique to HIV, may make trajectories
converging to this point possible but outside the scope of
this article.Requirement of exhaustion
Models without exhaustion (Fig. 4, left column) have only
acute infections, as there is no limit on T cell prolifera-
tion. When exhaustion is included in the model (Fig. 4,
right column) we see that above P2 (Eq. 16), T cells are
driven to a level of exhaustion where they can no longer
proliferate indefinitely.
For C < P2, the carrying capacity (set by resource limita-
tions and innate immunity) prevents pathogen from reaching
a density that restricts T cell proliferation. The result of this
scenario is pathogen clearance, as T cells will continue to
proliferate until they clear the infection. Density-dependent
effects, though unobserved, would eventually constrain
T cell numbers from proliferating indefinitely. For these
effects to interfere with pathogen clearance, they must actbelow a density of X ¼ r/k, an unlikely scenario that we
do not consider.
The value of the X curve in the case of exhaustion with no
influx, is zero above P2. The consequence is that if C> P2 in
the no-influx scenario, there is an additional stable fixed
point at P ¼ C, X ¼ 0 (see Fig. 4, solid circle). This second
stable fixed point in models with exhaustion (Fig. 4, right
column) corresponds to a persistent infection. The time-
series plots in Fig. 1 show trajectories converging toward
the persistent states in Fig. 4 (note that Fig. 1 A shows the
case with influx corresponding to Fig. 4, bottom right, and
Fig. 1 B corresponds to the case without influx corre-
sponding to Fig. 4, top right). Trajectories converging to
this persistent state are characterized by high levels of
exhaustion.Control of infection
In Fig. 4, right column, we see that the models with exhaus-
tion have two additional intersections between the P curves
and the X curves. The first of these intersections is unstable
and corresponds to a delicate balance between pathogen
density and T cell number, where fluctuations cause the
system to cascade toward either pathogen clearance or the
elimination of the T cell population. This unstable point
(in both Fig. 4, top right and bottom right) therefore does
not correspond to persistent infections.
Without pathogen-resource limitations or innate immu-
nity, the P curves in Fig. 4 would be horizontal lines. In
this case, the only stationary points would be the focal
points of the acute trajectories, and the unstable points.
The model therefore suggests that either resource limita-
tions or innate immunity are essential in establishment of
persistent infections.
For P > P2, the X curve is monotonically decreasing. For
the persistent state to exist, the P curve must converge to
zero more rapidly than the X curve. This is satisfied by the
logistic equation used in this article. The logistic term is
derived from both a standard ‘‘target cell, infected cell,
free pathogen’’ model and an innate immunity model in
the Supporting Material. Substituting a Hill function instead
of a logistic equation could also yield a persistent state if the
Hill function exponent is larger than m.
The requirement of non-antigen-specific limitations on
pathogen growth suggests that T cell killing alone cannot
be responsible for controlling the infection. We can see
from the location of the persistent states in Fig. 4, right
column, that the presence of ~500 T cell/mL is doing very
little to control the infection, as the P value is not reduced
by any observable amount from top right to bottom right.T cell affinity for pathogen
Here we model the likely effects of changing the affinity of
the antigen-specific immune response. In our model, weBiophysical Journal 103(8) 1802–1810
1808 Stromberg and Antiaconsider the stimulation coefficient 4, the killing rate k, and
the influx coefficient K to be affinity-dependent, with 4
decreasing with increased affinity, k increasing with
increased affinity, and K decreasing with increased affinity.
In Fig. 5 A, we plot the P curves and the X curves for the
typical parameters and for a scenario with reduced affinity
where we have increased both 4 and K by a factor of 10
and reduced k by a factor of 10. These changes have essen-
tially no effect on the value of P at equilibrium, as either
innate immunity or resource limitations are controlling the
pathogen at just below the carrying capacity C. Reducing
the affinity results in an increase in the number of T cells
at the chronic state (Fig. 5 A). It can be shown that this arises
predominantly due to the increase in thymic output arising
from an increase in the influx coefficient K.Thymic influx
In comparison to the scenario with thymic influx (Fig. 1 A),
the scenario without influx (Fig. 1 B) is characterized byPathogen - P
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FIGURE 5 (A and B) Comparison of fixed points for different levels of
immune affinity and thymic influx, respectively. (A) Reduction in the
affinity of the cells of the antigen-specific immune response results in little
change in pathogen load but an increase in the numbers of immune cells at
the chronic state (solid circles). (B) Three cases for thymic influx: thymic
deletion (solid), where thymic influx is reduced by pathogen, normal-influx
no-deletion (rounded dash) where thymic influx is unaffected by pathogen,
and low-influx no-deletion where thymic influx is reduced by other effects
but unaffected by pathogen (dotted). The thymic deletion curve represents
the result from the full model (Eqs. 1, 2, and 4). The normal-influx no-
deletion has the full influx a (equivalent to setting K[ C). In this case,
the number of T cells is great enough to clear the pathogen and there is
no possibility of a persistent state. The low-influx no-deletion case shows
the effect of thymic influx reduced by an effect other than the presence
of pathogen such as the reduced thymic capacity associated with old age.
In this case, a persistent state is possible.
Biophysical Journal 103(8) 1802–1810both a decaying population and by minimal heterogenei-
ty.To maintain a stable population, there must be an influx
of new T cells replacing the ones that are decaying. This lifts
the persistent state from zero T cells (Fig. 4, top right), to
nonzero T cell number (Fig. 4, bottom right).
In our model we have included thymic deletion (Eq. 2),
where thymic influx is reduced by the presence of pathogen.
The large P asymptotic behavior of the total T cell number X
in a persistent state is approximately described by
Xz
a
d
Km
Km þ Pm e
s=d
s
d
d=d
; (24)
a power-law function. Without thymic deletion, this is
reduced to a horizontal asymptote at
a
d

es=d
s
d
d=d
:
Fig. 5 B shows X curves for three different models of
thymic influx: thymic deletion, normal-influx no-deletion,
and low-influx no-deletion. The thymic deletion curve is
the full-model shown in Fig. 3 that has the previously
described persistent state.
The normal-influx no-deletion curve in Fig. 5 B uses the
same a-value as the thymic deletion model. Here the com-
bination of the full influx and the proliferation provides
enough T cells that there can be no persistent state, and path-
ogen will be cleared.
The low-influx no-deletion curve in Fig. 5 B describes the
case where there is no thymic deletion but the naive influx
a is reduced by a factor of 1000. Here the low-influx reduces
T cell numbers preventing pathogen clearance. This low-
influx case is relevant to the reduced thymic capacity asso-
ciated with old age and is one way that elderly are more
susceptible to persistent infections.DISCUSSION
We have used a PDE model to explore the role of immune
responses in the control of persistent infections—focusing
on the CD8 T cell response. The model incorporates two
key features of the T cell response during persistent infec-
tions—immune exhaustion and the continual influx of cells
from the thymus. We find that although T cells may be
present and capable of killing infected cells, it is unlikely
that their presence does much to control the pathogen. In
doing so our results highlight the importance of resource
limitation and innate immunity in the control of persistent
infections.
Our model prediction that the T cell response does rela-
tively little to control the pathogen during a persistent in-
fection corresponds well with a number of experimental
observations. First, mice that are b2-microglobulin-deficient
have no CD8 T cell response and have high LCMV virus
T-Cells in Persistent Infections 1809density (31). Second, congenital LCMV infection also
results in the lack of a T cell response to the virus and
high viral loads (32,33). In both of these situations, the
control of virus density despite the lack of a T cell response
indicates the importance of resource limitations or innate
immunity. We propose that our models could be further
tested by accurate quantification of virus densities in mice
with and without CD8 T cells. CD8 T cell responses can
be removed in a number of ways including depletion of
these cells through killing by CD8-specific antibodies,
by congenital infection, and by using b2-microglobulin-
deficient mice. Our model predicts that viral load will be
very similar in mice with and without responding T cells.
Our model suggests that although the level of pathogen
is largely independent of the T cell response, the level of
immunity depends on the influx of T cells and how fast
they get exhausted. We show that the number of T cells
specific to the pathogen declines with increasing sensi-
tivity—and this occurs predominantly because of increased
thymic deletion. This too could be tested by comparing the
numbers of T cells with different affinity for pathogen
during the course of infection. We would also expect that
the control of the pathogen by resource limitation or innate
immunity reduces competition between the responses to
different epitopes (and consequently competitive exclu-
sion), and facilitates the maintenance of multiple responses
during persistent infections.
Although we have attempted to capture the basic features
of exhaustion during persistent infections, there are many
details that are still poorly understood. The model should
be refined as these are better understood. For example, we
have used a model where exhaustion limits T cell prolifera-
tion but not T cell killing. This is based on recent results
showing that exhausted T cells kill at roughly half the rate
of nonexhausted T cells (34,35), a relatively small reduction
compared to the logarithmic scales of T cells and pathogen.
Including a reduction of killing rate k with exhaustion
further reduces the already small effect of T cell control
and shifts the P curves in Fig. 4 up by less than a factor
of two. Thus, our conclusion that the pathogen is controlled
largely by resource limitations or innate immunity is robust
to this assumption.
One complication, which we have not included in this
model, is the change in pattern of production of cytokines
in exhausted CD8 T cells (13) as the effects are still
unknown. Cytokines such as interferons secreted by CD8
T cells can alter viral dynamics. The cytokine production
likely reduces the pathogen replication rate r and carrying
capacity C. Including reduced cytokine secretion by
exhausted cells in our model would therefore increase
C and r. This would shift P curves in Fig. 5 up and to the
right, increasing the range of parameters where a persistent
state is possible. However, as before, our conclusion that the
pathogen is controlled largely by resource limitations or
innate immunity is robust to this assumption.Models are used to reevaluate the roles of resource
limitations, innate immunity, and antigen-specific immune
mechanisms in the control of pathogen. The science of
T cell exhaustion is still evolving and as future experimental
results are obtained we expect that this model will be further
fine-tuned to make additional predictions.SUPPORTING MATERIAL
A document providing detailed derivation of the model system incor-
porating considerations of T cell activation and differentiation, mechanisms
of innate immunity and pathogen resource limitations, and references
(36–42) is available at http://www.biophysj.org/biophysj/supplemental/
S0006-3495(12)00977-0.
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