A new constructive learning algorithm, called Hamming Clustering (HC), for binary neural networks is proposed. It is able to generate a set of rules in if-then form underlying an unknown classification problem starting from a training set of samples. The performance of HC has been evaluated through a variety of artificial and realworld benchmarks. In particular, its application in the diagnosis of breast cancer has led to the derivation of a reduced set of rules solving the associated classification problem.
Introduction
Artificial neural networks allow us to solve many real-world classification problems belonging to different application fields. In most cases the efficacy level achieved is superior to that of classical expert systems and the computational effort needed in the learning phase is small enough to permit the treatment of training sets containing hundreds of thousands of samples.
Unfortunately, the relationships employed by the connectionist model to assign an output class to a given input pattern are implicitly embedded in the network weights and are not explicitly available to the human user. Nevertheless, in many practical situations it would be important to obtain a set of simple rules which allow us to understand, at least partially, the behavior of the unknown classifier.
To overcome this problem we propose a new technique, called Hamming Clustering (HC), for the solution of classification problems with binary inputs. It is essentially a constructive learning algorithm for twolayer perceptrons which is able to directly infer the explicit rules in if-then form while achieving performances comparable to those of the best connectionist models, both in terms of efficiency and efficacy.
The approach of HC is based on the following property: any binary classification problem can be described through a suitable Boolean function f , which can be always written in and-or form, i.e. a logical sum of and operations [1] . Each of these and operations can be viewed as an if-then rule, whose antecedents and consequent are its inputs and output, respectively. Not all the available inputs are necessarily used to determine the output of each and operation; it is important to select which inputs are useless in order to simplify the resulting set of rules. Moreover, there can be redundant features whose rejection does not influence the behavior of the Boolean function f ; a good method for rule extraction must be able to perform such task on the basis of the given training set. As statistical learning theory ensures [9] , this generally yields an improvement of the generalization ability exhibited by the resulting rules. Classification problems with discreteor real-valued inputs can also be addressed by HC through the employment of proper coding [3, cap. 2] .
Theoretical results [6] ensure that HC has a polynomial computational cost O(n 2 cs + nc 2 ), where n is the dimension of the input space, s is the size of the given training set, and c is the number of hidden neurons. This upper bound can be lowered if sorting techniques are used throughout the procedure. Also the amount of memory required is small and shows a polynomial asymptotic behavior O(n(c + s)).
The performances of HC have been tested through simulations on three artificial benchmarks concerning the reconstruction of and-or expressions. Furthermore, the well-known Monk's problems [8] have been examined, comparing the performances of HC with those of other learning algorithms. Finally, a real-world classification problem, the Wisconsin Breast Cancer Database [5] , has been analyzed and a set of rules underlying the diagnostic process has been extracted.
Hamming Clustering
Consider the problem of determining the behavior of a single output binary classifier, starting from a training set S containing s samples (x j , y j ), j = 1, . . . , s. Let us denote with n the size of the input patterns x j , whose Boolean components will be written as x ji , i = 1, . . . , n. If the integer values −1 and +1 are used to code the two states of a binary variable, the input patterns x are placed at the vertices of the n-dimensional hypercube H = {−1, +1} n centered at the origin of the space R n . To simplify the notations, a binary vector will often be written in string form, by substituting symbol '+' and '−' to integers +1 and −1; in this way, the vector (−1, −1, +1, −1) and the string '− − +−' refer to the same pattern.
To solve our classification problem we suppose the existence of a Boolean function f : H → {−1, +1}, which completely describes the unknown classifier and has generated the samples of the training set S, possibly in the presence of noise. Such a function f subdivides the vertices of the hypercube H into two subsets H + and H − , according to the corresponding output:
In a similar way, the training set S can be subdivided into two subsets S + and S − :
Hence, we have by definition S + ∪ S − = S. When noise is present, S can contain ambiguous input patterns x, whose associated output is not unique. In this case we say that the training set S is not consistent and S + ∩ S − = ∅. The main goal of any learning method is to reconstruct, within a reasonable computational time, the unknown Boolean function f or, equivalently, the subsets H + and H − starting from the s available samples (x j , y j ) ∈ S. It is also desirable to obtain an understandable set of rules synthesizing the knowledge contained in the underlying function f .
A new constructive learning technique, called Hamming Clustering (HC), allows us to perform this task; it is able to build, within a reasonable computational time, a two-layer perceptron that yields a consistent set of rules (in if-then form) describing the underlying Boolean function f . Every neuron in the binary neural network has a threshold activation function g given by
where w 1 , . . . , w n and w 0 are the weights and the bias of the neuron, respectively. Every weight in the network is binary and many input connections are automatically removed by HC during the construction of the two-layer perceptron. The biases are integer-valued.
Let us denote with I n the set {1, 2, . . . , n} of the first n positive integers; the following definition plays a basic role Definition 1 Let x ∈ H be an input pattern and L ⊂ I n a subset of indices of its components having size l = |L|. The set C l (x, L) given by:
will be called l-cube (or simply cube) with vertex x and generator L.
The string form of an l-cube is obtained by putting the don't care symbol '0' in the positions associated with the elements of the generator L. For example, in the case n = 4, if x = '+ − −+' and L = {2, 4} we have:
The well known definition of Hamming distance d H (x, z) between two input patterns x and z (given by the number of different bits) can then be easily extended to the case of two cubes:
In the case L = K = ∅ we have the usual definition employed for the strings of binary values. If either L or K is empty the formula for the Hamming distance between an input pattern and a cube is obtained.
With any l-cube C l (x, L) can be associated a binary neuron (performing an and HAMMING CLUSTERING 1. Choose at random a sample (x, y) in the training set S.
2.
Build one or more cubes having a vertex in x. Remove (x, y) from S.
If the construction is not complete, go to Step 1.
3. Prune the sets of cubes C + and C − .
4. Build the two-layer perceptron associated with C + or C − .
Figure 1: General procedure followed by Hamming Clustering.
operation) that provides output +1 if and only if the input patterns contained in C l (x, L) are presented. It is sufficient to choose its weights and bias in the following way:
For example, the cube '+0 − 0' is associated with neuron having parameters:
since it provides output +1 only for the input patterns listed in (2) . It should be noted that a null weight corresponds to remove the connection associated with it, thus simplifying the resulting configuration. During the training process of HC, cubes in the input space are generated by employing as vertices samples randomly chosen in the training set. The corresponding generator L is determined by adopting proper criteria that tend to improve the generalization ability of the final form. In this way two collections of cubes C + e C − are constructed, which approximate the sets H + and H − associated with the unknown Boolean function f . One of these collections is employed to generate the hidden layer of the resulting binary neural network. A final neuron performing the logical or among the outputs of the hidden units allows the derivation of the correct class.
The rationale of this approach is based on the following property, found in many realworld classification problems: the smaller is the Hamming distance between two input patterns, the greater is the probability that they belong to the same class. As one can note, the construction of cubes in the input space is equivalent to the generation of clusters of patterns that are close according to the Hamming distance. For this reason the proposed technique has been named Hamming Clustering.
Algorithm description
The algorithm followed by HC is reported in Fig. 1; at Step 1 an input pattern x is randomly chosen in the training set S and is subsequently used at Step 2 for the construction of clusters (cubes) of vertices of the hypercube H. These steps are repeatedly executed and form the basic iteration of the method. A final pruning phase (Step 3) has the aim of selecting from C + and C − the most significant cubes to be employed in the construction of the resulting binary neural network. Suppose without loss of generality that x ∈ S + : since the sets C + and C − are constructed in an incremental way, their separation is maintained if each of the l-cubes C l (x, L) generated in the current iteration satisfies the following two conditions:
for every C k (u, K) ∈ C − . Note that these two conditions are not disjoint; in fact, if C − is not empty, every cube C k (u, K) ∈ C − has common elements with S − . To avoid a redundant check of consistency let us consider the sets B + and B − containing the input patterns covered by the clusters in C + and C − :
Furthermore, let us denote with R + and R − the non-ambiguous subsets of S + and S − which do not overlap with the elements of C + and C − respectively:
Then, conditions (3) can easily be written in terms of R − and B
METHOD FOR THE GENERATION OF CUBES IN HC
1. Compute the r − Hamming distances d j , for j = 1, . . . , r − , between x and the patterns x j ∈ R − . Let D j be the subset of I n containing the d j indices of the components that differ in x and in x j :
2. Compute the c − Hamming distances d j , for j = r − + 1, . . . , r − + c − , between x and the cubes C kj (u j , K j ) ∈ C − . Let D j be the subset of I n \ K j containing the d j indices of the components that differ in x and in u j : The procedure employed by HC for the generation of cubes having a vertex in x ∈ S + is reported in Fig. 2 , where we have denoted with x j , j = 1, . . . , r − , the j-th element of the set R − , and with C kj (u j , K j ), j = r − + 1, . . . , r − + c − , the cubes included in C − . Through the repeated execution of Steps 1-2 of HC (Fig. 1) the construction of two sets of cubes C + and C − is achieved. In general they contain redundant elements which can be removed without changing the behavior of the resulting neural network. Thus, a pruning phase can be useful to optimize the complexity of the final configuration.
The easiest way to reduce the size of C + and C − is to find a minimum subset of cubes that correctly classify all the input patterns in S. A simple sub-optimal greedy procedure, called minimal pruning extracts the clusters with maximum covering one at a time.
Tests and results
In order to show the capability of HC to perform rule extraction from binary neural networks, we devised three kinds of experiments. The first of them deals with the reconstruction of the following Boolean function:
f (x) =x 2x3 x 8x9 x 10 +x 2x3 x 5x6 x 7 +x 1 x 2 x 4 x 5x7x8x10 +x 1 x 3x4 x 6x8x9 +x 1x2x4 x 6x9 +x 1x7x9x10 +x 1x2 x 3x5 x 6 x 10 +x 2 x 4 x 5 x 6x7 x 8x10 +x 2x3x7 + x 1x2x4x6x7x9x10 (5)
The whole truth table is generated, thus resulting in 2 n input-output pattern pairs. Two experiments are then performed: in the first one half of the examples are presented to HC and its generalization ability is analyzed on the remaining half, whereas the second test investigates the robustness of HC to noise.
A further kind of experiment deals with the well-known artificial Monk's problems [8] ; predefined classification rules are to be identified on the basis of a given training set.
Finally, a classical real-world classification problem, the Wisconsin Breast Cancer Database [5] is considered, where breast cancer is to be diagnosed on the basis of nine integer features.
In the following three subsections the sets of rules obtained for each test are presented and discussed, together with the computational cost involved. All the execution times refer to a DEC ALPHAStation 500/400 running under operating system DIGITAL UNIX 4.0A.
Artificial Boolean functions
In the first experiment the execution of HC with minimal pruning on 512 randomly chosen examples has produced the following Boolean function g(x) =x 2x3 x 8x9 x 10 +x 2x3 x 5x6 x 7 +x 1 x 2 x 5x7x8x10 +x 1 x 3x4 x 6x8x9 +x 1x2x4 x 6x9 +x 1x7x9x10 +x 1x2 x 3x5 x 6 x 10 +x 3 x 4 x 6x7 x 8x10 +x 2x3x7 +x 2x4x7x9x10
It can be seen that seven logical products are exactly reconstructed and the last one x 1x2x4x6x7x9x10 is correctly reduced to a simpler expression, taking advantage from the overlap with the other and operations. The total number of errors in the 512 patterns not used in the training phase is only 8, corresponding to a percentage less than 2%.
In the second experiment, the output is randomly negated in 26 (5%) of the 512 examples included in the training set, simulating the effect of noise. The execution of HC with threshold pruning generates a Boolean function with 34 logical products, three of which are contained in the expression (5). The percentage of correct output for the whole truth table of f (x) is more than 94%. The computational time required for the execution of HC in both experiments is only 0.13 seconds.
Monk's problems
A classical set of benchmarks, widely used in the artificial literature, is Monk's problems [8] . These are discrete classification problems defined in a "robot" domain, described by the following six attributes:
head-shape ∈ {round, square, octagon} body-shape ∈ {round, square, octagon} is-smiling ∈ {yes, no} holding ∈ {sword, baloon, flag} jacket-color ∈ {red, yellow, green, blue} has-tie ∈ {yes, no} With this characterization 432 different robots can be obtained.
The aim of each proposed benchmark is the determination of a general classification rule starting from a limited set of samples. The first two Monk's problems are noisefree, whereas in the third case the outputs of the training set can undergo small changes from their correct value. This last test can therefore provide a measure of the robustness of HC.
Since the inputs are discrete, a proper transformation must be applied to allow the generation of a binary neural network. The resulting input patterns contain 15 Boolean components, each of which is associated with the presence of a particular attribute in the corresponding robot.
Monk #1
The first Monk's problem is defined by the following rule:
if (head-shape = body-shape or jacket-color = red)
The execution of HC on the training set containing 124 input-output pairs requires 0.06 seconds of CPU time and leads to the following four and expressions:
jacket-color = red head-shape = body-shape = octagon head-shape = body-shape = square head-shape = body-shape = round
As one can note they are exactly equivalent to the rule (6) . As a comparison, the method described in [4] obtained 12 more hidden units, each representing a different rule, besides the four above.
Monk #2
The second Monk's problem has a more complex formulation:
if (exactly two of the six attributes have their first value)
then output = true
It can be easily seen that the logical complexity of this rule is equivalent to that of the parity problem [7] . In this case patterns with low Hamming distance have different output with high probability; for this reason HC is in great trouble in finding the underlying rule (7) . Inspite of this, HC generates an and-or expression containing 32 logical products, less redundant than that achieved by [4] with 43 hidden rules.
Monk #3
Finally, the third Monk's problem is described by the following rule:
if ((jacket-color = green and holding = sword) or (jacket-color = not blue and body-shape = not octagon)) then output = true (8) From the total 432 examples, 122 are selected randomly, 5% of whom are misclassified, simulating the action of noise in the aquisition of the training set. The two-layer perceptron built by HC contains 11 hidden units and achieves a generalization error of 3%, partially recovering the effect of noise and reaching the same performance of the best neural methods tested in [8] .
Winsconsin Breast Cancer Database
A classical real-world classification problem is the Winsconsin Breast Cancer Database [5] , where breast cancer is to be diagnosed on the basis of 9 features, assuming integer values in the range 1, . . . , 10: clump thickness (x 1 ), uniformity of cell size (x 2 ), uniformity of cell shape (x 3 ), marginal adhesion (x 4 ), single epithelial cell size (x 5 ), bare nuclei (x 6 ), bland chromatin (x 7 ), normal nucleoli (x 8 ), mitoses (x 9 ). The available input-output pairs are 699, of which 458 (65.5%) are benign and 241 (34.5%) malignant.
Since 16 input patterns include missing data, the corresponding pairs have been removed. The remaining 683 have been subdivided into training (372 patterns) and test set (311 patterns). A thermometer code with length 9 has been used to translate the integer values in the database, thus obtaining input patterns with 81 binary components.
The execution of HC with minimal pruning yields the generation of 6 rules, two of which describe only one example each. The CPU time required to obtain this result is 0.25 seconds. The four significant rules producing a benignant diagnosis are 
The direct application of these four rules produces a generalization error of about 2% (14 misclassified patterns). It is interesting to consider a parallel result of Drago and Ridella [2] concerning a measure of the relative input saliency. The joint use of the two more relevant features, namely the sixth and the first, allows them to achieve an error percentage of 3.95%. It is important to note that this result is obtained through the training on the whole data set. Furthermore, the resulting classifier is linear.
The search for a similar rule among the four listed above (9) produces two simple disjoint quantitative thresholds for the variables x 1 ≤ 8 and x 6 ≤ 4. This leads to a generalization error of 7.3% when the learning is performed on the training set only. However, this single rule is not the best possible one; the addition of the three more used other conditions in the four found rules (9), x 4 ≤ 9, x 5 ≤ 5 and x 8 ≤ 8, yields an error percentage of 4.4%.
