Abstract-Cloud computing is a new model of consuming and delivering IT and infrastructure resources. It enables users to obtain what they need, as they need it, from advanced applications to IT infrastructure and platform services, including virtual infrastructure, servers and storage. It can provide significant economies of scale and greater business agility, while accelerating the pace of innovation. Network virtualization, as a key enabling technology in resource provisioning for cloud, has attracted extensive attention from both academia and industry. It takes cloud services to the next level by delivering optimised resources, on-demand utilisation, flexibility and scalability. This paper proposes a novel architectural solution for future cloud service providers based on the concept of Infrastructure as a Service (IaaS) framework and IP network virtualization. A number of associated schemes have also been designed as building blocks for the proposed framework, including resource description and abstraction mechanisms, virtual network request method and a resource broker mechanism named Marketplace. The proposed framework is able to respond quickly to the infrastructure needs for those cloud services with dynamic resizing of the infrastructure by aggregation or partition to meet capacity requirements of services. At the same time, it improves the utilisation of providers' resources with the creation of an infrastructure incorporating the heterogeneous resources in the data centre. In addition, the proposed marketplace, which also allows the trading of IP network resources between infrastructure providers and cloud service providers, is an important and complementary innovation within the cloud landscape.
I. INTRODUCTION
Evolving from distributed computing and the widespread adaption of virtualization, cloud computing has been deemed to be a key computing platform to enable resource sharing which includes software, platform or infrastructure. Provisioning is a way of sharing resources upon a request over a network. Serving as this purpose, one of the main objectives of cloud computing is to leverage a network infrastructure (e.g. Internet) to provide resources to consumers. Currently, there is no standard definition for cloud computing. In Wikipedia, cloud computing is defined as the delivery of computing as a service rather than a product, whereby shared resources, software and information are provided to computers and other devices as a utility over a network [1] . There are two key enabling technologies playing important roles in resource provisioning in cloud computing: Virtualization and ServiceOriented Architecture (SOA).
Virtualization is a technology which creates an abstracted version of physical resources, such as a hardware platform, operating system, a storage device or network resources, so that the user obtains the illusion of direct interaction with those physical resources without awareness of the actual underlying implementation details [2] . It originally used on Virtual Machine (VM) [3] , which is a software implementation of a machine (i.e. a computer) that executes programs like a physical machine. More recently, significant effort has been put in the development of virtualization in a number of new environments and applications. Network virtualization, as one example of applying virtualization in network context, has attracted extensive attention from both academia and industry [4] , [5] , [6] , [7] . In the context of network infrastructure, virtualization is the creation of a virtual version of a physical resource (e.g. network, router, switch, optical device or computing server), based on an abstract model of that is often achieved by partitioning (aka slicing) and/or aggregation. A virtual infrastructure is a set of virtual resources interconnected together and managed by a single administrative entity. Major network equipment vendors and operators have been witnessed putting significant effort on developing virtualization solutions to support the architecture for cloud computing [6] , [7] , [8] , [9] , [10] . At the time of writing, Apple also announced its first cloud service named iCloud which will be officially released in this autumn. It claims to provide an on-line storage which enables applications to store documents and key value data in iCloud. In addition, it is able to automatically synchronise the documents on all apple devices (e.g. an iPhone, iPad or a Mac) whenever there is a change.
SOA, in principle, is described as an evolving system or software architecture used during the phases of systems development and integration in computing. A system based on a SOA will package functionality as a suite of interoperable services that can be used within multiple, separate systems from several business domains [11] . The fundamental design principles in SOA helps cloud computing build a standardised, reusable and scalable platform. As one of the service models in the scope of SOA, Infrastructure as a service (IaaS) [12] enables Infrastructures providers (InPs) to lease out their physical/virtual resources including computing power, storage, network devices etc., to consumers for an agreed period of time based on users/application requirements. Some examples for the storage provision are Amazon EC2 [13] , SkyDrive from Microsoft and iCloud from Apple, which enable users to remotely access their files.
Normally, services offered by cloud can be categorised into two types: IT resource and network resource. IT resources typically refers to servers and storages., which are often provided via VM. Network resources refer to equipment which are used to create a network, such as a router and a switch. As explained earlier, network virtualization creates a virtual version of network equipment. Cloud architecture could be implemented without network virtualization (i.e. all services are delivered by a dedicated underlying physical network). However, network virtualization takes cloud service to the next level by delivering optimised resources, on-demand utilisation, flexibility and scalability. The logically independent virtualized infrastructure provides a flexible pay as you go method that allows cloud service provider to manage their resources efficiently on the dynamic demand from many different users. Cloud users also benefit from virtualization to have fast access and efficient data delivery for their applications. The recent work in [14] presented a specific example on enhancing the cloud-based service using VM migration.
Network virtualization at layer 2 (L2) and layer 3 (L3) is a well-defined concept [15] . However, the existing L2 and L3 virtualization solutions, such as VLAN and VPNs, are mainly point-to-point dedicated connectivity with deterministic quality of service. Based on the concept of IaaS framework, this paper provides an architectural solution for virtual IP network provisioning in cloud. A number of associated schemes and mechanisms are also designed as building blocks for the framework, including resource description and abstraction mechanisms, virtual network (VNT) request method and a resource broker mechanism named Marketplace. The proposed IP network provisioning framework for cloud progress beyond the current state-of-the-art (i.e. L3 VPN) by allowing composition of multiple concurrent and isolated virtual IP networks co-existing over the same physical infrastructure while each VNT can have its own distinctive topology and independent control/routing mechanism. The Marketplace serves as an IP resource broker between InPs and cloud providers, who request dedicated virtual IP infrastructures to deliver their services to end users. These new features provide cloud providers the capability of pooling resources from various sources and dynamically assigning or reassigning virtual resources to users' services on-demand and efficiently via Marketplace.
In summary, the proposed framework enhances the performance of resource provisioning in cloud environment. In particular, it has the ability to respond quickly to the infrastructure needs for those cloud services with dynamic resizing of the infrastructure by aggregation or partitioning to meet capacity requirements of services. At the same time, it improves the utilisation of providers' resources with the creation of an infrastructure incorporating the heterogeneous resources in the data centre. In addition, the proposed Marketplace, which also allows the trading of IP network resource between infrastructure providers and cloud service providers, is an important and complementary innovation within the cloud landscape. The remainder of this paper is organised as follows: section II describes a novel framework for IP infrastructure virtualization and its building blocks. In section III, the design of the broker mechanism Marketplace is presented. Finally, section IV concludes the paper.
II. MANTYCHORE FRAMEWORK FOR IP NETWORK PROVISIONING IN CLOUD ENVIRONMENT
In this section a new framework based on the outcome of Mantychore project [16] is proposed for IP network virtualization in cloud. A resource description schema and a VNT request method are also explained as two essential functionalities in this framework.
A. Background
Mantychore project exploits the IaaS paradigm to enable National Research and Education Networks (NRENs) and other e-Infrastructure Providers to enhance their service portfolio by building and deploying the software and tools to provide IP Networks as a Service to virtual research communities. The project uses the successful results from the privately funded Manticore II [17] initiative to develop a comprehensive tool that provide IP network as a service. The Manticore II project developed an IaaS Framework based system to manage logical routers, physical routers and IP networks. Manticore II builds on the success of its predecessor, the Manticore I project, which produced a proof of concept prototype to allow a network operator to partition its physical routers in several logical routers and allow third parties to control them.
As a fundamental service model that all the above projects based on, IaaS is a generalised approach to the outcome of years of research under the UCLP research programs funded by CANARIE [18] . The first UCLP initiative investigated the development of software solutions for enabling users to control and manage their own network elements for the purposes of establishing End-to-End (E2E) light paths across those networks. As its successor, UCLPv2 [19] extended UCLP with the use of Service Oriented Architecture (SOA) and web service workflow technologies. These new technologies of web services workflow and/or orchestration that were originally conceived for eBusiness applications were used as the underpinning architectural framework for extending UCLP to allow the interconnection of instruments, time slices and sensors and for incorporating virtual routers and switches. As a result, UCLPv2 provided reusable and configurable network blocks upon which users can build their own services or application without awareness of the complex technologies of the underlying network. The success of UCLPv2 concept has evolved into a number of different Physical to Virtual (P2V) research projects that were built based on this framework: Argia [20] is the IaaS framework based solution to provide IaaS for optical network. Ether is the IaaS framework based solution to provide IaaS to Ethernet and MPLS network. And Manticore II, as the predecessor of Mantychore, is the IaaS framework based solution to provide IaaS for IP networks. Fig.1 illustrates the concept of IP virtualization layered architecture proposed for Mantychore which enables users to compose concurrent VNTs on top of IP InPs. Central to this architecture, there is IP resources virtualization layer, which is responsible for abstracting and virtualizing the physical resources. Since the ultimate goal of the IP virtualization is to provide a tool that enables tailored IP network services for cloud providers by leasing out shared resources from one or more InPs, users (i.e. cloud providers) should have the full flexibility to setup, configure and manage the VNT as they are the owner of the infrastructures. To fulfil these requirements, the proposed VNT provisioning framework should equip with a number of functions as shown in Fig.2 .
B. The architecture
Sitting at the bottom of Fig.2 , InPs are the actors who actually own the substrate networks. Above it, network resource virtualization layer provides a number of functions. Firstly, it is responsible for creating virtual resources and keeping the virtual resource description in a set of repositories on top of physical networks. Secondly, it provides a standardised interface (e.g. based on Web Service), so both physical and virtual resources can have such interface. In addition, it acts as an administrator which supports the virtual resource configuration, modification and deletion . For instance, once a virtual router is created, the IP address, the Netmask, the status and other general parameters of the router interface can be configured through the virtualization layer. The network resource virtualization mechanism, using the knowledge of network resources from InPs, is also able to communicate with the broker to trade for the usage of virtual resources. For this purpose, the virtualization mechanism advertises information about the available virtual resources to the Marketplace. After the matching of the resource from Marketplace, virtualization layer is also responsible for mapping/composing and binding the composed VNT onto the available physical resources.
Sitting between user and InPs in Fig. 2 , Marketplace serves as a resource broker that enables the automatic negotiation and reservation of resources (i.e. virtual IP resources) between cloud providers and InPs. Resource matching and VNT composition are two main functions of Marketplace. Matching is responsible for searching in Marketplace for the candidate resources that meet the VNT requirements and selecting which providers have these resources. Then, network composition composes the VNT on the selected providers' networks.
A user (e.g. cloud provider) makes use of the services offered by the Marketplace by leasing a VNT from InPs for its own services. For example, a cloud service provider uses the VNT selected by Marketplace to provide online storage to its end users. In this case, service providers are empowered to request for VNT to meet their specified requirements, such as network topology, node and link capacities. Meanwhile if there is more than one InP that can provide required VNT, they will be promoted with various options for further negotiation by Marketplace.
C. Virtual resources description and abstraction
A well-established resource description schema is important to ensure standard information exchange between the various entities involved in the proposed VNT provisioning framework architecture. It serves as interfaces which contain the type of information to be exchanged among InPs, virtualization mechanism, Marketplace and user. Marketplace needs to be informed about both the available substrate resources offered by each InP and the users query with VNT requirements.
To support the communication and interfacing among various architectural building blocks in the proposed architecture, a competent resource description schema should be able to describe:
• The network resources with supporting network virtualization • The resource attributes • The relationships between the resources • The topology of the network There are a number of languages and specifications for network resource description, such as Network Description Language (NDL) [21] and Network Modelling Language (NML) [22] . However, these schemes do not support virtualization duo to lack of the description of virtual resources. Virtual eXecution Infrastructures Description Language (VXDL) [23] is a language for network and computing resources description with virtualization support. This language focuses on the description of virtual infrastructure that consists of computing resources interconnected by a communication network. However, several network entities and attributes that are important for VNT provisioning are not supported in the schema. For instance, there is no separate entity for IP infrastructure description which is required for infrastructure resource advertisement from the InPs to the Marketplace. As a result, the entities and attributes of these network resources description schemes do not fulfill the requirements for the resource provisioning scenario for this project. Fig.3 illustrates proposed resource description schema to support VNT provisioning. It includes the substrate resources, virtual resources and the attributes, which are necessary for the proposed framework. As shown in Fig.3 , a Unified Modelling Language (UML) object-oriented design is used to represent the classes and relationships between network elements. In the proposed schema, the network, as an entity, can be a substrate network or a virtual network. Both types of networks have a set of nodes and links. Since our work focuses on IP layer, the node represents the router and the link represents the IP link which can be described as a logical connection between two routers. While the substrate network contains a set of substrate nodes and links, the VNT contains a set of virtual nodes and links. The basic node and link attributes are listed below:
Nodes:
• Capacity: This represents the processing capacity of the physical node.
• requiredNodeServiceClass: It represents the required service class that has to be provided by the virtual node. This class is based on the processing capability of the physical router. For instance, a virtual router service class 1 means a virtual router with high processing capability. means a connectivity with high bandwidth and low packet delay. We use the entity PhysicalPath to describe a path that may consist of one or multiple physical links.
We use the entity NodeServiceClass to represent the classes of services supported by each physical node, which can be offered as virtual node services. The entity ConnectionServiceClass is used to represent the classes of services supported by a physical path, which can be offered as virtual link services. The entity L3Service is used to represent the layer 3 services supported by the physical node such as multicasting and Network Address Translation (NAT).
D. VNT request description
It is required to have an uniformed method in requesting a VNT from the Marketplace which should specify how the information can be included in a request. Based on the requirements of a VNT service, user sets his demands and sends the requests to the Marketplace.
The proposed schema in Fig.3 supports the VNT request description by providing the entities and attributes that describe how the VNT request structure is formed. This serves as an interface between the Marketplace and users. Each VNT request should contain:
• The virtual nodes including the required attributes • The virtual links that define the topology of the VNT with the attributes of these virtual links • The operating time of the VNT However, describing the VNT can differ from user to another due to the different level of details each user requests. Therefore, the VNT structure should be generic so that any VNT request with specific level of details can be translated into the defined schema. A user may specify separately each virtual link between two virtual nodes and its required attributes, or he may request a certain topology like mesh or star with the attributes for all the virtual links. Fig.4 gives an example of a VNT request with two different options. On the left hand side in the figure, user has the option to specify the attributes of each individual virtual node and link (e.g. location and required capability of the node). The other option is to request a certain topology like mesh or star with the same attributes for all the links and nodes. Finally, the user need to provide the required duration for using the VNT resources.
III. IP INFRASTRUCTURE MARKETPLACE
The concept of marketplace is originally proposed in Grid Computing as an environment which supports buyers and sellers in carrying out their trading transactions between each other [24] , [25] , [26] . Authors in [24] introduced an economy-based framework for trading computing resources. It discussed a number of parameters that a market mechanism for computing resources should consider, such as unit of trade, format of bid, etc. Compared with existing utility computing services (e.g. Amazon's EC2 service, Sun, HP and IBM), it allows companies not only to access computing resources, but also to sell spare computing resources. A set of requirements for a spot and future trading are also discussed, including a matching algorithm. A Compute Power Market (CPM) for grid computing is proposed in [26] . It is a market-based resource management and job scheduling system for grid computing on Internet-wide computational resources, particularly lowend personal computing devices. The CPM is consisting of three main components, market, resource consumers and resource providers. It also defines the interactions among these components. More recently, the marketplace concept has also been studied in the context of cloud. The authors from VMware Company described their vision of a marketplace in clouds and discussed what is needed to make this vision a reality in [27] . Particularly, they argued that appropriately designed marketplace will enable flexibility and innovation in the services offered by cloud provider, and avoid the dangers of a provider mono-culture.
All the work discussed above considered only computing resource in their market place framework. Even though there are a few commercial solutions such as Amazon EC2 [13] and BlueLock [28] ) to some extend adopting IaaS, they mostly focus on providing IT resources (e.g. VM and storage) on demand. Our proposed Marketplace is designed to trade the network resources, e.g. routers, switches and network topologies. Marketplace enables a cloud provider to have an option to select and configure a dedicated virtual network for a particular service. With the full control of IT and network resource, cloud providers are able to optimise the performance of a service provisioning by taking consideration of their network resources. Therefore, cloud user also obtains improved service through the optimised network deployment and configuration.
Virtual IP Infrastructure Marketplace is an essential part in the proposed architecture. It plays intermediate role between the InPs that provide (i.e., sell) the access to their network resources and the cloud providers that wish to use VNTs. Marketplace provides the function of the automatic negotiation and reservation of resources between the users and providers as well as the composition of VNTs. The main job of the proposed Marketplace is matching and composing user VNT requests to the network resources and services published by InPs. Since each InP publishes the resources with different capabilities and attributes, the Marketplace needs to choose the most suited resources based on both user's specifications and providers capabilities. Fig. 5 depicted the proposed Marketplace architecture and building blocks . Sitting in the middle of this figure, Marketplace serves as an entity between the cloud provider and InPs, so the cloud provider can see one cohesive view of all the resources from a number of different InPs at the bottom. Central resource repository provides a mechanism that facilitates the sharing of information about network resources and services between InPs and cloud provider. InPs can advertise their network resources to the repository, where cloud provider's request is matched based on the available advertised resources. The Marketplace makes the VNT selection in two stages. First, a similarity-based matching is used to match the VNT requirements to the available resource descriptions. Particularly, this matching process is used to search in the resource repository for candidate with a set of resources that meet the VNT requirements. This is performed initially based only on a set of static attributes (e.g. location of the node) that are advertised to the Marketplace. Then, the Marketplace locates the appropriate providers that may be able to provide the VNT to the user (since this is done only based on static attributes). A VNT request could be rejected if the matching does not return any candidate provider.
After selecting the providers who could possibly meet the VNT request using the matching functionality, in the second stage, VNT composition is applied to carry out the second round selection based on real time attributes(e.g. available bandwidth of the linkVNT), by which the Marketplace obtained the appropriate virtual resources that can be assigned to a VNT. Selecting a virtual resource means to choose one physical resource or a set of physical resources that can accommodate this virtual resource. The request will be rejected if none of the networks has enough capacity meet the request. Upon the success of VNT composition, user will be promoted an option asking if he likes to accept the offered resources. If accepted, Marketplace sends the selected virtual resources for this VNT to the underlying virtualization mechanism in the corresponding provider. Then, the virtualization mechanism creates and configures these virtual resources in the underlying substrate network.
IV. CONCLUSIONS
Powered with the SOA and virtualization technologies, cloud computing has been witnessed as a profound evolution of IT with revolutionary implications for business and society, creating new possibilities and enabling more efficient, flexible and collaborative computing models. In this paper, we propose a novel architectural solution for future cloud based on the concept of Infrastructure as a Service (IaaS) framework and core IP network virtualization. This novel framework allows each InP to partition his physical infrastructure into virtual IP resources and offer them as infrastructure services to users via the proposed IP Infrastructure Marketplace. The proposed framework and associated mechanisms enable the description, composition and provisioning of multiple concurrent and isolated virtual IP networks co-existing over same physical infrastructure. We hope this study expose new findings and observation which have not been discovered in this emerging research area. Future work can exploit these findings and further improve the provisioning performance of IP infrastructure virtualization for cloud computing.
