In this paper, a new optimized technique of coding stereoscopic image sequences is presented and compared with already known methods. The proposed technique, called Enhanced Interpolated Motion and Disparity Estimation (EIMDE), is based on the joint method which encodes the frames of the Right image sequence by exploiting both the temporal redundancy of the same sequence and the disparity redundancy with the Left image sequence. In our proposed method, a variable block size scheme has been employed for motion and disparity estimation. The block size is controlled by quad-tree decomposition of the processed frame based on a ratedistortion splitting criterion. For the prediction of a macroblock, optimized motion and disparity vectors are jointly estimated and the participating proportion of each similarity is suitably searched. In this way, the energy of the resulted residual frame is minimized and the whole framework is optimized. Finally, the residual frame is decomposed by a discrete wavelet transform and is further compressed by morphological encoding the resulting coefficients. The proposed coder is experimentally evaluated on real image sequences, where it produced good performance over other known methods.
Introduction
The stereoscopic vision is based on the projection of an object on two slightly displaced image planes and has an extensive range of applications, such as 3-D television, 3-D video applications, robot vision, virtual machines, medical surgery and so on. Two pictures of the same scene taken from two nearby points form a stereo pair and contain sufficient information for rendering the captured scene depth. The above demanding application areas require the development of more efficient compression techniques of a stereo image pair or a stereo image sequence. In a monoscopic video system the compression is based on the intra-frame and interframe redundancy. Typically the transmission or the storage of a stereo image sequence requires twice as much data volume as a monoscopic video system. Nevertheless, in a stereoscopic system a more efficient coding scheme may be developed if the inter-sequence redundancy is also exploited. A typical compression scenario includes the effective prediction of the Right sequence frames based on both motion and disparity estimation.
In general, there are two methods of implementing either motion or disparity estimation in monoscopic or stereoscopic compression applications. The first method, based on intensity processing, handles this estimation by the blockmatching algorithm (BMA) [1] . The target frame is divided into blocks of fixed size (FBS) and is matched under a matching criterion, which may be the Mean Square Error (MSE) or the Mean Absolute Difference (MAD), which minimizes a cost function. The result of employing this technique is to predict the target frame and subsequently code the difference between the initial and the predicted target frame.
This difference is called residual frame. The positions of the best matching blocks are denoted by a set of vectors that are also coded. Several compression algorithms have been developed that use block matching or alternative implementations, including hierarchical disparity estimation [2] , multiresolution block matching [3] , block matching with geometric transform [4] , DWT with morphological coefficient-tocoefficient stereo coding [5] and so on.
The second method for either motion or disparity estimation, based on object segmentation, firstly defines or derives the features of the participating objects in the processed frame and then estimates the temporal or disparity field between corresponding frames [6] . Apart from the above-mentioned methods, several others have been proposed that try to improve the performance or combine their characteristics such as the segmentation based coding [7] , stereo image projection [8] , post-compensation residual coding [9] , overlapped block disparity compensation [10] , a hybrid scheme between block and object based technique [11] and so on.
Of the two methods described above, the former that estimates either motion or disparity with blocks of fixed size is the most commonly used because of its simplicity. However, it fails to code efficiently homogeneous regions. The frame segmentation into blocks of variable sizes that incorporate homogeneous motion and/or disparity characteristics may improve the coding efficiency by allocating fewer bits to larger regions. The segmentation of a region is performed and proved efficient only if there is a reduction of a total rate-distortion cost.
Several schemes have been proposed for the compression of stereoscopic image sequences. In [6] the proposed 3-D motion estimation methods are integrated in a stereoscopic inter-frame coding scheme. In [12] an object-based coding algorithm is proposed relying on modelling of objects with 3-D wire-frames. A similar study to the present paper proposes the successive exploitation of motion and disparity redundancy based on a disparity segmentation scheme [7] , [13] . These methods employ rectangular segmentation of the disparity field in a multiresolution framework, in order to improve coding efficiency of the Right image. The suggested framework is wavelet decomposition, where disparity is estimated among the subbands in a hierarchical sense. Another scheme proposes the MPEG-like encoding of the Left stream and the joint motion and disparity estimation of the Right frames with blocks of fixed size [14] .
The benefits and preferences of 3DTV in many applications, where there is a viewing enhancement because of depth impression, have imposed a shift of technology from monocular to binocular vision. Thus, a lot of efforts have been made for developing efficient compression algorithms for stereo images and image sequences. The embedment of the multi-view profile (MVP) to the MPEG-2 coding standard is towards that direction [28] . Also, the recent emergence of the highly efficient advanced video codec H.264/AVC [29] has provoked the expectation of an equally efficient stereo codec. In parallel, JPEG-2000 and MPEG-4 shows a trend to replace DCT-based techniques with DWT-based schemes.
Following these trends, we propose a DWT-based implementation that aims to combine a robust morphological coder with a new disparity compensation scheme based on motion-disparity interpolation. This new stereo image sequence compression scheme is called Enhanced Interpolated Motion and Disparity Estimation (EIMDE) and belongs to intensity processing methods. The Left image sequence is MPEG-like encoded, whereas P and B frames of the Right image sequence are predicted by a joint motion-disparity interpolative scheme and segmented into variable size macroblocks. The processed frame is initially segmented into blocks of homogeneous intensity by its quad-tree decomposition with an intensity difference threshold criterion. These blocks may probably belong to the same object or the background of an image and may present homogeneous motion or disparity characteristics. Then, quad-tree decomposition follows with a simplified Rate-Distortion criterion that permits splitting if there is a Rate-Distortion benefit.
During the segmentation of a processed Right B-frame, each macroblock is predicted from a weighted prediction of bi-directional (forward and backward) motion predicted macroblocks of I-P frames and from the disparity predicted macroblock of the corresponding Left frame. In the same way, the macroblocks of the Right P-frames are predicted by interpolating the motion predicted macroblocks from I or P frames and the corresponding disparity predicted macroblocks. Furthermore, the performance of the proposed interpolative scheme is enhanced by using a suitable search method for the estimation of the best joint motion and disparity vectors and by optimizing the weighting factors of the participating frames. Finally, the Left and the residual Right frames are decomposed using a DWT. The transform coefficients, after their morphological representation and partitioning, are encoded using arithmetic coding that practically achieves the theoretical entropy bound. The motion and disparity vectors, which follow the same partitioning as the transform coefficients, are losslessly transmitted using DPCM and arithmetic encoding.
Typical stereoscopic applications, as 3DTV or 3D video entertainment, require excessive bandwidth. The aim of the proposed coder is to tackle these increased bandwidth requirements and to keep a fair trade-off between quality and bandwidth.
The use of a robust and high efficient wavelet-based morphological coder serves the need of bandwidth reduction in conjunction with more effective motion-disparity compensation. This coder presents excellent compression efficiency, low complexity, fast execution and embedded bit-streams. The proposed motion-disparity compensation exploits the high degree of correlation between the same scene content of the sequences, achieving: frame manipulation with blocks of variable size, allocation of fewer bits to larger homogeneous regions and less annoying artifacts.
Also, subband coding methods exploit the non-uniform distribution of energy across the different frequency bands. Since the entire frame is filtered and subsampled to obtain the subbands, these methods do not suffer from blocking artifacts that are common in block-based transform coding methods. The inherent advantages of the wavelet transform are the creation of almost decorrelated coefficients, energy compaction and variable resolution. This paper is organized as follows: Section 2 provides a brief description of motiondisparity compensation, the basic stereoscopic compression techniques and the principle of operation of the employed morphological encoder. In section 3 the proposed interpolative scheme is explained and experimental results are presented and commented in Section 4. Finally, conclusions are summarized in Section 5.
Overview

Disparity in stereoscopic vision
The distance between two points of a superimposed stereo pair that correspond to the same scene point is called disparity [15] . Disparity compensation is the process that estimates this distance (disparity vector or DV), predicts the Right image from the Left one and produces their difference or residual image (disparity compensated difference or DCD). The equations that describe disparity compensation, employing the block-matching algorithm (BMA) are the following:
where , [ ]
where is the window searching area. The selected matching criterion is MAD, because it is less computational expensive and less sensitive to noise than MSE.
Estimation of motion is similar to disparity estimation and concerns displacement estimation between two image frames that are offset temporally [16] . Thus, motion compensation excludes temporal redundancies and produces the displaced frame difference (DFD) with motion vectors (MV), which are correspondingly described by equations (1) and (2).
S
Stereoscopic image sequence compression
The typical methods of stereoscopic video coding are shown in Figure 
The proposed architecture
The proposed method is an optimized version of joint that predicts Right P and B frames by interpolating the motion and disparity fields of the participating frames. The characteristics of EIMDE are summarized to:
Residual
• The Left sequence is MPEG-like encoded.
• The Right I-frames are encoded using the disparity predicted frames.
• The Right P and B-frames are encoded by interpolating the motion predicted frames from the Right sequence and the disparity predicted frame from the Left sequence. For the first B-frame of a GOP, the initial setting of the motion weighting factors is 35% and 15% for forward and backward prediction respectively. The motion weighting factors for the second B-frame are in the reverse order. The disparity weighting factor is set to 50%. Figure 2 shows the employed architecture for coder and decoder. The Left frames are coded and reconstructed within coder, so that the joint motion-disparity compensation to be performed in a closed-loop mode. This is a common technique used in video coding as it provides less reconstruction distortion at the decoder's side. At the coder, both sequences are initially subjected to motion compensation.
The resulting motion vectors of the Right frames together with the disparity vectors, which follow from the disparity estimator, are combined in the interpolation unit and provide the residual frame. The interpolation unit comprises the proposed disparity compensation that is based on frame segmentation. The residual frame, in turn, is decomposed by DWT, quantized, morphologically encoded and finally guided to an entropy coder in order to form the transmission bit-stream. At the decoder, the incoming sequences follow the reverse order for the reconstruction of the initial frames.
Coding based on the morphological representation of DWT coefficients
The conventional wavelet image coders decompose a "still" image into multiresolution bands [17] , providing better compression quality than the so far existed DCT transform. An alternative adaptive wavelet packet scheme can enhance the benefits of this transform [18] . This type of coders is subjected to the fact that they include all the coefficients in the transmitted sequence, even those that are zero or nearly zero and their absence would have little effect on the reconstructed image quality. The statistical properties of the wavelet coefficients have led to the development of some very efficient algorithms including the embedded zero tree wavelet coder (EZW) [19] , the coder based on set partitioning in hierarchical trees (SPIHT) [20] , the coder based on the morphological representation of wavelet data (MRWD) [21] , and the embedded block coding with optimized truncation of the embedded bit streams (EBCOT) [22] .
The MRWD algorithm, which is used in the present work, exploits the intra-band clustering and inter-band directional spatial dependency of the wavelet coefficients in order to capture and separate them into significant or non-significant partitions. Their prediction is conducted in a hierarchical manner from the coarsest to finer scales by a morphological dilation operation that uses a 3X3 structuring element. This partitioning of wavelet coefficients reduces the overall entropy and the bit rate becomes smaller than the non-partitioned case.
This coder is selected in the present work because it presents excellent compression efficiency, low complexity, fast execution and embedded bit-streams.
The specific coder has, for "still" images, a better performance of about 1 dB over the popular EZW [21] . EZW compression algorithm outperforms significantly DCT at low bit-rates and provides reconstructed images free of blocking artifacts. It has been reported a 2.4 dB better performance at 0.39 bpp [19] . In lossy compression, the 
The proposed interpolative scheme for stereoscopic video coding
Interpolative procedure in stereoscopic video
In a stereoscopic video, the predicted Right B-frames are estimated by interpolating the motion predicted frames from the reconstructed Right I or P frames and the disparity predicted frame from the corresponding reconstructed Left B-frame. As Figure 3 shows, the interpolation must be applied to every macroblock of the frame and this is described as follows: The aim is to find the vectors that provide the best prediction of the Right frame:
where S is the searching area for block matching. Usually, a good approximation for the solution of equation (4), which reduces the number of the performed matches, comes from the best independent matching of the macroblocks that participate in the interpolation, that is:
However, this solution is sometimes sub-optimal. A better solution may be obtained by the joint full search that has been developed for monoscopic video [25] . The extension of the joint search method to stereoscopic video is as follows:
• The best independent vectors and the minimum difference according to (5) are estimated, with the weighting factors set to a predefined value.
• Successively, two vectors are kept constant and the third vector is updated for a lower minimum of the difference.
• The above procedure is iterated until the minimum value no longer becomes lower.
Estimation of weighting factors in the interpolative scheme
The normalized energy of a macroblock b ij in a residual B-frame is:
where, is the predicted macroblock from equation ( It is apparent that the energy of the residual B-frame depends on the proper selection of the weighting factors between motion and disparity. For a given bit-rate, the reduction of this energy provides higher PSNR for the reproduced frame, as the resulting distortion is decreased.
In a monoscopic video, the weighting factors for the frames that participate in an interpolative procedure are usually w f =w b =0.5. However, it is reasonable that their values are inversely proportional to the time interval of the processed frame from the interpolated frames [26] . In this work, the motion weighting factors, which are forward and backward, are kept in a constant relation, 7:3 for the first and 3:7 for the second B-frame of every GOP. Correspondingly, the motion and disparity weighting factors are equal to 0.5 for all the P-frames. The relation between motion and disparity weighting factors is adjusted so that the energy of the residual frame is minimized, but their sum must be unity, i.e. w f +w b +w d =1.
Basically, the relation between motion and disparity weighting factors should be adjusted for every macroblock and their choice must minimize the energy of each residual macroblock through the previously described vector optimization. Instead of estimating the weighting factors for every macroblock, which is time consuming and bit-rate expensive, a sub-optimal scheme is proposed. The motion weighting factors are initially considered to play an equal role to the disparity weighting factor. for all B-frames in a GOP. Also, for all the P-frames in a GOP, the motion and disparity weighting factors are set to 0.5. The proposed algorithm, which involves quad-tree decomposition of a P or B frame with a Rate-Distortion splitting criterion, employs the previously described interpolative scheme with the initial values of the weighting factors. These values are adjusted so that the total energy of the resulting residual frame is minimized according to equation (7) . For example, in some B-frames is found that the energy of the residual frame is minimized when motion and disparity contribute to the interpolative scheme by 60% and 40% respectively. Thus, w f =0.7x0.6=0.42 and w b =0.3x0.6=0.18 for the first B-frame and w f =0.18, w b =0.42 for the second B-frame.
The proposed method of stereo video coding
The proposed method of coding a stereoscopic video, EIMDE, is an enhanced method of the IMDE scheme proposed in [14] . The proposed motion and disparity compensation is based on the segmentation of a frame, given the motion and disparity corresponding frames and achieves a coding representation that is commensurate with the local motion and disparity detail. Typical stereoscopic sequences consist of frames which contain areas of almost constant motion or disparity. The motion or disparity estimation schemes based on blocks of fixed size divide these areas into small blocks creating more motion or disparity vectors than those actually needed. To overcome this drawback, a joint motion-disparity estimation based on a quad-tree segmentation of the Right frames is proposed. The following relation provides the residual of a processed frame, either B or P:
where, B R is the Right frame, B res is the residual frame and B pr is the prediction of the Right frame consisting of the predicted macroblocks that are estimated by (3) .
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In the proposed algorithm the residual frame is estimated by (8) but the predicted macroblocks are of variable size, according to the quad-tree decomposition of the processed frame. The summary of this new method is as follows:
• The B R frame is quad-tree decomposed using an intensity difference splitting criterion. According to this criterion, a block splits into four children blocks if the maximum value minus the minimum value of the block elements is greater than a threshold. The threshold is defined as a value between 0 and 1 multiplied by 255
for grayscale images. The lowest permissible block size is set to 8X8 pixels, whereas blocks of larger size are formulated. The largest possible block size is half of frame's dimension, because of quad-tree splitting. In this way, the intensity homogeneous regions are located.
• The resulting 8X8 blocks are located at the boundaries of frame objects, where there are larger intensity gradients. Their predictions are estimated by (3) with the proposed interpolative method. Although the smallest block could have any dimension, it has been found that 8X8 blocks provide a good trade-off between accuracy of the estimation and the number of bits necessary to encode the motion or disparity vector for each block.
• The quad-tree analysis is continued for the blocks of larger size but with a different splitting criterion. The splitting criterion for a node is the cost of the residual for this node that is defined by the following relations:
where J p and J ch are the costs of parent and children nodes respectively. Lagrange multiplier λ defines the relation between distortion and bit rate and its value affects the segmentation depth of the processed frame. The distortion D is the MSE for the specific node. The rate R is defined as:
where r v =r f +r b +r d and r res are the bit-rates of the vectors (motion and disparity) and the residual respectively.
The residual of a node is estimated by the proposed interpolative scheme and equation (8) . Therefore, a parent node splits into four children nodes if and only if the cost of the parent is greater than the cost of the children.
The r v increases when splitting occurs whereas r res and D both decrease. The splitting criterion can be formed as:
Equation (13) is reduced to: (14) ) ( ) ( 
which is satisfied if the following relation is valid:
This suggests that a parent node splits into four children if the benefit from the distortion is greater than the benefit from the vectors' bit-rate.
• After the completion of quad-tree analysis, the Right frame consists of variable size macroblocks each of which has smooth motion and disparity characteristics. In this way, the resulting residual frame is less distorted. The initial preset relationship of the weighting factors between motion and disparity is trimmed so that the energy of the entire residual frame is minimized.
Experimental results
The proposed coder, which estimates the residual P and B frames by employing a motion-disparity interpolative scheme, was tested on three stereoscopic image sequences, namely "crowd", "book-sale" and "sergio" [27] . The first two stereo sequences are the only available with a sufficient temporal length of 169 and 89 frames respectively, whereas the third one has a temporal length of 10 frames. The size of each frame is 320X240 pixels for the first two sequences and 512X512 pixels for the third one, the type of sequence is IBBPBBPBB, the largest macroblock size is half of frame's dimension and the smallest macroblock size is 8X8 pixels. Both motion and disparity compensation employs the classical block-matching algorithm.
The searching area is 12 pixels (6 pixels around the macroblock, which is a typical value for MPEG and H.261/H.263) and the matching criterion is MAD. The size of the search space and the selected cost function counterbalance the complexity of the exhaustive search algorithm used in the proposed coder. Additionally, the tested sequences have small camera and object displacements that are fairly supported by this selection.
The objective quality measure of the reconstructed Right frames is estimated by peak signal to noise ratio (PSNR): where MSE R is the mean square error of the Right frames.
R MSE PSNR
The DWT subband coefficients of the Left and residual frames are quantized, are partitioned by the morphological encoder and are arithmetically encoded. The motion and disparity vectors are partitioned by the morphological encoder and are losslessly transmitted using DPCM and arithmetic encoding. The experimental results refer to P and B frames of the Right sequence. The coding of the Right I-frames is based only on disparity compensation for all the above mentioned methods. This is because I-frames are access index points of a video stream, as in the MPEG standard of a monoscopic video and are coded in intra-frame mode that does not employ temporal prediction.
In Figure 4, (a) illustrates the quad-tree decomposition of a B-frame with an intensity difference splitting threshold of 0.6, whereas (b) shows frame's segmentation with a threshold of 0.8. The Lagrange multiplier is set to a value of λ=500. The white line blocks show decomposition with an intensity criterion whereas the grey line blocks show decomposition according to a Rate-Distortion splitting criterion that is provided by inequality (16) . The selection of the intensity difference threshold defines the number of blocks that will be further processed with the RateDistortion splitting criterion. As this threshold increases, more blocks are subjected to the Rate-Distortion splitting criterion giving slightly better performance but the computational complexity increases as well. In fact, the intensity quad-tree decomposition is used as a first step for the location of homogeneous regions that may or may not be further decomposed. The high intensity gradient regions are excluded from the Rate-Distortion decomposition and they are treated with the interpolative scheme as fixed size blocks of 8X8 pixels. The Lagrange factor selection affects the depth of Rate-Distortion decomposition.
As this factor becomes large enough, the segmentation criterion of inequality (16) 33 bpp) , PSNR of EIMDE for a B-frame is about 1.5 dB better than that of the compatible and 0.9 dB better than that of IMDE for "crowd" sequence. At the same bit-rate, PSNR of EIMDE for a P-frame is over 2 dB better than that of the compatible and 1.2 dB better than that of IMDE. The same performance is attained for "booksale" sequence. It may be observed that EIMDE performs even better in the third stereo sequence of "sergio". At a bit rate of 0.32 bpp, EIMDE outperforms compatible by 2.4 dB and IMDE by 1.9 dB on the average for B-frames. The interpretation lies on the fact that the background of the scene is a uniform area of grey color. Thus, the proposed frame segmentation scheme creates larger blocks with constant motiondisparity characteristics and therefore the algorithm behaves more efficiently. Also, the only moving object of the scene is subjected to small displacements. Objective quality measure of a Right B and P-frame for "crowd" sequence. Figure 5 demonstrates PSNR versus bit-rate of a Right B and P-frame for the "crowd" stereo sequence. As illustrated, the rate-distortion graphs show that the proposed stereo coding algorithm outperforms the other methods both at medium and low bit rates. Figure 6 shows the subjective performance of the proposed EIMDE coder with respect to compatible coder. The reconstructed quality of the second Right B-frame for "crowd" sequence at a bit rate of 0.46 Mbps (0.2 bpp) is illustrated.
The observed subjective quality degradation near object boundaries is of ringing nature and is an inherent property of the wavelet transformation. The variable size block segmentation of the processed Right frames makes this distortion non periodic and thus less annoying. It should also be noted that H.264/AVC provides more than 50% bit-rate savings than MPEG-2 for the same quality but does not support stereoscopic coding. The aim of the present work is to propose a new framework of stereo coding and show that outperforms the already existing algorithms based on simulcast, compatible or joint methods. The adaptation of the proposed scheme to the advanced coding capability of H.264 is an issue for further research.
Finally, the Rate-Distortion algorithm, which is applied on P and B frames of the Right sequence, employs the proposed segmentation procedure in order to create blocks of variable size so as to spend fewer bits on homogeneous regions. The interpolative scheme together with the weighting factors adjustment aim at reducing the distortion of the residual frame. The experimental evaluation proves the effectiveness of the proposed EIMDE method.
Conclusions
A stereoscopic image sequence can be encoded in an effective way if redundant information that exists between the frames of the same sequence (temporal redundancy) and the corresponding frames of the two sequences (disparity redundancy) is taken into account. Among the typical methods of coding, the most attractive are the compatible and the joint. The compatible method compresses the Right frames by taking into account the spatial redundant information in relation to the Left frames. The joint method compresses further the Right P and B frames by taking into account both temporal and spatial redundancy. While the two above mentioned methods have been formulated in the literature, the optimized framework of the proposed interpolative scheme has not, to the best of the author's knowledge, been addressed.
The proposed scheme, Enhanced IMDE, is an optimized version of the joint method and an enhanced version of IMDE method that predicts P or B frames of the Right sequence by employing joint motion-disparity interpolation. It initially segments the processed P or B frame by employing an intensity difference splitting threshold, in order to localize the intensity homogeneous blocks. Then, it splits further the resulting blocks by a simplified Rate-Distortion relationship. The segmentation is performed through the proposed interpolative scheme that is optimized by a suitable selection of motion and disparity vectors. As a result, the processed frame is segmented into variable size blocks that present homogeneous motion-disparity characteristics and its residual is coded by using DWT transform with the MRWD compression algorithm.
Furthermore, the adjustment between motion and disparity weighting factors may minimize the energy of the residual frame. The experimental results show that the proposed stereo coding scheme provides better overall performance in the whole examined range over the typical compatible method of coding and IMDE.
