Advances in modern computational methods and technology make it possible to carry out extensive molecular dynamics simulations of complex membrane proteins based on detailed atomic models. The ultimate goal of such detailed simulations is to produce trajectories in which the behavior of the system is as realistic as possible. A critical aspect that requires consideration in the case of biological membrane systems is the existence of a net electric potential difference across the membrane. For meaningful computations, it is important to have well validated methodologies for incorporating the latter in molecular dynamics simulations. A widely used treatment of the membrane potential in molecular dynamics consists of applying an external uniform electric field E perpendicular to the membrane. The field acts on all charged particles throughout the simulated system, and the resulting applied membrane potential V is equal to the applied electric field times the length of the periodic cell in the direction perpendicular to the membrane. A series of test simulations based on simple membrane-slab models are carried out to clarify the consequences of the applied field. These illustrative tests demonstrate that the constant-field method is a simple and valid approach for accounting for the membrane potential in molecular dynamics studies of biomolecular systems. This article is part of a Special Issue entitled: Membrane protein structure and function.
Introduction
The electric potential difference across biological membranes plays a central role in many essential biological processes [1] . In living cells, the distribution of ions on both sides of the membrane is actively maintained by ion pumps and transporters, and the membrane potential results from the ion concentration gradients and the relative permeation of the membrane by the various ionic species. In the laboratory, it is also possible to artificially impose a potential difference across a membrane through the use of ion-exchange electrodes, a technique widely used in electrophysiology. Nevertheless, whether one is attempting to realistically model cellular processes or electrophysiological experiments, the physical underpinning of the potential is identical in both cases: the bulk ionic solutions remain electrically neutral overall and the potential difference across the membrane arises from a very small charge imbalance distributed in the neighborhood of the membrane-solution interface. The membrane responds as a classical linear capacitor and the potential difference V arising from the net charge separation ΔQ is V = ΔQ/C. In the case of phospholipid bilayers, a membrane potential of 100 mV corresponds to a ΔQ of one elementary charge for each 250 Å × 250 Å area of membrane. Thus, a sizable potential difference across the membrane is associated with an extremely small charge separation. Accounting for this potential difference in simulations requires a well defined conceptual framework.
A linearized Poisson-Boltzmann theory modified to account for the membrane potential was formulated on the basis of a continuum electrostatic representation [2] . The PB-V theory provides a conceptually transparent, albeit approximate, description of the membrane potential and allows for the calculation of several quantities of interest, such as the voltage profile along channels and vestibules of complex irregular shapes [3, 4] , and the gating charge of intrinsic membrane proteins [2, [5] [6] [7] [8] . However, the PB-V theory does not directly provide a method to include the membrane potential in allatom MD simulations with explicit solvent and membrane. Such MD simulations are normally carried out under periodic boundary conditions (PBC) to reduce finite-size effects. Thus, the bulk ionic solutions on both sides of a membrane in a PBC system are actually the same liquid phase, which poses several challenges when one tries to implement a potential difference and concentration gradients across the membrane. For this reason, realistically incorporating the effect of the membrane potential in all-atom MD requires careful consideration. Over the past decade a few different strategies have been developed to circumvent the issue of periodicity in all-atom MD simulations.
The most direct approach to simulating a membrane potential consists of constructing a system that comprises two parallel bilayer membranes with two separate bulk phases [9, 10] . Different ionic concentrations in each bath can be introduced to create a realistic transmembrane potential. The dual-membrane approach has been used to study the initial stages of ion channel gating over a 10-ns time scale [11] as well as electroporation of the membrane by ions [12, 13] . However, this approach considerably increases the size of the simulated systems and the computational cost. Nonetheless, the dual-membrane method might become more popular as computational power increases and simulations of larger systems become accessible, ultimately leading to simulations of near complete liposome-like systems. A slightly less demanding alternative to the dual-bilayer method consists of replacing one of the two membranes by a vacuum slab that effectively acts as a physical barrier to separate and isolate the two bulk solutions on both sides of the membrane [14] . With this approach, a charge imbalance between the two sides of a single membrane may be introduced to produce a transmembrane voltage [15, 16] . The dual-membrane and vacuum slab methods realistically incorporate the transmembrane electric potential in biomolecular dynamics simulations. In both cases, the resulting transmembrane potential is not known a priori, as it depends on the specific physical characteristics of the simulated bilayer and the imbalance of charge that is introduced in the system. Of particular importance, the actual value of the applied transmembrane potential may vary considerably (by hundreds of millivolts) upon a single permeation event [14] , or if an embedded membrane protein carrying charged residues changes its conformation. In practice, the actual potential difference V needs to be constantly monitored and the charge imbalance ΔQ adjusted to prevent large changes during simulations. This poses some challenges because of the large membrane capacitance. For example, the transfer of a single elementary charge for each membrane patch of area 500 Å × 500 Å is sufficient to shift the membrane potential by about 25 mV. Lastly, the imposition of a very small potential can become difficult, requiring the enlargement of the simulated system to increase the area of the membrane or the inclusion of dummy particles with a fraction of elementary charge.
A different approach to account for the membrane potential in MD simulations consists of introducing a uniform electric field E throughout the entire simulated periodic cell containing the membrane system [17] [18] [19] . This gives rise to a force q i ⋅ E that applies to all charges q i in the simulation. The electric field is directed perpendicular to the membrane plane and must have a magnitude E = V/L z , where L z is the length of the PBC simulation box in that direction. Thus, the value of the applied voltage V is known a priori and the magnitude of the applied field depends only on the size of the simulation box L z , with no need for a dual bilayer or an enlarged system with a vacuum slab. The pioneering application of the constant electric field approach in Aksimentiev and Schulten [20] demonstrated its ability to quantitatively determine the conductance of a membrane channel from only its X-ray structure. This approach has also been successfully used in many other applications studying ion conduction [21] [22] [23] [24] [25] [26] , voltage-regulated water flux [27] [28] [29] , insertion of peptides into membranes [30] , electroporation [31] [32] [33] [34] , translocation of DNA, ions, and large biomolecules through nanopores [35] [36] [37] 33, [38] [39] [40] , and induced conformational changes of membrane proteins [41] [42] [43] .
The theoretical foundation of the constant field method has been clarified previously: it represents the influence of two aqueous salt bath solutions held at different voltages via an electromotive force (EMF) on a subsystem of interest [44] . Nevertheless, the method retains a certain appearance of artificiality that may be cause for confusion and concern. For example, it is not immediately apparent that the actual potential V imposed across a membrane in MD simulation in which a constant uniform electric field E is applied is truly equal to E ⋅ L z , regardless of the shape of the protein/membrane interface. Furthermore, the constant field method adds a constant force, q i V/L z , acting on all the charges in the system, regardless of their position. However, it is understood that the transmembrane potential arises from a microscopic charge separation and that the net average electric field in the aqueous region should be very small.
It is the goal of this brief review to address the aforementioned concerns and to clarify the application of the constant electric field method. To help illustrate the significance of the constant field method, we carried out a number of MD simulations based on simple model systems composed of a low-dielectric pseudo-membrane slab with different fixed geometries. It is shown that applying an external electric field is, indeed, a valid method for generating a potential difference across a membrane in MD simulations. We also examine potentially subtle issues of system size dependence, both in terms of how one calculates the potential from the applied field and how that dependence is manifested in equilibrium and non-equilibrium properties of the system.
Results

Applied constant electric field in the context of periodic boundary conditions
The presence of a potential difference across a membrane unavoidably breaks periodicity. Nevertheless, the equivalence of the forces arising from the constant applied electric field across the boundary ensures that there is no discontinuity in the force acting on a given particle when crossing it. The net result of a particle crossing the periodic boundary is akin to passing through a virtual circuit with an embedded EMF, i.e., a battery [44] . This virtual EMF provides the work that gives rise to the bulk phase polarization (and slight charge imbalance if there are mobile ions) across the simulation cell, which causes the potential difference. To understand how the membrane potential difference relates to the periodic boundaries, it is helpful to observe how it is realized in various systems.
As visualized in Fig. 1 , a constant applied electric field generates a linear potential across the entire unit cell. However, what matters is the total potential difference across the membrane, which is the predominant quantity underlying biologically relevant events and the quantity that one typically desires to control in a simulation. A uniform medium such as an aqueous salt solution will naturally selforganize to reduce as much as possible the magnitude of any net average electric field. This behavior is akin to good conductors that expel all electric fields from their interior. The rearrangement of the bulk medium to a non-uniform distribution generates its own reaction field that, when summed with the external field, gives the resulting, total field. Because the change in potential must take place somewhere within the system, it becomes naturally concentrated at an immobile insulating membrane, regardless of its shape or size, with a characteristic decay away from it. Despite the nonperiodicity of the total potential, the force experienced by a charged atom across the periodic boundary (computed from the first derivative of the total potential) is continuous.
To demonstrate concretely the conceptual arguments made above, we begin with the simplest system, a uniform hydrophobic slab 20-Å thick in the center of an aqueous NaCl salt solution extending approximately 27 Å above and below (see Fig. 2A ). The electric field, constant in the z direction and zero in the x and y directions, is determined from the desired potential difference, V = 500 mV here, across the entire unit cell through the equation E z = V/L z . In this equation, L z refers to the size of the entire periodic cell, including membrane and water (~75 Å). The resulting potential for the entire system, averaged over a 10-ns simulation and shown in Fig. 2B , is clearly focused to the region of the slab, despite the constant external field applied. Thus, the entire 500-mV potential drop occurs across the membrane only, with the potential difference in the bulk regions above and below being zero.
System size and resulting membrane potential
How should the applied field be treated if the system size is doubled while the thickness of the membrane is kept constant as illustrated in Fig. 2C ? According to the relation E z = V/L z , if L z is doubled, then the external applied field E z ought to be divided by two in order to maintain the same value of V. Again, this concept is illustrated by considering the simple membrane slab under a reduced applied field. As explicitly demonstrated by the simulation, the resulting average potential throughout the system is identical to that for the smaller system (compare Fig. 2D to Fig. 2B and the curves in Fig. 2E ). As before, the expected potential difference of 500 mV is focused to the region of the membrane only.
To further illustrate that the applied field necessary to enforce a given voltage depends only on the size of the simulation box and is independent of the shape of the membrane, we consider the same hydrophobic slab but with a central part cut out. This cutout reaches halfway into the membrane, sloping inward to the thinner part of the membrane (see Fig. 3A ). The resulting trapezoidal-cutout slab was simulated under the same conditions as the uniform slab, namely two system sizes and an expected potential difference of 500 mV across the entire unit cell. As before, the resulting time-averaged potential throughout the system is identical for the two system sizes provided that the applied E z is halved for the larger system (see Fig. 3B, C) . In particular, the full potential difference V is typically focused to the insulating membrane alone, despite its variations in thickness.
Taking the reduction in membrane thickness to its extreme limit, a membrane was prepared in which a central box-shaped region is removed such that only a single layer of hydrophobic atoms separates the two bulk regions (see Fig. 3E-H) . Although the applied field is uniform, in both the smaller and larger systems the resulting electrostatic potentials are identical, with the potential difference being focused to the fixed membrane only. This focusing tightly couples the Fig. 1 . Schematic description of the constant electric field methodology. In the periodic system, the applied constant field is associated with a linear potential, which is combined with the reaction potential from the electrostatic forces treated via particle mesh Ewald (PME) to generate the resulting total potential. Even though the total electrostatic potential is non-periodic, the reaction potential computed during the simulation (PME), as well as the forces (slopes of curves) from both the applied and total potential are compatible with periodic boundary conditions. potential difference to the membrane shape, and can thus generate large electric fields in the thinnest regions, such as the single fixed layer in the system in Fig. 3E . All these examples demonstrate that the resulting potential difference in any system depends only on the applied field and the size of the simulation unit cell, not on the particular membrane size or geometry. The microscopic details of the shape and size of the molecule system are irrelevant and do not determine the potential difference imposed by the constant field method.
Non-equilibrium dissipative finite-size effects
The results displayed in Figs. 2 and 3 show that the average membrane potential profile across the system is not very sensitive to the size of the simulated system (as long as E is given by V/L z ). Another finite-size effect, though not specifically relevant to the situation considered here with an applied external electric field, is associated with the system's periodicity and the planar membrane geometry [45, 46] . It arises from the difference in self-interaction between the ion and its periodic images when the ion is located in the low-dielectric membrane region (or inside a channel), where its field is not as efficiently shielded as when the ion is located in the high-dielectric bulk solution [45, 46] . The magnitude of such a spurious self-interaction in periodic systems can be estimated, for example, by using a continuum electrostatics approximation [45] [46] [47] . However, based on the size of the systems simulated here (at least 44 Å between images), the correction is expected to be negligible [48] .
Such relative lack of sensitivity of the results on the size of the simulated system must, however be considered with caution. The robustness of average equilibrium properties is largely predetermined by the gross structural features of the systems, in qualitative accord with continuum electrostatics. Once the system reaches thermodynamic equilibrium, the spatial distribution and orientation of the water molecules and mobile ions is rearranged to essentially cancel out the applied external field in the bulk phase regions and, as a result, the potential drop occurs mainly across the non-conducting low-dielectric insulating regions. However, non-equilibrium properties, such as ion fluxes through membranes or the rate of conformational transitions, might be more sensitive to the size of the system.
To illustrate the possibility of size-dependent effects on transport phenomena, we examine the rate of ion permeation through a membrane slab with a generic pore in two systems of different sizes. To simulate ion conduction, a 20-Å-diameter cylindrical pore was cut through the fixed membrane slab and the resulting system was subjected to an external electric field of 500 mV in one set of simulations and 1 V in another set (see Fig. 4A-C) . In one system the length of the bulk salt solution is larger such that the simulation box is twice as long in the z direction compared to the other, with L z = 154 Å and L z = 74 Å, respectively. In all other aspects, the membrane slab and pore are identical. Any atomic charge movement in the microscopic system is associated with a detectable current going through the virtual EMF circuit [44] . It follows, then, that the steady-state ionic flux through this model pore under an applied voltage can be calculated from the total displacement current [20] ,
where ż(t) is the velocity of particle i in the z-direction. Alternatively, it is possible to consider the integrated form of Eq. (1),
where z i (t) represent the continuous "unwrapped" coordinates of the atoms, i.e., not folded back into the periodic box. The average current, I(t), can then be evaluated as the limiting value of Q(t)/t as t → ∞ [44] . We note that because of the fixed membrane, there is no net drift of the system, which otherwise might need to be removed [20] . At V = 500 mV, the current I avg. = − 3.06 ± 0.11 e/ns for the smaller system (74 Å long) while I avg. = − 2.91 ± 0.04 e/ns for the larger system (154 Å long). The current in each of the two systems was estimated from Eq. (2) by averaging the value of Q(t)/t over the final 2 ns of simulation. Although the currents are close, there is a small apparent difference. As a further test of potential sizedependent effects, the voltage difference was increased to 1 V. The results are shown in Fig. 4E , F for the two systems. The currents at 1 V are − 6.13 ± 0.16 e/ns and −4.69 ± 0.08 e/ns for the smaller and larger systems, respectively. Here, the difference is clearly more important, showing that there is a size dependence of the current in these systems. Based on these currents, the total resistance extracted from the MD simulations at 500 mV is 1.02 ± 0.04 × 10 9 Ω for the smaller system, and 1.07 ± 0.01 × 10 9 Ω for the larger system, yielding an increase of 0.05 × 10 9 Ω in the total resistance (~5%). The increase in total resistance extracted at 1 V is 0.31 × 10 9 Ω, which is even larger (~26%).
One may try to rationalize the observed size-dependence of the simulated ionic currents on the basis of simple macroscopic arguments. Assuming that the bulk solutions and the pore act as resistors connected in series, the total resistance is expressed according to Ohm's law as R tot = R pore + R bulk [49] . If the resistance associated with the pore R pore remains the same in both systems, then the increase in the total resistance should be explained by the increase in resistance in the bulk region. It is tempting to estimate the latter using the simple macroscopic approximation, R bulk = ρL/A, where L and A are the length and the cross-sectional area of the bulk, respectively, and ρ is the bulk resistivity of the solution. However, this simple macroscopic expression assumes all ions flow to the pore along lines parallel to z, ignoring the complexities introduced by the membrane, bulk, and pore geometries. For instance, in the limit of a thermodynamically large system, an explicit dependence of the resistance on the system's length, L, persists, which would be inconsistent with single channel experiments [1] . The more relevant form of R bulk that should be considered is known as the "access resistance" [1, [50] [51] [52] ,
where a is the pore radius (10 Å) and l is the distance from the pore to the box edge, i.e., l = L/2; as l → ∞, R access converges properly to a finite B C E value. The resistivity of a 300 mM NaCl solution for the current force field is about 19.1 Ω ⋅ cm [53] . The length of the bulk region is 54 Å and 134 Å for the smaller and larger systems, respectively. Using these values, the access resistance is estimated to be 0.038 × 10 9 Ω for the smaller system, and 0.052 × 10 9 Ω for the larger system, which yields an increase of about 0.014 × 10 9 Ω. This value is considerably smaller than the changes of 0.05 × 10 9 Ω at 500 mV and 0.31 × 10 9 Ω at 1 V observed in the simulations, indicating that such a macroscopic argument does not explain the change in the observed resistance in the system fully. Changes in R access can also be estimated from the voltage drop outside the pore (see Fig. 4D for the 1V case). At 500 mV, R access increases by a factor of 1.3 when comparing the larger to the smaller system, but only 1.12 at 1 V. For comparison, R pore is 1.08 times greater at 500 mV and 1.12 times at 1 V, although it should be independent of system size and applied potential. However, the dependence on both factors indicates the presence of an additional size-related effect that is also sensitive to the strength of the field, which is greatest inside the pore. These considerations suggest that the size-dependency of the ionic current in the simulations must arise from more subtle factors. This is best explained in the context of the effective dynamics of the permeating ions based on the Generalized Langevin equation [54] . Within such reduced dynamics, the basic ingredients controlling the rate of ion permeation are the potential of mean force (PMF), the membrane potential, and the effective friction. The latter is related to the rapidly fluctuating excess force, δF(t) = F(t) − 〈F〉, acting on a permeating ion inside the pore according to the fluctuationdissipation theorem [55] ,
where M(t) = 〈δF(t)δF(0)〉 is the memory function.
To quantify these effects, we calculated 〈F tot 〉, M(t), and γ for a chloride ion inside the pore under a potential difference of 1 V. Both the PMF and the membrane potential are equilibrium properties, and we have shown above that the latter is insensitive to the size of the simulated system. For the sake of completeness, the PMF for the ion in the absence of an applied field was also computed. The PMF, shown in Fig. 5 , is largely flat at the pore's center, confirming that there is no systematic size-dependence of the mean force. In other words, 〈F〉 should be essentially equal in both the larger and smaller systems. Indeed, this was found to be the case: 〈F tot 〉 = 0.595 kcal/mol•Å for the larger system and 〈F tot 〉 = 0.562 kcal/mol•Å for the smaller one. However, it is expected that the memory function M(t) will display some size dependence because a larger fraction of the total force F(t) in the case of the smaller system is a constant component, qE z , from the applied external field. Conversely, the fluctuating component of the force, which contributes directly to the effective friction via Eq. (4), makes up a larger fraction of the total force F(t) in the case of the larger system. In the larger system, the force due to the external field, qE= 0.150 kcal/mol•Å, is 27% of the total force, whereas in the smaller system, qE= 0.312 kcal/mol•Å is more than half of the total mean force. As a result, the effective friction is expected to be larger in the larger system, a size-dependent effect that should be apparent in the simulations. Shown in Fig. 6A , the force autocorrelation function rapidly decays toward zero within a few hundred femtoseconds (fs) for both systems. The friction coefficient γ, however, diverges within 3 ps in the two systems, with the ion in the smaller system experiencing a lower friction. As the time-independent force q ⋅ E z approaches the total mean force 〈F tot 〉, its quantitative impact on transport properties will become increasingly apparent.
To further highlight the nature of the long-range effects that give rise to the size dependency, a simple charged particle with no Lennard-Jones interactions was restrained at the center of the membrane slab. The particle is only subject to long-range electrostatic interactions with the water molecules and the mobile ions in the bulk phase; there are no interactions with the uncharged particles forming the membrane slab. Both a large and a small system were simulated with an applied field corresponding to a membrane potential of 1 V. The calculated average forces are 1.01 and 0.993 kcal/mol•Å for the smaller and larger systems, respectively. As shown in Fig. 6C and D, the effective friction γ in the two systems is clearly different. In the larger system, there is a slowly decaying component to the force autocorrelation function, with an amplitude corresponding to a weak fluctuating force of 0.05 kcal/mol•Å decorrelating over a relaxation time of about 22 ps. To give some idea of the order of magnitude of such a contribution, a force of 0.05 kcal/mol•Å corresponds roughly to the force exerted by one TIP3 water molecule (dipole of 0.48862 eÅ) on an elementary charge at a distance of 15 Å, i.e., 332 × 0.48862/15 3 = 0.05 kcal/mol•Å. In summary, a system that is too small may produce a proper transmembrane potential profile, yet allow artificially enhanced currents due to the reduced dissipative effects arising from long-range fluctuations.
Concluding discussion
In light of the simulations with a constant field presented here, it is clear that the magnitude of the membrane potential is solely a function of the external field E and the length of the system L z in the unit cell. The result is independent of the membrane thickness and of the shape of the low-dielectric material separating the bulk phases in the system. The resulting membrane voltage V is always equal to E ⋅ L z . That the resulting V is indeed equal to E ⋅ L z can be visualized directly by mapping the average electrostatic potential from the trajectories as shown in Figs. 2-4 , and verified explicitly by calculating the free energy for charging a test particle at different locations in the system [44, 42] .
Although V = E ⋅ L z is a simple prescription, there remains quite some confusion regarding the relation between the applied field and the resulting membrane voltage in the literature. In a number of simulation studies aimed at incorporating the influence of a membrane potential via a constant electric field E, the actual reported value for the membrane potential V was calculated as E ⋅ Δz, where Δz was the thickness of the membrane in the system [56, 26] . Intuitively, this seems to be a reasonable choice because the average electric field is expected to be negligible throughout the high dielectric aqueous phases, and most of the voltage drop from the membrane potential occurs across the non-aqueous insulating regions in the system. However, one must exercise caution in invoking arguments based on a macroscopic representation because the correspondence to all-atom MD simulations with explicit solvent is not as straightforward as it may seem. While it is true that the resulting average membrane potential will mainly drop across the insulating region (the membrane), it is actually incorrect to ascribe the value of V as being equal to E z times the effective thickness of this region when a constant external electric field is applied to all the charged atoms in an MD simulation. The confusion appears fairly widespread, although only a few publications provide the necessary information to know what was actually done (the value of the applied constant field, the length of the periodic simulation cell, and the membrane voltage must all be reported). A first example is a simulation study of the Shaker channel [56] . An external field of 4 mV/Å was applied, intended to represent a membrane potential of −100 mV, a value which was determined by dividing 100 mV by an assumed membrane thickness of 25 Å. However, the length of the periodic simulation cell in the z direction was 100 Å, which implies that the actual membrane potential applied during the simulation was underestimated by a factor of four. A second example is a simulation study of K + conduction through the pore domain of the Kv1.2 channel [26] . The average ionic current was simulated for several different values of applied electric field to produce the I-V curve of the channel. The membrane voltage V reported in the study was calculated as E ⋅ Δz, where Δz was taken to be equal to the length of the selectivity filter of the channel (taken as the distance of 13.4 Å between Thr374 and Tyr377) [26] . The membrane potential that was actually applied in those simulations is E multiplied by the length L z of the periodic simulation cell, 85 Å. Thus, the reported voltage associated with the simulated currents in the I-V curves was underestimated by a factor of about six (~85/13.4 = 6.34). We do not dwell on these details as a matter of criticism of these previous studies, but to shed as much light as possible on the most common sources of confusion concerning the relationship between the applied electric field and the resulting membrane potential in MD simulations.
The constant electric field methodology provides an unambiguous and simple means to apply a voltage bias in membrane simulations. In contrast to the two alternative methodologies, namely the dual membrane and its extension with a vacuum slab, the constant field method allows simulations of ionic currents through biological channels at a constant membrane potential. The method has been implemented in several biomolecular simulation programs, which makes it readily available for membrane simulations. Using simple membrane slab systems, we have shown that the application of a constant electric field normal to the plane of the membrane produces a proper description of the membrane potential. In all cases, the resulting voltage is independent of the system being simulated and solely depends on E ⋅ L z . However, non-equilibrium properties are more sensitive to the finite system size due to changes in the resistance and long-range dissipative effects. In part owing to its simplicity, the method has been applied in several simulation studies of membrane systems, including ion permeation in proteins and nanopores [20] [21] [22] [23] [24] [25] [26] , electroporation [31] [32] [33] [34] , translocation of molecules through nanopores [35] [36] [37] 33, [38] [39] [40] , and conformational transitions in biological systems [41] [42] [43] .
Model systems and simulation methodologies
The model membranes used throughout are constructed of individual carbon atoms arranged in a body-centered cubic lattice with a spacing of 4 Å. All membranes have six vertical layers at their maximum and, thus, a thickness of 20 Å, not accounting for the radius of the atoms themselves. In each simulated system the membrane is fully solvated above and below and ionized with Na + and Cl − ions at a concentration of 300 mM. System sizes for the membrane slab and for the slab with a 20-Å pore were 44 Å × 44 Å in the membrane plane and approximately 75 Å and 150 Å perpendicular to the membrane for systems of length L and 2 L, respectively. For the slabs with a trapezoidal or square cutout, sizes were 68 Å × 68 Å × 75-150 Å. Atom counts for the systems range from 11,000 to 70,000 atoms. To prevent de-wetting of the interior of the cutout, a potential issue for hydrophobic surfaces [57] , the oxygen atoms of one layer of water molecules were lightly (k = 0.5 kcal/mol•Å 2 ) restrained along its surface. In the case of the 20-Å pore, restraints were reduced to k = 0.1 kcal/mol•Å 2 to minimize possible effects on the current.
All simulations were run using NAMD 2.7 [58] and the CHARMM force field [59] . Periodic dimensions were kept fixed, and a constant temperature of 300 K was maintained using a Langevin thermostat with damping coefficient of 1 ps − 1 , i.e., the NVT ensemble. A time step of 1 fs was used. Short-range non-bonded interactions were evaluated every other time step and were truncated at 12 Å with a switching function applied beginning at 10 Å. Long-range electrostatics were evaluated every fourth time step using the particle-mesh Ewald method. Electrostatic potential maps were calculated using VMD's PMEPot plugin [60, 20] along with MATLAB. The potentials of mean force given in Fig. 5 were determined using the adaptive biasing force method as implemented in NAMD [61, 62, 58] . Images were prepared using VMD [60] .
To compute the force autocorrelation function, the ion was harmonically restrained to z = 0 at the center of the 20-Å pore (force constant k = 10 kcal/mol•Å 2 ) and the total fluctuating molecular force was taken to be that after subtracting the artificial restraint force [63] . In Eq. (4) the force F(t) should be calculated from a fixed particle; the restraint method used here yields equivalent results [64] .
