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Abstract
Logistic regression is among the most widely used statistical methods for linear
discriminant analysis. In many applications, we only observe possibly mislabeled re-
sponses. Fitting a conventional logistic regression can then lead to biased estimation.
One common resolution is to fit a mislabel logistic regression model, which takes
into consideration of mislabeled responses. Another common method is to adopt a
robust M -estimation by down-weighting suspected instances. In this work, we pro-
pose a new robust mislabel logistic regression based on γ-divergence. Our proposal
possesses two advantageous features: (1) It does not need to model the mislabel prob-
abilities. (2) The minimum γ-divergence estimation leads to a weighted estimating
equation without the need to include any bias correction term, i.e., it is automat-
ically bias-corrected. These features make the proposed γ-logistic regression more
robust in model fitting and more intuitive for model interpretation through a simple
weighting scheme. Our method is also easy to implement, and two types of algo-
rithms are included. Simulation studies and the Pima data application are presented
to demonstrate the performance of γ-logistic regression.
Key words: Classification; Logistic regression; Minimum divergence estimation;
Mislabeled response; Robust M -estimation.
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1 Introduction
Logistic regression is one of the most widely used statistical methods for linear discriminant
analysis. Let Y0 be a binary response with {0, 1} values, andX be the p-dimensional random
vector of explanatory variables. Logistic regression assumes P (Y0 = 1|X = x) to satisfy
the conditional label probability model
pi(x; β) =
exp(β⊤x)
1 + exp(β⊤x)
, (1)
where β = (β1, . . . , βp)
⊤, and let β0 denote the true value of β in model (1). The MLE
is known to be the most efficient estimator for β0 when data are truly generated from
model (1). However, in some situations we can only observe a contaminated label Y instead
of the true status Y0. That is, Y is flipped from Y0 according to the mislabel probabilities
η0(x) = P (Y = 1|Y0 = 0, X = x) and η1(x) = P (Y = 0|Y0 = 1, X = x). (2)
The success probability of Y no longer follows model (1), but instead has the form
P (Y = 1|X = x) = η0(x) {1− pi(x; β)}+ {1− η1(x)} pi(x; β). (3)
Fitting label contaminated data {(Yi, Xi)}ni=1 to the uncontaminated model (1) will produce
a biased estimate of β0. To overcome the problem of mislabeling, some robustified logistic
regression methods are developed based on (3) with different modelings for ηj(x)’s. Copas
(1988) considered equal and constant mislabel probabilities, η0(x) = η1(x) = η, which we
call the constant-mislabel logistic regression. For any given η, the estimating equation of β
is 1
n
∑n
i=1wη,i(β){Yi − piη(Xi; β)}Xi = 0 with piη(x; β) = η {1 − pi(x; β)} + (1 − η) pi(x; β)
and the weight function
wη,i(β) =
1− 2η
{1− η + η exp(−β⊤Xi)}{1− η + η exp(β⊤Xi)} . (4)
Another example is the asymmetric-mislabel logistic regression (Wainer, Bradlow andWang,
2007; Komori et al., 2016), which assumes η0(x) = η and η1(x) = 0, i.e., mislabeling occurs
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only in the 0-group. Hayashi (2012) extended the work of η-boost (Takenouchi and Eguchi,
2004) to propose a robustified boosting method for binary classification, which is equivalent
to assuming the following mislabel probabilities
ηj(x) =
2ξj
(1− ξ0 − ξ1)
{
exp(1
2
β⊤x) + exp(−1
2
β⊤x)
}
+ 2(ξ0 + ξ1)
, j = 0, 1 (5)
with extra parameters ξ = (ξ0, ξ1). We call the corresponding model the ξ-logistic regres-
sion. Note that (5) attains its maximum value at the classification boundary β⊤x = 0. For
any given ξ, the estimating equation of β is 1
n
∑n
i=1wξ,i(β){Yi − piξ(Xi; β)}Xi = 0, where
piξ(x; β) = η0(x) {1− pi(x; β)}+ {1− η1(x)} pi(x; β) with ηj(x) given in (5), and the weight
wξ,i(β) = {1− η0(Xi)− η1(Xi)}ν(Xi; β) + η′0(Xi){1− pi(Xi; β)} − η′1(Xi)pi(Xi; β) (6)
with η′j(x) =
∂ηj(x)
∂(β⊤x)
and ν(x; β) = pi(x; β){1 − pi(x; β)}. Robustness of all the above-
mentioned methods come from the underlying weight functions. For instance, in the
constant-mislabel logistic regression, instances with larger values of |β⊤Xi| get less weight
wη,i(β) in the estimating equation.
The MLE for the above-mentioned robust logistic regression models, where mislabel
probabilities ηj(x)’s are assumed to take a certain parametric form, is known to be sensitive
to the misspecification of ηj(x)’s. Modeling mislabel probabilities, however, may not be
straightforward. In applications, often we are mainly interested in is the true success
probability P (Y0 = 1|X) instead of the nuisance parameters ηj(x)’s. There seems to be less
necessary to build models for ηj(x)’s. The aim of this paper is to develop a robust mislabel
logistic inference procedure that avoids modeling ηj(x)’s. The main idea is to replace the
minimum Kullback-Leibler (KL) divergence estimation, which corresponds to the MLE,
with the minimum γ-divergence estimation, which we call γ-logistic regression.
The paper is organized as follows. In Section 2, we review γ-divergence and use it to
propose our robust γ-logistic regression, while its asymptotic properties and comparisons
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with existing methods are discussed in Section 3. Simulation studies and the Pima data
analysis are placed in Sections 4-5. The paper ends with a discussion in Section 6.
2 Method: γ-Logistic Regression
2.1 The minimum γ-divergence estimation and its robustness
Let g be the data generating distribution and fθ be the model distribution indexed by
the parameter θ, and let θ0 denote the true parameter value of interest. The γ-divergence
between g and fθ is defined to be
Dγ(g, fθ) =
1
γ(γ + 1)
{
‖g‖γ+1 −
∫ ( fθ
‖fθ‖γ+1
)γ
g
}
, (7)
where ‖fθ‖γ+1 = (
∫
f
γ+1
θ )
1
γ+1 . This divergence is introduced in Jones et al. (2001) with
the name density power divergence of type-zero. The name γ-divergence is later introduced
in Fujisawa and Eguchi (2008). In the limiting case, limγ→0Dγ(g, fθ) =
∫
ln( g
fθ
)g, which is
the KL-divergence. The estimation criterion of minimum γ-divergence estimates θ0 by
argmin
θ
Dγ(g, fθ) = argmax
θ
∫ ( fθ
‖fθ‖γ+1
)γ
g. (8)
When g belongs to the parametric class {fθ : θ ∈ Θ} with the parameter value θ0, the
problem (8) is optimized at θ = θ0. It ensures the consistency of the minimum γ-divergence
estimation. In the presence of contamination, however, g = cfθ0+(1−c)h which is a mixture
of the target distribution fθ0 and certain contamination distribution h, where 1− c denotes
the contamination proportion. With some calculations, it leads to
Dγ(g, fθ) =
{
cDγ(fθ0 , fθ) +
Bγ(c, h; θ)
γ(γ + 1)
}
+
‖cfθ0 + (1− c)h‖γ+1 − c‖fθ0‖γ+1
γ(γ + 1)
(9)
with Bγ(c, h; θ) = (1− c)
∫
( fθ
‖fθ‖γ+1
)γh. Ignoring terms not involving θ, minimizing (9) over
θ is equivalent to minimizing
cDγ(fθ0 , fθ) +
Bγ(c, h; θ)
γ(γ + 1)
≈ cDγ(fθ0, fθ), (10)
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where the approximation holds provided that, for some γ, the bias Bγ(c, h; θ) is negligibly
small for θ in a neighborhood of θ0. The right hand side of (10) is minimized at θ = θ0.
That is, the minimization process is less affected by the mixing proportion c and the
contamination h and, hence, we can estimate θ0 well with negligibly small bias. See Fujisawa
and Eguchi (2008) and Kanamori and Fujisawa (2015) for further discussions.
2.2 γ-Logistic Regression
The robust γ-divergence can be used to infer model (1) when the data are actually generated
from (3). The reasons are discussed below.
Theorem 1. The distribution of contaminated Y in (3) can be expressed as a mixture of
the target distribution P (Y0 = y|X = x) and the mislabel-induced distribution h(y|x),
P (Y = y|X = x) = c(x)P (Y0 = y|X = x) + {1− c(x)} h(y|x),
where h(y|x) =
{
η0(x)
η0(x)+η1(x)
}y {
η1(x)
η0(x)+η1(x)
}1−y
and 1−c(x) = η0(x)+η1(x) is the conditional
contamination proportion given X = x.
Theorem 1 sheds some light on the possibility of inferring the true success probability
P (Y0 = y|X) from the contaminated data (Y,X), since γ-divergence is able to ignore the
influence from h(y|x) as revealed in (10). Specifically, our robust γ-logistic adopts the
conventional logistic regression model
f(y|x; β) = {pi(x; β)}y{1− pi(x; β)}1−y (11)
for Y0, while the observed Y is generated from (3), or equivalently, from the mixture
g(y|x) = c(x) f(y|x; β0) + {1− c(x)} h(y|x), (12)
where c(x) and h(y|x) are defined in Theorem 1. By substituting the model distribution
f(y|x; β) and the data distribution g(y|x) into (8) and taking expectation with respect to
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X , γ-logistic estimates β0 by
argmin
β
EX
[
Dγ
{
g(·|X), f(·|X ; β)
}]
= argmax
β
EX,Y
{( f(Y |X ; β)
‖f(·|X ; β)‖γ+1
)γ}
, (13)
where ‖f(·|x; β)‖γ+1 = [{pi(x; β)}γ+1 + {1 − pi(x; β)}γ+1]1/(γ+1), and EX and EX,Y denote
the expectation with respect to X and (X, Y ), respectively. Recall that the validity of
minimum γ-divergence estimation relies on the approximation (10), where the bias term
Bγ(c, h; β) plays a key role. From the expressions of f(y|x; β) in (11) and (c(x), h(y|x)) in
Theorem 1, we derive in Supplementary Materials that
Bγ{c(x), h(·|x); β} = η0(x)
{
pi(x; (γ + 1)β)
} γ
γ+1
+ η1(x)
{
1− pi(x; (γ + 1)β)
} γ
γ+1
→ η0(x)I(β⊤x > 0) + η1(x)I(β⊤x ≤ 0) as γ →∞, (14)
where I(·) is an indicator function. It implies that the robustness of γ-logistic can be
ensured for a large γ, provided that EX{η0(X)I(β⊤X > 0)} and EX{η1(X)I(β⊤X ≤ 0)} at
β ≈ β0 are negligible, under which EX [Bγ{c(X), h(·|X); β}] can only have limited influence
on (13). See Remarks 2-3 for further discussions about the robustness of γ-logistic.
In the sample level, the robust estimator β̂γ is obtained via the empirical version of (13),
1
n
n∑
i=1
( f(Yi|Xi; β)
‖f(·|Xi; β)‖γ+1
)γ
=
1
n
n∑
i=1
(
exp{Yi (γ + 1)β⊤Xi}
1 + exp{(γ + 1)β⊤Xi}
) γ
γ+1
. (15)
Direct differentiation of (15) leads to the estimating equation Sγ(β̂γ) = 0, where
Sγ(β) =
1
n
n∑
i=1
wγ,i(β)
{
Yi − pi(Xi; (γ + 1)β)
}
Xi (16)
with the weight function
wγ,i(β) =
(
exp{Yi (γ + 1)β⊤Xi}
1 + exp{(γ + 1)β⊤Xi}
) γ
γ+1
. (17)
From (16)-(17), the robustness of β̂γ is clear, as wγ,i(β) down-weights instances with non-
matched (Yi, β
⊤Xi). Note that the robustness of γ-logistic is controlled by the value of γ.
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When γ = 0, the estimating equation reduces to the non-robust estimating equation,
1
n
∑n
i=1{Yi − pi(Xi; β)}Xi = 0, for the conventional logistic regression. On the other hand,
a large γ corresponds to a robust estimate of β0, but at the cost of being less efficient than
MLE. See Remark 4 for a selection method of γ. See also Supplementary Materials for two
types of algorithms for implementing γ-logistic regression.
Besides the parameter estimation, another important issue is to identify mislabeled
subjects. Kanamori and Fujisawa (2015) developed a method to estimate the expected
mixing proportion, c = EX{c(X)}, based on the density power divergence. With this
estimated c, they proposed to identify 100(1 − c)% subjects with the smallest estimated
values of f(Yi|Xi; β0) as outliers. On the other hand, the weight wγ,i(β̂γ) from γ-logistic
can provide a measure of label confidence. It motivates us to identify mislabeled subjects
by searching for instances with small values of wγ,i(β̂γ). To have an objective evaluation
criterion, we obtain the p-values of wγ,i(β̂γ)’s by parametric bootstrap. Let w
(b)
γ,i be the b-th
bootstrapped version of wγ,i(β̂γ) by the null data {(Ŷ (b)i , Xi)}ni=1, where Ŷ (b)i is generated
from model (1) given X = Xi and β = β̂γ . The p-value of wγ,i(β̂γ) is
PVi =
1
b′
b′∑
b=1
I
{
w
(b)
γ,i ≤ wγ,i(β̂γ)
}
(18)
for a large b′. Instances, e.g., {i : PVi < 0.01}, can be identified for further examination.
We close this section by giving a few remarks on the robustness of γ-logistic, the con-
founding issue of the model misspecification and mislabeling, and the selection of γ value.
Remark 2 (robustness). For symmetric mislabeling η0(x) = η1(x), equation (14) becomes
limγ→∞Bγ{c(x), h(·|x); β} = η0(x) = η1(x), which does not involve the parameter β, i.e.,
the bias term Bγ{c(x), h(·|x); β} plays no role in parameter estimation as γ → ∞. In
other words, γ-logistic with a large γ produces a consistent estimate of β0 regardless of the
functional forms of η0(x) and η1(x) as long as η0(x) = η1(x).
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Remark 3 (confounding). In all previous discussions, we assume the model is correctly
specified, i.e, P (Y0 = 1|X = x) = pi(x; β0) for some β0. When the model is misspeci-
fied, there is no so-called true β0, and the target parameter is criterion-dependent. With
γ-divergence, the target parameter is β∗γ = argminβ EX [Dγ{fY0|X(·|X), f(·|X ; β)}] with
fY0|X(y|x) = P (Y0 = y|X = x). Similar to the derivation of (9) with g(y|x) = c(x)fY0|X(y|x)+
{1− c(x)}h(y|x), we have (up to terms without involving β)
Dγ{g(·|x), f(·|x; β)} ∝ c(x)Dγ{fY0|X(·|x), f(·|x; β)}+
Bγ{c(x), h(·|x); β}
γ(γ + 1)
with the bias term Bγ{c(x), h(·|x); β} being defined in (14). Note that Bγ{c(x), h(·|x); β}
does not involve fY0|X(y|x), and the robustness of γ-logistic in estimating β∗γ is still valid for
a large γ, provided that EX{η0(X)I(β⊤X > 0)} and EX{η1(X)I(β⊤X ≤ 0)} at β ≈ β∗γ are
small as discussed in texts below (14). Moreover, by Remark 2, the robustness of γ-logistic
is unaffected by the functional forms of η0(x) and η1(x) when η0(x) = η1(x).
Remark 4 (selection of γ). One can use the idea of Mollah, Eguchi and Minami (2007)
to select γ by argmaxγ
1
n
∑n
i=1wγ0,i(β̂γ) from (15), where γ0 is a predetermined reference
value, e.g., γ0 = 0.1. Note that (15) can be affected by mislabeled Yi. Thus, alternatively we
replace the weight by its conditional expectation, i.e., E[wγ0,i(β0)|Xi] = ‖f(·|Xi; β0)‖γ0+1,
and propose to select γ by argmaxγ
1
n
∑n
i=1 ‖f(·|Xi; β̂γ)‖γ0+1.
3 Characteristics of γ-Logistic Regression
3.1 Influence function and asymptotic properties of β̂γ
Since β̂γ is an M-estimator, the influence function IFβ̂γ(Xi, Yi) of β̂γ evaluated at (Yi, Xi)
and β = β0 is the negative Hessian inverse times the i-th element of the score function:
IFβ̂γ
(Xi, Yi) = wγ,i(β0)
{
Yi − pi(Xi; (γ + 1)β0)
}
H−1γ Xi, (19)
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where Hγ = E[− ∂∂βSγ(β)|β=β0] = E[wγ,i(β0) ν(Xi; (γ + 1)β0)XiX⊤i ] + ∆γ with
∆γ = γ E
[
wγ,i(β0)
[
ν(Xi; (γ + 1)β0)−
{
Yi − pi(Xi; (γ + 1)β0)
}2]
XiX
⊤
i
]
and ν(x; β) = pi(x; β){1− pi(x; β)}. Direct calculation gives ∆γ = 0, and Hγ reduces to
Hγ = E
[
‖f(·|Xi; β0)‖γ+1 ν(Xi; (γ + 1)β0)XiX⊤i
]
. (20)
The robustness of γ-logistic can be seen from IFβ̂γ (Xi, Yi), where a large difference {Yi −
pi(Xi; (γ + 1)β0)} (which occurs when Yi is mislabeled) will accompany with a small value
of wγ,i(β0), so that the influence of mislabeling is mitigated. As to the case of conventional
logistic regression, which corresponds to IFβ̂γ(Xi, Yi) with γ = 0, we have wγ,i(β0) = 1 and
there is no chance to achieve robustness when Yi is mislabeled.
The asymptotic normality of γ-logistic is established below.
Theorem 5. Assume the validity of model (1) and E‖IFβ̂γ (X, Y )‖2 <∞. As n→∞, we
have the weak convergence
√
n(β̂γ−β0) d→ N(0,Σγ), where Σγ = H−1γ UγH−1γ , Hγ is defined
in (20), and Uγ = E[w
2
γ,i(β0){Yi − pi(Xi; (γ + 1)β0)}2XiX⊤i ].
The asymptotic covariance matrix Σγ can be estimated by the sandwich-type estimator
Σ̂γ =
{
Ĥγ(β̂γ)
}−1
Ûγ(β̂γ)
{
Ĥγ(β̂γ)
}−1
, (21)
where
Ûγ(β) =
1
n
n∑
i=1
w2γ,i(β){Yi − pi(Xi; (γ + 1)β)}2XiX⊤i
Ĥγ(β) =
1
n
n∑
i=1
‖f(·|Xi; β)‖γ+1ν(Xi; (γ + 1)β)XiX⊤i + ∆̂γ(β)
∆̂γ(β) =
γ
n
n∑
i=1
wγ,i(β)
[
ν(Xi; (γ + 1)β)−
{
Yi − pi(Xi; (γ + 1)β)
}2]
XiX
⊤
i .
Note that we still include ∆̂γ(β̂γ) in Ĥγ(β̂γ) to estimate ∆γ = 0, since its effect cannot be
ignored under finite samples. Subsequent inference about β0 can be based on (β̂γ, Σ̂γ).
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3.2 Comparison with model-based mislabel logistic regression
A major difference between γ-logistic and the model-based mislabel logistic, e.g., constant-
mislabel logistic and ξ-logistic, is the weight functions (see Figure 1). The weights wη,i(β)
and wξ,i(β) depend on β
⊤Xi only, which always down-weight samples with large |β⊤Xi|
values. Among these instances with large |β⊤Xi| values, some are correctly-labeled. On
the other hand, the weight wγ,i(β) of γ-logistic depends on both (Yi, Xi), and it only down-
weights instances with non-matched (Yi, β
⊤Xi). γ-logistic is able to weigh data instances in
a more correct way, and thus can be expected to perform better than model-based mislabel
logistic regressions under severe contamination. Another advantage is that the validity of
γ-logistic mainly relies on putting less weight on instances having non-matched (Yi, β
⊤Xi),
and does not rely on any modeling of the mislabel probabilities ηj(x)’s. As for model-based
mislabel logistic regressions, they incorporate the mislabel probabilities into model (3),
which requires a further modeling for the nuisance parameters ηj(x)’s. The form of ηj(x),
however, is rarely known in practice, and the performance of model-based mislabel logistic
can be questionable when complicated mislabel probabilities are present.
3.3 Comparison with robust mislabel logistic regression using
density power divergence
Ghosh and Basu (2016) proposed a robust GLM by the minimum density power divergence
estimation. For any α > 0, the density power divergence between g and fθ is
Dα(g, fθ) = α
∫
fα+1θ − (α + 1)
∫
gfαθ +
∫
gα+1. (22)
The estimating equation by replacing Dγ in (13) with Dα becomes Sα(β̂α) = 0, where
Sα(β) =
1
n
n∑
i=1
[
wα,i(β)
{
Yi − pi(Xi; β)
}
− bα(Xi; β)
]
Xi (23)
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with the weight wα,i(β) =
{
exp(Yi β
⊤Xi)
1+exp(β⊤Xi)
}α
and bα(x; β) =
exp(β⊤x){exp(αβ⊤x)−1}
{1+exp(β⊤x)}2+α
being the
bias correction term. The following result is established by Ghosh and Basu (2016).
Theorem 6 (Ghosh and Basu, 2016). Under model (1), the influence function of β̂α eval-
uated at (Yi, Xi) and β = β0 is IFβ̂α(Xi, Yi) = [wα,i(β0){Yi−pi(Xi; β0)}− bα(Xi; β0)]H−1α Xi,
where Hα = E[ξα(Xi; β0) ν(Xi; β0)XiX
⊤
i ] with ξα(x; β) =
exp(αβ⊤x)+exp(β⊤x)
{1+exp(β⊤x)}1+α
. Moreover,
√
n(β̂α − β0) d→ N(0,Σα) with Σα = H−1α UαH−1α and Uα = E[ξ2α(Xi; β0) ν(Xi; β0)XiX⊤i ].
For simplicity in notation, we use the term α-logistic to denote the Ghosh-Basu logistic
regression, since the density power divergence Dα is indexed by α. Although both γ-logistic
and α-logistic are derived from the minimum divergence estimation, they have different
behaviors in estimating β0. First, the robustness of both methods comes from the weight
functions wγ,i(β) and wα,i(β), and they are connected via {wγ,i(β)}γ+1 = wα,i((γ + 1)β)
when γ = α. It indicates that the two methods share the same spirit of robustness.
However, the resulting estimating equations are quite different in the bias correction scheme.
In particular, γ-logistic corrects the bias by using the expanded parameter (γ+1)β in (16),
while α-logistic subtracts a bias correction term bα(x; β) in (23). A consequence is that
Sγ(β) of γ-logistic consists of a weighted sum expression with the weight wγ,i(β), which
directly reflects the contribution of the i-th instance to the estimator β̂γ , while this is not
the case for Sα(β) of α-logistic. Another difference is the ability of robustness. As shown
in (10), γ-divergence is able to ignore the influence of mislabeling, and we can expect a
strong robustness property for γ-logistic. However, this is not the case for the density power
divergence Dα. This can be seen from the fact that, when g = cfθ0 + (1− c)h, we have
Dα(g, fθ) ∝ Dα(cfθ0, fθ)− (1− c)
∫
fαθ ≈ Dα(cfθ0 , fθ), (24)
where the approximation holds provided that (1− c) ∫ fαθ h is small enough (Kanamori and
Fujisawa, 2015). Unlike Dγ(g, fθ) in (10), where the mixing proportion c appears outside
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Dγ(fθ0 , fθ), here the mixing proportion c appears inside Dα(cfθ0 , fθ). This effect leads to
less robustness of α-logistic compared with γ-logistic.
The difference between two methods can be further clarified via comparing the misclas-
sification rate of the prediction rule y = I(β̂⊤• x > 0), where β̂• can stand for either β̂γ or
β̂α. Croux, Haesbroeck and Joossens (2008) showed that the robustness of misclassification
rate is characterized by its second order influence function IF2β̂•(x, y). The second order in-
fluence function for a functional T (F ) of the distribution F at z is ∂
2
∂ε2
T{(1−ε)F+εδz}|ε=0,
where δz is the Dirac measure at z. For the case of p = 2 with X1 = 1, β0 = (β01, β02)
⊤, and
β̂• = (β̂•1, β̂•2)
⊤, one has IF2β̂•(x, y) ∝ {β01 IFβ̂•2(x, y) − β02 IFβ̂•1(x, y)}2, which is plotted
in Figure 2 with various γ = α values, where IFβ̂•j(x, y) is the influence function of β̂•j ,
j = 1, 2. When γ = 0, both methods reduce to the non-robust MLE, and an unbounded
IF2β̂•
(x, y) is detected. Note that IF2β̂•(x, y) has larger value at non-matched (x, y) value,
which reflects the influence of outliers. We also detect that IF2β̂•(x, 0) > 0 around x = −1.
This is reasonable since P (Y0 = 1) = 2P (Y0 = 0) in our setting, which gives more samples
with Y0 = 1. As a result, a data point from the 0-group is expected to be more influential
than that from the 1-group. When γ = 0.5, IF2β̂•(x, y) at non-matched (x, y) are largely
reduced, indicating the robustness of γ-logistic and α-logistic to mislabeling. The difference
between two methods becomes clear when γ ≥ 1.5, where IF2β̂α(x, y) > 0 for a wide range
of x, while IF2β̂γ(x, y) > 0 at limited region of x only. That is, γ-logistic becomes more and
more resistant to mislabeling as γ increases. The robustness of γ-logistic, as mentioned in
Section 2.1, comes from the locality nature of γ-divergence. It also implies that, when γ is
large, the performance of γ-logistic is mainly determined by data points near the decision
boundary β⊤0 x = 0 (x = − ln 2 in this case). This explains the observation at γ ≥ 1.5 that
IF2β̂γ
(x, y) can have larger value than IF2β̂α(x, y), especially when y = 0 (i.e., the 0-group
with fewer samples).
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Remark 7. There exist robustfied logistic regression methods other than the constant-
mislabel logistic, ξ-logistic, and α-logistic. A majority of them have a robust estimating
equation of the form 1
n
∑n
i=1[wi(β){Yi − pi(Xi; β)} − b(Xi; β)]Xi = 0, where the weight
wi(β) can depend on (Xi, Yi). The bias correction term b(Xi; β) is used to ensure Fisher
consistency in the presence of wi(β). See Bianco and Yohai (1996), Carroll and Peder-
son (1993), Stefanski, Carroll, and Ruppert (1986), Ku¨nsch, Stefanski, and Carroll (1989)
among others for different choices of wi(β). Note that γ-logistic does not belong to this
class, since it uses {Yi − pi(Xi; (γ + 1)β)} for bias correction.
4 Numerical Studies
4.1 Simulation settings
We use the Pima data (see Section 5 for details) to conduct simulation studies. In each
simulation run, n = 500 covariate vectors X0 ∈ R8 are randomly sampled from the Pima
data (after component-wise standardization) and X = (X⊤0 , 1)
⊤. Given X , the response
variable Y is generated from (3) with the following settings of mislabel probabilities: (S1)
η0(x) = u0 and η1(x) = u1; (S2) η0(x) = η1(x) = u0 + (u1 − u0) exp(β
⊤
0 x)
1+exp(β⊤
0
x)
; (S3) ηj(x) =
u0+(u1−u0) exp(b
⊤
j x)
1+exp(b⊤j x)
, where each element of bj ∈ R9, j = 0, 1, is generated from N(0, 22)
for each simulation; and (S4) η0(x) = u0 + (u1 − u0)I(|X1 − a| < 3, |X3 + a| < 3) and
η1(x) = u0 + (u1 − u0)I(|X1 + a| < 3, |X2 + a| < 3), where a ∼ N(2, 0.32) for each
simulation. Setting (S1) considers Y0-dependent mislabeling. Setting (S2) considers X-
dependent mislabeling, where mislabeling is more likely to occur for subjects with higher
success probability. Settings (S3)-(S4) consider (Y0, X)-dependent mislabeling. In (S3)
ηj(x)’s depend on random linear combinations of X . In (S4) mislabeling is more likely to
occur for (X1, X3) around (a,−a) when Y0 = 0, and also more likely to occur for (X1, X2)
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around (−a,−a) when Y0 = 1. We set u0 = 0.05 and u1 ≥ 0.05 such that in all settings,
u1 = u0 indicates that the constant-mislabel logistic holds, while u1 > u0 indicates a
deviation from it.
Two types of γ selection are implemented. One is based on the data-adaptive method
in Remark 4 (denoted by γ-logistic). The other is based on an independent uncontami-
nated data {(X∗i , Y ∗0i)}ni=1 that selects γ by maximizing the likelihood
∏n
i=1 pi(X
∗
i ; β̂γ)
Y ∗
0i{1−
pi(X∗i ; β̂γ)}1−Y ∗0i (denoted by γ∗-logistic). Of course Y ∗0i’s are not observed, and γ∗ only rep-
resents an ideal γ value for comparison purpose. In addition to γ-logistic and γ∗-logistic, we
also implement the conventional logistic regression (denoted as logistic), constant-mislabel
logistic, ξ-logistic, and α-logistic (where α is optimally tuned as γ∗-logistic does, and it is
denoted by α∗-logistic). Simulation results are reported with 500 replicates.
4.2 Simulation results
We first evaluate the performances of (β̂γ , Σ̂γ). Simulation results for γ = 2 under (S1)-(S2)
with β0 = (0, 1,−1, 1, 0⊤p−3)⊤ and u1 = 0.1 are placed in Table 1, which reports the means
of β̂γ (Mean), the standard deviations of β̂γ (SD), and the means of the diagonal elements
of Σ̂γ (SE) over 500 replicates. One can see that β̂γ targets β0 with only small bias under
both mislabeling mechanisms (S1)-(S2). Moreover, SE are found to be close to SD, which
shows the validity of the proposed sandwich-type estimator Σ̂γ .
We next compare the performance of γ-logistic with other methods. The values of γ
and α are selected over [0.5, 2.5] with γ0 = 0.1. In this simulation, each element of β0 is
generated from N(0, 22) for each replicate. Figure 3 reports the classification accuracy (CA)
from applying the prediction rule y = I(β̂⊤γ x > 0) to an independent clean data (Y0, X)
with size n, where the x-axis represents the corresponding mislabel rate τ = P (Y 6= Y0)
under u1 ∈ {0.05, 0.1, . . . , 0.5}. We also report in Table 2 the means of the selected γ and γ∗
14
values of γ-logistic and γ∗-logistic. Observe that the robustified logistic methods (γ-logistic,
α-logistic, constant-mislabel logistic) dominate the conventional logistic under (S1)-(S4),
but not the ξ-logistic. Recall that ξ-logistic assumes that mislabeling tends to occur for
subjects lying near the decision boundary β⊤0 x = 0. This assumption is not satisfied in
(S1)-(S4). As a result, ξ-logistic can perform even worse than the conventional logistic
regression under (S3)-(S4), especially for the case of severe mislabeling (i.e., large τ). It
conveys an important message that, while incorporating a correct mislabeling mechanism
into the estimation method can be beneficial, the correctness of model specifications for
ηj(x)’s is critical to the analysis result. Misspecifying ηj(x)’s can sometimes lead to worse
result. However, γ-logistic, which avoids modeling ηj(x)’s, is able to adapt to various
mislabeling mechanisms and can be less affected by model misspecification.
We now compare γ-logistic with constant-mislabel logistic and α-logistic. For small
τ , the constant-mislabel assumption approximately holds and constant-mislabel logistic
produces the highest CA values as expected, while γ-logistic has comparable performances.
For large τ , the mislabeling mechanism becomes complicated, which adversely affects the
performances of constant-mislabel logistic. In this case, γ-logistic produces the highest
CA values under (S1)-(S4). It is also found that γ-logistic outperforms α∗-logistic, even
α∗-logistic selects α optimally. Recall the comparison discussions of robustness for γ-
logistic and α-logistic in Section 3.3. Our simulation results confirm the superiority of
γ-logistic in dealing with various mislabeling mechanisms. Finally, comparing γ-logistic
with the optimal γ∗-logistic, the loss of γ-logistic from using the data-adaptive γ is not
large, indicating the applicability of the proposed data-adaptive selection criterion of γ.
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5 The Pima Data Analysis
The Pima data (available from the UCI machine learning repository) contains females
of Pima Indian heritage, each with an indicator of diabetes status (Y ) and 8 covariates
(standardized to have mean 0 and variance 1), including the pregnant times (X1), glucose
concentration (X2), blood pressure (X3), triceps skin fold thickness (X4), serum insulin
(X5), BMI (X6), diabetes pedigree function (X7), and age (X8). We set X9 = 1 to include
the intercept term. Detailed description of the data can be found in Smith et al. (1988).
Medical data can more easily suffer the problem of mislabeling, and we aim to use the
robust γ-logistic to investigate the effects of these covariates on the diabetes status.
Figure 4 (a) provides the estimates β̂γ from γ-logistic together with the 95% confidence
intervals. Figure 4 (b) provides the estimated success probabilities pi(Xi; β̂γ)’s for two
groups. The analysis results from the conventional logistic regressions are also placed in
Figure 4 (c)-(d) for comparison. In general, γ-logistic tends to produce wider confidence in-
tervals than conventional logistic. This is expected since the robustness of γ-logistic comes
at the cost of being less efficient than MLE. Both analysis results show that (X1, X2, X6, X7)
are critical (significant or nearly significant) factors to the diabetes status. Interestingly,
γ-logistic further demonstrates that (X3, X5) are significant factors (as the corresponding
confidence intervals do not contain 0), and X4 is nearly significant. Considering the ro-
bustness of γ-logistic, this difference would mainly result from treating some instances as
outliers, by assigning them less weights during model fitting. In particular, we obtain more
precise estimates for the effects of blood pressure (X3), triceps skin fold thickness (X4),
and serum insulin (X5) when possible mislabeled subjects have been weighed down.
From the results of γ-logistic, instances with PVi < 0.01 are marked with “+” in Fig-
ure 4 (b). These instances are candidates of mislabeled subjects. To further investigate
the driven factors of mislabeling, we define the mislabeling status δi = I(PVi < 0.01),
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and then estimate the true response by Ŷ0i = Yi(1 − δi) + (1 − Yi)δi, i.e., subjects with
δi = 1 are flipped for label correction. We then fit the conventional logistic regression
to (δi, Xi)|Ŷ0i = j to obtain the regression coefficient bj for j = 0, 1. Note that bj quan-
tifies how X affects the chance of being mislabeled within the group of Y0 = j. The
AUC values from (δi, b
⊤
0 Xi)|Ŷ0i = 0 is 0.713, while it is 0.925 from (δi, b⊤1 Xi)|Ŷ0i = 1. It
indicates that X is influential to the mislabel probability η1(x), while the mislabel prob-
ability η0(x) tends to be constant for subjects without diabetes. Moreover, the result of
b1 = (0.258, 0.322, 0.491,−0.837, 0.303, 1.106, 1.061, 0.512,−6.989) suggests (X6, X7) (with
p-values smaller than 0.05) to be possible driven factors of mislabeling for diabetes patients.
6 Discussion
In this work we only consider the case of mislabeling in the response Y , while X is assumed
to be uncontaminated. In the presence of leverage points of X that are influential to the
final estimates, γ-logistic can be modified to mitigate the effects of outlying Xi by using
a weighting scheme wγ,i(β)q(Xi) in the estimating equation (16). For example, Croux,
Haesbroeck and Joossens (2008) suggested q(x) = I{(x − µX)⊤Σ−1X (x − µX) ≤ a} for
some user-defined constant a, where µX and ΣX are some robust estimates of E(X) and
cov(X). Since q(Xi) does not depend on Yi, Theorem 5 still holds for the modified γ-
logistic by replacing Hγ and Uγ with E[q(Xi)‖f(·|Xi; β0)‖γ+1ν(Xi; (γ + 1)β0)XiX⊤i ] and
E[q2(Xi)w
2
γ,i(β0){Yi− pi(Xi; (γ+1)β0)}2XiX⊤i ], respectively. It is of interest to investigate
the choice and effect of q(·) on γ-logistic in a future study.
For the purpose of robustness, Ghosh and Basu (2016) developed a robust GLM using
the density power divergence, which includes α-logistic as a special case. We have shown
that γ-logistic outperforms α-logistic under severe mislabeling in numerical studies. The
developed methodology (11)-(13) can be extended to robust GLM, including multi-class
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Y (see Supplementary Materials for a brief illustration), count Y , and continuous Y . Al-
though the idea is straightforward, further efforts are required to develop the validity of
the approximation (10), the asymptotic properties, and the implementation algorithms. It
is also of interest to compare the differences between the robust GLM using γ-divergence
and the robust GLM of Ghosh and Basu (2016) using density power divergence.
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Figure 1: The weight functions (scaled to have a maximum value 1) of (a) γ-logistic with
γ = 0.5, (b) constant-mislabel logistic with η = 0.05, and (c) ξ-logistic with ξ = (0.05, 0.2).
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Figure 2: The second-order influence functions of misclassification rate of γ-logistic (the left
panel) and α-logistic (the right panel) at γ = α ∈ {0, 0.5, 1.5, 2.5}, where the real line is for
the case of y = 0, and the dash-dotted line is for the case of y = 1. The plots are obtained
under the setting of p = 2, where X1 = 1 is the intercept term, X2|Y0 = 0 ∼ N(−0.5, 1),
X2|Y0 = 1 ∼ N(0.5, 1) and P (Y0 = 1) = 2P (Y0 = 0). It gives β0 = (ln 2, 1)⊤.
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Figure 3: Simulation results of the classification accuracy (CA) under (S1)-(S4) with differ-
ent values of u1, where the x-axis represents the corresponding mislabel rate τ = P (Y 6= Y0).
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Figure 4: (a): The regression coefficients β̂γ from γ-logistic, where the vertical lines repre-
sent the 95% confidence intervals. (b) The success probabilities pi(Xi; β̂γ)’s for two groups
Yi = 1 and Yi = 0 from γ-logistic. Subjects with PVi < 0.01 are marked with “+”. The
analysis results from conventional logistic are placed in (c)-(d).
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Table 1: The means of β̂γ (Mean), the standard deviations of β̂γ (SD), and the means of
the diagonal elements of Σ̂γ (SE) from γ-logistic under settings (S1)-(S2).
(S1) (S2)
True Mean SD SE True Mean SD SE
β01 0.000 -0.126 0.171 0.171 0.000 -0.014 0.168 0.169
β02 1.000 1.009 0.308 0.323 1.000 0.999 0.307 0.326
β03 -1.000 -0.999 0.312 0.316 -1.000 -0.995 0.296 0.315
β04 1.000 1.014 0.307 0.320 1.000 0.984 0.281 0.317
β05 0.000 -0.025 0.208 0.206 0.000 0.011 0.201 0.206
β06 0.000 -0.033 0.224 0.192 0.000 -0.006 0.217 0.197
β07 0.000 0.013 0.209 0.210 0.000 -0.001 0.223 0.216
β08 0.000 0.008 0.185 0.176 0.000 -0.018 0.190 0.184
β09 0.000 0.004 0.211 0.203 0.000 0.014 0.220 0.208
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Table 2: The means of the selected γ and γ∗ values at different u1 under (S1)-(S4).
u1 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50
(S1) γ∗ 0.97 1.27 1.60 1.82 2.01 2.12 2.10 2.02 1.72 1.20
γ 1.26 1.60 1.84 2.04 2.20 2.32 2.30 2.21 1.92 1.76
(S2) γ∗ 0.99 1.28 1.60 1.82 2.02 2.16 2.22 2.21 1.87 1.36
γ 1.30 1.59 1.87 2.05 2.20 2.30 2.37 2.28 1.95 1.64
(S3) γ∗ 1.02 1.26 1.56 1.79 2.00 2.14 2.17 2.22 2.07 1.77
γ 1.35 1.57 1.84 2.08 2.20 2.31 2.37 2.40 2.38 2.34
(S4) γ∗ 0.96 1.38 1.78 2.04 2.29 2.39 2.39 2.32 2.04 1.55
γ 1.29 1.74 2.03 2.24 2.39 2.46 2.45 2.35 2.11 1.87
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