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Abstract 
This thesis presents an open-systom model acting as a single, coherent 
framework to address the key issues of creating and maintaining large, complex 
knowledge-based systems for practical problem solving. A synthesis approach 
is taken. The key concept is to partition knowledge into a kernel (primary, 
domain-specific knowledge) and a scenario (targeted application tasks 
~owledge) level. A layer of utilities is devised ·to provide interaction between 
. _-.. 
two knowledge bases and to support inferences and operations of the model. A 
hybrid scheme of object orientation and horn-clause logic, Prolog in specific, is 
designated as the representation language for the domain-specific knowledge. 
The hybrid knowledge representation renders the metaphor of self-referencing 
in objects, the coupling of qualitative and quantitative reasoning, and several 
levels of abstraction and description of the problem. In addition, it provides a 
coherent framework to integrate several techniques in order to tackle many 
problems in the area of human-computer interaction of knowledge systems. 
Finally, a large-scale, practical knowledge-based system which is built on the 
principles and techniques presented herein is used to illustrate the flexibility 
and v~dity of the model. 
,. 
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Chapter 1 
Introduction 
From the functionalist point of view[l], artificial intelligence research 
investigates computational . reasoning, and the representation of symbolic 
knowledge for use in machine inference. The theory assumes that intelligence 
' 
can be explained as a symbol-manipulating activity and that the various 
aspects of human intelligence can be modeled by such physical symbol systems 
implemented on digital computers. Thus, a major effort of AI research is in the 
construction of intelligent artifacts based on the premise of symbol manipulation 
that will serve as aids to various human activities. 
Before introducing the results of our work reported in this paper, it is 
useful to sketch three approaches f onnulatcd on building intelligent artifacts in 
the last three decades, namely, thesis, antithesis, and synthesis. The thesis 
states that general computational methods of problem solving can be found, and 
can be applied to many different problems. This approach is best represented by 
the General Problem Solver and the early work in automatic theorem proving 
[2,3]. Without specialized knowledge about the task at hand, however, C8ifly 
implementations were rather inefficient. Due to this difficulty, the antithesis 
suggests that empirical knowledge and procedures should be captured for 
specific tasks. This technique led to a generation of the first practical expert 
I 
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systems like DENDRAL[4] and MYCIN[5]. In these systems, knowledge is 
viewed as consisting of facts and heuristics. However, this approach is highly / 
knowledge-intensive and requires prolonged development time. 
Synthesis represents a middle ground between thesis and antithesis. It 
considers that many tasks share common requirements, and that these 
' 
requirements can be met by an expert system shell, to which we add knowledge 
about particular tasks. Compared to the thesis which is computation-intensive 
and the antithesis which -is knowledge-intensive, the synthesis tends to reduce 
the amount of knowledge engineering and programming work yet provides 
reasonably efficient systems. There are a range of systems that have been 
implemented on this concept. Expert system shells like EMYCIN[5], OPS5[6], 
and NExpert[7] cover a range of tasks, but none of them is as general as the 
fo1111 of the original thesis. Hence, tool-kit systems such as ART[8], KEE[9], 
and LOOPS[lO] have been developed to encompass many methods (e.g. rules, 
nets, frames, objects) used in the various expert system shells. Sometimes, 
even a tool kit may not support all methods required to build expert systems, 
and most tool-kit systems, therefore, allow the underlying programming 
language to be accessible when needed. 
Most systems mentioned above have been implemented in the language 
Lisp. Interestingly, although Lisp is designed for symbol manipulation, it is a 
functional rather than a logical language. Hence, various logic operations, such 
-3-
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as unification and search, must be programmed in Lisp when needed. In the 
early 70's, a new language called Prolog[l l], based on the resolution principle 
of logic[12] was designed. Prolog is a Hom-clause logic programming language 
which contains some declarative features from computational mathematical logic 
and some procedural aspects from conventional programming. From the 
standpoint of building intelligent artifacts, Pro log has many mechanisms for an 
' expert system shell. Thus, it occupies the middle ground between general 
thesis and specific antithesis. Pure Prolog is basically a set of rules and facts, 
but recently there has been a growing interest among AI researchers to mix 
Prolog with other forms of knowledge representation schemes which fo1n1erly 
were implemented in Lisp[l3,14,15]. 
As knowledge systems mature to become promising intelligent artifacts 
for practical use, two trends are occurring. First, an emphasis is being placed on 
the use of large stores of domain knowledge as a base for intelligent programs. 
It appears from previous research work in building intelligent artifacts that the 
power of an intelligent program to perform its task well depends primarily on the 
quantity and quality of knowledge it has about that task. This trend thus 
embraces antithesis and synthesis. Second, there is a focus on problems taken 
from real world settings instead of on naive toy problems. During the building of 
large, complex intelligent systems, the creation and · management of such large 
knowledge bases has become a central problem . 
., 
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This paper addresses the issues of development and maintenance of large 
knowledge bases and describes a synthesized model used in constructing 
knowledge systems. The central idea is the open-system architecture which 
separates domain knowledge into domain-specific and scenario knowledge, an9 
allows domain-specific knowled-ge to be added, changed, composed, and queried 
through system shell utilities. The domain-specific knowledge is for111ulated on 
a hybrid object-orientation and logic representation, while specific programs 
instantiate and compose descriptions from the domain-specific knowledge to 
perfo1111 specific tasks. The model offers a framework for organizing and keeping 
track of the required info11nation, and it provides a degree of flexibility in 
developing large knowledge systems. In addition, it enables several critical 
issues in knowledge systems such as graphics, screen window management, 
1 input/output query, meta-programming, and explanation to be integrated· into 
the underlying representation language of domain-specific knowledge. 
The results reponed in this thesis are drawn from the work in building 
·· practical knowledge systems at the NSF funded Engineering Research Center: 
Advanced Technology for Large Structural Systems(A TLSS) at Lehigh 
University. It should be emphasized that the knowledge systems built are 
mainly geared toward physical structures, but useful concepts and techniques 
may be generalized to other domains. This thesis _ is organized around the :-
following major headings. Chapter 2 describes the objectives and design criteria 
-5-
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of an open-system model. Chapter 3 discusses this model from a theoretical 
standpoint and its implementation • 10 a real-world knowledge-based 
System(KBS). Chapter 4 addresses and illustrates the salient capabilities of 
this model in human-computer interactions. Chapter 5 presents conclusions 
derived from the implementation of this model along with related on-going 
research. 
.• 
I 
J. ' 
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Chapter 2 
Objectives and design criteria of open-system 
architecture 
The enterprise of building knowledge-based systems for solving real-
world problems is knowledge intensive and needs long development time. It 
requires the collaboration of knowledge engineers, domain experts and AI 
programmers during the various phases of system development. A typical life-
cycle of a knowledge-based system spans the stages of problem selection and 
knowledge acquisition, to knowledge fo1malization, implementation and 
evaluation. During the life-cycle of development, as with- other large-scale 
software .projects, many iterations are inevitable. Furthe1more, the system 
developed will continue to evolve throughout its life for reasons such as 
increased functionality, revisions and expansions to the knowledge base, 
change of programming language and so on. It is important to have a flexible 
architecture to address these issues when developing knowledge systems. 
2.1. Objectives and Design Criteria 
In the A TLSS engineering research center, four necessary criteria are 
outlined for devising a flexible architecture to implement practical knowledge-
based systems prototypes: 
., 
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Scenario Level 
Graphics System 
Utilities Utilities 
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. . . ' . 
Model #n •··.·•• i~RQW,edge Window· . ·.· .. ·.·.··-· -.- ---- - -- .. ---·- _, -· 
Utilities 
Database 
Utilities 
• 
Peripheral 
1/0 Utilities 
• 
Domain 
Utilities 
( 
Kernel Level 
Scenario 
Model #2 
System Utilities 
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Figure 1 : The open-system model for knowledge system development 
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Criterion 1: provide a focus of organization for knowledge and rapid prototyping, 
Criterion 2: cope with expansion and modification of knowledge in a domain, 
Criterion 3: support the multi.paradigm environment using a logic language such 
as Prolog, and 
Criterion 4: pe1mit different levels of knowledge to be represented. 
To meet these criteria, a conceptual model of open-system architecture is 
thus formulated and a Working view of the model is shown in Figure 1. The open 
architecture of the model addresses several key issues in the development and 
maintenance of large-scale, practical KBS: 
• A single coherent framework to pennit knowledge to be used for multiple 
purposes. 
• A knowledge organization which permits formal rapid prototyping. 
• A framework which accommodates organized knowledge expansion and 
modification. 
• Techniques for effective human-computer interaction. 
The paper also preseQts rules on object formation for the domain 
knowledge base and strategies for development of human-computer 
communication utilities. 
\ 
I 
The essence of this architecture is to separate domain knowledge into a 
-9-
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central core(the te1ms core, kernel, and domain-specific are used 
interchangeably in this paper) of domain-specific knowledge and the scenario-
related knowledge. The intent of this separation of knowledge is to provide a 
development environment for large, complex KBS for different applications 
within the same domain. The inne1111ost layer of the model consists of the core, 
domain-specific knowledge base while the outer111ost layer contains various 
scenario-related knowledge bases. The middle layer is composed of the system 
shell utilities which facilitate inferences used by the multiparadigm as specified 
by criterion (3), and enable interaction between domain-specific and scenario-
related knowledge. 
In addition to interacting with the kernel knowledge base, the scenario 
models access and utilize external information dealing with specific application 
tasks associated with that scenario. For example, a scenario may be required to 
use application-specific databases, specialized analysis packages, e.g. finite 
element methods, as well as to collect on-site sensor data. 
Communication between scenario models and the knowledge kernel obeys 
the following rules: 
Rule 2.1: The knowledge kernel. interacts with a scenario model through the 
system shell utilities. 
\ - 10-
,. 
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Rule 2.2: Scenario model to scenario model communication must go through the 
knowledge kernel and system shell utilities. 
The advantage of this architecture is to explore the issue of cooperative 
problem-solving among cliff erent scenarios or groups that need to interact. In 
these situations, the scenario models would communicate, and share, 
knowledge with each other through the central core, thus avoiding a 
combinatorial explosion of know ledge translation and mapping among various 
knowledge models. The complexity of knowledge translation and mapping 
among N different knowledge models in the open-system architecture is O(N), 
while for N unrelated knowledge models the complexity involved is O(N!). 
2.2. Domain Knowledge and Scenario Model 
The domain knowledge is characterized as the collection of properties like 
problem-specific facts, data, goals, and rules that a KBS needs to solve 
problems. It also includes the attributes, concepts, and relations that make up 
these properties. Domain knowledge differs from the computation-intensive, 
generic domain-independent knowledge such as heuristic search or unification 
which can be used to cover a wide spectrum of domains and problems. In an 
expert system, the domain knowledge resides in the knowledge base while 
domain-independent knowledge exists in the inference engine. -
- 11 -
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The scenario is defined as a particular situation being modeled or as the 
task(s) to be performed by the KBS. The knowledge representation for a 
scenario is called the scenario model. The approach in antithesis is to build a 
KBS with a specific scenario for a particular purpose. While many useful KBS 
have been built this way - most first generation practical expert systems are in 
this category - they seldom reveal any useful principles for building intelligent 
artifacts and are often quite brittle. In addition, whenever the scenario or 
purpose changes slightly, the existing KBS may require major modifications or 
need to be entirely discarded. 
An indirect route is taken in the open-system model to synthesize a more 
robust KBS. The notion of an open-system refers to the ability of the knowledge 
base to be accessed, expanded, and modified by other systems or system 
developers as stated in criterion (2), and the ability of the knowledge system to 
interact with an outside operational environment easily. The model partitions 
the domain knowledge into two levels, that is, domain-specific and scenario-
dependent knowledge levels. When building one or more KBSs for a particular 
domain, the domain-specific knowledge base is ftrSt acquired and synthesized 
to describe a class of related phenomena or processes in a domain. For the 
domains of structural systems such as building design and bridge evaluation, 
the knowledge base consists of primary knowledge of the structural description, 
qualitative reasoning, and quantitative analysis. The kernel knowledge base is 
},'' . 
l 
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formed to serve aS a focus a focus for ofganization of knowledge as stated in 
criterion (1). 
Then, a scenario model can be built around the domain-specific knowledge 
by instantiating, composing, and expanding descriptions from the domain-
specific knowledge base. A scenario model constructs its knowledge base from 
two sources. One source is the knowledge already existing in the domain-
specific knowledge base, from which new descriptions are composed and 
extracted. Another source is the knowledge engineer or the domain expert who 
adds particular knowledge required for a given situation. Examples of scenario 
models implemented in a practical KBS are discussed in section 3 of this paper. 
The rules along with a design principle used to establish the kernel knowledge 
base are also presented in the next section. 
The fonnation of the scenario model reflects a middle-ground position 
between completeness of the knowledge base and computational tractability. It 
seems desirable to build a knowledge base that captures all aspects of 
knowledge in that domain as much as possible. However, to model real-world 
situations, the large quantity of attributes, data, and relations may render the 
knowledge base unduly complex and yield inefficient system perfonnance. The 
practical approach taken in our model is to incrementally modify the knowledge 
base. The domain-specific knowledge contains an essential set of knowledge as 
agreed by domain experts. As scenario models are built and some common 
,, 
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descriptions or relationships are found to be frequently used, that set of 
descriptions is added into the existing domain-specific knowledge. Likewise, for 
domain-specific knowledge which is do1n1ant over a pre-assigned period of 
" 
time, it may indicate that it is unnecessary and should be removed from the 
knowledge base. Thus, the knowledge base can be kept up-to-date while the 
system efficiency and the data structure will not be changed drastically. 
A scenario knowledge model constructed under the open-system 
architecture is modular and orthogonal. Modularity means, ideally, each 
scenario model can be replaced and taken away from the KBS without affecting 
intended functions of other scenario models. Whereas orthogonality refers to 
the independence of fo1mal representation used in scenario models. The 
. 
orthogonality property in this level of knowledge implies that various scenario 
models can be synthesized at the same time once the kernel knowledge base is 
built. Thus, the open-system model provides a framework for rapid prototyping 
satisfying criterion ( 1 ). The kernel and scenario levels provide two different 
levels of generality of knowledge as stated in criterion (4). The scenario 
knowledge base is less flexible compared to the domain-specific knowledge 
base and contains knowledge which is. meaningful and computation efficient only 
for that particular scenario. While the domain-specific knowledge embodies 
more general descriptions and relationships which would cover a wide 
spectrum of scenarios in the same domain. Although developing a domain-
- 14-
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specific knowledge base requires more initial work, it provides a principled 
means to construct a knowledge base for complex, real-world situations . 
. \< 
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Chapter 3 
Open System Model 
3.1. Domain-Specific Knowledge Base 
Selecting a suitable representation for the domain knowledge is one of the 
first problems encountered in building a knowledge-based system. There are , 
however, cognitive and philosophical debates on what ~ knowledge 
representation actually is. The work presented here does not attempt to discuss 
theoretical issues on knowledge representation. In developing knowledge 
systems, we subscribe to the hypothesis that knowledge representation is 
basically a set of data structures that can be interpreted as sentences 
representing what the system knows[16], albeit there lacks agreement on what 
data structures should be and what the 'best' interpretation method is. Based 
on this hypothesis, this paper aims to present a practical scheme on the 
fo11nation of data structures in the domain-specific knowledge base. In addition 
to those criteria specified in the formation of open-system architecture(as 
presented in section 2), there are additional factors that should be considered in 
selecting a representation scheme for domain-specific knowledge. The factors 
are: 
• the reasoning strategies the scheme permits, 
• how it deals with human-computer interactions, 
• 
f· 
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• the complexity of its data structure, and 
• its computing efficiency. 
! ' 
1 
The hybrid scheme, based on the notions of object-orientation with logic 
programming, is employed to represent various kil\ds of domain-specific 
knowledge. Conventionally,' most AI paradigms, including object orientation are 
implemented in Lisp. Use of Prolog, however, leads to a powerful 
representation that better satisfies the four design criteria of section 2 and 
I 
talces into consideration the additional factors mentioned above. 
The hybrid scheme has the advantage of integrating the classification, 
encapsulation, inheritance features of object orientation with declarative 
semantics and the tight resolution mechanism provided by logic programming; 
though some researchers may argue that all variations of representation 
languages are no more than special cases of first order logic. From the 
knowledge engineering standpoint, what is of utmost importance is how useful 
these representations are in building knowledge-based systems and how many 
effective reasoning strategies they 
experimentation with many powerful reasoning strategies and with sufficient 
computing efficiency for prototype development. The object-oriented paradigm 
provides a succinct but explicit data structure, and permits incremental 
modifications of 'the knowledge base either during the system development 
cycle or in its evolution. Most import~tly, as illustrated by a practical KBS 
- 17 -
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implemented on this model in section 3 of this paper, the scheme realizes a 
metaphor of self-referencing in domain objects, enables various levels of 
abstraction and description of domain knowledge, and utilizes the coupling of 
qualitative reasoning and quantitative analysis in problem solving. 
3.2. Object-Oriented Programming 
Object-oriented programming[l7,18] is a methodology which • views 
(\ 
computational processes differently from the procedural or functional approach 
used in most KBS software development. Instead of identifying the procedures 
and unit operations to be perfo11ned, object-oriented programming deals with 
the principal constituents which describe the problem domain and specifies their 
behavior and interaction through three core concepts : object, message, and 
class. 
An object is essentially a private memory with an interface to other 
objects in the knowledge based system. The private memory consists of private 
data and a collection of· procedures or methods that can access that data. This 
data structure, frequently referred to object/attribute/value triples, combines in 
one entity both state and behavior. When interacting with other objects, an 
object accepts messages that ask it to access, modify or return a portion of its 
private memory. 
- 18 -
.J 
f 
I., 
A message is a request directed to an object to carry out one of its 
operations or methods. A message asks the object to perf onn some functions 
but lets the object decide how to do it. Messages are typically invoked by the 
methods of other objects. Computation in a pure object-oriented system is 
perforrned by this message-based communication scheme. 
A class is an object that describes how to implement a set of similar 
objects. Every object in the system is an instance of some class. Classes are 
arranged in a hierarchy with the property that if class B is a subclass of class A, 
then all operations implemented in A are recognized by instances of B and have 
the same meaning. As a consequence, algorithms, methods, and data can be 
stated once at a higher level of the hierarchy, and will be inherited by the lower 
levels. 
In addition to inheritance, there arc three important features often 
associated with object-oriented systems. The first is infonnation hiding which 
means the state of a software module is contained in private variables. Since 
internal data structures wid procedures can be changed without affecting the 
implementation of other software modules, this provides modifiability. Second, 
data abstraction is a way of using information hiding. It refers to how the details 
of the representation of private data are known only by the object in which that 
data resides, so that other objects do not need to know those details. Third, the 
notioh of data abstraction enables reu~ability of objects developed for other 
- 19-
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similar applications. 
3.3. Object Formation Rules 
The object is the primitive and also the critical element of the hybrid 
representation. Its behavior and underlying data structure must be well defined 
in order to map the expert knowledge into the knowledge base effectively. A set 
of rules for object fo1n1ation in the hybrid scheme for domains related to physical 
structures are devised as follows: 
Rule 3.1: Objects possess the basic capabilities to store information, process 
information, and communicate with each other in the knowledge base. 
These three capabilities are the fundamental requirements of objects 
either in object-oriented programming or in AI systems. The private memory of 
an object enables it to hold data or information during the deduction process. 
Each object has simple computational power. The ability to solve a complex 
problem is distributed among a group of objects which make up the system. 
Furthe1more, objects should be able to generate new information or data as 
problem solving proceeds such as creating new instances. 
Rule 3.2: Objects are defined as belonging to one of the following three 
categories: physical, ma,thematical, and abstract . 
. , 
'Tr~ 
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Condition 3.2.1: An object is defined by its behavior. 
In object-oriented programming, computational entities satisfying the 
description of 0-A-V triples can be considered to be an object and , can 
represent anything they are designed to represent. However such an 
unrestricted criterion would lead to chaos in knowledge expressiveness and 
problems in computational tractability. Furtherr11ore, crisp decomposition of 
domain knowledge into individual objects under one category is not practical. 
Instead, domain-specific knowledge of physical structures includes rules 
and facts about the physical structure, qualitative reasoning, and quantitative 
analysis[19]. Such domain knowledge can be grouped into these three 
categories and each category is represented by a class of objects which are 
defined by their behavior description. First, the class of physical objects 
describes the behavior of physical entities and the topology/connectivity of the 
structure. Second, the class of mathematical objects contains the numerical 
algorithms or algebraic equations for quantitative analysis. Third, the class of 
abstract objects captures the heuristic knowledge, empirical rules, or other 
means of qualitative reasoning which, are applicable to the domain. The isolation 
of qualitative and quantitative knowledge in the domain from the behaviqr 
description of the underlying physical structures enables the knowledge base to 
be expanded or modified easily and lessens any impact of ripple effects on the 
existing data structure. The selection of a taxonomical framework for each 
' ' 
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category is dependent on the problem domain~ 
• I. • 
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Further1nore, functional description is not used to define objects. It may 
happen that one object functions as another object in one particular situation but 
fails to emulate the functions of that object when the situation changes. 
Rule 3.3: Methods can be either inference rules, general utility procedures, or 
default facts. 
Condition 3.3.1: A method cannot be an object or vice versa. 
Condition 3.3.2: A method cannot hold names of methods as its value. 
Both axioms and implications are clauses in pure Prolog[20], so it was 
decided that there was no need to distinguish the data contained in such facts 
from rules and procedures; they are all treated as methods or attributes. 
The two conditions put tighter constraints on the designation of methods. 
Values of methods are the outputs produced when .the method is invoked. 
These values m~y be objects, but they need not be. They cannot themselves be 
names of methods, however. 
Rule 3.4: Objects communicate with each other via messages only. 
,, 
I , 
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In the same knowledge level[21], the only means that an object accesses 
the information encapsulated in another object is via sending a message with a 
specific request to that object. The object receiving the message then decides 
how to respond. This guid~linc implies the concept of data abstraction that the 
representation of private data are known only by the object in which that data 
resides, so that other objects do not need to know those details. In a different 
level, an object can access infor111ation about a particular object through the 
meta-interpreter. Some examples on meta-interpretation in the open-system 
model are illustrated in section 4.2 of this paper. 
Rule 3.5: If a set of objects access s.ome common method, that method should 
be put into an object that can be most conveniently fetched by all other objects. 
The rule emphasizes code minimization. Take the case that a parent 
object and some of its child objects both access a common set of methods. Then 
\ 
tha{~s~t of methods should be placed in the parent object only. Although it 
takes time for a child object to inherit the method from the parent object, the 
· design decision to have minimization of code talces higher priority than the 
computational cost. In some circumstances, however, it is desirable for the child 
object to override the methods of its parent object by supplying methods of its 
own, e.g. when the child has cliff erent default values for the same method than 
the parent. .1 .· 
( . 
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Rule 3.6: It is better to do without instances as much as possible. 
In object-oriented programming, there is a distinction between classes 
and instances. Classes describe things and instances are the things. The 
internal representation of the two are quite different. Some object-oriented 
languages such as Simula do not provide a way to create or manipulate classes 
dynamically. In AI systems using inheritance, classes are valid objects of 
discourse, and some systems do not distinguish between classes and 
instances, e.g. FRL[22]. When there is a distinction between classes and 
individual objects, the data structure for the two are similar and both types of 
objects can inherit properties. To reduce the complexity of the knowledge model 
and shorten the development time, it is better to avoid instances when 
• 
possible[23]. 
Rule 3.7: System shell utilities help to reduce inconsistencies of knowledge in 
objects during inferences. 
An object has properties, but these properties can be changed during 
inferencing. Although it still is the responsibility of the system developers to 
ensure the construction of the knowledge base is correct and valid, the set of 
shell utilities supporting the inferences is designed to provide certain error 
checking to reduce the possible inconsistencies arising during the inferencing ~ process. For example, if a new method is added into an object, the old method " 
) 
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with the same functionality will be automatically discarded. 
From the rules stated above, the following definitions are given: 
Definition 3.1: An object which satisfies rules [3.1] to [3.6] is called a well-
fonned-like object. 
Definition 3.2: An object which is well-formed-like and satisfies rule [3.7] is 
called a well-fo11ned object . 
• 
Definition 3.3: A domain-specific knowledge base formed by object-orientation 
and logic programming, U, is te11ned an acceptable knowledge base if it consists 
( of a set of triples: 
U= <E, N,R> 
where: 
(a) Eis a set of categories fo11ned the domain of U, 
(b) N is a set of distinguished well-fo1111ed or well-fo11ned-like objects such 
~ 
that N is a sub-set of E, and 
(c) Risa set of relations, each of which is defined on E . 
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Figure 2 : Stages of opcratio~ of BFI. 
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From these definitions, a design principle for knowledge bases is formed 
in the open-system model: 
Principle 3.1: The domain-specific knowledge base of the open-system :model 
must- be an acceptable knowledge base. 
The rules specify th~ constraints on encoding domain knowledge into the 
object f 011nat in the hybrid paradigm. The object hierarchy in the knowledge 
base represents the domain-specific knowledge. Inheritance systems provide a 
way to associate properties with each class and the properties may then be 
inherited by the class's instances and subclasses. For example, KL-ONE[24] 
prescribes the INST AN CE-OF link for inheritance from classes and the 
SUPERC link from subclasses to superclasses. 
3.4. Implementation 
The implementation of the open-system architecture on a KBS, the Bridge 
Fatigue Investigator(BFI)[ 19] for the domain of bridge inspection and 
evaluation is presented in this section. Figure 2 shows the two stages (pre-
and post-inspection) and the different phases· of a typical bridge inspection and 
evaluation process. Before conducting an on-site inspection, the inspector 
describes the bridge and requests BFI to identify potential fatigue problems. 
BFI then displays both textual explanations and graphical illustrations about 
•• 
• 
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Figure 3 • • The BFI implementation of the open-system architecture . 
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Figure 4 : Major groups of objects in the domain-specific knowledge base. 
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the anticipated cracks, and provides a set of guidelines of potential problems for 
the inspector to investigate on-site. Once the inspection has been conducted, 
and fatigue cracking has been observed and described to BFI, the system 
makes a preliminary diagnosis of the causes of the observed distress. Using the 
knowledge (both qualitative and quantitative) represented in the knowledge 
base, the system next assesses the seriousness of fatigue damage and 
suggests a prioritized list of remedial solutions. The integration of scenarios 
with the kernel knowledge base of this domain is next shown in Figure 3. This 
figure also includes the user interlace scenario model which is discussed in 
more detail in section 4. 
Figure 4 illustrates the major groups of objects in the domain-specific 
·' 
knowledge base. Physical objects include bridge component objects and crack 
objects, mathematical objects contain certain fracture mechanics models, and 
abstract objects represent empirical rules and search and control strategies 
• 
used for diagnosis and remedial recommendations. All objects in the knowledge 
base are well-fo11ned-like or well-formed objects and constructed using the 
rules specified in the previous section. 
The domain-specific knowledge base is constructed on a taxonomical 
hierarchy which is simple at the top and tangled[25] near the bottom. The three 
categories of domain knowledge, that is, physical, mathematical, and abstract, 
t; 
are orthogonal to each other such that they are not associated by any class 
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relationship. Within each category, classes are linked by subclass-superclass 
relationships. Moreover, each object inherits from one or more superclasses. 
The links between classes in the system are through the IS-A link. Other 
types of relationships are possible, some of which require that IS-A is 
traversed in the opposite direction. One example is LEAF-DESCENDENT link 
which is used in conjunction with IS-A to obtain all the leaf nodes of a particular 
class. 
For bridge component objects, a strict distinction between classes and 
instances is often not needed. Consider the case of longitudinal stiffener ( a 
type of plate object shown in Fig. 4 ). When one speaks of a longitudinal 
stiffener, what is said about the behavior of one longitudinal stiffener can be 
generalized to all longitudinal stiffeners. This behavioral generalization allows 
•.<c::., 
only a single longitudinal stiffener object to be defined in the bridge. Thus, a 
class is treated as a full-fledged object, not a one-to-one mapping of actual 
physical bridge components to objects(see Rule [3.6]). 
In contrast, the one-to-one mapping of cracks to cracks objects is strictly 
enf ore ed. Both crack classes and their instances, f onned through input .. 
description of observed cracking or system deduction of anticipated cracking, are 
needed in inferences. A typical crack object contains infonnation such as what 
component the crack resides in, its susceptibility to growth, and methods 
supporting inferences the system needs to perform regarding crack propagation. 
,., 
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The mathematical objects contain equations of fracture mechanics to 
assess the extent of crack growth and other quantitative aspects of cracks 
which cannot be detennined by qualitative analysis, such as the anticipated 
time to failure. The domain knowledge in these objects can be used in multiple 
ways, not just in the form of single-use "black-box" functions. For example, the 
names of coefficients of equations are also treated as objects, thus enabling 
usage of objects under different situations. 
Objects representing the more abstract notion of diagnosis and remedial 
recommendation are utilized under an establish/refine control regime as shown 
in Figure 5. Once an · object, e.g. a diagnosis hypothesis, is established, it 
invokes objects of its subclass to search further for a solution. Conversely, if an 
. 
object is rejected, it rules out its subclass and tries other related objects[26]. 
Abstract objects also include various crack causes identified by domain 
experts. With causes as objects, the process of diagnosis is one of traversing 
the object library in an attempt to establish one of them as the cause of an 
observed cracking pattern. Follow-up remedial alternatives are similarly 
represented as objects which are used in an analogous establish/refine control 
scheme. For a remedy recommendation to appear, it must first be established, 
that is, meet plausibility criteria (expressed as methods within it) for the 
observed cracking. For prescribing remedies, the generate-and-test approach 
was used together with a separation of long-term and short-term 
/ 
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recommendations and a ranking based on relative cost. 
3.5 Shell Utilities 
.JA 
ti 
The shell utilities in the conceptual model serve a dual purpose. First, the 
utilities provide a link between the domain-specific knowledge base and several 
scenario knowledge bases. A scenario model uses the shell utilities to assess 
' 
information and to compose specific descriptions or rules from the kernel 
knowledge base for a given situation. Conversely, a domain object in the 
domain-specific knowledge base may interact with a scenario knowledge base 
to complete a task originated by that scenario model. Though there is a link 
existing between two knowledge levels, the creation of scenario knowledge 
base.s will not affect the underlying representation format and description in the 
domain-specific knowledge base. Furthe1111ore, it is possible to build many 
scenario models simultaneously based on the same core knowledge base. The 
utilities are also used to facilitate inferences. 
As indicated previously in Figure 1, there are six categories of shell 
utilities in the open-system model: 
1. System utilities - general computational procedures such as define relations 
like part-of and is-a, create objects using add_object and make_instance[34], 
and communicate among objects lik~ send. Currently, there are 47 procedures 
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available to support a spectrum of hybrid hierarchical networks. 
2. Domain utilities - specific computational procedures in a domain such as 
query the building material, create instances of cracks, and retrieve the 
connection type between two plates. The number of procedures is dependent on 
t • 
the application domain. There are currently 81 procedures in the domain of 
bridge inspection and evaluation. 
3. Graphics utilities - utilities which support system graphics. They include 
graphics-dedicated functions such as data transf onnation and graphics system 
ca1Is[27]. 
•• 
4. Window utilities - utilities which support screen windows management. In 
the open-system model, each window display is an object which has a set of 
behaviors and is a repository for state inf onnation such as graphical and textual 
entities contained within the window and the user interactions with these 
entities. 
5. I/0 utilities - utilities which support the interactions of external devices with 
knowledge base. For example, in the domain of monitoring, input is usually in 
the form sensor signals and the knowledge system is required to interpret the 
input signals . 
- 35 ~ 
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6. Database utilities - utilities which support the retrieval of databases from 
other systems. This allows the. knowledge system to access information and 
data in external databases. 
The first four shell utilities are presently implemented in BFI, and work is 
planned to include additional 1/0 utilities to interface with sensors that are 
attached to the bridge and database utilities to interface with databases on 
existing bridge conditions. In addition, the utilities are designed to support Rule 
[3.7]; system and domain utilities in BFI provide mechanisms to check for non-
monotonicity, violations of other guidelines and so on. An example is a system 
utility called put_ method. The put_ method puts a method to an object and takes 
care of three possible cases that may occur during the operation. The first case 
• 
checks if there exists an equivalent method/value pair in the object, if so, it 
trivially succeeds. The second case checks if there is a method with the same 
name but with a different value, if so, modify the method with the new value. If 
the two above cases fail, it verifies if the object exists in the knowledge base 
and adds the new method into it if true. When all conditions fail, it info11ns the 
user that the object does not exist in the knowledge base. 
The set of system utilities for inferencing was based initially on an article 
by Stabler[28] and is similar but is a larger set of those utilities described by 
Iline and Kanoui[13]. In addition, there exists a facility in the system for the 
user to query or modify the domain-specific knowledge base directly. 
'· 
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Knowledge acquisition, however, is not the focus of this research work and is 
being explored by other projects in the A TLSS center[29]. 
3.6. Scenario Knowledge Models 
The hybrid paradigm, though powerful, is not sufficient to handle all 
scenarios. The two scenario models(pre- and post-inspection) in BFI, written 
also in Prolog, are better represented by procedural rules. These two basic 
scenarios have been shown in Figure 3. The pre-inspection scenario model 
,. 
contains two modules DESCRIBE BRIDGE and IDENTIFY ANTICIPATED 
CRACKS. The post-inspection scenario model includes DESCRIBE CRACK, 
DIAGNOSE CRACK CAUSE, ASSESS CRACK, and SUGGEST REMEDIES. 
The title of each module indicates its role in the bridge inspection process as 
shown previously in Figure 2. The orthogonality between the two scenario 
models allows them to be developed separately. 
Each phase of a scenario model, while interacting with objects in the 
domain-specific knowledge base, is initiated separately from those objects. 
Macrd-operator procedures are used to control the operation of the major 
stages of BFI as shown in Figure 2, to instantiate and compose descriptions 
from the domain-specific knowledge such as initiation of the bridge data 
collection and the flagging of details for bridge inspection. When an initial 
request is issued from the scenario model to the domain-specific model, the 
I I 
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objects run autonomously to complete the task and return the control back to 
the scenario model. 
The user interface scenario_ model shown in Figure 3 contains procedural 
· knowledge on closely-coupled graphics and logic-based screen windows 
- management which are used by both the pre- and post-inspection scenario 
models. The robustness of the open-system model enables the user-interface 
scenario i to be integrated into the system readily. The graphics and screen 
windows are part of human-computer interaction issues which the open-system 
model addresses. The for1nalism of the user-interface scenario model is 
discussed in Chapter 4 of this thesis. 
3. 7. Inferences 
The Prolog programming language was chosen to experiment with various 
· AI paradigms in the open-system model. The nature of Prolog allows both 
objects and procedures to be mixed freely and coupled together through the tight 
resolution scheme inherent in the language. As stated by Koseki[30], the use of 
Prolog to implement objects and methods results in several semantical 
treatments of predicates that reside in objects. Interpreted declaratively, such 
predicates can be considered to be axioms and implications regarding attributes 
of that object. Interpreted procedurally, they can be considered as akin to 
methods in object-oriented languages like Smalltalk-80[17]. 
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Three types of inferences of the model are implemented on top of the built-
in inferences in Prolog, 
rules or procedures[31]. 
namely, inheritance hierarchy, messages, and macro ~ 
The former two mechanisms are the outgrowth of 
object orientation and are used extensively by the knowledge objects in the 
kernel knowledge base, while the last one is the procedural knowledge specified 
I 
in some·scenario models to supplement the basic object-oriented framework. 
3.8. Self-referencing Objects 
In the open-systems model, self-reference is referred as the introspective 
ability of an object. That is, the object's ability to access its own internal 
structures, operations, and behavior during the computational process. The 
ability of the system to report on what it is doing in the midst of computation, to 
receive guidance about how to change or affect its strategies are examples of 
the self reference scheme. 
The scheme which enables the metaphor of self-referencing utilizes the 
well-for111ed object in the domain-specific knowledge base. Moreover, the 
capability of self-reference is inherent in the knowledge representation. This 
scheme is demonstrated ~ith an example as indicated in Figure 6. Object C1 
first sends a message to object C2 for querying the value of an attribute X. C2 
searches its encapsulated data set for solution. In Figure 6, it fails. The 
. inheritance inference is invoked, and C2 extends the search upwards to its 
• 
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2. self-searching for X 
4. query user for input 
5. X value entered 
,· 
Figure 6 : Self-referencing scheme. · 
,, 
\I 
l 
'· 
· 40 ... 
• 
. ,. 
• 
, I 
parents. Unfortunately, neither of them has that value and the inferencing fails 
back to C2. At this point, C2 activates the prompting menu and queries the 
user, Ul, for input. After a value is entered, C2 sends a message, instantiated 
with the new value of X, back to the calling object C1 . 
From the above example, one can see that the kernel knowledge base is 
not constructed under the closed-world assumption[32]. The te1111 closed-world 
assumes that the knowledge base has all positive base facts of the domain and 
any subject matter that is not included is assumed false. For example, if a 
database representing types of bridge component connections has no 
inf onnation on a certain connection, it can assume that no such connection 
exists. Instead, the self-reference scheme treats both knowledge(either default 
or .deduced) in the system and the user input as a complete knowledge base. 
When the inference process or default data in the object fails to provide the 
solution, the system queries the user to enter additional information to guide 
the inference or to provide a new fact. The scheme extends the idea in the 
query-the-user scheme[33]. Together with the concepts of inheritance and data 
encapsulation, it provides the objects in the knowledge base with the metaphor 
of self-reference. 
The simple scheme of self-reference has two advantages. First, it enables 
· systems with objects which can examine, manipulate, and draw conclusions 
about their internal structure and state, as well as query other objects and the 
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external environment during the reasoning process. In a way, we can say that 
the object can reason about itself on what it does not know and where to search 
for an answer. Second, the us~r input is an effective means to guide the 
inference process and to cope with control problems arising from unconstrained 
search and inference. Constructing effective knowledge systems requires not 
only representing what systems should know but also how they should use that 
knowledge. The self-activation of input query by the system, in addition to 
system inferences or def a ult values in objects, provides a way to control the 
deductive or inference procedure explicitly; at the same time, retaining the 
modularity and flexibility of the declarative representational scheme. The power 
of self-referential objects is further illustrated in Chapter 4 as it applies to 
critical issues of human-computer interaction in practical knowledge systems. 
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. Chapter 4 
Human-Computer Interaction 
A major drawback of logic programming in interactive, knowledge-based 
applications is its relatively inadequate human-computer interaction facilities 
compared to the functional programming-based, e.g. Lisp-based, systems. This 
weakness hinders the successful transfer of prototypes to production systems. 
Thus, the open-system model addresses several key issues of human-
computer interaction such as input/output, explanation, graphics, and user_ 
interfaces. The model provides several techniques to improve the expressive 
and reasoning power of the current logic-based systems. The design strategies 
and examples of these techniques are presented next. 
4.1. Input/Output Query 
The user interface dialogue is a critical component for practical knowledge-
based systems. There are two aspects to be considered in the hybrid paradigm: 
first, the treatment of 1/0 so that common side-effects of logic-based programs 
can be avoided and second, the actual prompting sequence of menus for bridge 
data collection. Two key strategies dealing with 1/0 have been developed and 
are discussed below. 
., 
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Strategy 4.1: Treat 110 as a purely logical concept in object-based systems 
using a logic language. 
To isolate the input and output facilities from undesirable side-effects, as 
common among logic programs, requires treating input and output requests as 
part of the subgoals which need to be satisfied. This concept is based on the 
Query-the-user scheme introduced by Sergot[33]. A varied for111 of this scheme 
called the Inform-the-user is also implemented to display success or failure 
messages. 
Strategy 4.2: Organize knowledge as a graph structure for efficient input query 
algorithms. 
This strategy deals with achieving a satisfactory dialogue with the user 
so that the KBS requests only the relevant, minimal amounts of infonnation 
required while inferring other needed values. Failure to do so would result in a 
prohibitive amount of code and data required to desc.,.ibe the complex structure 
under evaluation. Since neither forward-chaining, backward-chaining rules, nor 
hard~coded sequences alone provides a satisfactory solution, a sequence of 
questions based on an AND/OR dependency graph was constructed to provide 
an input interface which would appear systematic and sensible to the user. The 
scheme adopted specifies the prompt dependencies so as to : (i) minimize user 
input, making inferences about values for other data that would otherwise be 
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p asked for based on the current input,- (ii) make the sequence of questioning 
more systematic, and (iii) accommodate user changes to previous input data 
and automatically take (?are of their ripple effects across the domain-specific 
knowledge base. 
AND/OR graphs are typically used to represent . the record of search 
during a problem-solving process. However, the concept can be extended to 
generate intelligent input query through explicit representation of the 
geometrical relationships between all components of a complex structure. In 
Figure 7, a partial view of an AND/OR graph that describes the topological 
structure of a steel bridge is presented. Top nodes are indicated by bold outlined 
boxes, subnodes by shaded boxes, and leaf nodes by hatched boxes. For 
simplicity, only nodes related to explanation in this example are shown in the 
figure. Inside the box is the object/attribute/value triple , e.g. girder/exist/Y of , 
the left top node. The dependency between nodes is labelled with the 
corresponding value of the attribute method, for example, Y = yes for the 
question if the girder exists. Two types of links connect the nodes, OR links 
which represent alternative options of traversing the query node from which 
they emanate, and AND links (denoted with an up arc in the figure) that 
. 
connect the current node to individual subnocles of which the current component 
is composed or related. For example, if the girder type is built_up for a particular 
bridge, the next sequence of prompting menus will follow the path indicated by 
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Figure 7 : Partial AND/OR graph of steel girder bridge topology. 
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the up arc T = built_up and descending down the graph in a similar manner. 
Another constraint dependency, denoted by a down arc, is the pre-conditions 
which must be all true prior to the node being invoked. For example, as shown· 
near the bottom of the figure, the menu for the stiff _intersect method of the 
girder, (representing whether the horizontal and vertical stiffeners used in the 
girder intersect), will not be activated if either the longit_stiff_used or 
transv _stiff_used method fails. 
Because a description of the topology of a simple steel bridge would 
require hundreds of nodes in the dependency graph, one may be sceptical about 
the practicality of the implementation of this concept. As the 
topology/connectivity of a bridge is well represented by the class of physical 
objects, the AND/OR dependency graph is relatively easy to integrate into the 
hybrid object-oriented paradigm. It involves no more than adding specific send 
statements in the method slots of physical objects[33]. 
4.2. Meta-Programming 
Easy to write meta-programs is a powerful feature of Prolog which is 
lacking in many representational languages. Simply stated, meta-programs 
treat targeted programs as pure data. They analyze, transform, and simulate 
other programs. They extract info11nation from the underlying representation 
construct and use the knowledge to perform specific tasks beyond the capability 
' 
' 
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of the inferences. They enable the buiJding of an integrated programming 
environment and give access to the computational process of the language. In 
Prolog, since both programs and data are equivalent - all being . Prolog terms, 
the writing of meta-programs is particularly easy. Accordingly, the key strategy 
derived is: 
Strategy 4.3: Facilitate explanation and dynamic knowledge modification using 
meta programs. 
The open-system model uses meta-programs to facilitate explanation and 
knowledge modification. A particular class of a meta-program is meta-
interpreter which is an interpreter for the language written in the language itself. 
The idea of. using meta-interpreters as a basis for explanation facilities in 
expert systems was proposed by Sterling f 351. In the model, the meta-
interpreter builds a proof tree as it solves the current goaJ (query) and the 
nodes of the tree (subgoals which are reduced, or ancestor goals traced back 
from the current goal) formed during computation so that they can be used to 
generate explanations. The meta-interpreter can be used to pert"onn the 
following tasks: 
1. displaying an edited f onn of the proof tree to the user, and 
2. providing an explanation of how the program reached its conclusion or why 
the task was performed[36]. 
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An example is the 'how' explanation which displays the rules and 
subgoals from which the conclusion , i.e. current goal, was reached. The 
procedure of the 'how' meta-interpreter implemented in BFI is as follows: 
1. select the current goal G, and invoke the meta-interpreter 'how', 
2. obtain a list of immediate subgoals, say A 1, A2, ... , An, 
3. for i = 1 ton, interpret Ai, 
4. if Ai is a deduced fact, then say so, 
, 5. if Ai is a default fact, then say so, 
6. if Ai is a send message, then display the invoking object and method, 
7. if Ai is a clause whose head unifies with the goal, then recursively solve the 
body Bl , ... ,Bm of the clause, and display rules and facts proven as they occur. 
Typically, the knowledge base for a practical knowledge system is large ( 
in the case of BFI, it contains 700K bytes of Prolog code ) and if the recursion in 
step 7 above is not constrained, too much textual output will be displayed. A 
modification of the 'how' algorithm limits the explanation to one level at a time 
and lets the user have an option to ask for more detail. In this scheme, objects 
are considered to be logical sentences. 
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To modify the knowledge base dynamically during the user input session, 
. another meta-programming technique is used. The idea is to treat the 
knowledge program database-like, in the sense that it contains no function 
symbols, and no built-in predicates. Knowing the representation format of the 
program, a meta-program can be written to extract or compose a description 
from any portion of the program code to perform specific tasks. Two meta-
programs of this kind are implemented in BFI. One uses the 'change' option 
which enables the system to return to a specific prompt menu· of the user input 
session and retract all data entered or deduced data after and at that prompt. 
The other is the 'backup' option which allows the system to back up to 
previous input and to retract any inf erred data at that prompt. Figure 8 shows 
an example of a backup operation. Here, the girder quantities prompt is changed 
from the previous entered value of 7 to 2 and all system-inferred data resulting 
from the previous inference are automatically retracted and are displayed in the 
message window. Although such a meta-program is more flexible than the 
meta-interpreter based on the concept of a proof tree, it is more complicated to 
write and requires attention be paid to possible harmful side-effects. 
4.3. Explanation 
Although the meta-interpreter is a powerful technique to provide a basic 
explanation facility, sometimes the explanation may not appear in a direct trace 
'j 
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Figure 8 : An example of backup operation in BFI. 
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produced by the interpreter. Furthermore, the explanation desired may vary 
from user to user, thus the user should have an option to control the level of 
detail in the explanations presented by the system. Adding procedures in a 
meta-interpreter for each special case may reduce elegance and computational 
efficiency. Based on the knowledge inherent in the object-oriented data 
structure, a design strategy is developed to enable a degree of flexibility in 
explanation as follows: 
Strategy 4.4: Use the hierarchical relationship of well{ormed-like or well-
! ormed objects to provide a hierarchical level of explanation. 
The object hierarchy provides a wealth of information which may not be 
captured by a rule trace. The is-a link and other dependency links among 
objects can be used to produce a hierarchical level · of explanation. Figure 9 
shows an example of the hierarchical explanation provided by a partial group of 
the remedy objects. After cracking is observed in a connection plate's weld, the 
knowledge system recommends attaching a tie rod to that plate. The knowledge 
of that recommendation is embedded in the restrain vibration object. If the user 
wants to know more about the motive behind that explanation, the system then 
searches up the object hierarchy and fetches the second explanation from the· 
object's parent, prevent movement object, as shown in this figure. This process 
may continue upward through the class hierarchy. 
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Figure 9 : An example of hierarchical explanation. 
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4.4. Graphics Visualization 
Despite the tremendous · potential of knowledge-based systems, 
relatively modest accomplishments have been made to-date concerning their 
effective incorporation of interactive graphics and window-based user interfaces 
for complex, realistic problem solving. Therefore, a closely-coupled graphics is 
developed using the underlying the knowledge representation scheme in the 
domain-specific knowledge base. The key design strategy in forming graphics 
• 1s: 
Strategy 4.5: Embed graphics attributes and values in wellformed-like or well-
! ormed objects to allow graphics to be closely-coupled with the knowledge base. 
The graphics display is hierarchical in nature and exhibits the composite 
and taxonomic constructs in the same manner as the structural topology is 
represented in the knowledge base. The key idea is to embed the graphical 
attributes and values in objects. In this way, the domain knowledge regarding 
the graphical displays, e.g. physical dimensions and spatial relationships are 
self-contained with the domain objects; this agrees with the metaphor of self-
referencing in objects. Subsequently, a close-coupling relation between domain 
objects and their graphical representation is established. The technique 
implemented supp~rts the graphics as an effective medium of communication 
between the user and the system. 
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The closely-coupled graphics aids the user's understanding by providing 
accurate visual representations, yet avoiding a level of detail which requires 
specific code for a particular display. For example, the complex structure of a 
bridge includes a large number of components and connections between 
components to be mapped into objects in the KBS. Often a prohibitive amount of 
graphics code would be necessary to cover all combinations of components. To 
\. 
expedite both the development effort and, execution time of the KBS, a \ 
hierarchical, layered graphics library which allows complex graphical displays to 
be formed as composites in terms of its simpler graphical components has been 
developed[37]. The graphics library not only generates accurate and detailed 
visual displays but also can be used in other scenarios due primarily to the 
decoupling of domain knowledge from the graphics code itself . 
. 
Figure 10 shows an example of the closely-coupled graphics technique. A 
message requests the cross section object to display the current cross-section 
view of the bending moment region of a girder bridge. The object uses the draw 
method to deduce what are the components, e.g. girder, connection plate, floor 
beam, used in this bridge section, then it sends messages to those objects for 
additional information such as dimensions, color, weld types and so on. These 
components, in turn, activate other subcomponents for information, and the 
process recursively descends down the object hierarchy until all relevant 
attributes are composed or instantiated, and returned back to the cross section 
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Figure 10 : Closely-coupled graphics scheme. 
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object. The latter then passes the parameters to the graphics module. A 
composite graphics display of a bridge cross-section generated by this scheme 
is illustrated in Figure· 11. 
The graphics in BFI is mainly driven by the domain knowledge residing in 
the knowledge base, but the concept of closely-coupling can be taken both 
ways. The graphics can be used as an input medium in the knowledge system. 
This approach is being explored in the building of ARCHQUAKE[38], a 
knowledge-based system which incoiporates earthquake-Nsistant structural 
design knowledge early-on in the architectural design stage. 
4.5. WBUI for Logic Systems 
The idea of closely-coupling can be extended toward a window-based 
user intetf ace(WBUI) environment. Thus, the following design strategy is used. 
Strategy 4.6: Closely couple the knowledge kernel with screen windows. 
The key feature in the closely-coupled WBUI is the fon11ation of a class of 
window objects in the system shell which converses with the KBS itself[39]. 
Herein, each window display is an object which is able to carry out a fixed set of 
~-~ 
behaviors and is a repository for state infonnation such as graphical and textual 
entities contained with the window and the user interactions with these 
entities. Similar to the close-coupling of graphics, the methods for activating 
.•. 
. , 
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these objects are encapsulated in the knowledge base. During the inferencing, 
the domain-specific object interacts with a window object which, in turn, calls 
· , upon the window library for the f onnation of window displays. 
The WBUI allows many processes in the logic-base? hybrid system to be 
operated concurrently. The communication between window activities is via 
message passing and i.s coordinated through the underlying interprocess 
communication scheme available in the operating system. The WBUI provides a 
variety of ways for the user to view the information processed by the KBS. For 
~ 
example, when the KBS is assessing the extent of fatigue damage in a bridge, 
the user can open another window to view the status or the proof tree of the 
inferencing process. Such information can be represented in either graphical or 
textual fo1m. A snapshot of a pre-inspection stage of BFI is shown in Figure 
12. The upper browser window indicates the deductive conclusion of the system 
on the nature and location of the anticipated crack. The lower browser window 
displays the step-by-step inference process of transversing the object 
hierarchy( actual object names are shown ) for identifying cracking instances. 
The left window displays the closely-coupled graphics, a three-projection view 
of the bridge under evaluation and the location of anticipated cracking. 
Moreover, the user can zoom in any part of the graphics to review detailed 
information. The graphics shown is based on the closely-coupled scheme 
discussed earlier in section 4.4. 
i '' 
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Chapter 5 
SUMMARY AND CONCLUSIONS 
This paper has presented an open-system model for the development and 
maintenance of large, complex knowledge-based systems. The approach used 
is synthesis, talcing a middle ground between general computational procedures 
and specific domain knowledge. The key concept is to partition the domain 
knowledge into a kernel (domain-specific) and scenario · knowledge. When 
building one or more KBSs for a particular domain, the domain-specific 
knowledge base is frrst acquired and synthesized to describe a class of related 
phenomena or systems of that domain. Then, a scenario model can be built 
around the domain-specific knowledge by instantiating and composing 
descriptions from the domain-specific knowledge. The scenario knowledge 
model constructed under the open-system architecture is modular and 
orthogonal. Various scenario models can be developed simultaneously, thus 
achieving the notion of rapid prototyping. 
The organization of the open-system model yields a 
knowledge which 
• provides a focus of knowledge organization, 
" . <;,, 
domain-specific 
• copes with the expansion and maintenance of the knowledge base, 
,; 
• enables the notion of rapid prototyping, and 
• presents several levels of generality of knowledge. 
The model also includes system utilitites which 
• link various scenario models with the domain-specific knowledge base, 
• facilitate different inferences used in the systems, and 
• interact with external operational environments. 
The examples used in the paper are extracted from a practical KBS which 
was implemented using the conceptual model. Although the aim of this model is 
not toward the building of expert system shells or tools, new tools are 
nevertheless formulated during the development of knowledge-based systems 
using this model: that is, a system shell for knowledge bases organized under 
several frameworks of inheritance hierarchy, a compositional, object-oriented 
OKS graphics library, and logic-based, object-oriented window utilities. 
In the model, the domain-specific knowledge base is represented by a" 
hybrid scheme integrating object-orientation and logic programming using 
,Prolog. The recent literature reflects the growing interest in the hybrid 
paradigm. Most examples cited, however, do not discuss the experience or 
problems encountered in building large, complex KBSs for real-world 
I' 
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applications. This paper presents , set of rules and design strategies on the 
hybrid knowledge representation derived from the research work in building 
knowledge-based systems at the NSF Engineering Research Center at Lehigh. 
Furthermore, the hybrid hierarchical representation allows a coherent approach 
to experiment with various reasoning strategies and techniques on issues like 
explanation, graphics, window management, input query, meta-programming, 
and knowledge modification. 
• 
\ 
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