Abstract. We prove a priori estimates and optimal error estimates for linear finite element approximations of elliptic systems in divergence form with continuous coefficients in Campanato spaces. The proofs rely on discrete analogues of the Campanato inequalities for the solution of the system, which locally measure the decay of the energy. As an application of our results we derive W 1,p -estimates and give a new proof of the well-known W 1,∞ -results of Rannacher and Scott.
Introduction
In this paper, we present a new approach to a priori estimates and error estimates for finite element solutions of linear elliptic systems of second order with continuous coefficients. Our results rely on an extension of the by now classical Campanato space methods in elliptic theory, which provide a powerful tool to prove regularity based on L 2 estimates rather than on an investigation of the fundamental solution. Estimates in the energy norm follow naturally from the variational structure of the problem.
We consider the elliptic system − div(ADu) = − div F in Ω, (1.1) where u ∈ W 1,2 0 (Ω; R m ) and A satisfies the Legendre-Hadamard condition (see Sections 2 and 3 for the notation used in the introduction). Assume that u h ∈ S h 0 (Ω h ) is a solution of the corresponding weak formulation
where S h 0 (Ω h ) is the space of piecewise affine and globally continuous functions on a quasiuniform triangulation Ω h of Ω and a(·, ·) is the bilinear form associated with A. Our first result concerns a priori estimates for Du h in Morrey and Campanato spaces. In particular we prove the following bound on Du h in the Campanato space L 2,n which is isomorphic to the space of functions of bounded mean oscillation studied in [JN] : 1398 GEORG DOLZMANN Theorem 1.1. Assume that Ω is smooth, A ∈ C 0,σ for some σ > 0, and F ∈ L 2,n (Ω). Then Du h ∈ L 2,n (Ω), and we have the a priori estimate
The second main result is the following error estimate for the gradient of the finite element solution u h . Theorem 1.2. Assume that Ω is smooth, A ∈ C 0,σ , and the system (1.1) has a unique solution. Let F ∈ L 2,n (Ω) and define e h = u − u h . Then
De h L 2,n (Ω h ) ≤ c n inf
The importance of estimates in L 2,n arises from the fact that this space is a natural substitute for L ∞ in many results in real analysis. For example, if the system has a unique solution, Stampacchia's interpolation theorem [St] immediately implies the following W 1,p estimate: Theorem 1.3. Assume that Ω is smooth, A ∈ C 0,σ for some σ > 0, and the system (1.1) has a unique solution. Let F ∈ L p (Ω) with p ∈ (2, ∞). Then Du h ∈ L p (Ω), and we have the a priori estimate
as well as the error estimate
As a further application of the L 2,n -estimates we show in Section 7 how one can obtain optimal W 1,∞ -estimates for e h , thus generalizing the famous result by Rannacher and Scott and the recent results in [SW2] to systems. This approach allows one to obtain uniform estimates by exploiting the variational structure of the problem, and does not rely on the weighted norm techniques first developed in [Na] .
There exists an extensive literature on error estimates for finite element methods in various spaces. The question of whether optimal convergence holds in W 1,∞ has been open for a long time and was finally solved by Rannacher and Scott in [RS] . Blum, Lin and Rannacher [BLR] showed in addition that in general the error u − u h is not of order O(h 2 ) in L ∞ even if the data are smooth. The spaces L 2,n were used in [R] to prove optimal estimates for De h up to a logarithmic factor, and in [Du2] to show optimal convergence for e h of order O(h 2 ) in two dimensions. General results in Orlicz spaces can be found in [Du1] . Schauder estimates for higher order methods have been analyzed in [Ni] , while a discussion of properties of solutions of elliptic equations based on DeGiorgi's ideas has been carried out in [AC] .
The paper is organized as follows. In Sections 2 and 3 we introduce our notation and summarize the basic results needed in the subsequent sections. We derive an analogue of the Campanato inequalities for the finite element solution in the interior situation in Section 4, while the boundary situation is analyzed in Section 5. These estimates allow us to obtain the a priori estimates and the error estimates in Section 6, and uniform estimates are given in Section 7. Finally, the Appendix gives the proofs of some well-known results in elliptic theory.
While carrying out this programme, we shall state explicitly the necessary assumptions on the coefficients and the domain Ω ⊂ R n which ensure that the solution has the required regularity; that regularity theory for elliptic systems is more subtle than for elliptic equations can already be seen from the fact that there is no analogue of DeGiorgi's famous C 0,σ regularity result for equations with L ∞ coefficients. In addition, Gårding's inequality does not hold for L ∞ coefficients, see [Zh] . The approach towards regularity pursued here is unfortunately based on Hölder continuity of the coefficients. We therefore do not recover the general estimates in [BS] for equations in the scalar case.
Preliminaries
Let Ω ⊂ R n be a convex, open and bounded domain and define Ω(x 0 , R) = B(x 0 , R) ∩ Ω. The convexity assumption is not related to regulartity properties of the solution (in the scalar case it implies the square integrability of the second derivatives); it only avoids extending the coefficients outside of Ω. For methods to treat nonconvex domains, see e.g. [SW1] . We say that Ω is a domain of class
. We say that T h is a quasiuniform triangulation of Ω with n-simplices T if there exist constants σ 0 , σ 1 > 0 independent of h such that for each T ∈ T h there exist balls B(x 0 , σ 0 h) and B(x 1 , σ 1 h) with B(x 0 , σ 0 h) ⊂ T ⊂ B(x 1 , σ 1 h) (see [C] for details). Moreover we assume that all nodes in ∂Ω h are contained in ∂Ω. If Ω is a domain of class C 1,σ , then dist(x 0 , ∂Ω) ≤ ch 1+σ for all x 0 ∈ ∂Ω h , where c is independent of h. For a given triangulation T h we define S h (Ω h ) as the space of all globally continuous functions which are affine on the simplices T ∈ T h , and we denote by S h 0 the subspace of all functions in S h whose trace on ∂Ω h is zero. We use the standard notation for the Lebesgue spaces L p , the Sobolev spaces W k,p and the Hölder spaces C k,σ with norms · p;Ω , · k,p;Ω and · k,σ;Ω , respectively. See Section 3 for the definition of the Morrey and Campanato spaces and their fundamental properties.
In our proofs, we will use two interpolation operators onto S h : the standard interpolation operator Π 1 , defined as the linear interpolation of the nodal values of a (continuous) function, and the operator Π SZ constructed in [SZ] , which is based on local averages. If
where S(T ) = {T :T ∩T = ∅} for all w ∈ W 2,2 (Ω h ). In this paper we study general elliptic systems of second order of the form
where the coefficients A αβ ij satisfy the Legendre-Hadamard condition A
Here we use the summation convention. However, our analysis does not include general systems which are elliptic in the sense of Agmon, Douglis and Nirenberg or saddle point problems. The corresponding weak formulation is given by
We say that u h ∈ S h 0 is a finite element solution of the system if
Here the bilinear form a(·, ·) on W 1,2 × W 1,2 associated with A is given by
and we will use a h to denote the bilinear form a restricted to Ω h :
The following result is a standard result in elliptic theory and can be found for example in [Gi] , Teorema 10.1. 
ii) There exists an R 0 > 0 such that (2.7) holds for all ϕ with diam(spt ϕ) < R 0 . iii) There exist constants ν, H > 0 such that
Throughout the paper all constants in the estimates depend only an n, m, Ω, A and the constant in Gårding's inequality (here we adopt the point of view that the constants in the other usual inequalities like Poincaré's inequality or the Sobolev embedding theorem depend only on these quantities). In particular, they are independent of h, u, F , f and the center x 0 of the balls Ω(x 0 , R).
Elliptic regularity in Campanato spaces
Assume that Ω ⊂ R
n is an open domain, 1 ≤ p < ∞ and λ ≥ 0. We define the Morrey space L p,λ (Ω) as the space of all functions u :
Here (u) x0,R = (u) Ω(x0,R) denotes the mean value of u on Ω(x 0 , R):
udx.
. Defined in such a way, the Morrey and Campanato spaces are Banach spaces, and L p,λ (Ω) is isomorphic to L p,λ (Ω) if 0 ≤ λ < n and the domain Ω is sufficiently smooth (in general one needs that Ω is a domain of type A; see [Ca1] for the precise definition).
is isomorphic to BMO(Ω), the space of functions with bounded mean oscillation which was defined in the fundamental paper by John and Nirenberg [JN] . For more information about these spaces, see e.g. [KJF] .
Starting from Campanato's paper [Ca1] , a complete regularity theory for elliptic equations and systems has been developed (see, e.g. [Ca2] , [Gi] , [G] ). We summarize the relevant results in the following two theorems (see [Gi] , Capitolo 10). Part iii) in Theorem 3.1 follows by contradiction from the estimates in parts i) and ii), since in this situation the homogeneous equation has only the trivial solution. Throughout the paper we write λ − 2 instead of (λ − 2) + = max{λ − 2, 0}. 
and we have the a priori estimate
and f ∈ L 2,λ−2 (Ω) with λ ≤ n + 2σ, then Du ∈ L 2,λ (Ω) and we have
iii) If the system has a unique solution, then the a priori estimates in i) and ii) hold without the norm of u on the right hand side.
A similar result holds for the higher derivatives of u.
Theorem 3.2.
Assume Ω is a domain of class C k+1 (C k+1,σ ) and that the coefficients
, and we have the corresponding a priori estimates.
The main ingredient in the proof of these regularity results is local decay estimates for the solution of the homogeneous system, which we will refer to as Campanato inequalities. 
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Remark. For systems with continuous coefficients one obtains a similar estimate with an additional term ω 2 (R) Ω(x0,R) |Dv| 2 dx on the right hand side, where ω denotes the oscillation of the coefficients on Ω(x 0 , R).
We define the following discrete analogues of the Morrey spaces L 2,λ (Ω) and the Campanato spaces L 2,λ (Ω), where the radii in the definition are bounded from below by h. A function u belongs to the discrete Morrey space L
and to the discrete Campanato space L
The following lemma shows that a function
where c depends only on σ 0 , λ and n. To prove ii), choose for a given domain Ω h (x 0 , ) the smallest radius˜ such that Ω h (x 0 ,˜ ) contains all triangles
and the assertion follows with ξ = (Du h )x 0,¯ .
A pointwise interior estimate
The main result in this section is the pointwise estimate in Proposition 4.8. It is based on the following analogues of the Campanato inequalities in Section 3 for the finite element solution u h on balls Ω(x 0 , R) ⊂ Ω. Throughout the rest of the paper we will set
and η denotes a nonnegative, continuous function such that η(t) ≤ ct 1/n for n ≥ 3 and η(t) ≤ c(µ)t µ for all µ ∈ (0, 1 2 ) for n = 2. We denote the modulus of continuity of the coefficients by ω, i.e.
Lemma 4.1. There exists a constant Λ > 0 such that for all h ≤ ≤ R ≤ R 0 and R ≥ Λh the following inequalities hold:
Here Λ is independent of x 0 , h, , R, u and u h .
We split the proof into a series of lemmas. The idea is to decompose u h as a sum (u h − w) + w, where w ∈ W 1,2 (Ω(x 0 , R)) is the solution of the homogeneous system with constant coefficients
and to use the Campanato estimate in Proposition 3.3 for w. Here a 0 denotes the bilinear form with constant coefficients A αβ ij (x 0 ). It follows from w = u h on ∂Ω(x 0 , R) and the divergence theorem that
We summarize the important properties of w in the following lemma.
Lemma 4.2. Assume that w is the solution of (4.2). i) We have the a priori estimate
ii) We have for k ≥ 2 the Caccioppoli estimate
iii) We have the pointwise estimate
Proof. In view of Gårding's inequality we obtain i)
is standard (see, e.g. [Gi] ), and the pointwise estimate follows from ii) by Sobolev's embedding theorem.
In order to obtain an estimate for Du h − Dw we define
where ζ ≥ 0 is a smooth cut-off function such that
, 2 (R will be of order one, and the existence of ζ is thus clear for h small enough). The following estimate of the difference ψ−ψ h in the energy norm will be important. For n ≤ 3 an estimate of this type follows easily from the interpolation estimate (2.1). In arbitrary dimensions, however, a direct computation is necessary.
Lemma 4.3. Let ψ and ψ h be defined as in (4.4). i) We have the local estimate
ii) We have for all ξ ∈ R mn the global estimate
Proof. Clearly ii) follows from i) by Lemma 4.2. To prove i), let a i , i = 1, . . . , n + 1, be the nodes of the simplex T and Φ i the standard nodal basis of T , i.e.,
, and thus
The second term is estimated by the interpolation inequality (2.1) with (p = ∞),
and the assertion of the lemma follows easily.
By (2.6) and (4.2) we obtain, since
We estimate the different terms in the following lemmas.
Lemma 4.4. We have
where the constant c > 0 depends on the constant in Gårding's inequality.
Proof. A direct computation shows that
By Gårding's inequality
and the assertion of the lemma follows easily from Young's inequality.
GEORG DOLZMANN
Lemma 4.5. We have for ε > 0
Proof. Choose for each triangle T ∈ T h a point x T such that sup x∈T ζ(x) = ζ(x T ). We have, by Hölder's inequality and Lemma 4.3,
By definition
and therefore we obtain
On the other hand, we obtain by Lemma 4.2
and the assertion of the lemma follows easily in view of Lemma 4.2.
Lemma 4.6. We have If we combine the inequalities in the above lemmas with the estimates in Lemma 4.2, we obtain the following inequality:
By the triangle inequality
It therefore remains to estimate u h − w . This is done in the following lemma with a duality argument.
Lemma 4.7. There exists a constant Λ > 0 such that for all R with R ≥ Λh the following inequality holds:
, and Lipschitz continuous coefficients. Then v ∈ W 2,2 (Ω(x 0 , R)) (see, e.g., [Gi] , Teorema 10.6) and by homogeneity
This scaling is expressed in the inequality above, since u h − w ∈ W 1,2 0 (Ω(x 0 , R)) solves approximately the system
Proof. We give the proof for n ≥ 3 (for n = 2 use Hölder's inequality to deduce an analogue of (4.7) below). We will show that for δ, ε > 0
the assertion of the lemma follows with ε = h R 1/n and δ,
Then z ∈ W 2,2 (Ω(x 0 , R)), and the estimate (4.6) holds with f = u h − w and F = 0. Let r ∈ (0, R 2 ), and choose a cut-off function τ such that τ = 1 on Ω(x 0 , R−r), τ = 0 on R n \ Ω(x 0 , R) and R) . By Hölder's inequality, the Sobolev embedding theorem, and (4.6) Dz 2;Ar ≤ |A r | 1/n Dz 2n/(n−2);Ω(x0,R) (4.7) R) .
The first term is easily estimated, since by (4.7)
(mn)|A| ∞ Dz 2;Ar Du h − Dw 2;Ar
We rewrite the second term in view of (2.6) and (4.2) as
We use the interpolation inequality to estimate the first term in (4.8):
By (4.6), (4.7) and Poincaré's inequality on A r ,
The last term in (4.8) is bounded by
and we proceed as before. The remaining terms in (4.8) are finally estimated with δ > 0 by
By the stability of Π SZ (see [SZ] ) we get
and the estimates follow as above.
Proof of Lemma 4.1. Inequality (4.5) implies with Lemma 4.7 and Lemma 4.2 that
On the other hand, from the Campanato inequality in Proposition 3.3 for w and the triangle inequality we have
This yields the first inequality for u h . The second follows analogously with the mean value form of the Campanato inequality: by the minimality of the mean value,
We now conclude as above. It follows from (4.3) that (Dw) x0,R = (Du h ) x0,R , and we can therefore use Proposition 3.3 and Lemma 4.2 with ξ = (Du h ) x0,R to estimate the first term on the right hand side. This implies the assertion of the lemma. 
Proposition 4.8. Assume that Ω h is a regular triangulation, u h the solution (2.6)
Remark. The proof shows that we only need the quantity
We obtain, by Lemma 4.1 for = τR with τ ∈ (0, 1),
Now choose first τ small enough so that cτ n−λ ≤ 1 4 , thenR 0 small enough so that
, and finally Λ 1 ≥ max{Λ, τ −1 } big enough so that η(
, then by our choice of the parameters
and thus
In view of Gårding's inequality, this easily implies the assertion in case i).
To prove ii), note that ω 2 (R) ≤ cR 2σ and therefore, in view of part i),
The assertion of the lemma now follows as in case i) with
A pointwise estimate at the boundary
The estimate for x 0 ∈ ∂Ω is analogous to the interior estimate in Section 4. However, two arguments need to be modified at the boundary. First, the explicit forms of the Caccioppoli and Campanato inequalities do not seem to be directly available in the literature. We sketch the proofs in the appendix. Secondly, the interpolation operator Π SZ does not map W 1,2 0 (Ω) into W 1,2 0 (Ω h ) and must therefore be suitably modified. To do this, assume that the nodes of the triangulation are given by a i , i = 1, . . . , N, where a L+1 , . . . , a N are the nodes contained in ∂Ω h . Let B h = {T ∈ T h :T ∩ ∂Ω h = ∅} and for T ∈ B h define N 0 (T ) = {a i : a i ∈T ∩ ∂Ω h }. Let Φ i be the standard basis in S h .
Lemma 5.1. Assume that Ω is a domain of class C 1,σ and Ω h a regular triangulation. Then there exists an interpolation operatorΠ SZ such that for all
Proof. This follows with a simple modification of the construction in [SZ] . Recall that Π SZ is defined by (we use the notation from [SZ] )
where σ i is an (n − 1)-simplex associated with the node a i . We definê
0 (Ω h ), andΠ SZ agrees with Π SZ on all T with N 0 (T ) = ∅. Assume now that N 0 (T ) = ∅. By construction, the (n − 1)-simplices σ i associated with a i ∈ N 0 (T ) are contained in ∂Ω h . Let P(σ i ) = {x+sν(σ i ) : s > 0, x ∈ σ i }∩Ω, where ν(σ i ) is the outward normal to ∂Ω h on σ i . Since v ∈ W 1,2 0 (Ω), we may estimate
Since |DΦ i | ∞;T ≤ ch −1 , |Ψ i | ∞;σi ≤ ch 1−n , and dist(x, ∂Ω) ≤ ch 1+σ for all x ∈ σ i , we obtain the assertion of the lemma.
Assume now that x 0 ∈ ∂Ω, and choose a domain Ω 0 (x 0 , R) of class C 2 such that Ω(x 0 , R) ⊂ Ω 0 (x 0 , R) ⊂ Ω(x 0 , 2R). Let ζ be a smooth cut-off function such that
2 ), and Dζ ∞ ≤ cR −1 . Finally let w ∈ W 1,2 (Ω 0 (x 0 , R)) be the solution of the system with constant coefficients A
We need w to be defined on a smooth domain, since the duality argument in Lemma 5.6 requires the solution of the adjoint problem (5.3) to be globally in W 2,2 . This modification is not necessary in the scalar case, since solutions of elliptic equations in convex domains satisfy this regularity assumption. It seems to be an open question whether an analogous result holds for elliptic systems.
Lemma 5.2. Assume that w is the solution of (5.1).
i) We have the a priori estimate
ii) Assume that Ω is a domain of class C k . Then for k ≥ 2 we have the Caccioppoli estimate
iii) Assume that Ω is a domain of class C with ≥ k + n 2 . Then we have the pointwise estimate
Proof. The proof of i) is analogous to the corresponding proof in Lemma 4.2, and we give the proof of ii) in the appendix (see Corollary A.4). Finally, iii) is a consequence of ii) and Sobolev's embedding theorem.
We define as before ψ = ζ 2 (u h − w) and ψ h = Π 1 ψ. The global estimate in Lemma 4.3 ii) now holds in the following form: If Ω is a domain of class C k with k ≥ 2 + n 2 , then we have the global estimate
where we used the equations for u h and w with ψ h as test function. The left hand side is estimated as in Lemma 4.4:
In the following lemmas we write h 1+σ (instead of h 2 since σ = 1) to indicate in which terms we use the fact that the distance to the boundary is of order h 1+σ .
Lemma 5.4. Assume that Ω is a domain of class
Proof. By definition
The first term is estimated as in Lemma 4.5, where we now use the L ∞ -estimate in Lemma 5.2 iii). To estimate the terms involving w, choose a rotation Q ∈ SO(n) such that Qν(x 0 ) = −e n , and letΩ(x 0 , R) = QΩ(x 0 , R),w(x) = w(Q t x) and
since the mean value minimizes the integral and the resulting term can be estimated by Lemma 5.2. The second term on the right hand side is easily estimated by Hölder's inequality and Poincaré's inequality on (Ω \ Ω h ) ∩ spt ζ. Finally, by the critical Sobolev embedding
The assertion of the lemma follows now easily by Lemma 5.2.
Recall that R h has been defined in (4.1).
Lemma 5.5. Assume that Ω is a domain of class
Proof. This is analogous to the proof of Lemma 4.6, where we now use the global estimate (5.2).
The estimate for u h − w is based on a duality argument as in Section 4.
Lemma 5.6. There exists a constant Λ > 0 such that for all R ≥ Λh the following inequality holds:
Proof. Choose a smooth domain Ω 1 (x 0 , R) such that Ω 1 (x 0 , R) ⊂ Ω 0 (x 0 , R) and such that there exists a cut-off function τ with the following properties: R) ) (see, e.g., [Gi] ) and
(the norms being taken on Ω 0 (x 0 , R)). As in the proof of Lemma 4.7 with Π SZ replaced byΠ SZ we obtain
Denote the terms on the right hand side by I -V I; we estimate them separately using the inequalities
|u h − w| 2 dx, (5.6) which follow from Poincaré's inequality, the Sobolev embedding and the a priori estimate (5.4). Now
are easily estimated. For III we obtain
, and this can be estimated by Young's inequality. To bound the remaining terms IV -V I we use the fact that by Lemma 5.1 and (5.6)
The assertion follows easily.
The above lemmas prove the following Campanato inequality for u h at the boundary. The proof is identical to the proof of Lemma 4.1.
Lemma 5.7. Assume that Ω is a domain of class C
k with k ≥ 2 + n 2 . Then there exists a constant Λ > 0 such that for all h ≤ ≤ R ≤ R 0 and R ≥ Λh the following inequalities hold:
Here Λ is independent of x 0 , h, , R, u, u h , while η is a nonnegative, continuous function such that η(t) ≤ ct 1/n for n ≥ 3 and η(t) ≤ c(µ)t µ for all µ ∈ (0, 1 2 ) for n = 2.
We obtain from this Campanato inequality the following estimate at the boundary:
, Ω h a regular triangulation and u h the solution of (2.6). Let x 0 ∈ ∂Ω.
Proof. The proof is analogous to the proof of Proposition 4.8. In the proof of i) we choose h 1 λ small enough so that c(h
, while in the proof of ii) we use the inequality h ≤ R. Thus we obtain
The proposition follows since the mean value minimizes the integral on the left hand side.
Error estimates in Campanato spaces
The estimates in Sections 4-5 imply the following stability result.
Theorem 6.1. Assume that Ω is a domain of class C k with k ≥ 2 + n 2 , Ω h a regular triangulation and u h a solution of (2.6).
Then there exists a constant c λ > 0, which depends only on Ω, n, λ, and A, such that
, then there exists a constant c n > 0, which depends only on Ω, n, σ, and A, such that 
Proof. To prove i), letR = min{R
This inequality follows from the interior estimate in Proposition 4.8 and the estimate at the boundary if Ω(x 0 , R) ⊂ Ω or x 0 ∈ ∂Ω, respectively. Assume now that Ω(x 0 , R) ∩ ∂Ω = ∅ and x 0 ∈ ∂Ω. Choose a pointx 0 ∈ ∂Ω such that |x 0 −x 0 | = dist(x 0 , ∂Ω). Since
we conclude this proof using again the boundary estimate in Proposition 4.8. The assertion of case i) now follows easily from Lemma 3.4. The proof of ii) is analogous, and iii) follows from Theorem 3.1. To prove iv ), define
). This follows from the fact that L ∞ (Ω) and C 0,σ (Ω) are multipliers in L 2,λ (Ω) and L 2,n (Ω), respectively. The assertion is now an immediate consequence of the a priori estimates in i) and ii).
The following optimal error estimates are an immediate consequence of Theorem 6.1.
Theorem 6.2. Assume that Ω is a domain of class
, Ω h a regular triangulation, and u and u h the unique solutions of the system (2.5) and the finite element equation (2.6), respectively. Define
with DF ∈ L 2,λ (Ω h ). Then there exists a constant c λ > 0, which depends only on Ω, n, λ, and A, such that we have the optimal estimate
, then there exists a constant c n > 0, which depends only on Ω, n, σ, and A, such that
Proof. We first prove i). For w
, and let v h be the finite element solution of (2.3) with F = (F α i ) and f = 0. By Theorem 6.1
Since the solutions of the system (2.3) are unique, v h = R(u − w h ) is the Ritz projection of u − w h , and this estimate implies
The proof follows now from the triangle inequality:
To prove ii), we have to show that for λ ∈ (n − 2, n) the estimate
point in the argument is to use a differentiated Green's function as introduced in [RS] .
, where x 0 ∈ T 0 ∈ T h . Choosex 0 ∈ T 0 such that Ω(x 0 , σ 0 h) ⊂ T 0 , and letẽ h = Π 1 u − u h . In view of the interpolation estimate, 
). Taking the derivative with respect to x s we obtain a solution
With y =x 0 we deduce by standard L 2 estimates that
for σ ≤ σ 0 , and a slight generalization of the estimates for elliptic systems in [F] (see also [DM] ) shows that the following pointwise estimates hold on Ω \ Ω(x 0 , σ 0 h):
Fix 0 < R 0 < dist(Ω 0 , ∂Ω)/2, and choose a cut-off function τ 0 such that τ 0 = 1 on
Using integration by parts and the estimates for G s , we see that the second term on the right hand side in (7.1) is of order O(h). It is here that we use the full strength of the differentiated Green's function. Since τ 0 = 1 on Ω(x 0 , R 0 /2), the two integrals involving Dτ 0 in (7.1) are estimated in view of the W 1,2 estimates for e h . Let ψ = τ 0 G s and ψ h = Π SZ ψ. By the orthogonality of the Ritz projection we conclude from (7.1) that
To estimate the remaining integral, we define a family of balls Ω(x 0 , R ) with R = 2
, and corresponding cut-off functions τ such that τ = 1 on Ω(x 0 , R 0 ) and
In view of the L 2,n -estimate for De h this is estimated by
Invoking again the estimates for G s , we obtain
and this proves the assertion of the theorem.
Appendix
The following lemmas contain estimates for solutions of elliptic systems which do not seem to be directly available in the literature. The proofs use standard techniques and are included for the convenience of the reader. It follows from standard results in elliptic regularity (see, e.g., [Gi] , p. 363) that The last inequality follows for k = 2 directly from Lemma A.1; for k ≥ 3 we apply Lemma A.2 iteratively to D ṽ, = k, k − 1, . . . , 3, on a sequence of half balls B + (0, R ) such that (R −1 − R ) −1 ≤ cR −1 , and then use Lemma A.1 to estimate
