Abstract. { Following the equivalence between logarithmic Sobolev inequalities and hypercontractivity showed by L. Gross, we prove that logarithmic Sobolev inequalities are related similarly to hypercontractivity of solutions of Hamilton-Jacobi equations. By the in mumconvolution description of the Hamilton-Jacobi solutions, this approach provides a clear view of the connection between logarithmic Sobolev inequalities and transportation cost inequalities investigated recently by F. Otto and C. Villani. In particular, we recover in this way transportation from Brunn-Minkowki inequalities and for the exponential measure. 
Introduction
The fundamental work by L. Gross Gr] put forward the equivalence between logarithmic Sobolev inequalities and hypercontractivity of the associated heat semigroup.
Let us consider for example a probability measure on the Borel sets of R n satisfying the logarithmic Sobolev inequality and where jrfj is the Euclidean length of the gradient rf of f. The canonical Gaussian measure with density (2 ) ?n=2 e ?jxj 2 =2 with respect to the Lebesgue measure on R n is the basic example of measure satisfying (1.1) with = 1.
For simplicity, assume furthermore that has a strictly positive smooth density which may be written e ?U for some smooth function U on R n . Denote by L the second order di usion operator L = ? hrU; ri with invariant measure . Integration by parts for L is described by One of the main results of the contribution Gr] by L. Gross is that the logarithmic Sobolev inequality (1.1) for holds if and only if the associated heat semigroup (P t ) t 0 is hypercontractive in the sense that, for every (or some) 1 < p < q < 1, and every f (in L p ), kP t fk q kfk p (1:2) for every t > 0 large enough so that e 2 t q ? 1 p ? 1 :
(1:3)
In (1.2), the L p -norms are understood with respect to the measure . The key idea of the proof is to consider a function q(t) of t 0 such that q(0) = p and to take the derivative in time of F(t) = kP t fk q(t) (for a non-negative smooth function f on R n ). Since the derivative of L p -norms gives rise to entropy, due to the heat equation (1:4)
By the logarithmic Sobolev inequality applied to (P t f) q(t)=2 , it follows that F 0 (t) 0 as soon as q 0 (t) = 2 (q(t) ? 1), that is q(t) = 1 + (p ? 1) e 2 t , t 0, which yields the claim. It is classical and easy to see that (1.1) is also equivalent to k e P t f k e 2 t k e f k 1
(1:5) for every t 0 and f (cf. B-E]). For further comparison, observe that by linearity k e P t f k ae 2 t (resp: ) k e f k a according as a 0 (resp. a 0).
Whenever ?1 < q < p < 1 satisfy (1.3), the logarithmic Sobolev inequality is similarly equivalent to the so-called reverse hypercontractivity kP t fk q kfk p
(1:6) for every f taking non-negative values.
The main result of this work is to establish a similar relationship for the solutions of Hamilton-Jacobi partial di erential equations. Consider the Hamilton-Jacobi initial value problem 8 < : @v @t + 1 2 jrvj 2 = 0 in R n (0; 1); v = f on R n ft = 0g:
(1:7)
Solutions of (1.7) are described by the Hopf-Lax representation formula as in mumconvolutions. Namely, given a (Lipschitz continuous) function f on R n , de ne the in mum-convolution of f with the quadratic cost as Q t f(x) = inf . That is, v = v(x; t) = Q t f(x) is a solution of the Hamilton-Jacobi initial value problem (1.7) (at least almost everywhere). Actually, if in addition f is bounded, the Hopf-Lax formula Q t f is the pertinent mathematical solution of (1.7), that is its unique viscosity solution (cf. e.g. Bar] , Ev]).
Once this has been recognized, it is not di cult to try to follow Gross's idea for the Hamilton-Jacobi equation. Namely, letting now F(t) = k e Q t f k (t) , t 0, for some function (t) with (0) = a, a 2 R, the analogue of (1. By the logarithmic Sobolev inequality (1.1) applied to e (t)Q t f , F 0 (t) 0 as soon as 0 (t) = , t 0. As a result (and in complete analogy with (1.5) for example), the logarithmic Sobolev inequality (1.1) shows that, for every t 0, every a 2 R and every (say bounded) function f, k e Q t f k a+ t k e f k a :
(1:10) Conversely, if (1.10) holds for every t 0 and some a 6 = 0, then the logarithmic Sobolev inequality (1.1) holds. With respect to classical hypercontractivity, it is worthwhile noting that Q t is de ned independently of the underlying measure .
Actually, hypercontractivity of Hamilton-Jacobi solutions may also be shown to follow from heta kernel hypercontractivity through the so-called vanishing viscosity method.
Namely, if u " is solution of the heat equation @u " @t = "Lu " (with initial value e ?f=2" ), then v " = ?2" log u " approaches as " ! 0 the Hopf-Lax solution (1.8). Transferring hypercontractivity of the heat solution u " to v " yields another approach to our main result. In this Laplace-Varadhan large deviation asymptotic, the second order term in L = ? hrU; ri is the leading term that gives rise to the Gaussian kernel and the quadratic cost in (1.8) (and an expression for Q t independent of U and thus of ). Due to the homogeneity property Q t (sf) = sQ st f, s; t > 0, and setting Q for Q 1 ,
(1.10) may be rewritten equivalently as k e Qf k r+ k e f k r
(1:11) for r 2 R. If (1.11) holds for either every r > 0 (or only large enough) or every r < 0 (or only large enough), then the logarithmic Sobolev inequality (1.1) holds. The value r = 0 is however critical. When a = 0 in (1.10), or r = 0 in (1.11), these two inequalities actually amount to the in mum-convolution inequality where the in mum is running over all probability measures on R n R n with respective marginals and and H( j ) is the relative entropy, or informational divergence, of with respect to . (The in mum in W 2 is nite as soon as and have nite second moment which we shall always assume.) That the transportation cost inequality (1.13) follows from the logarithmic Sobolev inequality (1.1) was established recently by F. Otto and C. Villani O-V] and motivated the present work. While the arguments developed in O-V] do involve PDE's methods (further inspired by nice geometric interpretations described in Ot]), the approach presented here only relies on the basic Hamilton-Jacobi equation (together with the dual formulation (1.12) of the transportation cost inequality (1.13)) and presents a clear view of the connection between logarithmic Sobolev inequalities and transportation cost inequalities. One feature of our approach is the systematic use of the Monge-Kantorovitch dual version of the transportation cost inequality involving in mum-convolution rather than Wasserstein distances.
It is an open problem (although probably with negative answer) to know whether the critical case (1.12) is also equivalent to the logarithmic Sobolev inequality (1.1).
When the potential U is convex, it was shown in O-V] that the transportation cost inequality (1.13) implies conversely the logarithmic Sobolev inequality (1.1) up to a numerical constant (the precise statement of O-V] is somewhat more general and allows small non-convex wells of U). The proof relies on a general HWI inequality involving the entropy H, the Wasserstein distance W 2 and the Fisher information I which may be established in a rather simple way by the Brenier-McCann \optimal transference plan" (see O-V], CE] and the references therein). The hypercontractive tools developed in the present paper do not seem to be of help in providing an alternate description of this converse statement. However, we present in Section 4 a semigroup proof of these results relying the Bakry-Emery method and Wang's Harnack inequalities Wa]. In particular, this approach interpolates between the HWI inequality of O-V] and the logarithmic Sobolev inequality under exponential integrability of Wa].
In Section 2 of this work, we give a detailed proof of the main result (1.10). While the general principle outlined above is straightforward, some regularity questions have to be addressed. We also discuss the approach through the vanishing viscosity technique that shows a formal direct equivalence of hypercontractivity for the heat equation and for the Hamilton-Jacobi equation. The principle of proof extends to Riemannian manifolds (with the Riemannian metric as transportation cost). In the next section, we present an alternate deduction of the transportation cost inequalities via the analogue of the Herbst argument. To this task, we rst recall the usual Herbst argument, and then adapt it to in mum convolutions. We introduce this section by the MongeKantorovitch dual description of transportation cost inequalities. In Section 4, we rst mention that quadratic transportation cost inequalities are stronger than the related Poincar e inequalities. We then investigate how to reach HWI and logarithmic Sobolev inequalities families of log-concave measures following the Bakry-Emery semigroup method. In the fth section, we show how the Herbst method for in mum convolutions of Section 3 may be used to recover similarly the transportation inequality of M. Talagrand Ta] for the exponential measure from the logarithmic Sobolev inequality of B-L1] (and more generally for measures satisfying a Poincar e inequality). In the nal part, we present further applications and discuss possible extensions of the basic principle. In particular, we investigate, following Mau] and B-L2], how BrunnMinkowski inequalities are related to the in mum-convolution inequalities (1.12) for strictly convex potential. We also discuss the L 1 -transportation cost and its relation to some (logarithmic) isoperimetric inequalities.
Hamilton-Jacobi equations and logarithmic Sobolev inequalities
This section is devoted to the main result of this work. We rst present the direct proof as outlined in the introduction, and then the alternate vanishing viscosity method. We brie y discuss extension to a Riemannian setting.
Hypercontractivity of Hamilton-Jacobi solutions
In this section, we present our main result connecting logarithmic Sobolev inequalities to hypercontractivity of solutions of Hamilton-Jacobi equations. While the subsequent arguments extend to Riemannian manifolds, we however present, for clarity, the analysis in the more classical Euclidean case. The general principle will apply similarly in the Riemannian setting (Section 2.3).
Let (Q t ) t 0 be the semigroup of operators ; t > 0; x 2 R n ; Let be a probability measure on the Borel sets of R n . We denote below by k k p , p 2 R, the L p -norms (functionals when p < 1) with respect to . As is usual, we agree that kfk 0 = e R log jfjd whenever log jfj is -integrable. The main result of this work is the following theorem.
Theorem 2.1. Assume that is absolutely continuous with respect to Lebesgue measure and that for some > 0 and all smooth enough functions f on R n ,
Then, for every bounded measurable function f on R n , every t 0 and every a 2 R, k e Q t f k a+ t k e f k a :
Conversely, if (2.4) holds for all t 0 and some a 6 = 0, then the logarithmic Sobolev inequality (2.3) holds.
In Theorem 2.1, inequalities (2.4) are stated for bounded functions for simplicity: they readily extend to larger classes of functions under the proper integrability conditions.
We may de ne similarly the supremum-convolution semigroup ( e ; t > 0; x 2 R n ( e Q 0 f(x) = f(x)). The operators Q t and e Q t are related by the property that for any two functions f and g, g e Q t f if and only if f Q t g so that e Q t Q t f f Q t e Q t f.
We also have that e Q t (?f) = ?Q t f. In particular, the conclusion (2.4) of Theorem 2.1 may be reformulated equivalently on ( e Q t ) t 0 by k e f k a+ t k e e Q tf k a :
Note that the families of inequalities (2.4) and (2.5) are stable under the respective semigroups.
If is not absolutely continuous, an easy convolution argument leads to (2.4) at least for all bounded continuous functions. Namely, the stability by products of the logarithmic Sobolev inequality shows that if is the Gaussian measure on R n with covariance 2 Id, for every smooth functionf on R n R n ,
Applied tof(x; y) = f(x + y), x; y 2 R n , for some smooth function f on R n , we get
Theorem 2.1 then applies to . Letting ! 0 yields (2.4) for all bounded continuous functions. Proof of Theorem 2.1. In the rst part of the argument, we assume that the logarithmic Sobolev inequality (2.3) holds and show that (2.4) is satis ed for any bounded f, and any t > 0, a 2 R. By a simple density argument, the logarithmic Sobolev inequality (2.3) holds for all (locally) Lipschitz functions. Let thus f be a bounded function on R n . (By regularization, it may be assumed that f is compactly supported with bounded derivatives of any orders: however, besides the nal step, regularity does not make life easier here.) Let F(t) = k e Q t f k (t) , with (t) = a + t, t > 0. For all t > 0 and almost every x, the partial derivatives @ @t Q t f(x) exist. Thus F is di erentiable at every point t > 0 where (t) 6 = 0. For such points, we get that Now, since Q t f(x) is Lipschitz in x for every t > 0, we may apply the logarithmic Sobolev inequality (2.3) to e (t)Q t f to deduce that F 0 (t) 0 for all t > 0 except possibly one point (in case a < 0). Since F is continuous, it must be non-increasing. Continuity of Q t f(x) at t = 0 however requires f be lower semicontinuous at the point x. Apply then the result to the maximal lower semicontinuous function majorized by f to conclude. (Alternatively, as mentioned previously, we may regularize f to start with and assume f bounded and Lipschitz for example.) The rst part of the theorem is established.
Turning to the converse, let f be a bounded C 1 function satisfying (2.4) for every t > 0 and some a 6 = 0. Under (2.4), it thus must be that F 0 (0) 0. Since f is di erentiable, lim t!0 Q t f(x) = f(x) and @ @t Q t f(x) t=0 = lim
at every point x so that (2.6) as t ! 0 yields 
Hypercontractivity and vanishing viscosity
An alternate proof of Theorem 2.1 may be provided by the tool of vanishing viscosity (cf. Ev]). We only brie y outline the principle that requires some further technical arguments. The idea is to add a small noise to the Hamilton-Jacobi equation to turn it after an exponential change of functions into the heat equation. Given a smooth function f, and " > 0, denote namely by v " = v " (x; t) the solution of the initial value partial di erential equation v " = f on R n ft = 0g:
As " ! 0, it is expected that v " approaches in a reasonable sense the solution v of (1.7).
It is easy to check that u " = e ?v " =2" is a solution of the heat equation @u " @t = "Lu "
(with initial value e ?f=2" ). Therefore, u " = P "t ? e ?f=2" :
It must be emphasized that the perturbation argument by a small noise has a clear picture in the probabilistic language of large deviations. Namely, the asymptotic of v " = ?2" log P "t ? e ?f=2"
as " ! 0 is a Laplace-Varadhan asymptotic with rate described precisely by the in mum convolution of f with the quadratic large deviation rate function for the heat semigroup (cf. e.g. Bar]). In this limit, the second order Laplace operator is the leading term in the de nition of L = ?hr; rUi so that the limiting solution u given by the in mumconvolution Q t f is independent of the potential U and thus of . Apply now classical hypercontractivity to u " . More precisely, for b > a > 0 xed, apply the reverse hypercontractivity inequality (1.6) with 0 > p = ?2"a > q = ?2"b and e 2" t = 1 + 2"b 1 + 2"a :
It follows that ke v " k b ke f k a : Now, as " ! 0, t > 0 is such that b = a + t. We thus recover in this way the main Theorem 2.1. Note however that it was necessary to go through reverse hypercontractivity of the heat semigroup to reach the conclusion.
Extension to Riemannian manifolds
As announced, Theorem 2.1 and its proof extend to the setting of logarithmic Sobolev inequalities on Riemannian manifolds and in mum-convolutions with the Riemannian metric as in O-V]. We brie y outline in this sub-section the corresponding result. Let M be a smooth complete Riemannian manifold of dimension n and Riemannian metric d. Let be a probability measure absolutely continuous with respect to the standard volume element on M satisfying, for some > 0 and all smooth enough functions f on M, the logarithmic Sobolev inequality 
Herbst's argument and transportation inequalities
There is yet another way from logarithmic Sobolev inequalities to in mumconvolution inequalities that goes through the so-called Herbst method (cf. Le1]). To introduce it, we rst summarize the Monge-Kantorovitch dual versions of the transportation cost inequalities. We then recall the classical Herbst argument and apply it in the in mum-convolution context.
Monge-Kantorovitch duality
Let us start with the Wassertein distance with linear cost between two probability measures on R n de ned by W 1 ( ; ) = inf Z Z jx ? yjd (x; y) where the in mum is running over all probability measures on R n R n with respective marginals and (having a nite rst moment where the in mum is running over all probability measures with marginals and such that T is integrable with respect to and where the supremum is over all pairs (g; f) of bounded measurable functions (or respectively and -integrable) such that for all x; y, g(x) f(y) + T(x; y): Here T is upper semicontinuous, -integrable and such that T(x; y) a(x) + b(y) for some measurable functions a et b. On R n , the supremum on the right-hand side of (3. 
Quadratic transportation cost
The aim of this section is to describe how the preceding Herbst argument may be applied completely similarly to in mum-convolutions. In particular, we recover in this case the conclusion of Theorem 2.1 at the critical value a = 0.
Given a (bounded Lipschitz) function g on R n , apply now the logarithmic Sobolev inequality (3.5) to f 2 = e Q( g) (where we recall that Q = Q 1 ). Since Q( g) = Q g, > 0, we see from the Hamilton-Jacobi equation that, almost everywhere in space,
We thus immediately deduce from the logarithmic Sobolev inequality (3.5) the di erential inequality (3.6) on G( ) = R e Q( g) d . Since G 0 (0) = R gd , it follows similarly that Z e Qg d e R gd ; (3:9) that is the in mum-convolution inequality (1.12). Inequality (3.9) amounts, as announced in the introduction, to the transportation cost inequality for the quadratic cost So clearly, (3.9) represents an improvement upon (3.7). Actually, Theorem 2.1 (cf.
(1.11)) then indicates that for every r 2 R, k e g k +r k e g k r e kgk 2 Lip =2 a much stronger property.
Semigroup tools and HWI inequalities
In this section, we examine some converse results from transportation cost inequalities to logarithmic Sobolev inequalities. We rst describe how quadratic transportation cost inequalities imply spectral inequalities. Then, under appropriate log-concavity assumptions on the underlying measure, we review the Bakry-Emery criterion and put in parallel the HWI inequalities of O-V] and the results of Wa].
Transportation cost inequalities and spectral gap
Using again the dual Monge-Kantorovitch description (1.12) of the quadratic transportation inequality (1.13), it is not di cult to see that (1.12) implies the spectral gap, or Poincar e inequality, for , in the sense that for all smooth functions f on R n , 
.1). A di erent derivation of this result is given in O-V].
It is well-known and classical that, applying the logarithmic Sobolev inequality (1.1) to 1 + tf and letting t ! 0 also yields (4.1). Furthermore, both the logarithmic 
The Bakry-Emery criterion
Before turning to our main question in the next sub-section, it is worthwhile to brie y review the Bakry-Emery criterion B-E], Bak], Le1], for logarithmic Sobolev inequalities under strict log-concavity of the measure.
Let thus d = e ?U dx be a probability measure on the Borel sets of R n where U is a smooth potential. 
HWI inequalities
We examine here what happens to the Bakry-Emery argument when the lower bound c on the Hessian of U is not strictly positive. While the argument clearly breaks down, it may e ciently be complemented by transportation cost inequalities. We reach in this way the HWI inequalities of O-V].
Namely, for any T > 0, we may still apply the Bakry-Emery criterion up to time T. The idea is now to control Ent (P T f) by some transportation bound. We will prove the following lemma that describes a kind of reverse transportation cost inequality for P T f.
Lemma 4.2. Assume Hess (U) c Id, c 2 R, and denote by (P t ) t 0 the semigroup with generator L = ?hrU; ri. Let f on R n be non-negative and such that R fd = 1. Then, for any T > 0, For the optimal choice of the speed h, this leads to P T (log P T f)(x) log P 2T f(y) wherec = min(c; 0). We may then choose T > 0 so that the integral in (4.6) is nite. We thus conclude that for some C > 0 (depending on the value of the latter), Ent (f) C ? I(f) + 1):
This is a defective logarithmic Sobolev inequality. One way to switch it to a true logarithmic Sobolev inequality is to establish rst the Poincar e inequality for under the same condition (4.7). This can be achieved similarly (cf. Ai], Le1]). (With respect to Corollary 4.4, it should be emphasized for applications that the constant in (4.8), that depends on the value of the integral in (4.7), is highly dimensional.)
Transportation cost for the exponential measure
In this section, we apply the method of Section 3 to investigate the transportation cost inequality for the exponential measure rst explored in Ta] . To this task, we need to work with non-quadratic Hamilton-Jacobi equations.
Non-quadratic Hamilton-Jacobi equations
The general principle based on Hamilton-Jacobi equations can be extended to other cost functions than the square function. Let namely H be smooth and convex on R n with lim jxj!1 H(x)=jxj = +1. For a smooth (Lipschitz e.g.) function f, the (unique viscosity) solution u = u(x; t) of the minimization problem (cf. Bar ; t > 0; x 2 R n ; f(x); t = 0; x 2 R n ;
where L is the convex conjugate of H de ned by L(y) = sup x2R n hx; yi ? H(x) :
For arbitrary cost, Q L t f is not continuous in general at t = 0 even for smooth f.
Following the proof of Theorem 2.1, the derivative of F(t) = k e Q L t f k (t) then leads
Useful applications of this principle however seem to require some homogeneity properties of H. where the in mum is running over all probability measures on the product space R n R n with marginals and . One may also consider more generally p-convex, p 2, potentials (cf. B-L2]).
Modi ed logarithmic Sobolev inequalities
Another important example in the setting of Section 5.1 is the logarithmic Sobolev inequality for the exponential measure B-L1] that will lead, via this principle, to the transportation cost inequality of M. Talagrand Ta] for the exponential measure. Recall from B-L1] that whenever is the measure on the real line with density ). We may then argue as in Section 2. Since we cannot expect however for a characterization through some kind of hypercontractivity (due to the lack of homogeneity of H), it is actually more simple to adapt the Herbst argument of Section 3. Namely, given a bounded (Lipschitz) function f, one rst shows that Q L t f is di erentiable in t > 0 and almost every x 2 R n and that
Set F(t) = R e tQ L t f d which is di erentiable in t > 0. By (5.5), tF 0 (t) F(t) log F(t); 0 < t 1:
While Q L t f is not continuous at t = 0, it is easy to check however that tQ L t f ! 0 as t ! 0. Therefore F 0 (0) R fd , and integrating the preceding di erential inequality as in the previous section, one concludes that The preceding extends to products of the exponential distribution by considering the functions on R n given by P n i=1 H(x i ) and P n i=1 L(x i ) for a vector (x 1 ; : : : ; x n ) 2 R n . To this task, one may either tensorize the logarithmic Sobolev inequality (5.4) or the transportation inequality (5.7). As in Ta], the main di culty arises in dimension one. 
Poincar e inequalities and exponential transportation cost

Brunn-Minkowski inequalities and logarithmic isoperimetry
In this nal section, we present some further applications of the preceding results. We rst describe exponential integrability of convex functions under a logarithmic Sobolev inequality. We then present another approach to the Bakry-Emery criterion through Brunn-Minkowski inequalities and our hypercontractivity result in Theorem 2.1. We nally discuss some analogues for L 1 logarithmic inequalities. For the proof, since f is di erentiable almost everywhere, for every point x 2 R n at which f is di erentiable, and all z 2 R n , f(x + z) f(x) + hrf(x); zi. Therefore, Qf(x) inf As ! 0, (6.7) only yields (2.4) with a = 0, that is the in mum convolution inequality (6.1) (with = c). In the notation (1.11), (6.7) corresponds to the range ?1 r 0.
While to reach the logarithmic Sobolev inequality itself would require all r (negative) large enough, it is already interesting to point out that the value r = 0 (the in mumconvolution inequality (6.1)) is actually equivalent to the whole interval ?1 r 0 (the inequalities (6.7)). To prove this claim, rewrite (6. (6:10)
We thus reduced (6.7) to (6.10). But now the latter follows from (3.7) (with = c) by the triangle inequality for the metric W 2 . This proves the claim.
Logarithmic isoperimetry
In this last part, we turn some to L The isoperimetric inequality (6.11) is connected with hypercontractivity of the convolution operators Q t f(x) = inf y2E;d(x;y)<t f(y); t > 0; x 2 E:
As we will see indeed, (6.11) holds if and only if kQ t fk q kfk p (6:12) for every non-negative measurable function f and all 0 < p < q < 1 and t > 0 such that e ct q p . To hint this connection, apply (6.12) to f = 1 EnA . Since Q t f = 1 EnA t , (6.12) turns into log As t ! 0, this amounts to (6.11).
It should be noted that in \regular" situations one has + (A) = + (M nA). This is certainly the case for absolutely continuous on E = R n , as well as in a more general Riemannian manifold setting. In the latter cases, it was shown by O. Rothaus Ro] that the isoperimetric inequality (6.11) is equivalent to the logarithmic Sobolev inequality c Ent (f) Z jrfjd (6:14) which should hold in the class of all non-negative locally Lipschitz function f on R n (or on a manifold). Furthermore, the standard theory shows that (given a locally Lipschitz) function f on R n , the function v = v(x; t) = Q t f(x) provides a solution of the initialvalue partial di erential equation The equivalence between (6.11) and (6.12) may then be proved on the basis of the partial di erential equation (6.15) arguing as in the proof of our main result in Section 2. The particular structure of the L 1 case makes it however more general than equation (6.15) and the result actually holds in the setting of abstract metric spaces, with a purely \metric" proof.
Theorem 6.2. Let be a probability measure on the Borel sets of a metric space (E; d). The probability measure satis es the isoperimetric inequality for every non-negative measurable function f on E and all 0 < p < q < 1 and t > 0 such that e ct q p :
Proof. We only need to show the su ciency part. Since (Q t f) p = Q t f p , it is enough to deal with the case p = 1, and thus q = e ct 1. The isoperimetric inequality (6.11) can be iterated in t > 0 so to yield (6.13) for every Borel A. Given a measurable function f 0 on E, and > 0, set A = ff < g. By de nition of Q t , for every t > 0, Q t f < = A t ; so that by (6.14), we get (Q t f ) (f ) q : It was shown in Bo] that every log-concave measure on R n supported by a ball of radius r satis es the isoperimetric inequality (6.11) with c = 1=2r. In particular, the uniform distribution on a convex compact body K R n satis es (6.11) with some c > 0. It would be of interest to estimate this constant in some special situations. For example, when K is the unit ball, the extremal sets in the isoperimetric problem are known. Another important case is the unit cube K = 0; 1] n . One may also consider the case of the sphere.
