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SVA Based Beamforming
Erdal Epc¸ac¸an and Tolga C¸ilog˘lu
Abstract—A frequency domain method is proposed to reduce
the sidelobe level of a uniformly weighted uniform linear array
in direction-of-arrival estimation. The development is based on
the nonlinear method of spatially variant apodization originally
proposed for spectral analysis and synthetic aperture radar
imagery.
Index Terms—SVA, beamforming, sidelobe suppression
I. INTRODUCTION
Short-time Fourier transform is a basic tool in spectral
analysis. In short-time Fourier transform, “short” data/signal
segments are generally multiplied by a weighting function
(window) prior to the Fourier transform computation. This
operation is known as windowing or apodization, the latter
term being more widely used in optics. A short-time Fourier
spectrum involves the convolution of the Fourier transforms
of the signal and the window. Broadly speaking, the effect of
the Fourier transform of the window (on the resulting short-
time spectrum) is generally quantified in terms of its main
lobe width and side lobe level. Main lobe width is related to
the accuracy in localizing spectral peaks and side lobe level to
the interference among spectral components. Inherent tradeoff
between main lobe width and side lobe level has led to a
substantial amount of study on the design of window functions
[1], [4], [5] ad references therein. On the other hand in [9],
it has been shown that by applying a nonlinear operation, the
sidelobe level can be reduced without degrading the mainlobe
resolution. The idea is to first compute multiple STFTs each
with its own window function and then, for each frequency,
keep the value of the one having the minimum magnitude.
Specifically, let the set of windows be wi[n], input data be x[n]
and windowed data be yi[n] = wi[n]x[n]. Then the output,
Y (ejω) for this method is:
Y (ejω) = Yi(e
jω); i = argmin
k
|Yk(e
jω)| (1)
Where Yi(e
jω) is the DTFT of yi[n].
This approach has been utilized in [9] for sidelobe reduction
in SAR (synthetic aperture radar) imagery. The use of two
(double apodization) or more (multi-apodizaton) windows has
been studied. Although, it would be preferred to include
as many different types of windows as possible in multi-
apodization, this may not be practical because of the ac-
companying computational demand. In [9], another method,
a special case of multi-apodization, called as Spatially Variant
Apodization (SVA) has been proposed to incorporate infinitely
many windows provided that windows are of raised-cosine
type. In [2], [3], SVA has been formulated as a spectral
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estimator and its relationship to minimum variance spectral
estimator (MVSE) has been emphasized. Although SVA is
data dependent, it effectively suppresses the sidelobe level
without explicit use of a priori information. Moreover, it has
much less computational demand compared to MVSE and free
from its finite numerical problems since it does not require the
inversion of the covariance matrix of the input.
Although, in [9] it has been stated that nonlinear apodization
techniques have very broad range of applications where the
data can be represented as the Fourier transform of a finite-
aperture signal and there are other studies on SVA [6]–[8], any
study adapting SVA to beamforming has not been encountered.
As in other signal processing operations, narrow main lobe and
low side lobe level in spatial power spectrum is very important
for beamforming and direction of arrival (DOA) estimation.
In this paper, an SVA approach will be developed for spatial
domain processing of the element outputs of a sensor array. To
achieve the goal we use the similarity of Fourier transform and
beamforming operations. In this development beamforming is
performed in frequency domain.
In Section II we review SVA. In Section III the relationship
between DTFT and beamforming is revealed. SVA based
beamforming is presented in Section IV. Section V provides
some simulation results. Some of the practical issues are
discussed in Section VI. Conclusions are given in Section VII.
II. SPATIALLY VARIANT APODIZATION (SVA)
SVA uses an infinite set of windows which are all in the
form of a raised-cosine function. The family of raised-cosine
window functions are given by
w(n;α) = 1− 2αcos(2pin/N), n = 0, 1, . . . , N − 1 (2)
where N is the window length and
0 ≤ α ≤ 1/2. (3)
The extreme values α = 0 and α = 1/2 yield rectangular
and Hanning windows, respectively. The DTFT of the raised-
cosine function given in (2) is
W (ejω) = 2pi(−αδ(ej(ω−2pi/N))+δ(ejω)−αδ(ej(ω+2pi/N))).
(4)
As the DTFT of the window function (4) contains only three
impulses (Dirac delta functions), windowing can be performed
easily in frequency domain. Let X(ejω) be the DTFT of the
observation then the DTFT of the windowed observation is
Y (ejω) = −αX(ej(ω−2pi/N)) +X(ejω)
− αX(ej(ω+2pi/N)). (5)
2For each frequency, SVA finds the value of α which
minimizes |Y (ejω)|2 subject to the constraint 0 ≤ α ≤ 1/2.
The problem is solved by setting partial derivative of |Y (ejω)|2
with respect to α to zero and solving for α. The optimal value
is [9]
α0(ω) = Re
{
X(ejω)
X(ej(ω−2pi/N)) +X(ej(ω+2pi/N)
}
. (6)
Therefore, the SVA output with the constraint in (3) be-
comes:
Y (ejω) =


X(ejω) α0(ω) < 0,
X(ejω)− α0(ω)S(e
jω) 0 ≤ α0(ω) ≤ 1/2,
X(ejω)− 1/2S(ejω) α0(ω) > 1/2
(7)
where S(ejω) = (X(ej(ω−2pi/N)) + X(ej(ω+2pi/N))). The
result in (7) is obtained by processing the real and imaginary
parts of X(ejω) jointly and is called ”I-Q jointly SVA”,
where I and Q are in-phase and quadrature components of
the complex data respectively. In [9], a different approach that
processes the real and the imaginary parts separately is also
given and is called ”I-Q separately SVA”. The output for ”I-Q
separately SVA” is given as
Y (ejω) =


X(ejω) α0(ω) < 0,
0 0 ≤ α0(ω) ≤ 1/2,
X(ejω)− 1/2S(ejω) α0(ω) > 1/2.
(8)
This is applied to both in-phase and quadrature components
of the complex data.
In practice DTFT will be implemented by DFT, the ex-
pressions for ”I-Q jointly SVA” and ”I-Q separately SVA”
respectively in terms of N -point DFT are
Y [k] =


X [k] α0[k] < 0,
X [k]− α0[k](S[k]) 0 ≤ α0[k] ≤ 1/2,
X [k]− 1/2S[k] α0[k] > 1/2
(9)
Y [k] =


X [k] α0[k] < 0,
0 0 ≤ α0[k] ≤ 1/2,
X [k]− 1/2S[k] α0[k] > 1/2
(10)
where S[k] = X [k −K] +X [k +K], k = 0, 1, ..., N − 1, K
is zero padding factor and α0[k] is given as:
α0[k] = Re
{
X [k]
X [k −K] +X [k +K]
}
. (11)
An example for ”I-Q jointly SVA” and ”I-Q separately
SVA” is provided in Figure 1. It is seen that, SVA suppresses
sidelobes while preserving the mainlobe resolution. In this
technique for each frequency an optimal α0(k) value is found
depending on the data to be processed.
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Fig. 1: SVA for two close, equal power and one distant low power sources
III. RELATIONSHIP BETWEEN DTFT AND UNIFORM
LINEAR ARRAY BEAMFORMER
The conventional beamformer output of a complex plane
wave of frequency ω0 and DOA of φ for a uniform linear
array (ULA) of M sensors is [10]
XBF (φ) =
M∑
m=1
xme
−jω0τm(φ) (12)
where φ is defined with respect to positive x-axis and sensors
are located on x-axis, xm is the spectral component of the
mth sensor at frequency ω0 and τm(φ) is the time delay at
the mth sensor with respect to reference point. Assuming the
reference point as the first sensor of the array τm(φ) is defined
as
τm(φ) =
(m− 1)d cosφ
c
(13)
where d is the separation between the sensors and c is the
propagation speed of the wave. Letting d = d1λ0, d1 > 0
where λ0 = 2pic/ω0, (12) can be written as
XBF (φ) =
M−1∑
m=0
xme
−jω0
md
c
cos(φ)
=
M−1∑
m=0
xme
−jm2pid1 cos(φ). (14)
On the other hand, DTFT of a length-M signal x[m] is
X(ejω) =
M−1∑
m=0
x[m]e−jωm. (15)
Comparing equations (14) and (15), when x[m] = xm,
XBF (φ) and X(e
jω) are related as
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XBF (φ) = X(e
jω0
d
c
cos(φ)) = X(ej2pid1 cos(φ)),
X(ejω) = XBF
(
cos−1
(
ωc
ω0d
))
(16)
= XBF
(
cos−1
(
ω
2pid1
))
.
(17)
Therefore the beamformer output of ULA at direction φ
can be found by evaluating the Fourier transform of the ULA
output at frequency ω = (ω0d cos(φ))/c. In other words, given
X(ejω) we can obtain XBF (φ) by a nonlinear mapping.
In terms of the DFT values, the results in (17) can be
approximated as:
XBF (φ) ≈ X [int(N cos(φ)d1)],
X [k] ≈ XBF
(
cos−1
(
k
d1N
))
(18)
where X [k] is the N−point DFT of the ULA output. In (18),
int(.) stands for rounding operation, i.e. the integer closest to
the argument.
IV. SVA BASED BEAMFORMING
Beamforming by a ULA and DTFT operations are similar.
Using this similarity and the fact that SVA is based on the
DTFT of the observation, SVA can be applied to beamforming.
Let the output of the mth sensor in a ULA with M sensors
be x˜m[n],m = 0, 1, ...M−1 and its DTFT be X˜m(e
jω). Also
let the value of the DTFT at frequency ω0 be xm = X˜m(e
jω0)
and DTFT of x = [x0 x1 ... xM−1] be Xs(e
jω) (”s” stands
for spatial),
Xs(e
jω) =
M−1∑
m=0
xme
−jωm. (19)
Recall that ”I-Q jointly SVA” output for a given DTFT,
X(ejω), is given by (5) with α0(ω) given by (6)
Accordingly, using the relationship in (17), SVA beamform-
ing output can be found as
YBF (φ) = Y (e
j2pid1 cos(φ)). (20)
Using (5) and (20):
YBF (φ) = −α0(φ)Xs(e
j(2pid1 cos(φ)−2pi/M))
+Xs(e
j2pid1 cos(φ))− α0(φ)Xs(e
j(2pid1 cos(φ)+2pi/M)). (21)
Now using the second line of (17), SVA-beamforming
output becomes
YBF (φ) = −α0(φ)XBF
(
cos−1
(
cos(φ)−
1
Md1
))
+XBF
(
φ
)
− α0(φ)XBF
(
cos−1
(
cos(φ) +
1
Md1
))
. (22)
α0(φ) is given by
α0(φ) = Re
{
XBF
(
φ
)
SBF (φ)
}
,
0 ≤ α0(φ) ≤ 0.5 (23)
where SBF (φ) = XBF
(
cos−1
(
cos(φ) − 1Md1
))
+
XBF
(
cos−1
(
cos(φ) + 1Md1
))
In terms of DFT, SVA beamforming output is given by
YBF (φ) ≈ Y [int(N cos(φ)d1)] (24)
where Y [k] is obtained by applying SVA to Xs[k], (equa-
tions (9)-(11)), and Xs[k] is the N -point DFT of x =
[x0 x1 ... xM−1]. Here zero padding factor is K = N/M
since xm = 0 for m ≥M .
V. RESULTS
Mainlobe widths (resolution) and sidelobe levels, obtained
by SVA based beamforming and by alternative methods will
be compared. Figure 2 shows an example with 3 targets in
the environment. The target at azimuth angle of 75◦ has
50 dB lower power compared to the other two targets. In this
example a ULA with 64 sensors with d1 = 1/2 has been used.
SNR is infinite and 1024-point DFT is used. It is seen that
beamforming with Hanning shading cannot resolve two close
targets and beamforming with rectangular shading cannot find
the low power target whereas SVA beamforming can resolve
two close sources and find the low power target. In the example
above, ”I-Q jointly SVA” has been applied.
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Fig. 2: SVA Based Beamforming
VI. SOME PRACTICAL ISSUES
Additive noise: The method presented in this paper inherits
the properties of SVA therefore it has no effect on noise, that
is sidelobe level can be reduced at most to the level of noise.
The results of an example with the same parameters of the case
given in Figure 2 but with additive noise at specified SNRs
4are provided in Figure 3. Figure 3 reveals that for the regions
where sidelobe level is greater than the noise level, around
mainlobe, the sidelobe has been suppressed to the noise level,
however for other regions sidelobe level remains at the noise
level.
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Fig. 3: SVA Based Beamforming with noise
The peak-to-peak variation around the target peaks: The
number of sensors affects the resolving capability, there may
be cases where rectangular shading has better resolution
compared to that of SVA based beamforming. The results for
two close targets, with the same parameters of the case given
in Figure 2 but with 32 sensors, are provided in Figure 4. As
it is seen from Figure 4 there is about 2 dB loss compared
to rectangular shading. The reason for this is the decrease in
mainlobe energy [11], [12]. When Figure 4 is analyzed it is
seen that around the mainlobe the optimal weights are close to
1/2 instead of 0. To have the same resolution with rectangular
shading, the number of sensors has to be increased or modified
SVA (MSVA) method described in [11], [12] can be applied.
The result of MSVA based beamforming is given in Figure 5.
It is seen that MSVA and rectangular shading curves almost
coincides around the peaks.
The number of DFT points: The number of DFT points has
to be large enough to have an acceptable accuracy and better
performance. Increasing the number of DFT points decreases
the error in nonlinear mapping. Moreover, having the number
of DFT points as an integer multiple of the number of sensors
has a positive effect on the performance.
VII. CONCLUSION
As a specific multi-apodization approach, SVA is a com-
putationally convenient method that brings together the ad-
vantages of different window functions in spectral analysis. In
this paper SVA has been adapted to beamforming by a uniform
linear array. The main idea is to use the similarity of beam-
forming and DTFT operations and the fact that optimization
in SVA is done in frequency domain. SVA based beamforming
achieves the resolving capability of rectangular shading with
much lower sidelobe level. SVA based beamforming naturally
inherits the properties of SVA; A possible drawback, its poorer
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Fig. 4: SVA Based Beamforming with 32 sensors
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Fig. 5: MSVA Based Beamforming with 32 sensors
resolution (relative to that of rectangular shading) when the
number of sensors is reduced can be overcome by a modified
SVA method. Choosing the number of DFT points as an
integer multiple of the number of sensors reduces possible
deviation in array output pattern to a negligible level. That this
is a frequency domain method can be considered as a practical
advantage due to the availability of custom FFT routines for
many processors.
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