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Abstract The nonlinear optimization problem with linear equality constraints has
many applications in engineering fields such as the visual-inertial navigation and lo-
calization of an unmanned aerial vehicle maintaining the horizontal flight. In order
to solve this practical problem effectively, this paper constructs a semi-implicit con-
tinuation method with the trust-region time-stepping scheme for the linear equality
constrained optimization subproblem at every iteration. Numerical results illustrate
that the new method works well for this positioning problem with or without the mea-
surement error, and the traditional sequential quadratic programming (SQP) method
(the built-in subroutine fmincon.m of the MATLAB environment) fails to solve this
positioning problem with the angular error which results in a nonlinear optimiza-
tion subproblem with the inconsistent system of constraints. Furthermore, for this
positioning without measurement errors, the consumed time of the new method is
approximately one-tenth of the consumed time of the SQP method.
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1 Introduction
In this article, we consider the following linear equality constrained optimization
problem
min
x∈ℜn
f (x)
subject to Ax = b, (1)
where matrix A ∈ ℜm×n and vector b ∈ ℜm may have random noise. This problem
has many applications in engineering fields such as the visual-inertial navigation of
an unmanned aerial vehicle maintaining the horizontal flight [8,30,43], and there are
many practical methods to solve it such as the sequential quadratic programming
(SQP) method [33] or the penalty method [13].
For the penalty method, it obtains the solution of the linear equality constrained
optimization problem (1) via solving the following sequential unconstrained mini-
mization
min
x∈ℜn
Pσ (x) = f (x)+σ‖Ax−b‖2 (2)
with increasing σ . If we denote the global optimal solution of the unconstrained
optimization problem (2) as x∗σ , it is well known that
lim
σ→∞ x
∗
σ = x
∗,
where x∗ is the optimal solution of the original constrained optimization problem (1)
[13]. The penalty method has the nice convergence for the constraint optimization
problem (1). However, in practice, it will meet the ill conditioning which depends
on the ration of largest to smallest eigenvalue (the condition number) of the Hessian
matrix ∇2xxPσ (x∗σ ), and this ratio tends to increase with σ (see pp. 475-476, [3]). It
can be roughly shown as follows.
From problem (2), we obtain the Hessian matrix of function Pσ (x) via the simple
calculation as follows:
Hσ (x) = ∇2xxPσ (x) = ∇
2 f (x)+2σAT A. (3)
According to the Courant-Fisher minimax theorem (p. 441, [19]), the smallest eigen-
value µmin(Hσ (x)) of the symmetric matrix Hσ (x) satisfies
µmin(Hσ (x)) = min‖y‖=1
yT Hσ (x)y≤ min‖y‖=1, Ay=0 y
T Hσ (x)y
= min
‖y‖=1, Ay=0
yT∇2 f (x)y≤ µmax(∇2 f (x))
≤ max
i=1,2, ...,n
|µi(∇2 f (x))|,M(x), (4)
which gives
min
1≤i≤n
|µi(Hσ (x))| ≤ |µmin(Hσ (x))| ≤M(x). (5)
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Similarly, the largest eigenvalue µmax(Hσ (x)) of the symmetric matrix Hσ (x) sat-
isfies
µmax(Hσ (x)) = max‖y‖=1
yT Hσ (x)y = max‖y‖=1
(
σyT AT Ay+ yT∇2 f (x)y
)
≥ max
‖y‖=1
(
σyT AT Ay+ min
‖y‖=1
yT∇2 f (x)y
)
= max
‖y‖=1
σyT AT Ay+ min
‖y‖=1
yT∇2 f (x)y
= σµmax(AT A)+ min‖y‖=1
yT∇2 f (x)y
≥ σµmax(AT A)+µmin
(
∇2 f (x)
)
. (6)
From equations (5)-(6), we know
lim
σ→∞
µmax(Hσ (x))
min1≤i≤n |µi(Hσ (x))| ≥ limσ→∞
σµmax(AT A)+µmin
(
∇2 f (x)
)
M(x)
= ∞. (7)
Namely, the condition number of the Hessian matrix Hσ (x) tends to infinity.
In order to overcome the numerical difficulty of the penalty method near the op-
timal point x∗ of the constraint optimization (1), there are some promising methods
for this problem such as the dynamical method [1,5,10,25,27,28,29,37,38,40] or
the SQP method [3,22,33] via handling its first-order Karush-Kuhn-Tucker condi-
tions directly. In this article, we consider an alternative dynamical method with the
trust-region time-stepping scheme for the problem (1).
The rest of the paper is organized as follows. In section 2, we construct a semi-
implicit continuous method with the trust-region time-stepping scheme for the linear
equality-constrained optimization problem (1). In section 3, we give the global con-
vergence analysis of this new method. In section 4, we report some promising numer-
ical results of the new method, in comparison to the traditional SQP method for some
classical test problems and the real-world optimization problem which arises from the
visual-inertial navigation and localization problem with or without the measurement
error. Finally, we give some discussions and conclusions in section 5.
2 Continuation Method with the Trust-region Time-stepping Scheme
In this section, we give a semi-implicit continuation method with the trust-region
time-stepping technique for the linear equality-constrained optimization problem (1)
via following the trajectory of the differential-algebraic dynamical system to obtain
its equilibrium point.
2.1 The Differential-Algebraic Dynamical System
For the linear constrained optimization problem (1), it is well known that its opti-
mal solution x∗ needs to satisfy the Karush-Kuhn-Tucker conditions (p. 328, [33]) as
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follows:
∇xL(x,λ ) = ∇ f (x)+ATλ = 0, (8)
Ax = b, (9)
where its Lagrangian function L(x,λ ) is defined by
L(x, λ ) = f (x)+λT (Ax−b). (10)
Then, from the first-order necessary conditions (8)-(9) of the problem (1), we can
construct a continuous differential-algebraic dynamical system as follows:
dx
dt
=−∇Lx(x,λ ) =−
(
∇ f (x)+ATλ
)
, (11)
Ax = b. (12)
If we differentiate the algebraic constraint equation (12) with respect to t and
replace it into the differential equation (11), we obtain
A
dx
dt
=−A(∇ f (x)+ATλ)=−A∇ f (x)−AATλ = 0. (13)
If we assume that matrix A has full row rank further, from equation (13), we obtain
the Lagrangian multiplier vector λ as follows:
λ =−(AAT )−1 A∇ f (x). (14)
Replacing λ of equation (14) into equation (11), we obtain the following ordinary
differential dynamical system:
dx
dt
=−
(
I−AT (AAT )−1 A)∇ f (x). (15)
Thus, we also obtain the continuous projection gradient flow in references [5,40] with
another approach.
For convenience, we denote the projection matrix P as
P = I−AT (AAT )−1 A. (16)
It is not difficult to verify P2 = P and PAT = 0. Namely, P is a symmetric projection
matrix and its eigenvalues are 0 or 1. From Theorem 2.3.1 in p. 73 of reference [19],
we know that its matrix 2-norm is
‖P‖= 1. (17)
From equations (15)-(17), we obtain
d f (x)
dt
=−(∇ f (x))T dx
dt
=−(∇ f (x))T P∇ f (x) =−(∇ f (x))T P2∇ f (x)
=−(P∇ f (x))T (P∇ f (x)) =−‖P∇ f (x)‖22 ≤ 0.
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Namely, the objective function f (x) is monotonically decreasing along the solution
curve x(t) of the continuous dynamical system (15). Furthermore, the solution x(t)
converges to x∗ when t tends to infinity [40,37], where x∗ satisfies the first-order
Krarush-Kuhn-Tucker conditions (8)-(9). Thus, we can follow the trajectory x(t) of
the ordinary differential equation (15) or the differential-algebraic dynamical system
(11)-(12) to obtain its equilibrium point x∗, which is also one saddle point of the
original optimization problem (1).
2.2 The Semi-implicit Continuation Method
The solution curve of general differential-algebraic equations is not easy to be fol-
lowed on an infinite interval by the traditional ODE method (see [2,6,21,26]), so it
needs to construct the particular method for this problem (11)-(12). We regard the
algebraic equation (12) as a degenerate differential equation, and apply the first-order
implicit Euler method to the system of differential-algebraic equations (11)-(12), then
we obtain
xk+1 = xk−∆ tk
(
∇ f (xk+1)+ATλk+1
)
, (18)
Axk+1 = b, (19)
where ∆ tk is the time step size.
Since the system of equations (18)-(19) is a nonlinear system which is not solved
directly, we seek its explicit approximation formula. If we replace∇ f (xk+1) and λk+1
with∇ f (xk)+Bkdk and λk in equation (18), respectively, we obtain the predictor xPk+1
of xk+1 as follows: (
1
∆ tk
I+Bk
)
dk =−pgk , (20)
xPk+1 = xk +dk, (21)
where Bk equals the Hessian matrix ∇2 f (xk) or its quasi-Newton approximation ma-
trix, and
pgk = ∇xL(xk, λk) = ∇ f (xk)+A
Tλk. (22)
The predicted point xPk+1 will escape from the constraint plane (12), so we pull it
back to the constraint plane by the following projection method:
min
x∈Rn
∥∥x− xPk+1∥∥ subject to Ax = b. (23)
It is not difficult to obtain the solution of the projection problem (23) via using the
Lagrangian multiplier method (p. 479, [3])as follows:
xk+1 = xPk+1+A
T (AAT )−1 (b−AxPk+1) . (24)
6 Luo, Lv and Sun
Notice that xk is in the constraint plane (12), from equation (21) and equation (24),
then we have
xk+1 = xPk+1+A
T (AAT )−1 (b−AxPk+1)= xk +dk +AT (AAT )−1 (Axk−AxPk+1)
= xk +dk−AT
(
AAT
)−1
Adk = xk +
(
I−AT (AAT )−1 A)dk
= xk +Pdk, (25)
where the projection matrix P is defined by equation (16).
After obtaining xk+1 from equation (20) and equation (25), according to equation
(14), we obtain the Lagrangian multiplier λk+1 as follows:
λk+1 =−
(
AAT
)−1
A∇ f (xk+1). (26)
Replace λk+1 of equation (26) into equation (22), then we have
pgk =
(
I−AT (AAT )−1 A)∇ f (xk) = Pgk, (27)
where gk = ∇ f (xk) and the projection matrix P is defined by equation (16).
2.3 The Trust-region Time-stepping Scheme
Another issue is how to adaptively adjust the time-stepping size ∆ tk at every itera-
tion. We borrow it from the trust-region method due to its robust convergence and
fast local convergence [11]. Since xk+1 is the solution of the least-squares problem
with the constraint condition (9), xk+1 maintains the feasibility. Therefore, we use the
objective function f (x) as the cost function of trust-region method.
When we use the trust-region technique, it also needs to construct a local approx-
imation model of the cost function f (x) at xk. Here, we adopt the following quadratic
function as its approximation model:
qk(x) = f (xk)+(x− xk)T gk + 12 (x− xk)
T Bk(x− xk). (28)
where gk = ∇ f (xk) and Bk equals the Hessian matrix ∇2 f (xk) or its quasi-Newton
approximation matrix. According to the following ratio:
ρk =
f (xk)− f (xk+1)
qk(xk)−qk(xk+1) , (29)
we enlarge or reduce the time-stepping size ∆ tk at every iteration. A particular ad-
justment strategy is given as follows:
∆ tk+1 =

γ1∆ tk, i f 0≤ |1−ρk| ≤ η1,
∆ tk, i f η1 < |1−ρk|< η2,
γ2∆ tk, i f |1−ρk| ≥ η2,
(30)
where the constants are selected as η1 = 0.25, γ1 = 2, η2 = 0.75, γ2 = 0.5 according
to numerical experiments.
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2.4 The Treatment of Deficient Rank
For a real-world problem, the rank of matrix A may be deficient and even the con-
straint system may be inconsistent when the data (A, b) have random noise. We handle
this problem via solving the following best approximation problem
min
x∈ℜn
‖Ax−b‖ (31)
and obtaining its reduced constraint system.
Firstly, we factorize matrix A with its singular value decomposition (pp. 76-80,
[19]) as follows:
A =UΣV T , Σ = diag(σ1, σ2, . . . , σr,0, . . . , 0), (32)
where U ∈ℜm×m and V ∈ℜn×n are orthogonal matrices, σ1 ≥ σ2 ≥ . . .≥ σr > 0, and
r is the rank of matrix A. Then problem (31) equals the following linear least-squares
problem
min
x∈ℜn
‖ΣV T x−UT b‖, (33)
which leads to the reduced constraint system
V Tr x = br, (34)
where Vr =V (1 : n,1 : r), V Tr Vr = I, and br = ((U
T b)(1 : r))./diag(Σ(1 : r, 1 : r)).
Therefore, when the constraint system of problem (1) is consistent, it equals the
following problem
min
x∈ℜn
f (x) (35)
subject to V Tr x = br. (36)
When the constraint system of problem (1) is inconsistent, problem (35)-(36) is the
best relaxation approximation of the original optimization problem (1). After this pre-
process, we reformulate the projection matrix P defined by equation (16) as follows:
P = I−VrV Tr . (37)
Consequently, in subsection 2.2, it only needs to replace matrix A and vector b
with matrix V Tr and vector br respectively, then the semi-implicit continuation method
(25) can handle the deficient rank problem.
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2.5 The BFGS Quasi-Newton Updating Method
For the large-scale problem, the numerical estimation of the Hessian matrix ∇2 f (xk)
consumes much time. In order to overcome this shortcoming, we use the BFGS quasi-
Newton formula (pp. 194-198, [33]) to update its approximation Bk of the Hessian
matrix ∇2 f (xk). The BFGS updating formula can be written as
Bk+1 = Bk−
BksksTk Bk
sTk Bksk
+
ykyTk
yTk sk
, (38)
where sk = xk+1−xk and yk =∇ f (xk+1)−∇ f (xk). The initial matrix B0 can be simply
selected by the identity matrix.
The BFGS updating formula (38) has some nice properties such as the symmet-
ric positive definite property of matrix Bk+1 if Bk is symmetric positive definite and
yTk sk > 0. Its proof is referred to p. 199 in [33]. For convenience, we state its brief
proof as follows.
Since matrix Bk is symmetric positive definite, we can use the Cholesky method
to factorize it as Bk = LkLTk and denote
αk = LTk sk, and βk = L
T
k z for any z ∈ℜn.
Thus, for any nonzero vector z∈ℜn, from equation (38) and the assumption yTk sk > 0,
we have
zT Bk+1z = zT Bkz− (z
T Bksk)2
sTk Bksk
+
(zT yk)2
yTk sk
= ‖βk‖2−
(αTk βk)
2
‖αk‖2 +
(zT yk)2
yTk sk
≥ 0. (39)
In the last inequality of equation (39), we use the Cauchy-Schwartz inequality ‖αk‖‖βk‖≥
|αTk βk|. Its equality holds if only if βk = tαk. In this case, we have sk = tz since
αk = LTk sk = tβk = tL
T
k z. Thus, we have (z
T yk)2/yTk sk = t
2 > 0, which also gives
zT Bk+1z > 0.
According to the above discussions, we give the detailed implementation of the
continuation method based on the differential-algebraic dynamical system for the
linear equality constrained optimization problem (1) in Algorithm 1.
3 Algorithm Analysis
In this section, we give the global convergence analysis of the semi-implicit continu-
ation method for the linear equality constrained optimization problem (i.e. Algorithm
1). Firstly, we give an estimation of lower bounds for qk(xk)−qk(xk+1) which is sim-
ilar result of the trust-region method for unconstrained optimization problem [36].
Lemma 1 Assume that the quadratic model qk(x) is defined by equation (28) and dk
is the solution of equation (20). If the time-stepping size ∆ tk satisfies(
1
∆ tk
I+Bk
)
 0 and
(
1
∆ tk
I+Bk−PT BkP
)
 0, (40)
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Algorithm 1 Continuation method with the trust-region time-stepping scheme for the
linear equality constrained optimization problem (the Ptctr method)
Input:
the objective function: f (x);
the linear constraint: Ax = b;
the initial point: x0 (optional);
the terminated parameter: ε (optional).
Output:
the optimal approximation solution x∗.
1: If the called function does not provide the initial values x0 and ε , we set x0 = [1, 1, . . . , 1]T and
ε = 10−6, respectively.
2: Initialize the parameters: ηa = 10−6, η1 = 0.25, γ1 = 2, η2 = 0.75, γ2 = 0.5.
3: Factorize matrix A with the singular value decomposition as follows:
A =UΣV T , Σ = diag(σ1, σ2, . . . , σr, 0, . . . , 0),
and denote Vr =V (1 : n,1 : r), br = ((UT b)(1 : r))./diag(Σ(1 : r, 1 : r)), where r is the rank of matrix
A.
4: Compute
x0← x0 +Vr
(
br−V Tr x0
)
,
such that x0 satisfies the linear system of constraints (36).
5: Set k = 0 and B0 = I. Evaluate f0 = f (x0) and g0 = ∇ f (x0).
6: Compute the projection gradient pg0 = g0−Vr
(
V Tr g0
)
.
7: Compute the initial time-stepping size
∆ t0 = min
{
10−2,
1
‖pg0‖
}
.
8: while ‖pgk‖> ε do
9: if
(
1
∆ tk
I+Bk−PT BkP
)
 0 &&
(
1
∆ tk
I+Bk
)
 0 then
10: Solve the linear system (20) by the Cholesky factorization to obtain the search direction dk , and
compute
xk+1 = xk +Pdk = xk +
(
I−VrV Tr
)
dk = xk +dk−Vr
(
V Tr dk
)
.
11: Evaluate fk+1 = f (xk+1) and compute the ratio ρk from equations (28)-(29).
12: else
13: Let ρk =−1.
14: end if
15: if ρk ≤ ηa then
16: Set xk+1 = xk, fk+1 = fk, pgk+1 = pgk , gk+1 = gk, Bk+1 = Bk.
17: else
18: Evaluate gk+1 = ∇ f (xk+1), and update Bk+1 by the BFGS formula (38).
19: Compute the projection gradient
pgk+1 = Pgk+1 =
(
I−VrV Tr
)
gk+1 = gk+1−Vr
(
V Tr gk+1
)
.
20: end if
21: Adjust the time-stepping size ∆ tk+1 based on the trust-region scheme (30).
22: Set k← k+1.
23: end while
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where the symmetric projection matrix P is defined by equation (37), we have
qk(xk)−qk(xk +Pdk)≥ 12
∥∥pgk∥∥min{‖Pdk‖ , 13‖Bk‖‖pgk‖
}
, (41)
where the projection gradient pgk = Pgk.
Proof. Let τk = 1/∆ tk. From equation (20), we obtain
qk(xk)−qk(xk +Pdk) =−12d
T
k P
T BkPdk− (Pgk)T dk
=−1
2
dTk P
T BkPdk + pTgk (τkI+Bk)
−1 pgk
=
1
2
pTgk (τkI+Bk)
−1 pgk +
1
2
dTk
(−PT BkP+ τkI+Bk)dk. (42)
We denote µmin
(
Bk−PT BkP
)
as the smallest eigenvalue of matrix
(
Bk−PT BkP
)
,
and set
τlb = min
{
0, µmin
(
Bk−PT BkP
)}
. (43)
From equations (40), (42)-(43) and using the singular value decomposition of matrix
Bk (see p. 76 in [19]), we obtain
qk(xk)−qk(xk +Pdk)≥ 12 p
T
gk (τkI+Bk)
−1 pgk +
1
2
(τk + τlb)‖dk‖2
≥ 1
2
(
1
τk +‖Bk‖
∥∥pgk∥∥2+(τk + τlb)‖dk‖2) . (44)
In the above second inequality, we use the property |µi(Bk)| ≤ ‖Bk‖, where µi(Bk) is
an eigenvalue of matrix Bk.
Now we consider the properties of the function
ϕ(τ)≡ τ ‖dk‖2+ 1τ− τlb+‖Bk‖
∥∥pgk∥∥2 . (45)
It is not difficult to verify that the function ϕ(τ) is convex when (τ− τlb+‖Bk‖)> 0
since ϕ ′′(τ) = 2‖pgk‖2/(τ− τlb+‖Bk‖)3 ≥ 0. Thus, the function ϕ(τ) attains its
minimum ϕ(τmin) when τmin satisfies ϕ
′
(τmin) = 0 and τ ≥−(−τlb+‖Bk‖). Namely,
we have
ϕ(τmin) = 2‖pgk‖‖dk‖+(τlb−‖Bk‖)‖dk‖2, (46)
where
τmin = ‖pgk‖/‖dk‖+ τlb−‖Bk‖. (47)
We prove the property (41) via distinguishing the negative τmin from the nonneg-
ative τmin on the two situations separately.
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(i) When
(‖pgk‖/‖dk‖+(τlb−‖Bk‖))≥ 0, from equation (47), we have τmin≥ 0.
For this case, combining τk ≥−τlb with equations (44)–(47), we obtain
qk(xk)−qk(xk +Pdk)≥ 12
(
(τk + τlb)‖dk‖2+ 1τk +‖Bk‖‖pgk‖
2
)
=
1
2
ϕ(τk + τlb)≥ 12ϕ(τmin)
=
1
2
(‖pgk‖‖dk‖+ (‖pgk‖‖dk‖+(τlb−‖Bk‖)‖dk‖2))
≥ 1
2
‖pgk‖‖dk‖. (48)
(ii) The other case is
(‖pgk‖/‖dk‖+(τlb−‖Bk‖))< 0. In this case, from equation
(47), we have τmin < 0. It is not difficult to verify that the function ϕ(τ) is monoton-
ically increasing when τ ≥ 0 and τmin < 0. Using the monotonicity of function ϕ(τ),
from equations (44)-(45), we obtain
qk(xk)−qk(xk +Pdk)≥ 12
(
(τk + τlb)‖dk‖2+ 1τk +‖Bk‖‖pgk‖
2
)
=
1
2
ϕ(τk + τlb)≥ 12ϕ(0) =
1
2(−τlb+‖Bk‖)‖pgk‖
2
≥ 1
6‖Bk‖‖pgk‖
2. (49)
The last inequality in equation (49), we use the assumption of equation (43) and its
following property:
|τlb| ≤
∣∣µmin (Bk−PT BkP)∣∣≤ ‖Bk−PT BkP‖ ≤ ‖Bk‖+‖PT BkP‖
≤ ‖Bk‖+‖PT‖‖Bk‖‖P‖= 2‖Bk‖,
where we use the property ‖P‖= 1 of the symmetric projection P from equation (17).
From equations (48)-(49), we get
qk(xk)−qk(xk +Pdk)≥ 12‖pgk‖min
{
‖dk‖, 13‖Gk‖‖pgk‖
}
. (50)
Thus, using the property (17) of the symmetric projection matrix P, we have
‖Pdk‖ ≤ ‖P‖‖dk‖= ‖dk‖. (51)
From inequalities (50)-(51), we obtain an estimation (41), which proves the lemma.
uunionsq
In order to prove that pgk tends to zero, we also use the following result about the
lower bound estimation of the time-stepping size ∆ tk when ‖pgk‖ ≥ εpg > 0.
12 Luo, Lv and Sun
Lemma 2 Assume that the objective function f : Rn→ R is twice continuously dif-
ferentiable and the constraint level set
L f = {x : f (x)≤ f (x0), Ax = b} (52)
is bounded. Furthermore, assume that there exists a positive constant εpg such that
‖pgk‖ ≥ εpg > 0, k = 1, 2, . . . , (53)
where pgk (k = 1, 2, . . .) are generated by Algorithm 1. If the quasi-Newton matrix
Bk (k = 1, 2, . . . , ) are bounded, it exists a positive δ∆ t such that
∆ tk ≥ δ∆ t > 0, k = 1, 2, . . . (54)
where ∆ tk is adaptively adjusted by the trust-region scheme (28)-(30).
Proof. Since the level set L f is bounded, according to Proposition A.7 in pp. 754-
755 of reference [3], L f is closed. Then from the bounded assumptions of matrices
Bk (k = 1, 2, . . .) and the set L f , it exists two positive constants Mg and MB such that
‖gk‖ ≤Mg, max{‖Gk‖, ‖Bk‖} ≤MB, k = 1, 2, . . . , (55)
where gk = ∇ f (xk) and Gk = ∇2 f (xk). According to the property (17) of the sym-
metric projection matrix P, we know that the smallest eigenvalue µmin
(
Bk−PT BkP
)
of matrix
(
Bk−PT BkP
)
satisfies∣∣µmin (Bk−PT BkP)∣∣≤ ∥∥Bk−PT BkP∥∥
≤ ‖Bk‖+‖PT‖‖Bk‖‖P‖= 2‖Bk‖ ≤ 2MB, k = 1, 2, . . . . (56)
Then the smallest eigenvalue of matrix
(
1/∆ tkI+Bk−PT BkP
)
satisfies
µmin
(
1
∆ tk
I+Bk−PT BkP
)
=
1
∆ tk
+µmin
(
Bk−PT BkP
)
≥ 1
∆ tk
−2MB, k = 1, 2, . . . . (57)
Similarly, the smallest eigenvalue of matrix (1/∆ tkI+Bk) also satisfies
µmin
(
1
∆ tk
I+Bk
)
=
1
∆ tk
+µmin (Bk)≥ 1∆ tk −MB, k = 1, 2, . . . . (58)
Therefore, the positive definite conditions of equation (40) are satisfied when ∆ tk <
1/(2MB)(k = 1, 2, . . .).
Luo, Lv and Sun, Continuation method for Linearly Constrained Optimization 13
From equations (29), (67) and the reduction estimation (41) of the quadratic
model in Lemma 2, when ∆ tk ≤ 1/(2MB), we obtain
|ρk−1|=
∣∣∣∣ ( f (xk)− f (xk +Pdk))− (qk(xk)−qk(xk +Pdk))qk(xk)−qk(xk +Pdk)
∣∣∣∣
=
∣∣∣∣∣1/2(Pdk)T
(
Bk−∇2 f (x¯k)
)
(Pdk)
qk(xk)−qk(xk +Pdk)
∣∣∣∣∣≤ MB ‖Pdk‖2|qk(xk)−qk(xk +Pdk)|
≤ MB ‖Pdk‖
2
1
2
∥∥pgk∥∥min{‖Pdk‖ , ‖pgk‖/(3‖Bk)‖} ≤ 2MB ‖Pdk‖
2
εpg min
{‖Pdk‖ , εpg/(3MB)} . (59)
In the above third inequality and the last inequality, we use the Cauchy-Schwartz
inequality |xT y| ≤ ‖x‖‖y‖ and the lower bound assumption (53) of the projection
gradient pgk , respectively. From equation (59) and η1 ≤ 1/4, it is not difficult to
verify
|ρk−1| ≤ η1, when ‖Pdk‖ ≤min
{η1εpg
2MB
,
εpg
3MB
}
=
η1εpg
2MB
. (60)
Then according to the time-stepping adjustment scheme (30), the time-stepping size
∆ tk+1 will be enlarged and the predicted point xk+1 = xk +Pdk will be accepted.
The condition of inequality (60) holds when the time-stepping size ∆ tk satisfies
∆ tk ≤ δ∆ t =
η1εpg
η1εpgMB+2MpgMB
. (61)
It can be derived from equation (20), the projection property of equation (51), and
‖Pdk‖ ≤ ‖dk‖=
∥∥∥∥∥
(
1
∆ tk
I+Bk
)−1
pgk
∥∥∥∥∥
≤ ‖pgk‖
1/∆ tk−‖Bk‖ ≤
Mpg
1/∆ tk−MB ≤
η1εpg
2MB
, when ∆ tk ≤ δ∆ t . (62)
Assume that K is the first index such that ∆ tK ≤ δ∆ t where δ∆ t is given by equa-
tion (61). Then from the projection property (51), equation (60) and equation (62),
we know that |ρK − 1| ≤ η1, which means that xK +PdK will be accepted and the
time-stepping size ∆ tK+1 will be enlarged according to the time-stepping adjust-
ment formula (30). Consequently, the time-stepping size ∆ tk holds ∆ tk ≥ γ2δ∆ t for
all k = 1, 2, . . . , which proves the lemma. uunionsq
Using the results of Lemma 1 and Lemma 2, we prove the global convergence of
Algorithm 1 for the linear equality-constrained optimization problem (1) as follows.
Theorem 1 Assume that the objective function f : Rn → R is twice continuously
differentiable, the level set L f = {x : f (x)≤ f (x0), Ax = b} and matrices Bk (k =
1, 2, . . .) are bounded, then we have
lim
k→∞
‖pgk‖= 0,
where pgk = Pgk and xk are generated by Algorithm 1.
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Proof. We will prove it by contradiction. Assume that the conclusion is not true.
Then it exists a positive constant εpg such that
‖pgk‖ ≥ εpg > 0, k = 1, 2, . . . . (63)
According to Algorithm 1, we know that it exists an infinite subsequent {xki} such
that trial steps Pdki are accepted, i.e., ρki ≥ ηa, i= 1, 2, . . .. Thus, from equation (29),
we have
f0− lim
k→∞
fk =
∞
∑
k=0
( fk− fk+1)≥ ηa
∞
∑
i=0
(
qki(xki)−qki(xki +Pdki)
)
, (64)
where dki is computed by equation (20) and the projection matrix P is computed by
equation (37).
Using the bounded assumption of the objective function f (x) in the level set L f ,
from equation (64), we have
lim
ki→∞
(
qki(xki)−qki(xki +Pdki)
)
= 0. (65)
From inequality (41) and equation (65), we obtain
lim
ki→∞
1
2
∥∥∥pgki∥∥∥min
{∥∥Pdki∥∥ , 13‖Bki‖‖pgki‖
}
= 0. (66)
According to the bounded assumptions of the level set L f and Bk (k = 1, 2, . . .),
it exists two positive constants Mpg and MB such that
‖pgk‖ ≤Mpg , ‖Bk‖ ≤MB, k = 1, 2, . . . . (67)
From the assumption (63) and equations (66)-(67), we have
lim
ki→∞
‖Pdki‖= 0. (68)
According to the assumptions (63) and (67), from the results of Lemma 2, we
know that it exists a positive constant δ∆ t such that
∆ tk ≥ δ∆ t > 0, k = 1, 2, . . . . (69)
From equation (20) and the property P2 = P of the symmetric projection matrix
P defined by (37), we obtain
Pdki =
(
P
(
1
∆ tki
I+Bki
)−1
P
)
pgki . (70)
Thus, we have
pTgki Pdki = p
T
gki
(
P
(
1
∆ tki
I+Bki
)−1
P
)
pgki
= pTgki
(
1
∆ tki
I+Bki
)−1
pgki ≥
∥∥∥pgki∥∥∥2 11/δ∆ t +MB . (71)
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Using the Cauchy-Schwartz inequality |xT y| ≤ ‖x‖‖y‖, from inequality (71), we have
1
1/δ∆ t +MB
∥∥∥pgki∥∥∥2 ≤ |pTgki Pdki | ≤ ∥∥∥pgki∥∥∥∥∥Pdki∥∥ , (72)
which gives ∥∥∥pgki∥∥∥≤
(
1
δ∆ t
+MB
)∥∥Pdki∥∥ . (73)
From equation (68) and inequality (73), we obtain
lim
ki→∞
∥∥∥pgki∥∥∥= 0, (74)
which contradicts assumption (63). Therefore, the conclusion of the lemma is true.
uunionsq
4 Numerical Experiments
In this section, some numerical experiments are illustrated to test the performance of
Algorithm 1. The codes are performed by a Dell G3 notebook with the Intel quad-
core CPU and 8G memory. In subsection 4.1, we compare Algorithm 1 (the Ptctr
method) with two other popular algorithms, i.e. the penalty method (PM) and the SQP
method (the built-in subroutine fmincon.m of the MATLAB environment) [14,18,32,
33], for some linearly constrained equality optimization problems which are listed in
Appendix A. According to the numerical results of Tables 1-3, we find that Algorithm
1 is superior to the PM method and the SQP method. Especially, the consumed time
of Algorithm 1 is less than the SQP method and the PM method for the problems
with more constraints. In order to verify the performance of Algorithm 1 further, we
apply it to the real-world optimization problem which arises from the visual-inertial
navigation localization when the unmanned aerial vehicle maintains the horizontal
flight, and compare it with the SQP method in subsection 4.2.
4.1 Statistical Analysis of Numerical Results
Here, the penalty factors σk (k = 1, 2, . . .) of the penalty method (2) are selected as
σk+1 = 10σk (k = 1, 2, . . .) at every iteration. The subproblem of the unconstrained
optimization minx∈ℜn Pσk(x) is solved by the built-in subroutine fminunc.m of the
MATLAB environment and its Hessian matrices are updated by the BFGS method
(pp. 194-198, [33]). The optimal solution of the k-th subproblem is used as the ini-
tial point of the (k+ 1)-th subproblem. All test problems are terminated when the
termination condition
‖∇L(xk, λk)‖∞ ≤ 1.0×10−6, k = 1, 2, . . .
are satisfied, where the Lagrange function L(x, λ ) is defined by equation (10).
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We test 33 problems listed in Appendix A with Algorithm 1, the penalty method
(the PM method) (2) and the SQP method. These test problems include the small-
scale to large-scale nonlinear problems, some problems of which have linearly de-
pendent constraints. The numerical results are put in tables 1-3. From Tables 1-3, we
find that the Ptctr method and the SQP method can solve all the problems listed in
Appendix A, while the penalty method does not solve about 1/3 problems correctly.
One of reasons is that the penalty method encounters the ill conditioning mentioned
in the part of introduction, which makes it fail to solve the linear equations near the
optimal point.
From Table 1, we find that the Ptctr method (Algorithm 1) needs more iterations
than the SQP method for most test problems. One of reasons is that the SQP method
do not count the number of failed iterations according to the descriptions of the sub-
routine fmincon.m. However, from Table 2, we find that the Ptctr method is superior
to the SQP method for most test problems if we consider their consumed CPU time.
After the further analysis, the consumed time of the SQP method is less than the Ptctr
method for the problem when the number of its constraints is extremely less than
the dimension of its variables, for examples 17, 18, 24, 28. One of reasons is that
the SQP method uses an active-set strategy when it solves the quadratic program-
ming subproblem at every iteration [20], which leads to the sparse linear equations
and reduces the consumed time dramatically, while the Ptctr method needs to solve
a dense linear equations at every iteration. The following parts of this subsection are
the detailed descriptions of numerical examples.
For problem 1, we obtain its analytical optimal solution x∗ = (2, 8) when the
Lagrange multiplier λ ∗ = 2, according to the first-order necessary conditions (8)-
(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The optimal value of the objective
function is −16. The numerical solutions obtained by the Ptctr method and the SQP
method are almost the same as the analytical optimal solution. The numerical solution
obtained by the PM method does not meet its constraint, so the PM method fails to
solve this problem.
For problem 2, we obtain its analytical optimal solution x∗ = (5/3, 1/3) when
the Lagrangian multiplier λ ∗ = 2/3, according to the first-order necessary condi-
tions (8)-(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The corresponding optimal
value of the objective function is −4. The numerical solutions obtained by the Ptctr
method and the SQP method are almost the same as the analytical optimal solution.
The numerical solution obtained by the PM method is x = (1.6050, 0.3488) and its
corresponding Lagrangian multiplier computed by equation (14) is λ = 0.6594. The
numerical optimal value obtained by the PM method is −3.9957. Hence, the numeri-
cal solution obtained by the PM method is close to the analytical optimal solution for
this problem.
For problem 3, we obtain an extreme value 134/75 of the objective function
when λ ∗ = (−52/75,−18/75) and x∗ = (16/15, 1/3,−11/15), according to the
first-order necessary conditions (8)-(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗).
The numerical solutions obtained by the Ptctr method, the SQP method and the PM
method are almost the same as the analytical optimal solution.
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For problem 4, we obtain an extreme value 39/4 of the objective function when
λ ∗ = −3 and x∗ = (3/2, 5/2), according to the first-order necessary conditions (8)-
(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained by
the Ptctr method and the SQP method are almost the same as its analytical solution.
However, the PM method fails to solve this problem since its numerical solution does
not meet the constraint and the first-order optimal conditions of this problem.
For problem 5, we obtain an extreme value 0.4906 of the objective function when
λ ∗ =−2.5927 and x∗ = (3.2821,−0.7369, 0.1203), according to the first-order nec-
essary conditions (8)-(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical
solutions obtained by the Ptctr method and the SQP method are almost the same as
its analytical optimal solution. The numerical solution obtained by the PM method
is close to the optimal solution, and its corresponding Lagrangian multiplier com-
puted by equation (14) is λ = −2.5117, which is close to the analytical Lagrangian
multiplier λ ∗ =−2.5927.
For problem 6, we obtain an extreme value 14.5455 of the objective function
when λ ∗ = −80/11 and x∗ = (40/11, 4/11), according to the first-order necessary
conditions (8)-(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solu-
tions obtained by the Ptctr method and the SQP method are almost the same as its
analytical optimal solution. The numerical solutions obtained by the PM method is
close to the optimal solution, since its corresponding Lagrangian multiplier computed
by equation (14) is λ =−8.1565 and its numerical optimal value is 14.6515.
For problem 7, we obtain an extreme value −0.5 of the objective function when
λ ∗ = −0.0327 and x∗ = (−3,−4), according to the first-order necessary conditions
(8)-(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained
by the Ptctr method and the SQP method are almost the same as its analytical optimal
solution. However, the PM method fails to solve this problem since its numerical
solution does not meet the constraint and the first-order optimal conditions of this
problem. Its corresponding Lagrangian multiplier computed by equation (14) is λ =
−0.0419, which is far away from the analytic Lagrangian multiplier λ ∗ =−0.0327.
For problem 8, we obtain an extreme value 0 of the objective function when
λ ∗ = 0 and x∗ = (0.5,−0.5, 0.5), according to the first-order necessary conditions
(8)-(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained
by the Ptctr method and the SQP method are almost the same as its analytical optimal
solution. The numerical solution obtained by the PM method is close to the optimal
solution since its corresponding Lagrangian multiplier computed by equation (14) is
λ =−0.0121 and its numerical optimal value is 3.3847×10−4.
For problem 9, we obtain an extreme value 0 of the objective function when
λ ∗ = (0, 0) and x∗ = (1, 1, 1, 11), according to the first-order necessary conditions
(8)-(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained
by the Ptctr method, the SQP method and the PM method are almost the same as its
analytical optimal solution.
For problem 10, we obtain an extreme value 0 of the objective function when
λ ∗ = (0, 0) and x∗ = (1, 1, 1, 1, 1), according to the first-order necessary conditions
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(8)-(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained
by the Ptctr method and the SQP method are almost the same as its analytical optimal
solution. The numerical solution obtained by the PM method is close to the analyti-
cal optimal solution since it almost meets the first-order optimal conditions and the
constraints. Its corresponding numerical optimal value of the objective function is
5.4548×10−5, which is close to the analytical optimal value.
For problem 11, we obtain an extreme value 0 of the objective function when λ ∗=
(0, 0, 0) and x∗ = (1, 1, 1, 1, 1), according to the first-order necessary conditions (8)-
(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained
by the Ptctr method, the SQP method and the PM method are almost the same as its
analytical optimal solution.
For problem 12, we obtain an extreme value 0 of the objective function when λ ∗=
(0, 0, 0) and x∗ = (1, 1, 1, 1, 1), according to the first-order necessary conditions (8)-
(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The solutions obtained by the Ptctr
method and the SQP method are almost the same as its analytical optimal solution.
The numerical solution obtained by the PM method is close to the analytical optimal
solution since it almost meets the first-order optimal conditions and the constraints.
The numerical optimal value of the objective function is 4.2358× 10−7, which is
close to the analytical optimal value 0.
For problem 13, we obtain an extreme value 3719/698 of the objective func-
tion when λ ∗ = (1040/349, 1017/349,−2363/349) and x∗ = (−30/349, 10/349,
359/698,−319/698, 10/349), according to the first-order necessary conditions (8)-
(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained
by the Ptctr method, the SQP method and the PM method are almost the same as its
analytical optimal solution.
For problem 14, we obtain an extreme value 1/8 of the objective function when
λ ∗=−1/4 and x∗= (1/4, 3/4), according to the first-order necessary conditions (8)-
(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained by
the Ptctr method and the SQP method are almost the same as its analytical optimal
solution. However, the PM method fails to solve this problem since its numerical
solution does not meet the first-order optimal conditions of this problem.
For problem 15, we obtain an extreme value 1 of the objective function when
λ ∗ = (−1, 0) and x∗ = (0, 0, 1), according to the first-order necessary conditions (8)-
(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained
by the Ptctr method, the SQP method and the PM method are almost the same as its
analytical optimal solution.
For problem 16, we obtain an extreme value −0.5 of the objective function when
λ ∗ =−1 and x∗ = (0.5, 0.5), according to the first-order necessary conditions (8)-(9)
of the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained by
the Ptctr method, the SQP method and the PM method are almost the same as its
analytical optimal solution.
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For problem 17, we obtain an extreme value −1199/1200 of the objective func-
tion when λ ∗ = −1/600 and (x∗1, x∗2, · · · , x∗1200) = (1/1200, 1/1200, . . . , 1/1200),
according to the first-order necessary conditions (8)-(9) of the Lagrange function
L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained by the Ptctr method and the
SQP method are almost the same as its analytical optimal solution. However, the PM
method fails to solve this problem since its numerical solution equals the initial point
and it does not meet the first-order optimal conditions.
For problem 18, we obtain an extreme value 0.0045 of the objective function
when λ ∗ = (−0.0017,−0.0018) and (x∗1, x∗2, x∗3, . . . , x∗1198, x∗1199, x∗1200) = (0.0027,
0.00083,−0.0018, . . . , 0.0027, 0.00083,−0.0018), according to the first-order nec-
essary conditions (8)-(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The solutions
obtained by the Ptctr method and the SQP method are almost the same as its analyt-
ical optimal solution. The numerical solution obtained by the PM method is close to
the analytical optimal solution since it almost meets the first-order optimal conditions
and its numerical optimal value of the objective function is 4.467537×10−3, which
is close to the analytical optimal value 4.466667×10−3.
For problem 19, we obtain an extreme value 64 of the objective function when
λ ∗ = 16 and x∗ = (8, 0), according to the first-order necessary conditions (8)-(9) of
the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained by the
Ptctr method and the SQP method are almost the same as its analytical optimal solu-
tion. However, the PM method is failed for this problem since its numerical solution
does not meet the first-order optimal conditions of this problem and its corresponding
Lagrangian multiplier computed by equation (14) is λ =−20.3926.
For problem 20, we obtain an extreme value −13/17 of the objective function
when λ ∗ =−4/17 and x∗ = (2/17, 8/17), according to the first-order necessary con-
ditions (8)-(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions
obtained by the Ptctr method and the SQP method are almost the same as its analyt-
ical optimal solution. However, the PM method fails to solve this problem since its
numerical solution does not meet the first-order optimal conditions of this problem
and its numerical optimal value is 3, which is far away from the analytical optimal
value −13/17.
For problem 21, we obtain an extreme value −1 of the objective function when
λ ∗ = 0 and (x∗1, x
∗
2, . . . , x
∗
1200) = (2.35×10−4, 9.41×10−4, . . . , 2.35×10−4, 9.41×
10−4), according to the first-order necessary conditions (8)-(9) of the Lagrange func-
tion L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained by the Ptctr method and
the SQP method are almost the same as its analytical optimal solution. However, the
PM method fails to solve this problem since its numerical solution does not meet the
first-order optimal conditions of this problem and its numerical optimal value is 3,
which is far away from the analytical optimal value −1.
For problem 22, we obtain an extreme value −3 of the objective function when
λ ∗ = (2/3, 2/3) and x∗ = (5/3, 1/3, 5/3, 1/3), according to the first-order neces-
sary conditions (8)-(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The solutions
obtained by the Ptctr method and the SQP method are almost the same as its analyt-
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ical optimal solution. The numerical solution obtained by the PM method is close to
the optimal optimal solution since it almost meets the Lagrangian optimal conditions
and the constraints of this problem and its numerical optimal value is −2.999994,
which is close to the analytical optimal value −3.
For problem 23, we obtain an extreme value 495 of the objective function when
λ ∗i = 2/3(i = 1, 2, . . . ,500) and (x∗1, x
∗
2, x
∗
3, x
∗
4, . . . , x
∗
999, x
∗
1000) = (5/3, 1/3, 5/3,
1/3, . . . , 5/3, 1/3), according to the first-order necessary conditions (8)-(9) of the
Lagrange function L(x, λ ) at (x∗, λ ∗). The solutions obtained by the Ptctr method
and the SQP method are almost the same as its analytical optimal solution. The nu-
merical solution obtained by the PM method is close to the optimal solution since
it almost meets the Lagrangian optimal conditions and the constraints of this prob-
lem. Its corresponding Lagrangian multipliers computed by equation (14) are λi =
0.6738(i = 1, 2, . . . , 500), which are close to the analytical Lagrangian multipliers
λ ∗i = 2/3(i = 1, 2, . . . ,500).
For problem 24, we obtain an extreme value −1113 of the objective function
when λ ∗ = −3 and (x∗1, x∗2, x∗3, x∗4, . . . , x∗999, x∗1000) = (1.5, 0.504, 1.5,−1.496, . . .,
1.5,−1.496), according to the first-order necessary conditions (8)-(9) of the La-
grange function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained by the Ptctr
method and the SQP method are almost the same as its analytical optimal solution.
However, the PM method fails to solve this problem since its numerical solution does
not meet the first-order optimal conditions of this problem and its corresponding La-
grangian multiplier computed by equation (14) is λ = 0, which is far away from the
analytical Lagrangian multiplier λ ∗ =−3.
For problem 25, we obtain an extreme value 7272.73 of the objective function
when λ ∗i =−80/11(i = 1, 2, . . . ,500) and (x∗1, x∗2, x∗3, x∗4, . . . , x∗999, x∗1000) = (40/11,
4/11, 40/11, 4/11, . . . , 40/11, 4/11), according to the first-order necessary condi-
tions (8)-(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions
obtained by the Ptctr method and the SQP method are almost the same as its analyt-
ical optimal solution. The numerical solution obtained by the PM method is close to
the optimal solution since it almost meets the Lagrangian optimal conditions and the
constraints of this problem. Its corresponding Lagrangian multipliers computed by
equation (14) are λi =−7.2829(i = 1, 2, . . . , 500), which are close to the analytical
Lagrangian multipliers λ ∗i =−80/11(i = 1, 2, . . . ,500). Its numerical optimal value
is 7272.88, which is close to the extreme value 7272.73 of this problem.
For problem 26, we obtain an extreme value 62.5 of the objective function when
λ ∗i =−1/4(i = 1, 2, . . . , 500) and (x∗1, x∗2, x∗3, x∗4, . . . , x∗999, x∗1000) = (1/4, 3/4, 1/4,
3/4, . . . , 1/4, 3/4), according to the first-order necessary conditions (8)-(9) of the
Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained by the Ptctr
method and the SQP method are almost the same as its analytical optimal solution.
However, the numerical solution obtained by the PM method is far away from the
analytical optimal solution of since its numerical optimal value is 75.7309 and its La-
grangian multipliers computed by equation (14) are λi =−0.3164(i= 1, 2, . . . ,500),
which are far away from the corresponding analytical values.
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For problem 27, we obtain an extreme value 1991 of the objective function when
λ ∗ = 1.332 and (x∗1, x
∗
2, x
∗
3, x
∗
4, . . . , x
∗
999, x
∗
1000) = (1.334,−0.3320, 1.3340,−0.3320,
. . . , 1.3340,−0.3320), according to the first-order necessary conditions (8)-(9) of
the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained by the
Ptctr method and the SQP method are almost the same as its analytical solution. The
numerical solution obtained by the PM method is close to the optimal solution since
its corresponding Lagrangian multiplier computed by equation (14) is λ = 1.3412
and its numerical optimal value is 1.9944×103, which are close to the corresponding
analytical values.
For problem 28, we obtain an extreme value 0.0291 of the objective function
when λ ∗ = −0.0145 and (x∗1, x∗2, x∗3, x∗4, . . . , x∗999, x∗1000) = (0.0073, 0.0007, 0.0073,
0.0007, . . . , 0.0073, 0.0007), according to the first-order necessary conditions (8)-
(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). However, the PM method fails to
solve this problem since its numerical solution does not meet the first-order optimal
conditions of this problem and its corresponding Lagrangian multiplier computed
by equation (14) is λ = −0.0699 which is far away from the analytical Lagrangian
multiplier λ ∗ =−0.0145.
For problem 29, we obtain an extreme value 714.6667 of the objective function
when (λ ∗1 , λ
∗
2 , . . . , λ
∗
799, λ
∗
800)= (−0.6933,−0.7200, . . . ,−0.6933,−0.7200) and (x∗1,
x∗2, x
∗
3, . . . , x
∗
1198, x
∗
1199, x
∗
1200)= (16/15, 1/3,−11/15, . . . , 16/15, 1/3,−11/15), ac-
cording to the first-order necessary conditions (8)-(9) of the Lagrange function L(x, λ )
at (x∗, λ ∗). The numerical solutions obtained by the Ptctr method, the SQP method
and the PM method are almost the same as the analytical optimal solution.
For problem 30, we obtain an extreme value 249 of the objective function when
λ ∗i =−1(i = 1, 2, . . . , 500) and (x∗1, x∗2, x∗3, x∗4, . . . , x∗999, x∗1000) = (0.5, 0.5, 0.5, 0.5,
. . . , 0.5, 0.5), according to the first-order necessary conditions (8)-(9) of the Lagrange
function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained by the Ptctr method,
the SQP method and the PM method are almost the same as the analytical optimal
solution.
For problem 31, we obtain an extreme value 116.6471 of the objective function
when λ ∗i = −4/17(i = 1, 2, . . . ,500), and (x∗1, x∗2, x∗3, x∗4, . . . , x∗999, x∗1000) = (2/17,
8/17, 2/17, 8/17, . . . , 2/17, 8/17,), according to the first-order necessary conditions
(8)-(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained
by the Ptctr method, the SQP method and the PM method are almost the same as the
analytical solution.
For problem 32, we obtain an extreme value 0 of the objective function when λ ∗=
(0, 0, 0, 0) and x∗ = (1, 1, 1, 1, 1), according to the first-order necessary conditions
(8)-(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The numerical solutions obtained
by the Ptctr method and the SQP method are almost the same as its analytical optimal
solution. The numerical solution obtained by the PM method is close to the analytical
optimal solution since it almost meets the Lagrangian optimal conditions and the
constraints of this problem. Its corresponding numerical optimal value is 8.7183×
10−5, which is close to the analytical optimal value.
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For problem 33, we obtain an extreme value 0.4906 of the objective function
when λ ∗ = (0,−0.8642) and x∗ = (3.2821,−0.7369, 0.1203), according to the first-
order necessary conditions (8)-(9) of the Lagrange function L(x, λ ) at (x∗, λ ∗). The
numerical solutions obtained by the Ptctr method and the SQP method are almost the
same as its analytical optimal solution. However, the PM method fails to solve this
problem since its numerical solution does not meet the first-order optimal conditions
of this problem. Its corresponding numerical optimal value is 2.250, which is far
away from the analytical optimal value 0.4906.
Table 1: Numerical results of test problems.
Problem Ptctr SQP PMStep Minimum value Step Minimum value Step Minimum value
Exam. 1 (n=2, m=1) 19 -16 1 -16.000000 6 -4.985403e+20 (failed)
Exam. 2 (n=2, m=1) 13 -4.000000 2 -4.000000 7 -3.995718 (close)
Exam. 3 (n=3, m=2) 12 1.786667 3 1.786667 11 1.786667
Exam. 4 (n=2, m=1) 15 9.750000 2 9.750000 7 -9.546092e+20 (failed)
Exam. 5 (n=3, m=1) 14 0.490590 10 0.490590 7 0.820073 (close)
Exam. 6 (n=2, m=1) 54 14.545455 2 14.545455 9 14.651522 (close)
Exam. 7 (n=2, m=1) 19 -0.500000 6 -0.500000 5 0 (failed)
Exam. 8 (n=3, m=1) 26 2.749567e-13 8 1.436607e-15 6 3.384735e-04 (close)
Exam. 9 (n=5, m=2) 32 1.427390e-13 9 1.582595e-13 11 1.885016e-07
Exam. 10 (n=5, m=2) 30 1.228917e-09 23 1.229479e-09 8 5.454806e-05 (close)
Exam. 11 (n=5, m=3) 20 3.795978e-14 14 2.096880e-14 14 6.496092e-10
Exam. 12 (n=5, m=3) 26 8.722907e-14 8 7.391046e-17 16 4.235849e-07 (close)
Exam. 13 (n=5, m=3) 40 5.326648 8 5.326648 15 5.326667
Exam. 14 (n=2, m=1) 15 0.125000 2 0.125000 5 0.166667 (failed)
Exam. 15 (n=3, m=2) 14 1.000000 2 1.000000 7 1.000000
Exam. 16 (n=2, m=1) 12 -0.500000 2 -0.500000 1 -0.500000
Exam. 17 (n=1200, m=1) 13 -0.999167 2 -0.999167 5 0 (failed)
Exam. 18 (n=1200, m=2) 13 0.004467 3 0.004467 9 0.004468 (close)
Exam. 19 (n=2, m=1) 13 64.000000 2 64.000000 8 70.431671 (failed)
Exam. 20 (n=2, m=1) 13 -0.764706 2 -0.764706 5 3 (failed)
Exam. 21 (n=1200, m=1) 12 -0.999673 4 -1.000000 5 3 (failed)
Exam. 22 (n=4, m=2) 12 -3.000000 2 -3.000000 7 -2.999994 (close)
Exam. 23 (n=1000, m=500) 12 595.000000 6 595.000000 7 597.495502 (close)
Exam. 24 (n=1000, m=1) 401 -1.337800e+03 10 -1.337800e+03 7 -1.754889e+20 (failed)
Exam. 25 (n=1000, m=500) 25 7.272727e+03 35 7.272727e+03 13 7.272878e+03 (close)
Exam. 26 (n=1000, m=500) 13 62.500000 3 62.500000 9 75.730900 (far away)
Exam. 27 (n=1000, m=1) 17 1.991002e+03 27 1.991002e+03 7 1.994435e+03 (close)
Exam. 28 (n=1000, m=1) 27 0.029091 10 0.029091 7 3.475510 (failed)
Exam. 29 (n=1200, m=800) 12 714.666667 5 714.666667 14 714.666660
Exam. 30 (n=1000, m=500) 12 249.000000 4 249.000000 14 249.000000
Exam. 31 (n=1000, m=500) 13 116.647059 4 116.647059 9 116.647058
Exam. 32 (n=5, m=4) 40 5.194004e-09 15 1.229479e-09 13 8.718263e-05 (close)
Exam. 33 (n=3, m=2) 14 0.490590 10 0.490590 5 2.250000 (failed)
4.2 The Visual-Inertial Navigation Localization Problems
In this subsection, in order to verify the effect of Algorithm 1, we apply it to the real-
world problem which arises from the visual-inertial navigation localization problem
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Table 2: The consumed CPU time of test examples.
Problem Ptctr SQP PMCPU Time (s) CPU Time (s) CPU Time (s)
Exam. 1 (n=2, m =1) 0.0064 0.0858 0.0728 (failed)
Exam. 2 (n=2, m=1) 0.0015 0.0055 0.0553
Exam. 3 (n=3, m=2) 0.0078 0.0208 0.1105
Exam. 4 (n=2, m=1) 0.0075 0.0208 0.0541 (failed)
Exam. 5 (n=3, m=1) 0.0084 0.0219 0.0835
Exam. 6 (n=2, m=1) 0.0146 0.0319 0.0894
Exam. 7 (n=2, m=1) 0.0063 0.0219 0.0565 (failed)
Exam. 8 (n=3, m=1) 0.0097 0.0332 0.0681
Exam. 9 (n=5, m=2) 0.0183 0.0216 0.1111
Exam. 10 (n=5, m=2) 0.0071 0.0250 0.1041
Exam. 11 (n=5, m=3) 0.0066 0.0235 0.1309
Exam. 12 (n=5, m=3) 0.0071 0.0213 0.1319
Exam. 13 (n=5, m=3) 0.0098 0.0208 0.1071
Exam. 14 (n=2, m=1) 0.0020 0.0040 0.0253 (failed)
Exam. 15 (n=3, m=2) 0.0013 0.0044 0.0755
Exam. 16 (n=2, m=1) 0.0022 0.0048 0.0104
Exam. 17 (n=1200, m=1) 0.2298 0.2089 2.0007 (failed)
Exam. 18 (n=1200, m=2) 0.3237 0.2808 7.9053
Exam. 19 (n=2, m=1) 0.0041 0.0051 0.0589 (failed)
Exam. 20 (n=2, m=1) 0.0020 0.0048 0.0348 (failed)
Exam. 21 (n=1200, m=1) 0.2292 0.1693 2.1724 (failed)
Exam. 22 (n=4, m=2) 0.0035 0.0057 0.0528
Exam. 23 (n=1000, m=500) 0.2519 0.4939 6.8391
Exam. 24 (n=1000, m=1) 6.4481 0.5605 2.1585 (failed)
Exam. 25 (n=1000, m=500) 1.0750 2.8710 13.9850
Exam. 26 (n=1000, m=500) 0.2680 0.3648 9.7386 (far away)
Exam. 27 (n=1000, m=1) 0.3094 1.5321 2.5366
Exam. 28 (n=1000, m=1) 0.6461 0.5646 4.0666 (failed)
Exam. 29 (n=1200, m=800) 0.4812 1.3524 58.2119
Exam. 30 (n=1000, m=500) 0.3080 0.4390 2.2230
Exam. 31 (n=1000, m=500) 0.3310 0.6010 0.3570
Exam. 32 (n=5, m=4) 0.0038 0.0106 0.1423
Exam. 33 (n=3, m=2) 0.0033 0.0057 0.0381 (failed)
Table 3: Comparisons of three algorithms.
Ptctr SQP PM
number of failed problems 0/33 0/33 12/33
number of the minimum iterations 0/33 22/33 11/33
number of the minimum consumed CPU time 28/33 5/33 0/33
when the unmanned aerial vehicle maintains the horizontal flight, and compare it with
the SQP method.
When an unmanned aerial vehicle flies at a speed of about 200 m/s and an altitude
of one kilometre, the positioning accuracy of the pure inertial navigation system is
ten kilometers per hour, which cannot meet the requirement of the positioning accu-
racy in less than one kilometers per hour. Therefore, we consider the visual-inertial
navigation localization method for this problem [12,30].
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For the visual part, we convert the world coordinate system of landmarks to the
camera coordinate system by the pinhole camera model ([24]). The pinhole model is
illustrated in Figure 1. There are two coordinate systems, which are depicted specif-
ically there. O represents the optical centre of the camera lens and fc refers to the
focal length of the camera. The X
′
-axis and Y ′ in the camera coordinate system are
parallel to the X-axis and the Y -axis in the world coordinate system, respectively. The
position of the k-th camera in the world coordinate system is denoted as (xk, yk, zk).
(xln, yln, zln) denotes the position of the n-th landmark in the world coordinate sys-
tem. The vertical distance between the n-th landmark and the camera position of the
k-th frame is denoted as hkn = zk−zln. ∆xkn, ∆ykn respectively represent the X- axis and
Y- axis coordinate differences between the n-th landmark and the k-th camera in the
world coordinate system. (xkpn, y
k
pn) represents the coordinate in the camera coordi-
nate system of the k-th frame, which is projected from the n-th landmark in the world
coordinate system. θ denotes the line-of-sight angle of the landmark relative to the
optical center of the camera.
 ln ln ln, ,x y zLandmark
k
nh
O
 ,k kpn pnx y
cf
ln
ky
ln
kx
O
Z
Y
X
 , ,k k kx y z

Fig. 1: The pinhole camera model.
Thus, combining the visual information provided by the camera and the dis-
tance information disthor obtained from Inertial Measurement Units (IMU) between
the k-th frame camera and the (k+ 1)-th frame camera, we obtain the position of
(xk+1, yk+1) of the (k+1)-th frame camera in the world coordinate system via solv-
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ing the following optimization problem:
min
(√
(xk+1− xk)2+(yk+1− yk)2−disthor
)2
(75)
subject to xln+
xkpn
fc
hkn = xk,
yln+
ykpn
fc
hkn = yk, (76)
xk+1− xln−
xk+1pn
fc
hkn =
∆hk+1k
fc
xk+1pn ,
yk+1− yln−
yk+1pn
fc
hkn =
∆hk+1k
fc
yk+1pn ,
where (xk+1, yk+1), (xk, yk) respectively represent the x-y axis coordinates of the
camera at the (k+ 1)-th frame and the k-th frame in the world coordinate system,
(xln, yln) represents the coordinate of the n-th landmark in the world coordinate sys-
tem, and (xkpn, y
k
pn), (x
k+1
pn , y
k+1
pn ) respectively represent the coordinates in the camera
coordinate system at the k-th frame and the (k+1)-th frame, which are projected from
the n-th landmark in the world coordinate system. In equation (76), ∆hk+1k is the al-
titude difference obtained by an altimeter between the k-th camera position and the
(k+1) camera position, and disthor means the horizontal Euclidean distance provided
by the IMU between the k-th camera position and the (k+1)-th camera position.
For the optimization problem of equations (75)-(76), (xk+1, yk+1), (xln, yln) and
∆hk+1k are unknown. Obviously, this is an underdetermined system if we only use a
landmark and we can not uniquely determine the position (xk+1, yk+1) of the camera
at the (k+1)-th frame. Therefore, we use two landmarks to determine the position of
the camera at the (k+1) frame, and reformulate the constraint (76) as the following
formula: 
0 0 1 0
xkp1
fc
0 0 0
0 0 0 1
ykp1
fc
0 0 0
1 0 −1 0 − x
k+1
p1
fc
0 0 0
0 1 0 −1 − y
k+1
p1
fc
0 0 0
0 0 0 0 0 1 0
xkp2
fc
0 0 0 0 0 0 1
ykp2
fc
1 0 0 0 0 −1 0 − x
k+1
p2
fc
0 1 0 0 0 0 −1 − y
k+1
p2
fc


xk+1
yk+1
xl1
yl1
hk1
xl2
yl2
hk2

=

xk
yk
∆hk+1k
fc
xk+1p1
∆hk+1k
fc
yk+1p1
xk
yk
∆hk+1k
fc
xk+1p2
∆hk+1k
fc
yk+1p2

, (77)
which is denote as the following simplified form:
Aks = bk, (78)
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where s = [xk+1, yk+1, xl1, yl1, hk1, xl2, yl2, h
k
2]
T . According to the simple computa-
tion, we know that the linear system (77) is singular when the altitude difference
∆hk+1k between the k-th frame and the (k+1)-th frame of the camera equals zero.
Due to the measurement error for the real-world problem, the linear system (77)
has the following general form:
Ak(ε)s = bk(ε), (79)
where Ak(ε) includes the visual measurement errors and the altimeter measurement
errors, bk(ε) is the constant vector with noise data. Thus, the visual-inertial naviga-
tion localization problem represented by equations (75)-(76) is reformulated as the
following linear equality-constrained optimization problem with noise data:
min
s∈ℜ8
fk(s) =
(√
(xk+1− xk)2+(yk+1− yk)2−disthor,ε
)2
(80)
subject to Ak(ε)s = bk(ε), (81)
where matrix Ak(ε) and vector bk(ε) are defined by equation (77).
After establishing the mathematical model of the visual-inertial navigation local-
ization problem, we perform the simulations of Algorithm 1 and the SQP method
for this problem when the unmanned aerial vehicle maintains the horizontal flight.
Through solving a series of the same optimization subproblem (80)-(81) with noise
data or without noise data, we obtain the error propagation of the unmanned aerial
vehicle flying for one hour.
According to the given condition from the industry, we assume that the unmanned
aerial vehicle flies horizontally for an hour at an altitude of 1200 meters with speed
235 meters per second, and we sample once every 0.5 second. We simulate three
simple trajectories with or without measurement errors via using the Ptctr method
and the SQP method. The first trajectory is represented as follows:
trj 1: (xk, yk, zk) = (0, 117.5k, 1200), k = 1, 2, . . . ,7200. (82)
The second trajectory is represented as follows:
trj 2: (xk, yk, zk) =
(
1
2
dk,
√
3
2
dk, 1200
)
, dk = 117.5k, k = 1, 2, . . . , 1800,
and (xk, yk, zk) =
(
1
2
d1800,
√
3
2
d1800+dk, 1200
)
, dk = 117.5k,
k = 1801, 1802, . . . , 7200. (83)
The third trajectory is represented as follows:
trj 3: (xk, yk, zk) =
(
1
2
dk,
√
3
2
dk, 1200
)
, dk = 117.5k, k = 1, 2, . . . , 7200. (84)
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Thus, based on the known trajectory, we set the coordinate (xln, yln, zln)k of the
n-th landmark observed by the k-th camera in the world coordinate system as follows:
(xln, yln, zln)k =
(
xk +
58.75n
N
, yk +
58.75n
N
,
40n
N
)
, n = 1, 2, . . . , N. (85)
According to the principle of pinhole imaging, from equations (76) and (85), we
generate the image coordinate
(
xkpn, y
k
pn
)
of the n-th landmark in the k-th camera
coordinate system as follows:
xkpn =
xk− xln
hkn
fc, ykpn =
yk− yln
hkn
fc, n = 1, 2, . . . ,N, (86)
where the camera focal length is set by fc = 24× 10−3 and the altitude difference
between the k-th camera and the n-th landmark in the world coordinate system is
computed by hkn = zk− zln.
When we perform the simulation, the altitude difference ∆hk+1k between the k-
th camera position and the (k+ 1) camera position can be computed by ∆hk+1k =
zk+1− zk. After we generate the simulation parameters, we simulate the horizontal
flight trajectory via solving the optimization subproblem (80)-(81) at every iteration.
Firstly, we simulate three trajectories defined by equations (80)-(81) without mea-
surement errors via using Algorithm 1 (the Ptctrleq method) and the SQP method.
The numerical results are put in Table 4 and Figure 2. Table 4 gives the consumed
CPU time of the the two algorithms for simulating three trajectories, respectively.
Figure 2 gives the error propagations of three trajectories simulated by the Ptctrleq
method and the SQP method, respectively. From Table 4 and Figure 2, we find that
the consumed CPU time of the SQP method is about tenfold consumed time of the
Ptctrleq method and the trajectories computed by the Ptctrleq method is more accu-
rate than the SQP method.
In order to verify the robust of Algorithm 1 (the Ptctrleq method), we simulate the
trajectory defined by equation (83) with measurement errors via using Algorithm 1
and the SQP method to solve the optimization subproblem (80)-(81) for the position
of each sampling frame camera. The numerical results are presented in Tables 5-7
and Figures 4-5. The first column of the table shows the maximum absolute values of
random errors. The last column of the table represents the final localization errors.
From Table 5 and Figure 3, we find that the Ptctrleq method and the SQP method
both work well for the problem when the error of the altitude ∆hk+1k is less than 1
meter. For the problem with the error of the inertial distance disthor, from Table 6 and
Figure 4, we know that the Ptctrleq method and the SQP method also work well for
this problem when the error of the inertial distance is less than 2.57 meters.
For the problem with the angular error of the image in equation (86), we construct
this test problem via replacing the image coordinate
(
xkpn, y
k
pn
)
of the n-th landmark
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(xln, yln, zln)k with
(
xkpn(ε), ykpn(ε)
)
in the k-th camera coordinate system as follows:
θ kxn = arctan
(
xk− xln
hkn
)
, θ kyn = arctan
(
yk− yln
hkn
)
,
θ kxn(ε) = θ
k
xn+ εθ , θ
k
yn(ε) = θ
k
yn+ εθ ,
xkpn(ε) = fc tan
(
θ kxn(ε)
)
, ykpn(ε) = fc tan
(
θ kyn(ε)
)
, n = 1, 2, . . . ,N, (87)
where the camera focal length is set by fc = 24× 10−3 and the altitude difference
between the k-th camera and the n-th landmark in the world coordinate system is
computed by hkn = zk− zln. From Table 7 and Figure 5, we find that the Ptctr method
(Algorithm 1) works well and controls the error propagations when the angle error
is less than 0.20◦. However, the error of the SQP method expands towards the large
number for the problem with small angular error. The reason is that the angular error
results in the inconsistent system of constraints (77) such that the SQP method fails
to solve the optimization subproblem (80)-(81).
Table 4: The visual-inertial positioning
problems without measurement errors.
Trajectories Ptctr SQPCPU Time (s) CPU Time (s)
trj 1 7.6380 83.9270
trj 2 7.3790 85.8320
trj 3 8.5530 100.8450
Table 5: The visual-inertial positioning problems with altitude errors (trajectory 2).
Altitude Errors (m)
Algorithms Distance Errors Distance Errors
of Ptctr (m) of SQP (m)
0 0.009019 2.278448e+01
0.01 0.001860 2.278893e+01
0.05 0.033618 2.282251e+01
0.10 0.14569 2.291174e+01
0.15 0.266340 2.304738e+01
0.30 0.984508 2.377277e+01
0.50 2.876092 2.549825e+01
0.70 5.096895 2.788418e+01
0.90 8.601992 3.125858e+01
1.00 1.044214e+01 3.331408e+01
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Fig. 2: The visual-inertial positioning
problems without measurement errors.
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(a) trajectory 2, altitude error = 0.10 m
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(b) trajectory 2, altitude error = 0.50 m
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(c) trajectory 2, altitude error = 1.00 m
Fig. 3: The visual-inertial positioning
problems with altitude errors.
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(a) trajectory 2, distance error = 0.10 m
0 500 1000 1500 2000 2500 3000 3500 4000
Time/s
0
10
20
30
40
50
60
70
80
90
100
E
rr
or
 O
f P
os
iti
on
/m
Ptctr
SQP
(b) trajectory 2, distance error = 1.00 m
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(c) trajectory 2, distance error = 2.57 m
Fig. 4: The visual-inertial positioning
problems with inertial distance errors.
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(a) trajectory 2, angular error = 0.05◦
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(b) trajectory 2, angular error = 0.15◦
0 500 1000 1500 2000 2500 3000 3500 4000
Time/s
0
20
40
60
80
100
120
140
160
180
E
rr
or
 O
f P
os
iti
on
/m
Ptctr
(c) trajectory 2, angular error = 0.20◦
Fig. 5: The visual-inertial positioning
problems with angular errors.
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Table 6: The visual-inertial positioning problems with distance errors (trajectory 2).
Distance Errors (m)
Algorithms Distance Errors Distance Errors
of Ptctr (m) of SQP (m)
0 8.266471e-03 1.668690e+01
0.01 9.718955e-03 1.701583e+01
0.05 1.429094 1.684346e+01
0.10 2.048895 1.745133e+01
0.15 4.081701 1.603320e+01
0.20 8.852542 1.612593e+01
0.40 1.330393e+01 2.232266e+01
0.80 1.442087e+01 2.117635e+01
1.00 1.424653e+01 3.448034e+01
1.50 2.945331e+01 3.926228e+01
2.00 5.937351e+01 7.212487e+01
2.57 6.138542e+01 6.991543e+01
Table 7: The visual-inertial positioning problems with angular errors (trajectory 2).
Angular Errors (◦)
Algorithms Distance Errors Distance Errors
of Ptctr (m) of SQP (m)
0 1.056325e-2 1.424290e+01
0.01 2.486439 8.494820e+05
0.02 8.933619 8.494820e+05
0.05 9.455970 8.494820e+05
0.07 4.164865e+01 8.494820e+05
0.10 5.300763e+01 8.494820e+05
0.12 4.286057e+01 8.494820e+05
0.15 7.632340e+01 8.494820e+05
0.18 1.206247e+02 8.494820e+05
0.20 1.792488e+02 8.494820e+05
5 Conclusion and Future Work
In this paper, we give a continuation method with the trust-region time-stepping
scheme (the Ptctr method, Algorithm 1) for linear equality constrained optimiza-
tion problems. Comparing with the SQP method and the penalty method, the Ptctr
method is performed more fast and robustly for the optimization problems with more
constraints. Furthermore, we apply it to solve the real-world optimization problem
which arises from the visual-inertial navigation localization of the unmanned aerial
vehicle maintaining the horizontal flight. The numerical simulations show that the
Ptctr method and the SQP method both work well for this problem without mea-
surement errors, and the consumed time is saved from 90 seconds about for the SQP
method to 8 seconds about for the Ptctr method from Table 4. For the problem with
the light-of-sight angular errors, the Ptctr method works well, and the SQP method
fails to solve it since the SQP method can not handle well the problem with the in-
consistent system of constraints. According to the promising numerical results of the
Ptctr method, it can be used as the workhorse to solve the linearly constrained opti-
mization with noise data, and we will extend it to the general random optimization
problems in the future.
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A Test Problems
Example 1.
min
x∈ℜ2
f (x) =−x1x2
subject to x1 +4x2 = 16.
This problem comes from [41]. We assume that the infeasible initial point is (9, 3).
Example 2.
min
x∈ℜ2
f (x) = (x1−2)2 +2(x2−1)2−5
subject to x1 +4x2 = 3.
We assume that the feasible initial point is (−1, 1).
Example 3.
min
x∈ℜ3
f (x) = x21 + x
2
2 + x
2
3
subject to x1 +2x2 + x3 = 1,
2x1− x2−3x3 = 4.
This problem comes from [35]. We assume that the infeasible initial point is (1, 0.5,−1).
Example 4.
min
x∈ℜ2
f (x) = x21 +3x2
subject to x1 + x2 = 4.
This problem comes from [7]. We assume that the feasible initial point is (2, 2).
Example 5.
min
x∈ℜ3
f (x) = x21 + x
2
1 x
2
3 +2x1 x2 + x
4
2 +8x2
subject to 2x1 +5x2 + x3 = 3.
This problem comes from [9]. We assume that the feasible initial point is (1.5, 0, 0).
Example 6.
min
x∈ℜ2
f (x) = x21 +10x
2
2
subject to x1 + x2 = 4. (88)
This problem comes from [34]. We assume that the feasible initial point is (2, 2).
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Example 7.
min
x∈ℜ2
f (x) = sin
(
pi
x1
2
)
cos
(
pi
x2
16
)
subject to 4x1−3x2 = 0.
This problem comes from W. Hock and K. Schittkowski (p.32, [23]). We assume that the feasible initial
point is (0, 0).
Example 8.
min
x∈ℜ3
f (x) = (x1 + x2)
2 +(x2 + x3)
2
subject to x1 +2x2 +3x3 = 1.
This problem comes from W. Hock and K. Schittkowski (p.51, [23]). We assume that the feasible initial
point is (−4, 1, 1) which is feasible.
Example 9.
min
x∈ℜ5
f (x) = (x1−1)2 +(x2− x3)2 +(x4− x5)2
subject to x1 + x2 + x3 + x4 + x5 = 5,
x3−2(x4 + x5) =−3.
This problem comes from W. Hock and K. Schittkowski (p.71, [23]). We assume that the feasible initial
point is (3, 5,−3, 2,−2).
Example 10.
min
x∈ℜ5
f (x) = (x1− x2)2 +(x3−1)2 +(x4−1)4 +(x5−1)6
subject to x1 + x2 + x3 +4x4 = 7,
x3 +5x5 = 6.
This problem comes from W. Hock and K. Schittkowski (p.72, [23]). We assume that the feasible initial
point is (10, 7, 2,−3, 0.8).
Example 11.
min
x∈Re5
f (x) = (x1− x2)2 +(x2− x3)2 +(x3− x4)4 +(x4− x5)2
subject to x1 +2x2 +3x3 = 6,
x2 +2x3 +3x4 = 6,
x3 +2x4 +3x5 = 6.
This problem comes from W. Hock and K. Schittkowski (p.73, [23]). We assume that the feasible initial
point is (35,−31, 11, 5,−5).
Example 12.
min
x∈ℜ5
f (x) = (x1− x2)2 +(x2 + x3−2)2 +(x4−1)2 +(x5−1)2
subject to x1 +3x2 = 4,
x3 + x4−2x5 = 0,
x2− x5 = 0.
This problem comes from W. Hock and K. Schittkowski (p.74, [23]). We assume the feasible initial point
is (2.5, 0.5, 2,−1, 0.5).
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Example 13.
min
x∈ℜ5
f (x) = (4x1− x2)2 +(x2 + x3−2)2 +(x4−1)2 +(x5−1)2
subject to x1 +3x2 = 0,
x3 + x4−2x5 = 0,
x2− x5 = 0.
This problem comes from W. Hock and K. Schittkowski (p.75, [23]). We assume that the feasible initial
point is (2, 2, 2, 2, 2).
Example 14.
min
x∈ℜ2
f (x) =
1
2
(
x21 +
1
3
x22
)
subject to x1 + x2 = 1.
This problem comes from D. P. Bertsekas (p.121, [4]). We assume that the feasible initial point is (0.5, 0.5).
Example 15.
min
x∈ℜ3
f (x) =
1
2
(
(x2 + x3)
2 +(x1 + x3)
2 +(x1 + x2)
2
)
subject to x1 + x2 +2x3 = 2,
x1− x2 = 0.
This problem comes from D. P. Bertsekas (p.130, [4]). We assume that the feasible initial point is (1, 1, 0).
Example 16.
min
x∈ℜ2
f (x) = x21 + x
2
2−1
subject to x1 + x2 = 1.
This problem comes from [31]. We assume that the infeasible initial point is (1, 1).
Example 17.
min
x∈ℜn
f (x) = x21 + x
2
2 + · · ·+ x2n−1, n = 1200,
subject to x1 + x2 + · · ·+ xn = 1.
This problem is obtained from Example 16 after its dimension n is expanded to 1200, i.e. n= 1200, m= 1.
We assume that the feasible initial point is (1, 0, . . . , 0).
Example 18.
min
x∈ℜn
f (x) = x21 + x
2
2 + · · ·+ x2n, n = 1200,
subject to x1 +2x2 + x3 + · · ·+ xn−2 +2xn−1 + xn = 1,
2x1− x2−3x3 + · · ·+2xn−2− xn−1−3xn = 4.
This problem is obtained from Example 3 after its dimension is expanded to 1200, i.e. n = 1200, m = 2.
We assume that the infeasible initial point is (2, 0, . . . , 0).
Example 19.
min
x∈ℜ2
f (x) = x21 +2x1 x2 +4x
2
2
subject to x1 + x2 = 8.
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We assume that the feasible initial point is (4, 4).
Example 20.
min
x∈ℜ2
f (x) = x21 + x
2
2−1
subject to x1 +4x2 = 2.
We assume that the feasible initial point is (2, 0).
Example 21.
min
x∈ℜn
f (x) = x21 + x
2
2 + · · ·+ x2n−1, n = 1200,
subject to x1 +4x2 + · · ·+ xn−1 +4xn = 2.
This problem is derived from Example 20 after its dimension is expanded to 1200, i.e. n = 1200, m = 1.
We assume that the feasible initial point is (2, 0, . . . , 0).
Example 22.
min
x∈ℜ4
f (x) = (x1−2)2 +2(x2−1)2 +(x3−2)2 +2(x4−1)2−5
subject to x1 +4x2 = 3,
x3 +4x4 = 3.
We assume that the feasible initial point is (−1, 1,−1, 1).
Example 23.
min
x∈ℜn
f (x) = (x1−2)2 +2(x2−1)2 + · · ·+(xn−1−2)2 +2(xn−1)2−5, n = 1000, m = 500,
subject to x1 +4x2 = 3,
...
xn−1 +4xn = 3.
This problem is derived from Example 2 after its dimensions are expanded to n = 1000, m = 500. We
assume that the feasible initial point is (−1, 1,−1, 1, . . . ,−1, 1).
Example 24.
min
x∈ℜn
f (x) = x21 +3x2 + · · ·+ x2n−1 +3xn, n = 1000
subject to x1 + x2 + · · ·+ xn−1 + xn = 4.
This problem is derived from Example 4 after its dimension is expanded to 1000, i.e. n= 1000, m= 1. We
assume that the feasible initial point is (2, 2, . . . , 0, 0).
Example 25.
min
x∈ℜn
f (x) = x21 +10x
2
2 + · · ·+ x2n−1 +10x2n, n = 1000, m = 500
subject to x1 + x2 = 4,
...
xn−1 + xn = 4.
This problem is derived from Example 6 after its dimensions are expanded to n = 1000, m = 500. We
assume that the feasible initial point is (2, 2, . . . , 2, 2).
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Example 26.
min
x∈ℜn
f (x) =
1
2
(
x21 +
1
3
x22 + · · ·+ x2n−1 +
1
3
x2n
)
, n = 1000, m = 500
subject to x1 + x2 = 1,
...
xn−1 + xn = 1.
This problem is derived from Example 14 after its dimensions are expanded to n = 1000, m = 500. We
assume that the feasible initial point is (2, 2, . . . , 2, 2).
Example 27.
min
x∈ℜn
f (x) = (x1−2)2 +2(x2−1)2 + · · ·+(xn−1−2)2 +2(xn−1)2−5, n = 1000
subject to x1 +4x2 + · · ·+ xn−1 +4xn = 3.
This problem is derived from Example 2 after its dimension is expanded to 1000, i.e. n= 1000, m= 1. We
assume that the feasible initial point is (−1, 1, 0, 0, . . . , 0, 0).
Example 28.
min
x∈ℜn
f (x) = x21 +10x
2
2 + · · ·+ x2n−1 +10x2n, n = 1000
subject to x1 + x2 + · · ·xn−1 + xn = 4.
This problem is derived from Example 6 after its dimension is expanded to 1000, i.e. n= 1000, m= 1. We
assume that the feasible initial point is (2, 2, 0, 0, . . . , 0, 0).
Example 29.
min
x∈ℜn
f (x) = x21 + x
2
2 + x
2
3 + · · ·+ x2n−2 + x2n−1 + x2n, n = 1200, m = 800
subject to x1 +2x2 + x3 = 1,
2x1− x2−3x3 = 4,
... (89)
xn−2 +2xn−1 + xn = 1,
2xn−2− xn−1−3xn = 4.
This problem is derived from Example 3 after its dimensions are expanded to n = 1200, m = 800. We
assume that the infeasible initial point is (1, 0.5,−1, . . . , 1, 0.5,−1).
Example 30.
min
x∈ℜn
f (x) = x21 + x
2
2 + · · ·+ x2n−1 + x2n−1, n = 1000, m = 500
subject to x1 + x2 = 1,
...
xn−1 + xn = 1.
This problem is derived from Example 16 after its dimensions are expanded to n = 1000, m = 500. We
assume that the infeasible initial point is (1, 1, . . . , 1, 1).
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Example 31.
min
x∈ℜn
f (x) = x21 + x
2
2 + x
2
n−1 + x
2
n−1, n = 1000, m = 500
subject to x1 +4x2 = 2,
...
xn−1 +4xn = 2.
This problem is derived from Example 20 after its dimensions are expanded to n = 1000, m = 500. We
assume that the infeasible initial point is (2, 0, . . . , 2, 0).
Example 32.
min
x∈ℜ5
f (x) = (x1− x2)2 +(x3−1)2 +(x4−1)4 +(x5−1)6 ,
subject to x1 + x2 + x3 +4x4 = 7,
2x1 +2x2 +2x3 +8x4 = 14,
x3 +5x5 = 6,
3x3 +15x5 = 18.
This problem is derived from Example 10 by adding the linearly dependent constraints. We assume that
the feasible initial point is (10, 7, 2,−3, 0.8).
Example 33.
min
x∈ℜ3
f (x) = x21 + x
2
1x
2
3 +2x1x2 + x
4
2 +8x2
subject to 2x1 +5x2 + x3 = 3,
6x1 +15x2 +3x3 = 9.
This problem is derived from Example 5 by adding a linearly dependent constraint. We assume that the
feasible initial point is (1.5, 0, 0).
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