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Ranking the nodes’ ability of spreading in networks is crucial for designing eﬃcient strategies to hinder
spreading in the case of diseases or accelerate spreading in the case of information dissemination. In the
well-known k-shell method, nodes are ranked only according to the links between the remaining nodes
(residual links) while the links connecting to the removed nodes (exhausted links) are entirely ignored.
In this Letter, we propose a mixed degree decomposition (MDD) procedure in which both the residual
degree and the exhausted degree are considered. By simulating the epidemic spreading process on real
networks, we show that the MDD method can outperform the k-shell and degree methods in ranking
spreaders.
1. Introduction
Spreading processes are important in various ﬁelds including
physics, chemistry, medical science, biology and sociology [1]. For
example, reaction diffusion processes [2], pandemics [3], cascad-
ing failures in electric power grids [4,5] and information dissem-
ination [6] can be naturally addressed within the framework of
spreading process. In particular, spreading in complex networks
has been intensively studied in the past decade. Many studies have
revealed that the spreading process is strongly inﬂuenced by the
network topologies [7–10]. With the understanding of spreading
pathways on networks, many methods have been developed to
manipulate the network structure to control the spreading thresh-
old [11,12]. Moreover, in order to avoid the wide propagation of
the disease, various eﬃcient immunization strategies were also
proposed [13,14].
Though lots of former works are dedicated to understand and
control the spreading process in a macroscopic sense, recently
more and more attention has been given to microscopically study
the spreading ability for each node, i.e., how many nodes will ﬁ-
nally be covered when the spreading originates from this sin-
gle node [15–17]. For example, the knowledge of node spreading
ability is crucial for developing eﬃcient methods to either de-
celerate spreading in the case of diseases, or speed up spread-
ing in the case of information ﬂow. Moreover, it can be helpful
for identifying the initial spreader of certain disease or informa-
tion [18].
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There are many classic topology metrics which can be natu-
rally used to rank spreaders, such as degree, betweenness [19],
closeness [20], clustering coeﬃcient [21], Katz centrality [22] and
so on. Although the most connected nodes (hubs) and the nodes
with high betweenness centrality are commonly believed to be the
most inﬂuential spreaders in networks, the k-shell (also called k-
core) method was found to perform better in identifying the best
individual spreaders [15,23]. The k-shell method starts by remov-
ing all nodes with one connection only (with their links), until no
more of such nodes remain, and assign them to the 1-shell. For
each remaining node, the number of links connecting to the other
remaining nodes is called its residual degree and the number of
links connecting to the removed nodes is called its exhausted de-
gree. After assigning the 1-shell, all nodes with residual degree
2 are recursively removed and the 2-shell is created. This pro-
cedure continues as the residual degree increases until all nodes
in the networks have been assigned to one of the shells. The
nodes with high k-shell value tend to locate in the center of the
network and the spreading starting from each of these nodes is
likely to cover a large part of the network. Actually, the k-shell
method was originally introduced in [24] to address issues of social
network research. Subsequently, it was used to analyze internet
graphs [25], transportation [26], biological systems [27], economic
systems [28] and network robustness [29]. The method has also
be extended to weighted networks [30]. Moreover, a similar idea
has also been applied to assign direction to the link of undirected
networks and signiﬁcant improvement in synchronizability can be
achieved [31,32].
When the k-shell method is used to decompose networks, only
the links between the remaining nodes are considered while the
links connecting to the removed nodes are completely ignored. In
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order to have the same spreading ability, the nodes within the
same shell should have the same exhausted degree or at least
have homogeneous exhausted degree distribution. However, the
exhausted degree of the nodes in real networks indeed has very
heterogenous distribution. Given the same residual degree, even
though the nodes with large exhausted degree perform much bet-
ter than the other nodes in spreading, the k-shell method gives
them the same rank. Consequently, ignoring the exhausted degree
will lead to some problems in k-shell method. For example, the
k-shell method assigns every node to the same shell in the tree
network [34] and Barabasi–Albert network [35].
In this Letter, we propose a mixed degree decomposition (MDD)
procedure combining both the residual degree and the exhausted
degree. The new method can effectively remove the degeneracy
of the k-shell method. We remark that there are many different
kinds of spreading processes on networks such as epidemic, in-
formation, rumor spreading and so on [1]. According to a recent
study [33], though the k-shell method is effective in identifying
the most inﬂuential spreader for disease, it may not be a good
predictor for the spreading ability of nodes when the information
or rumor propagation is considered. In this Letter, we focus on
the epidemic spreading process as Ref. [15] and employ the well-
known SIR model in our simulation [1]. By simulating the epidemic
process on 15 real networks, we show that the MDD performs
more accurately than the k-shell and the degree-based methods in
ranking the spreading ability of nodes. Finally, we discuss in detail
the ranking of hub nodes in the different methods.
2. Mixed degree decomposition method
The k-shell method is a dynamical network decomposition pro-
cedure in which the residual degree of nodes is updated in each
step while all the information of the removed nodes is dropped.
In the Mixed Degree Decomposition (MDD) method, not only the
residual degree but also the exhausted degree of the nodes are
recorded, and the decomposition is based on both of them. For a
node i, we denote the residual degree (number of links connect-
ing to the remaining nodes) and the exhausted degree (number of
links connecting to the removed nodes) as k(r)i and k
(e)
i , respec-
tively. In each step of the MDD procedure, the nodes are removed
according the mixed degree
k(m) = k(r) + λ ∗ k(e)i , (1)
where λ is a tunable parameter between 0 and 1. The detailed
decomposition is done with the following procedure:
1. Initially, k(m) of each node is equal to k(r) since there is no
removed node in the network.
2. Remove all the nodes with the smallest k(m) (denoted as M)
and assign them to the M-shell.
3. Update k(m) of all the remaining nodes by k(m) = k(r) + λ ∗ k(e)i .
Then, remove all the nodes with k(m) smaller than or equal to
M and assign them to the M-shell too. This step is recursively
carried on until k(m) of all remaining nodes are larger than M .
4. Repeat step 2 and 3 as M value increases until all nodes in
the network have been assigned to one of the shells.
When λ = 0, the MDD method coincides with the k-shell
method in Refs. [15,23]. When λ = 1, the MDD method is equiv-
alent to the degree centrality method. Different from the original
k-shell method, note that the shell values in MDD method are no
longer integer since k(m) can be decimal when λ is between 0
and 1. To better illustrate the procedure of MDD, a simple exam-
ple is shown in Fig. 1 in which parameter λ for the MDD method
is set as 0.7.
Fig. 1. (Color online.) A simple example to illustrate the procedure of the Mixed
Degree Decomposition (MDD). The nodes represented with dashed line are the re-
moved nodes at the current step and the links with dashed line are the exhausted
links. Here, the parameter λ in MDD is set as 0.7. Note that k(m) of each remaining
node has to be updated in each step.
3. Result on real networks
To validate the effectiveness of the MDD method, we then ap-
ply it to 15 real networks which are from social and nonsocial
systems. Social networks are: Dolphins (friendship) [36], Jazz (mu-
sical collaboration) [37], Netsci (collaboration network of network
scientists) [38], Email (communication) [39], HEP (collaboration
network of high-energy physicists) [40], PGP (an encrypted com-
munication network) [41], Astro Phys (collaboration network of
astrophysics scientists ) [40], Cond Matt (collaboration network of
condensed matter scientists) [40]. Nonsocial networks are: Word
(adjacency relation in English text) [38], E. coli (metabolic) [42],
C. elegans (neural) [43], TAP (yeast protein–protein binding net-
work generated by tandem aﬃnity puriﬁcation experiments) [44],
Y2H (yeast protein–protein binding network generated using yeast
two hybridization) [45], Power (connections between power sta-
tions) [46], Internet (router level) [47]. To better illustrate the
performance of the MDD method, we select four relatively large
networks (email, PGP, Astro Phys and Cond Matt) as representative
examples. The results of the other networks are detailedly reported
in Table 1.
We begin our analysis by investigating the distribution of the
exhausted degree in real networks. We ﬁrst use the k-shell method
to decompose the above-mentioned four networks. The nodes
within the same shell are selected, and their exhausted degree can
be easily calculated as the number of links from each of them
to the nodes with lower shells. The exhausted degree distribu-
tion of those nodes with the same shell are shown in Fig. 2. As
expected, in all of the four real networks, the exhausted degree
distribution shows a long tail, which indicates the distribution is
inhomogeneous. If a virus originates from a node with large ex-
hausted degree, not only it has the same possibility as the other
nodes in the same shell to infect the nodes in the higher shells,
but also it has a bigger branch of nodes in the lower shells to in-
fect, so that this virus will end up covering much more nodes at
the end. Therefore, the information of the exhausted degree cannot
be overlooked when ranking nodes.
In Fig. 3, we show the frequency of the appearance of differ-
ent ranks in k-shell method, degree centrality method and MDD
method. Obviously, the k-shell only has limited number of ranks
and the number of nodes in each rank is quite high, which im-
plies that node differences are not well distinguished in the k-shell
method. By using the degree centrality to rank the nodes, larger
number of ranks will be obtained. In the MDD method, the degen-
eracy is further removed and nodes are in more detailed ranked
than the previous two methods. Speciﬁcally, we obtained 203












Structural properties and ranking results of the different real networks. Structural properties include network size (N), edge number (E), degree heterogeneity (H = 〈k2〉/〈k〉2),
degree assortativity (r), clustering coeﬃcient (〈C〉) and average shortest path length (〈d〉). For the ranking results, all nodes are considered when calculating 〈τ 〉. In 〈τ˜ 〉, only
N · L nodes with the largest degree in the networks are taken into account (here, L = 10%).
Network N E H r 〈C〉 〈d〉 〈τ 〉ks 〈τ 〉k 〈τ 〉∗MDD 〈τ˜ 〉ks 〈τ˜ 〉k 〈τ˜ 〉∗MDD
Dolphins 62 159 1.327 −0.044 0.259 3.357 0.555 0.742 0.754 0.000 0.533 0.543
Word 112 425 1.815 −0.129 0.173 2.536 0.655 0.750 0.760 0.000 0.720 0.720
Jazz 198 2742 1.395 0.020 0.618 2.235 0.709 0.817 0.835 0.316 0.471 0.499
E. coli 230 695 2.365 −0.015 0.224 3.784 0.665 0.689 0.708 0.330 0.488 0.595
C. elegans 297 2148 1.801 −0.163 0.292 2.455 0.638 0.717 0.745 0.000 0.600 0.707
Netsci 379 914 1.663 −0.082 0.741 6.042 0.547 0.655 0.665 0.245 0.551 0.618
Email 1133 5451 1.942 0.078 0.220 3.606 0.733 0.750 0.773 0.295 0.532 0.623
TAP 1373 6833 1.644 0.579 0.529 5.224 0.673 0.723 0.742 0.454 0.546 0.598
Y2H 1458 1948 2.667 −0.210 0.071 6.812 0.428 0.553 0.563 0.146 0.638 0.686
Power 4941 6594 1.450 0.004 0.080 18.989 0.374 0.613 0.623 0.133 0.474 0.530
HEP 5835 13815 1.926 0.185 0.506 7.026 0.586 0.652 0.667 0.433 0.545 0.663
PGP 10680 24316 4.147 0.238 0.266 7.463 0.465 0.515 0.525 0.521 0.494 0.608
Astro Phys 14845 119652 2.820 0.228 0.670 4.847 0.697 0.690 0.714 0.324 0.479 0.564
Internet 22963 48436 61.978 −0.198 0.230 3.850 0.400 0.382 0.401 0.643 0.381 0.677
Cond Matt 36458 171736 2.960 0.177 0.657 5.476 0.611 0.602 0.634 0.654 0.445 0.735
Fig. 2. (Color online.) The distribution of the exhausted degree in real networks. The
networks are: (a) Email, (b) PGP, (c) Astro Phys and (d) Cond Matt.
Astro Phys network, 1323 ranks in Cond Matt network. As we can
see from Fig. 3, the number of ranks can be even ten times larger
than the degree method. More importantly, the number of nodes
in each high rank is almost 1 which suggests that these nodes are
well separated. We also check the performance of MDD method
on the tree network and BA model in which k-shell method is not
valid, we ﬁnd that the MDD can effectively detect the difference
between nodes in these networks.
The ranking generated by k-shell, degree and MDD methods are
all obtained by analyzing network topology. In principle, an effec-
tive topology-based ranking should be as close as possible to the
ranking by the real spreading coverage. In this Letter, we employ
the SIR model [1] to simulate the spreading process on networks.
The number of nodes that are ﬁnally infected when the infection
starts from a given node i is denoted as its spreading ability spi
where p is the infection rate in the SIR model. For all the meth-
ods mentioned above, we generate the ﬁnal ranking of nodes. We
then use the Kendall’s tau rank correlation coeﬃcient (τ ) [48] to
estimate how a certain topology-based ranking is correlated to the
ranking by the true spreading ability s of the nodes.
The Kendall’s tau coeﬃcient considers a set of observations of
the joint variables X and Y (in our case, X can be ranking results
and Y can be the spreading results of all nodes). Any pair of obser-
vations (xi , yi) and (x j , y j) are said to be concordant if the ranks
for both elements agree: that is, if both xi > x j and yi > y j or if
Fig. 3. (Color online.) The frequency of appearance of different ranks in k-shell
method, degree centrality method and MDD method (λ = 0.7). The networks are:
(a) Email, (b) PGP, (c) Astro Phys and (d) Cond Matt.
both xi < x j and yi < y j . They are said to be discordant, if xi > x j
and yi < y j or if xi < x j and yi > y j . If xi = x j or yi = y j , the pair
is neither concordant nor discordant. Denoting n1 as the number
of concordant pairs, n2 as the number of discordant pairs, and n
as the number of nodes in the network, the Kendall tau coeﬃcient
is deﬁned as:
τ = n1− n2
0.5n(n − 1) . (2)
In the most ideal case where τ = 1, for each two nodes i and
j, if i is ranked before j by the topology-based method, i will have
stronger spreading ability than j. In Fig. 4, we show the value of
τ of the k-shell, degree centrality and MDD methods under differ-
ent p. In this Letter, we use relatively small values for p, namely
p ∈ (0,0.1], so that the infected percentage of the nodes is not so
large. When p = 0.1, the average percentage of infected nodes is
0.11 in Email network, 0.0059 in PGP network, 0.18 in Astro Phys
network, 0.074 in Cond Matt network. In the case of large p val-
ues, where spreading can cover almost all the network, the role
of individual nodes is no longer important since the ﬁnal coverage
of virus is independent of where it originated from. Interestingly,
though the k-shell method is claimed to be able to identify the











Fig. 4. (Color online.) The value of τ of the k-shell, degree centrality and MDD meth-
ods (λ = 0.7) under different infection rate p in the SIR model. The networks are:
(a) Email, (b) PGP, (c) Astro Phys and (d) Cond Matt. The results are averaged over
100 independent realizations.
Fig. 5. (Color online.) The value of τ ′ under different parameter λ and p. The net-
works are: (a) Email, (b) PGP, (c) Astro Phys and (d) Cond Matt. The black lines
mark the optimal λ∗ under different p. The results are averaged over 100 indepen-
dent realizations.
that of the degree centrality method. We again set λ = 0.7 in the
MDD as an example and show its τ value in Fig. 4. As we can see,
for this value of λ, the MDD method can have a slightly higher
τ than the other two methods in Fig. 4(a), (b) and (c). However,
the τ value of the MDD method in Fig. 4(d) is lower than that of
k-shell method. These results indicate that different real systems
may ask for a different λ for the MDD method to achieve its best
ranking of the spreaders, which we will discuss more detailedly in
Fig. 5.
In order to systematically study how the parameter λ affects
the performance of the MDD method, we study the performance
of MDD method from λ = 0 to λ = 1. In order to see more clearly
the advantage of the MDD method, we calculate the ratio of τMDD
and τks as τ ′ = τMDD/τks. In Fig. 5, we show the dependence of
τ ′ on the infection rate p and the MDD parameter λ. One can
immediately notice that τ ′ can be larger than 1 in different p,
which indicates that the MDD method can constantly improve k-
shell method under different infection rate. However, there is also
some region where τ ′ < 1 (i.e. τMDD is smaller than τks). It indi-
Fig. 6. (Color online.) The value of 〈τ˜ 〉 of the MDD methods under different param-
eter λ. L denotes the percentage of nodes with the largest degree considered when
calculating 〈τ˜ 〉. The networks are: (a) Email, (b) PGP, (c) Astro Phys and (d) Cond
Matt. The results are averaged over 100 independent realizations.
cates that the performance of MDD method depends a lot on the
parameter λ. Actually, given a certain p, there is always an opti-
mal parameter λ∗ which can achieve the highest τ ′ . The change of
the optimal λ∗ with p is marked by the black curves in Fig. 5. As
we can see, λ∗ decreases with p. When p is small, relatively large
λ works better. Under this situation, the virus only spread a few
steps and the local structure property (degree information) mainly
determines the spreading ability of nodes. On the other hand, with
a large p the virus can cover more nodes, hence the global prop-
erty (information from the decomposition) plays a more important
role in determining the spreading abilities. Consequently, larger λ
generally works better in this case.
We then calculate 〈τ 〉 by averaging all the τ values under dif-
ferent infection rates p we considered. In this way, we can inves-
tigate whether the MDD method can reﬂect the overall spreading
ability of nodes more accurately than the other two methods. We
report the results of this measure in all 15 real networks in Ta-
ble 1. We see that the MDD method can outperform both k-shell
method and degree method in 〈τ 〉 in all real networks we consid-
ered.
Usually, people are more interested in the most inﬂuential
spreaders [15]. In our work, since the measurement 〈τ 〉 takes all
the nodes into account, another interesting aspect is to investi-
gate 〈τ˜ 〉, which only considers the hubs (i.e. nodes with large de-
gree). Therefore, we further move to investigate whether the MDD
method can improve 〈τ˜ 〉 as well. In 〈τ˜ 〉, we ﬁrst denote a percent-
age L and only consider the N · L nodes with the largest degree in
the network. Except for this, the calculation of 〈τ˜ 〉 is exactly the
same as for 〈τ 〉. As shown in Fig. 6, when we only consider the
hub nodes, the MDD can remarkably improve 〈τ˜ 〉 when adjust-
ing λ. Actually, we can see that the improvement of MDD method
is larger when L is smaller. It suggests that MDD works more effec-
tively in ranking the most inﬂuential spreaders. The results of 〈τ˜ 〉
in the other real networks are investigated, and similar results are
observed. The value of 〈τ˜ 〉 in the other networks can be seen in
Table 1.
We also check the performance of MDD method on two mod-
eled networks, the classic Watts–Strogatz network model [21] and
a variant of Barabasi–Albert network model [49]. In the small-
world network model, we observe that 〈τ 〉 of MDD is 0 in reg-
ular network and it increases with the rewiring probability. In the











exponent yields a higher 〈τ 〉 of MDD. This is because the de-
generacy among the small degree nodes is less serious when the
exponent is larger. In both of these two network models, the MDD
method outperforms the degree and k-shell methods in 〈τ 〉.
4. Conclusion
The well-known k-shell method has been shown to outper-
form degree and betweenness methods in ranking spreaders in
networks. In this Letter, we show that the k-shell method can be
further improved by considering the exhausted degree (i.e., links
connecting the remaining nodes to the removed nodes) during the
decomposition process. We propose a Mixed Degree Decomposi-
tion (MDD) procedure with a tunable parameter λ to rank the
spreading ability for nodes in networks. We apply our method in
15 real networks from both social and nonsocial systems. By using
Kendall’s tau rank correlation coeﬃcient (τ ) to measure the cor-
relation between the MDD ranking and the real spreading ability
from the SIR model, we ﬁnd that our method can achieve a higher
τ than the degree method and k-shell method. After designing a
local τ˜ which only considers hub nodes, we further show the MDD
works also effectively in ranking the most inﬂuential spreaders.
In the k-shell method, some nodes with large degree are seri-
ously underestimated. Compared to the other nodes in the same
shell, these nodes have much stronger spreading ability. By con-
sidering the exhausted degree in the network decomposition, the
ranking of these nodes are properly improved by the MDD method.
That’s why the MDD method outperforms the k-shell method.
Though the MDD method can improve the k-shell method in rank-
ing spreaders, it may still not be the optimal way to address this
problem. For example, directly considering the number of possi-
ble spread paths and weighting them with some proper damping
factor might obtain an even more accurate ranking for spreading
ability. However, this method can be with much higher compu-
tational complexity than the network decomposition-based meth-
ods. Therefore, some more effective and eﬃcient methods are still
asked for further investigation.
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