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A crescente complexidade dos objetos armazenados e o grande volume de dados exigem 
modelos de recuperação e recomendação cada vez mais sofisticados. O objetivo deste trabalho 
é propor um modelo de recomendação de conteúdo baseado em arquivos de legendas de filmes 
e séries. Utilizando a ferramenta Apache Luciene para recuperação da informação e a 
ferramenta OGMA para análise de textos, foi possível propor, para o modelo, três etapas 
distintas: uma pesquisa utilizando palavra-chave, a classificação de filmes e séries por gênero 
e a identificação de títulos similares. Também é apresentada uma adaptação ao modelo para 
identificar em cada título um sentimento denominado análise de sentimentos. Como resultado, 
ressaltamos que a pesquisa por palavras-chave gerou recomendações surpreendentes, já que 
proporcionam ao usuário liberdade de pesquisa dentro de um conteúdo específico. Já a 
classificação por gênero apresentou índice de 73% de acerto em comparação com os gêneros 
apresentados pelo site IMDb, facilitando a recomendação de conteúdo. A análise de sentimentos 
demonstrou recomendações com coesão, determinando títulos apropriados para cada 
sentimento. Por último, a identificação de títulos similares, apresentou resultados primários, 
trazendo apenas filmes e séries com a mesma temática, sem apresentar nenhum resultado em 
comum com o site IMDb. Concluiu-se que apesar da enorme dificuldade de ser assertivo na 
recuperação da informação, existem vantagens em se utilizar os arquivos de legendas para 
ajudar na composição dos sistemas de recomendação. 
 Palavras-chave: Recomendação de conteúdo; Recuperação da informação; Recomendação de 
filmes e séries; Arquivos de legenda; Classificação por gênero; Apache-Lucene; OGMA; 
Sistemas de recomendação. 






The growing complexity of stored objects and the large volume of data requires recovery 
models and recommendation increasingly sophisticated. The objective of this work is to 
propose a content recommendation model based on movie subtitle files and series. Using 
Lucene tool for information retrieval, and OGMA tool for text analysis, it was possible to 
propose to the model, three distinct steps: a search using word-keys, the classification of films 
and series by genre and identification of similar securities. It is also presented an adaptation of 
the model to identify in each title a feeling, called sentiment analysis. As a result we note that 
the search for keywords generated amazing recommendations, as they provide the user freedom 
to search within a specific content. Already the gender breakdown showed index of 73 % 
accuracy compared to the genres presented by IMDb, facilitating the recommendation of 
content. The analysis showed feelings recommendations cohesion , determining appropriate 
titles for each feeling. Finally, the identification of similar titles, presented primary results, 
bringing only films and series with the same theme, without showing any results in common 
with the IMDb. It was concluded that despite the enormous difficulty being assertive in 
information retrieval, there are benefits to using the subtitle files to help in the composition of 
recommendation systems. 
 Keywords: Content recommendation; Information retrieval; Recommendation of movies and 
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A crescente complexidade dos objetos armazenados e o grande volume de dados 
exigem processos de recuperação cada vez mais sofisticados. Para Choo e Rocha (2003), 
recuperar uma informação é disponibilizá-la ao usuário, que a solicita por necessidades 
espontâneas e/ou induzidas, objetivando construir significado, produzir novo conhecimento e 
tomar decisões, sejam administrativas, sejam pessoais. Já Mooers (1951), define que a 
recuperação da informação trata dos aspectos intelectuais da descrição da informação e sua 
especificação para a busca, e também de qualquer sistema, técnicas ou máquinas que são 
empregadas para realizar esta operação. A recuperação de informação apresenta a cada dia, 
novos desafios. 
 
Os volumes de dados de sistemas modernos de software estão crescendo cada vez mais. Empresas como o Google têm indexado mais de 10 bilhões de registros; DVDs (Digital Versatile Disc) de imagem de alta qualidade de filmes contêm gigabytes de dados; sistemas de dados científicos têm uma enorme coleta de dados (terabytes) de instrumentos científicos de alta resolução (MATTMANN et al., 2007).  
Uma boa estratégia de busca normalmente assegura resultados mais relevantes do 
que apenas resultados satisfatórios. A insatisfação com os resultados das buscas pode estar 
relacionada ao pouco tempo que o usuário final dedica ao preparo de sua estratégia de busca. 
DiMartino e Zoe (1996) apresentaram um estudo sobre as técnicas de estratégia de busca 
utilizadas pelo usuário final treinado, para verificar se eles estão ou não capacitados para 
executar as buscas efetivamente: concluíram que 55% dos usuários finais ficam insatisfeitos 
com suas próprias buscas. A busca pela informação deve ser de fácil acesso ao usuário para que 
ele gaste o menor tempo possível e encontre exatamente o que ele está procurando. As 
ferramentas devem ajudar o usuário, devem ser intuitivas e não confundi-los. 
A experiência dos usuários na utilização dos mecanismos de busca nem sempre é 
positiva. Fernandes et al. (2013) cita que quatro em cada dez usuários na pesquisa relatam não 
só resultados contraditórios que impossibilitavam descobrir qual a informação correta, como 
também um excesso de informações nos resultados que os deixavam atônitos 
(sobrecarregados). Além disso, um em cada três apontou ausência de informações importantes 
ou essenciais nos resultados apresentados. 
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Além da estratégia de busca, um processo que visa ajudar e dar destaque ao que 
possa ser informação relevante para o usuário é a indexação. Primeiro é armazenado o que se 
deseja para posteriormente ser recuperado. Novas técnicas têm sido desenvolvidas, através da 
indexação, para resolver de forma mais efetiva o principal problema dos sistemas de 
recuperação: a relevância para o usuário. No estado atual da pesquisa, a indexação automática 
ainda apresenta limitações. É necessário reconhecer os diferentes significados e relações entre 
os conceitos, e desenvolver algoritmos que considerem a semântica e a sintaxe do conteúdo dos 
documentos. 
Um dos mercados que necessitam utilizar as ferramentas de recuperação de 
informação é o mercado de streaming, utilizado hoje por grandes empresas na Internet. A 
tecnologia de streaming é uma forma de transmissão instantânea de dados de áudio e vídeo 
através da Internet. Por meio desse serviço, é possível assistir a filmes, séries ou mesmo escutar 
músicas sem a necessidade de realizar o download, o que torna mais rápido o acesso aos 
conteúdos online. 
Uma das empresas que realizam a exploração da tecnologia de streaming é o Netflix. 
O Netflix é um site na internet para assistir filmes, séries e documentários. Ele utiliza o conceito 
on-demand, que pode ser entendido, basicamente, em ter a disponibilidade de assistir aos 
programas que o usuário deseja. Isto é possível devido à tecnologia a cabo e um servidor local, 
que faz o streaming das imagens. No modelo de negócio utilizado é cobrado uma assinatura 
mensal para que sejam disponibilizados filmes e séries que podem ser assistidos em diversos 
dispositivos (computadores, celulares e tablets) a qualquer hora. Os serviços de streaming on-
demand possibilitam que o usuário esteja no controle do que vai assistir, quando e onde. 
Segundo Adhikari et al. (2012) o Netflix representa 29,7% do tráfico de Internet nos 
Estados Unidos. No Brasil, o consumo on-demand cresce 50% ao ano, segundo dados do 
Instituto de Pesquisa Dataxis (DATAXIS, 2015). Tudo isso requer uma infraestrutura adequada 
e pensada de forma inteligente. São várias as técnicas utilizadas para que o usuário assista com 
qualidade o título que deseja sem congestionar as redes das operadoras. 
Adhikari et al. (2012) cita que a arquitetura do Netflix é composta por múltiplas 
redes de entrega de conteúdo (CDNs - Content Delivery Network) para tudo seja entregue aos 
usuários finais com qualidade e performance. Adhikari et al. (2012) fazem uma investigação de 
como cada CDN é selecionado, dependendo da localização geográfica do usuário, além de 
analisarem e proporem estratégias para obter uma melhor performance. As CDNs evitam que 
todos os usuários finais tenham que ir até um único servidor em outro país. Isso demonstra a 
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dificuldade enorme de recuperação de conteúdo para cada título do acervo. Sistemas de 
recomendações devem ser idealizados já partindo deste pré-suposto. A utilização de um arquivo 
leve, como o arquivo texto das legendas, atende a esta expectativa, porque é um arquivo 
pequeno, de poucos bytes, que pode ser recuperado rapidamente mesmo que o usuário esteja 
distante do servidor. 
Outras empresas oferecem serviços parecidos e possibilitam também o streaming 
de músicas, como o Spotify e recentemente o Google e a Apple. São várias as possibilidades 
também no mercado das músicas. Encontrar suas músicas favoritas, ver as playlists de seus 
amigos ou mesmo encontrar aquela música perdida no tempo são umas das opções. Utilizar a 
letra da música para criar sistemas de recomendação de conteúdo pode ser promissor. Este 
trabalho apesar de ser aplicado na área de filmes e séries poderá, se adaptado, encaixar 
provavelmente para a área musical.  
 
Um ano faz uma diferença e tanto! No final de maio de 2014, atingimos 10 milhões de assinantes pagos e 40 milhões de usuários ativos. Hoje nós alcançamos mais de 20 milhões de assinantes e mais de 75 milhões de usuários ativos. Foram 10 milhões de assinantes durante nossos primeiros cinco anos e meio – e outros 10 milhões de assinantes em apenas um ano! Isso dá uma média de um novo assinante a cada 3 segundos no último ano. Wow! Mais pessoas usando o Spotify significa mais pagamento para os criadores das músicas que você ama. Enquanto nós crescemos, o montante de royalties que pagamos aos artistas, compositores e detentores de direito continua a subir, cada vez mais rápido. Nós já pagamos mais de USS3 bilhões em royalties, incluindo mais de USS300 milhões nos primeiros meses de 2015 (SPOTIFY, 2015).  
Os fatos demonstram que apesar do mercado em expansão, há ainda um longo 
caminho para percorrer, inúmeros usuários para serem conquistados, a difícil superação dos 
problemas de infraestrutura, entre outros obstáculos, mas os serviços de streaming já são 
destaques no mercado brasileiro. Um problema frequente que estes consumidores e de outros 
serviços enfrentam é a assertividade de escolha do conteúdo. O melhor filme ou série para um 
usuário nem sempre é aquele aclamado pela crítica, o mais assistido ou inda o ganhador de mais 
estatuetas do Oscar. O filme preferido do usuário pode ser simplesmente aquele que mais lhe 
emocionou, comoveu ou se sentiu contagiado pela história. Os elementos daquela série ou filme 
podem fazer usuários diferentes sentirem diferentes sensações, apesar de ser o mesmo título. A 
pesquisa por um filme torna-se desta forma única e muito subjetiva. É um obstáculo que as 
grandes empresas terão que superar evoluindo e inovando cada vez mais suas ferramentas. 
A busca padrão por nome do filme, diretor, ano de lançamento, os filmes mais 
assistidos, entre outros, muitas vezes não atende completamente ao usuário. A busca por estes 
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metadados é importante, mas não atende todos os requisitos de um usuário mais exigente.  
Outras alternativas são realizadas com a ajuda das redes sociais, como a indicação de filmes 
que seus amigos já assistiram. Apenas recentemente, por exemplo, o Netflix atualizou sua 
página de buscas conforme comentário em seu blog oficial:  
 
No Netflix, estamos sempre pensando em novas formas de melhorar a experiência do usuário. Hoje lançamos uma nova experiência de busca no site do Netflix, que complementa as sugestões de filmes e séries do sistema de recomendações. Com a nova ferramenta de busca instantânea, você terá acesso mais rápido e fácil aos seus filmes, séries de TV e atores favoritos. Uma lista de atores, diretores e criadores correspondentes à busca é exibida no lado esquerdo. Ao clicar em um dos resultados, você verá uma nova galeria com todos os títulos relacionados à pessoa selecionada. Em cada caso, os usuários verão recomendações de acordo com o que muitos assinantes decidiram assistir depois de fazer aquela mesma busca (NETFLIX, 2015).  
A disponibilização para o usuário de uma ferramenta que permita a interação com 
o conteúdo poderá trazer inúmeros resultados satisfatórios, criando meios de descobrir novos 
títulos. O conteúdo é a fonte mais fidedigna do título, é ele que o autor vai ver, escutar, arrepiar, 
rir, enfim, sentir as mais variadas emoções. Com o tempo cada vez mais escasso as pessoas 
devem ter assertividade nas suas escolhas para que os resultados das pesquisas tragam 
realmente o que desejam. Quem nunca começou a assistir um filme e já no começo do mesmo 
já estava decepcionado? A preocupação mais com o conteúdo do que com os metadados é uma 
das virtudes que os sistemas de recuperação da informação devem se preocupar. 
 
Agora, ao selecionar um título, o aplicativo passará a reproduzir o título enquanto exibe as informações mais relevantes para ajudar você a confirmar sua escolha. A inovação dá maior destaque ao conteúdo em si e proporciona uma experiência mais imersiva e cinemática, digna dos recursos e expectativas das TVs atuais. O vídeo é um meio rico para se contar histórias, e descobrimos que a reprodução de títulos durante a seleção de conteúdo facilita ainda mais a busca por algo interessante para assistir (NETFLIX, 2015).  
Com a quantidade de informações e com a disponibilidade facilitada destas 
informações pelo acesso à Internet, as pessoas se deparam com uma diversidade muito grande 
de opções. Muitas vezes um usuário possui pouca ou quase nenhuma experiência pessoal para 
realizar escolhas dentre as várias alternativas que lhe são apresentadas. Pode ser difícil tomar 
uma decisão. A questão relevante neste momento refere-se a como proceder nestes casos? Para 
diminuir as dúvidas e necessidades que temos frente à escolha entre inúmeras alternativas, 
geralmente confiamos nas recomendações que são passadas por outras pessoas ou através de 
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textos de recomendação, opiniões de revisores de filmes e livros, sites da Internet, impressos 
de jornais, dentre outros. 
Um exemplo de recomendação existente hoje na Internet e utilizado por milhares 
de usuários é o site denominado Internet Movie Database (IMDb) disponível no endereço 
http://www.imdb.com/. O site não disponibiliza filmes ou séries para assistir via streaming, 
como no Netflix, muito menos permite realizar o download do título, mas é uma excelente fonte 
de informação. Ele possui um dos maiores e mais completo banco de dados sobre cinema e TV 
do mundo. Ele existe tanto em formato de site, como de aplicativo (grátis) para Android ou IOS 
(Iphone Operating System). 
Dentro do site IMDb o usuário pode navegar e achar um enorme volume de 
informações a cada filme, diretor ou ator ou pesquisado. Uma busca pode começar a partir de 
um simples trailer, para em seguida as informações serem detalhadas de diversas formas, como: 
o gênero do filme, o ano, o tempo de duração, a média da nota dada pelos usuários do site, nome 
do diretor, o nome dos personagens e seus respectivos atores, um resumo sobre o filme, sites 
oficiais e curiosidades, ou seja, as alternativas são enormes dentro do site. 
 
IMDb é a fonte mais popular do mundo para pesquisar sobre filmes, TV e celebridades. O site IMDb (http://www.imdb.com/) é número 1 do mundo, nestes quesitos, com uma audiência de mais de 250 milhões de visitantes únicos mensais. IMDb oferece um banco de dados de mais de 185 milhões de itens de dados, incluindo mais de 3 milhões de filmes, programas de TV e de entretenimento e mais de 6 milhões de elenco e membros da tripulação. Os consumidores confiam na informação que o IMDb fornece - incluindo horários de exibição de filmes locais, bilheteria, críticas e comentários, recomendações personalizadas, galerias de fotos, notícias de entretenimento, citações, curiosidades, dados de bilheteria e uma página para decidir quando e o que assistir, além de onde vê-lo (IMDB, 2015).  
No site IMDb (2015), eles relatam que provêm aplicativos de entretenimento como 
os populares Movies e TV para iPhone, iPad, Kindle Fire, telefones Android, tablets Android 
e tem também seu site otimizado para acesso por smartphones. Ainda segundo o IMDb (2015), 
houve mais de 115 milhões de downloads de aplicativos móveis da IMDb em todo o mundo. 
Este volume de downloads demonstra o quanto as pessoas estão interessadas no conteúdo de 
filmes e séries. Além disso, o IMDb realiza o programa denominado What to Watch 
(http://www.imdb.com/whattowatch), para ajudar a fãs descobrir e mergulhar profundamente 
nos seus filmes e séries preferidos. 
Ao realizar uma busca avançada o site oferece inúmeros filtros, oferecendo aos 
usuários uma enorme gama de possibilidades para que seja possível explorar todo seu conteúdo. 
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Nas figuras 1 e 2, são apresentados algumas das possibilidades de pesquisa, podendo o filtro 
ser realizado: pelo título, pelo tipo do título, pela data de lançamento, pela nota dos usuários, 
pelo número de votos, pelo gênero, pelo país, pela língua, entre outros. 
 
 




Figura 2: Outros filtros de busca – IMDb  Fonte: IMDb (2015)  
Outra funcionalidade do site é a possibilidade de criação de um perfil. Ao criar um 
perfil, é possível classificar através de notas de 0 a 10 todos os filmes e seriados que já assistiu. 
Com esta classificação o IMDb consegue expressamente recomendar títulos personalizados 
para o seu perfil. Ele utiliza destas classificações para comparar seus dados com as avaliações 
feitas por outros usuários. Desta forma, serão encontradas pessoas com o gosto semelhante ao 
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usuário, identificando filmes que você ainda não assistiu. Para cada recomendação, você pode 
ver uma lista dos filmes ou programas de TV em que a recomendação foi baseada. 
Apesar das mais variadas vantagens que o site apresenta, ele deve ser atualizado 
constantemente e depende de uma equipe enorme para que o mesmo continue sendo relevante. 
Além disso, o sistema de recomendação utilizado depende de o usuário completar seu perfil e 
avaliar os filmes e séries que já assistiu para que o sistema de recomendação de títulos seja 
eficiente. 
Diante deste cenário, este trabalho propõe um modelo de recomendação de 
conteúdo que facilite a busca por conteúdo em filmes e séries, sem que dependa de inúmeras 
interações realizadas anteriormente pelo usuário. Este modelo utilizará como base de dados os 
arquivos de legendas de cada título (filmes ou séries). Todos estes itens ficam “pelo caminho” 
nos sistemas tradicionais e estruturados de buscas realizadas através dos metadados. Com o 
aumento do acervo e variedade de lançamentos que ocorrem, torna-se cada vez mais necessário 
a organização desses itens para uma recuperação eficiente. A proposta deste trabalho é 
justamente ampliar a possibilidade de busca e garantir que o usuário tenha em mãos uma 






Devem existir alternativas de pesquisa além do padrão de pesquisa realizada hoje 
pelo nome do filme, diretor, ano de lançamento, os filmes mais assistidos, entre outros. Hallinan 
e Striphas (2016) citam que as informações pessoais como o sexo, idade, raça e outras 
classificações gerais não são informações relevantes para recomendações.  
Além disso, sistemas de recomendação dependem do perfil do usuário e da 
classificação que ele executa a cada filme assistido. As redes sociais são outra tentativa utilizada 
para recomendação, mas quem garante que os filmes que seus amigos já assistiram, podem ser 
recomendados para você? Recomendações de conteúdo fornecidas a partir do conteúdo dos 
títulos são mais complexos, logo mais modelos devem ser propostos e estudados.  
Desta forma, a questão problema que irá nortear esta dissertação será “Quais as 
possibilidades e/ou alternativas de recomendação de conteúdo utilizando como base de dados 








1.2.1 Objetivo geral 
 
 
O objetivo geral do trabalho é propor um modelo de recomendação de conteúdo 
baseado nos arquivos de legendas de filmes e séries. 
 
 
1.2.2 Objetivos específicos 
 
 






A indústria cinematográfica, os provedores de filmes e séries (como o Netflix e Net-
Now) entre outras empresas deste ramo, necessitam que uma maior gama de filmes sejam 
encontrados e utilizados, já os usuários desejam descobrir inúmeros filmes interessantes e raros 
que a maioria ainda não assistiu, ou apenas mais alternativas de pesquisa para encontrar o que 
deseja dentro de um grande acervo. O projeto propõe um modelo de recuperação de informação 
baseada em conteúdo. Segundo Foskett (1972 apud SOUZA et al., 2006); a recuperação de 
informações traz dificuldades intrínsecas ao conceito de “informação”, como a dificuldade da 
determinação da real necessidade do usuário e do eu melhor atendimento com os documentos 
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que fazem parte do acervo do sistema. Como garantir que os indivíduos recebam informações 
relevantes e atualizadas em qualquer busca realizada? 
Para Souto (2012 apud PINHEIRO; LOUREIRO, 1995), Saracevic é o autor que 
melhor identifica o sentido de informação dentro da área de Ciência da Informação, 
distinguindo informação e informação relevante, relacionando esta última a mecanismos de 
comunicação seletiva e à orientação aos usuários de sistemas de recuperação da informação. A 
informação relevante deveria ser a premissa para os sistemas de recuperação de informação, 
entretanto, a dificuldade é identificar quando uma mesma informação é relevante para um grupo 
de usuários e não para outro. Barreiro (1978) já se preocupava com a grande quantidade de 
informação disponível o que tornava quase impossível sua identificação, alertando sobre a 
necessidade de um mecanismo que filtrasse as informações de modo que o usuário tivesse 
conhecimento apenas das informações potencialmente relevantes. Para Souto (2003), à medida 
que as técnicas de tratamento da informação têm progredido, surgiram novos serviços mais 
adequados às necessidades dos usuários. 
A Internet vem evoluindo a maneira que interage com seus usuários. Hoje a força 
colaborativa vem ganhando cada vez mais espaço. Velsen e Melenhorst (2009) discorrem um 
pouco sobre este tema. 
 
A web (World Wide Web) 2.0 trouxe uma tendência na Internet no qual um crescente número de sites oferece aos usuários a possibilidade de contribuir ativamente com conteúdo. Na web 1.0, o conteúdo era gerado exclusivamente pelo fornecedor, já na web 2.0, fornecedores ofertam aos usuários da web a possibilidade de criar seu próprio site/conteúdo. Exemplos deste conceito são YouTube e a Wikipedia, sites que, respectivamente, permitem aos usuários criar seus próprios banco de dados com filmes ou sua própria enciclopédia on-line (VELSEN; MELENHORST, 2009).  
São necessárias novas ideias e técnicas para averiguar quanto cada uma pode ser 
relevante para ajudar no tratamento da informação. Através destas ideias novos conceitos 
tendem a ser criados para melhorar os sistemas de recuperação da informação. Souza et al. 
(2006) cita que outras metodologias similares implantadas em SRIs (Sistemas de Recuperação 
da Informação) permitem a busca de expressões regulares, ou mesmo analisam a proximidade 
da ocorrência de alguns termos, expandindo o conceito de palavra-chave para frases ou outras 
hierarquias lexicais. Algumas estratégias de recuperação da informação são apresentadas no 
mapa conceitual da figura 3. Esta figura demonstra os caminhos possíveis para estruturar e 





Figura 3: Sistema de recuperação de informações Fonte: Souza et al (2006)  
Baeza-Yates e Ribeiro-Neto (1999) citam que um dos problemas centrais da 
recuperação de informações em SRIs é a predição de quais são os documentos relevantes e 
quais devem ser descartados, e essa tarefa de “escolha”, em sistemas automatizados, é 
executada por algum tipo de algoritmo que, baseado em heurísticas previamente definidas, 
decide quais são os documentos relevantes a serem recuperados e os ordena a partir dos critérios 
estabelecidos. Souza et al. (2006) citam ainda que na indexação automática, existem dezenas 
de estratégias para a correta ponderação do valor dos documentos, de acordo a necessidade de 
informação. A grande dificuldade é encontrar o meio termo, do que pode ser realizado 
automaticamente pelos softwares e o que deve ser realizado manualmente pelas pessoas. Achar 
este ponto de equilíbrio é um ponto de discussão dentro da academia. Souza et al. (2006) 
enfatizam que quando a indexação é realizada manualmente – ou melhor expressando, 
intelectualmente – por seres humanos, cabe a estes descobrir conceitos que sirvam de termos-
índices para serem vasculhados durante as consultas (queries) de usuários.  
Na et al. (2011) citam que muitos estudos de classificação automática de texto têm 
centrado em classificação de documentos por assunto ou tópico (por exemplo, educação versus 
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entretenimento), ou classificação de gênero. Este trabalho abrange além da classificação por 
gênero, a pesquisa e a similaridade de documentos baseado em conteúdo. 
 
O surgimento e a ampla utilização de bibliotecas digitais impõe muitos novos desafios. É cada vez mais importante inovar a forma de organizar as informações e apoiar o usuário a encontrar documentos relevantes. As bibliotecas digitais oferecem boas oportunidades como ambientes de teste para explorar estes problemas com vários tipos de documentos digitais. Portanto, os pesquisadores estão desenvolvendo novas formas de organizar, navegar e buscar documentos digitais, não só pelos campos de metadados padrão, mas também por aspectos dos documentos através de conteúdo e apoiado em um sistema automático de análise (NA et al., 2011).  
O conceito de disseminação seletiva de informações (SDI) é citado por Campos 
(2012 apud LUHN, 1958) ao reportar o desenvolvimento de um sistema de inteligência de 
negócios na IBM (International Business Machines) que pretendia criar perfis de unidades ou 
indivíduos na organização que determinassem o recebimento de metadados gerados 
automaticamente sobre documentos que provavelmente lhes despertariam o interesse. Podemos 
observar claramente o objetivo do mercado em entregar a informação correta para cada grupo 
de usuários. O objetivo do sistema era prover informação adequada para fornecer suporte às 
atividades executadas por indivíduos, grupos ou unidades maiores, os chamados pontos de ação, 
criando meios para disseminar informação para cada um dos pontos de ação de acordo com 
suas requisições e desejos (CAMPOS, 2012 apud LUHN, 1958). 
Segundo Schafer, Konstan e Riedi (1999), o aumento da possibilidade de 
disponibilização de conteúdo (produtos ou informação) através de sistemas web faz com que 
os sistemas web apresentem mais opções de escolha para o usuário antes de ele estar apto a 
encontrar a opção que vai ao encontro de sua necessidade. Uma das soluções para resolver este 
problema de sobrecarga de informação é a utilização de Sistemas de Recomendação. 
Segundo Reis e Pereira (2010), alguns pesquisadores e colaboradores da rede 
mundial de computadores estão tentando facilitar o acesso a essa grande quantidade de 
informação que está disponível e descentralizada na web. Estudos e técnicas como a 
Inteligência Artificial, a web Semântica, e a Indexação de Arquivos junto com Algoritmos de 
Busca, estão sendo desenvolvidos com esse objetivo (REIS, 2011). 
 
A necessidade de equilíbrio na adoção da linguagem natural nos novos contextos. É instrutivo - especialmente tendo em conta o interesse recente e atividade voltada para organizar a informação digital – compreender certas características dos sistemas tradicionais bibliográficos. Dois aspectos, em particular, devem ser considerados. Um refere-se ao fato desses sistemas fornecerem soluções para os problemas que obstruem o acesso eficiente à informação. Ainda hoje alguns problemas são causados pelo 
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acesso as novas tecnologias, outros - decorrem da variedade de informações, das múltiplas facetas dos usuários e das anomalias que caracterizam a linguagem adotada na recuperação da informação (MOURA, 2009).  
Apesar das mudanças ocorridas nos processos de produção, tratamento e 
disseminação de informação, alguns problemas enfrentados pelos sistemas tradicionais de 
recuperação da informação continuam presentes nas ferramentas de busca atuais e ganham 
maior amplitude e complexidade (BRASCHER, 2002). Segundo Brascher (2002 apud CHEN, 
1999), isto se deve a diferentes fatores: variações nas estruturas e formatos de bases de dados, 
diferentes formas de documentos disponibilizados (texto, áudio e vídeo) e abundância de 
conteúdos multilíngues nas aplicações da web. 
O mercado de streaming é um dos mercados que utiliza os sistemas de recuperação 
da informação. Os consumidores de filmes e séries estão cada vez mais exigentes, o que justifica 
a necessidade de se ter bons mecanismos de recomendação para não deixar o usuário assistir 
algo que, em princípio, não será interessante. Além disso, o usuário pode ter a possibilidade de 
extrair consultas mais detalhadas sobre as características de um filme ou de uma série. Além do 
consumidor de informação, também os profissionais da indústria de cinema podem ser 
beneficiados com sistemas que lhes permitem acessar a cenas com características idênticas, 
para gerar mais ideias e possibilidades, efetuando corretamente uma comparação. 
 
Um estudo realizado PricewaterhouseCoopers (PwC) revelou que o mercado de DVDs e Blu-ray está declinando rapidamente, sendo preenchido por serviços de streaming, como Netflix, que também abocanharão as receitas de bilheterias dos cinemas nos próximos anos. De acordo com o levantamento, a receita com esse tipo de serviço (streaming e download de filmes) vai ultrapassar a mídia física em 2016, cujo mercado vai cair de US$ 12,2 bilhões este ano para US$ 8,7 bilhões em 2018. A pesquisa também prevê que, em 2017, streaming e download de filmes deixarão para trás o cinema como o maior contribuinte para a receita total de filmes nos EUA (Estados Unidos da América), chegando a US$17 bilhões em 2017, contra os atuais US$ 8,5 bilhões (THEGUARDIAN, 2015).  
Segundo Souza e Alvarenga (2004), para a representação adequada de documentos, 
é necessário criar sistemas de indexação eficazes, de forma que a recuperação das informações 
neles contidas, de acordo com as necessidades dos usuários, seja a mais significativa possível. 
Souza e Alvarenga (2004) reafirmam que a determinação do processo de indexação é viável no 
momento em que os sistemas são projetados e deve funcionar continuamente, à medida que 




Em 6 de Outubro de 2006, o Netflix, lançou o desafio Netflix Prize. Tratou-se de um concurso que ofereceu 1 milhão de doláres para a primeira pessoa ou equipe que desenvolve-se um sistema capaz de predizer recomendação de filmes com pelo menos 10% que seu sistema atual. A competição atraiu mais de 50.000 participantes de 186 países, que organizaram-se em cerca de 40.000 equipes, com mais de 9000 mensagens no fórum de discussão oficial Netflix Prize contendo 10.000 usuários registrados, relatando os progressos e os problemas relacionados ao desafio (HALLINAN; STRIPHAS, 2016).  
Cardoso (2004) conclui que a crescente complexidade dos objetos armazenados e 
o grande volume de dados exigem processos de recuperação cada vez mais sofisticados. Diante 
deste quadro, recuperação de informação apresenta a cada dia, novos desafios e se configuram 
como uma área de significância maior. 
O mercado deve direcionar suas estratégias muito além das buscas por padrões. O 
usuário deve ter novas opções de escolhas e sistemas de recomendação de conteúdo eficazes. 
Novos filmes e séries podem ser criados de acordo com que os usuários procuram e os sistemas 
de recomendação podem ajudar neste caminho. O usuário não pode ser induzido a preencher 
inúmeros formulários, ter um cadastro e perfil completo, além da necessidade de realizar 
avaliações para que encontre o que esteja procurando. Diante do cenário exposto, a contribuição 
deste trabalho será propor um modelo que será desmembrado em três etapas: pesquisa, 
classificação e comparação utilizando arquivos de legendas de filmes e séries, isto tudo baseado 
em conteúdo. A busca por padrões e pelos metadados é realizada por inúmeros e poderosíssimos 
softwares, mas algumas pesquisas simples e práticas, como as indicadas neste trabalho, devem 
ser uma alternativa para complementar as lacunas destes sistemas. 
 
 
1.4 Adequação à linha de pesquisa 
 
 
A linha de pesquisa Tecnologia e Sistemas de Informação, do curso de Mestrado 
Profissional em Sistemas de Informação e Gestão do Conhecimento da Universidade FUMEC, 
compreende estudos sobre conceitos e processos de desenvolvimento de tecnologias e sistemas 
de informação integrados com banco de dados e dotados de recursos gráficos e usabilidade 
avançada, de acordo com os preceitos de gestão de projetos e qualidade de software. Trata 
também dos impactos dos sistemas baseados na Internet e das novas tecnologias no 
comportamento do consumidor e na gestão logística. 
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A linha de pesquisa Tecnologia e Sistemas de Informação é a aplicação do 
conhecimento técnico/científico para fins de disseminação e recuperação de informações por 
meios computacionais. A pesquisa pretende propor um modelo de recomendação de conteúdo 
através de um sistema de recuperação da informação, que será utilizado para pesquisa, 
categorização e similaridade de conteúdo, portanto, pode-se afirmar que esta dissertação 
enquadra-se na área de concentração denominada de Sistemas de Informação, sob a linha de 
pesquisa Tecnologia e Sistemas de Informação, mais estritamente na trilha de Sistemas de 
Recuperação da Informação. Foram pesquisados vários conceitos referentes à recuperação da 
Informação, além da demonstração de um diagrama que descreve o processo de recuperação da 
informação. Além disso, foi dada ênfase aos sistemas de recomendação de conteúdo, seus 
conceitos, utilidades e características. 
A trilha de Sistemas de Recuperação da Informação trata do estudo de modelos de 
Recuperação da Informação com foco na implementação em projetos de mineração de dados. 
Como o termo indica, mineração de dados refere-se à mineração ou descoberta de novas 
informações em termos de padrões ou regras com base em grandes quantidades de dados. 
Outros estudos envolvem métricas e métodos aplicáveis em redes sociais e processamento de 
linguagem natural. Esta temática possibilita aplicações práticas como a adaptação ou 
construção de ferramentas de mineração de texto existentes para usa na recuperação da 
informação. As aplicações de modelo de recuperação da informação são diversas, mas pode-se 
destacar principalmente a aplicação de análise dos dados para entender o consumidor e ajudá-





2 REFERENCIAL TEÓRICO 
 
 
Este capítulo será dividido em três seções: recuperação da informação, sistemas de 
recuperação da informação e trabalhos relacionados. Para a seção de recuperação da informação 
são apresentados modelos clássicos (divididos em quantitativos e dinâmicos), e um panorama 
da organização da informação na web. Em seguida serão tratados os sistemas de recuperação 
da informação onde são apresentados os conceitos de indexação e busca. Posteriormente são 
discutidos os sistemas de recomendação e o conceito da análise de sentimentos. Por último será 
apresentada a seção dos trabalhos relacionados. 
 
 
2.1 Recuperação da informação 
 
 
Antes de conceituar o termo recuperação da informação é necessário conceituar o termo 
informação. Coadic e GOMES (1996) afirmam que a informação é um conhecimento inscrito (gravado) 
sob a forma escrita (impressa ou numérica), oral ou audiovisual. Eles ainda afirmam que com o advento 
da eletrônica, informática e do desenvolvimento da comunicação à distância, ocorreu a explosão da 
informação, surgindo verdadeiros supermercados da informação. 
Oleto et al. (2006) ressaltam que não adianta muita informação sem qualidade. Mas o que 
seria qualidade da informação? Oleto et al. (2006) afirmam que a percepção da qualidade não é nítida 
por parte do usuário da informação, ficando mais aproximada do conhecimento popular em vez do 
conhecimento científico. Eles ressaltam que isso se deve provavelmente pela própria falta de conceitos 
claros que sustentem interpretações inequívocas da qualidade da informação (se isto for possível). Oleto 
et al. (2006) terminam dizendo que a tal busca, a da perfeita e precisa definição dos atributos que 
qualificam a informação, permitindo a inquestionável percepção do usuário, ainda não aponta para 
paradigmas a que se possam recorrer com segurança. 
É evidente a dificuldade das pessoas em manter o foco, e trabalhar, apenas, em cima do 
que é necessário, em busca da qualidade da informação. Sant’ana (2008) afirma que com a adoção 
maciça das tecnologias de informação e comunicação, o volume de informações armazenadas e 
disponíveis para acesso vem crescendo de forma exponencial para que essa grande quantia de 
informações seja transmitida ao usuário da melhor forma, são necessários processos de recuperação cada 
vez mais eficientes.  
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A recuperação de informação (RI) pode ser considera a vertente tecnológica da Ciência da 
Informação e resultado da relação desta com a Ciência da Computação (SARACEVIC, 1999). De acordo 
com Baeza-Yates e Ribeiro-Neto (1999), a RI (Recuperação da Informação) envolve desde a 
representação, passando pela armazenagem, organização e chegando ao acesso aos itens da informação, 
promovendo, assim, facilidades de acesso do usuário à informação de interesse. 
 
 
2.1.1 Modelos clássicos 
 
 
Existem na literatura os modelos clássicos de recuperação da informação. Esses modelos 
podem ser divididos em modelos quantitativos e dinâmicos. Segundo Ferneda (2003) os modelos 
quantitativos além de impositivos e unilaterais, não preveem qualquer tipo de intervenção do usuário na 
representação dos documentos.  
 
 
2.1.1.1 Modelos quantitativos 
 
 
Os principais modelos quantitativos e suas características são apresentados a seguir: 
• Modelo booleano: este modelo é o mais presente nos sistemas de recuperação da 
informação, apesar sua dificuldade em ordenar os resultados. É baseado na teoria 
dos conjuntos e na Álgebra de Boole (KURAMOTO, 2002). 
 
Um documento booleano é representado por um conjunto de termos de indexação que podem ser definidos de forma intelectual (manual) por profissionais especializados ou automaticamente, através da utilização de algum tipo de algoritmo computacional. As buscas são formuladas através de uma expressão booleana composta por termos ligados através dos operadores lógicos AND, OR e NOT (E, OU e NÃO) 1, e apresentam como resultado os documentos cuja representação satisfazem às restrições lógicas da expressão de busca (FERNEDA, 2003).  
• Modelo vetorial: também conhecido como Modelo Espaço Vetorial, o modelo 
Vetorial baseia-se na comparação parcial entre a representação dos documentos e a 
da consulta do usuário (KURAMOTO, 2002). Uma das características importantes 




O modelo vetorial propõe um ambiente no qual é possível obter documentos que respondem parcialmente a uma expressão de busca. Isto é feito através da associação de pesos tanto aos termos de indexação como aos termos da expressão de busca. Esses pesos são utilizados para calcular o grau de similaridade entre a expressão de busca formulada pelo usuário e cada um dos documentos do corpus. Como resultado, obtém-se um conjunto de documentos ordenado pelo grau de similaridade de cada documento em relação à expressão de busca. (FERNEDA, 2003)  
Muitos trabalhos utilizaram a implementação de um modelo vetorial denominado 
SMART. Segundo Ferneda (2003), o sistema SMART continua sendo uma referência no 
desenvolvimento de sistemas de recuperação de informação, e ainda é utilizado para pesquisas 
em ambiente acadêmico. 
 
O projeto SMART (Sistem for the Manipulation and Retrieval of Text) teve início em 1961 na Universidade de Harvard e mudou-se para a Universidade de Cornell após 1965. O sistema SMART é o resultado da vida de pesquisa de Gerard Salton e teve um papel significativo no desenvolvimento de toda a área da Recuperação de Informação. No sistema SMART cada documento é representado por um vetor numérico. O valor de cada elemento desse vetor representa a importância do respectivo termo na descrição do documento. Estes pesos podem ser atribuídos manualmente, o que necessitaria de pessoal especializado trabalhando durante certo tempo. No entanto, o sistema SMART fornece um método automático para o cálculo dos pesos não só dos vetores que representam os documentos, mas também para os vetores das expressões de busca (FERNEDA, 2003).  
• Modelo probabilístico: conforme seu nome, o modelo probabilístico é baseado na 
teoria matemática das probabilidades.  
 
Esse modelo supõe que exista um conjunto ideal de documentos que atende a cada uma das possíveis buscas que podem ser feitas no sistema. A partir do primeiro conjunto de documentos resultantes de uma busca, o usuário seleciona alguns que considera relevantes para responder à sua necessidade de informação. A expressão de busca, juntamente com os documentos que foram selecionados como relevantes, é submetida novamente ao sistema de informação, procurando refinar a busca e tentando aproximar-se cada vez mais do conjunto ideal de documentos. Este processo interativo é conhecido como Relevance Feedback (SOUZA et al., 2006).  
A principal virtude do modelo probabilístico está em reconhecer que a atribuição 
de relevância é uma tarefa do usuário (FERNEDA, 2003). Interessante notar que este modelo 
reutiliza o resultado da primeira busca para refinar ainda mais seus resultados. Ferneda (2003) 
relata, entretanto, que a complexidade do modelo desencoraja muitos desenvolvedores de 
sistema a abandonar os modelos booleano e vetorial. 
• Modelo fuzzy: Shaw (1999) afirma que este modelo está baseado na lógica fuzzy, 
cujo objetivo é capturar e operar com a diversidade, a incerteza e as verdades 
parciais dos fenômenos da natureza de uma forma sistemática e rigorosa. O modelo 
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fuzzy é baseado no mundo real, no qual a imprecisão e a incerteza são intrínsecas à 
recuperação de informações (PERES; BOSCARIOLI, 2008). 
 
Nesse modelo busca-se estender o conceito da representação dos documentos por palavras-chave, assumindo que cada query determina um conjunto difuso e que cada documento possui um grau de pertencimento a esse conjunto, usualmente menor do que 1. O grau de pertencimento pode ser determinado pela ocorrência de palavras expressas na query, tal como no modelo booleano, mas pode também utilizar um instrumento – como um tesauro – para determinar que termos relacionados semanticamente aos termos índice também confiram algum grau de pertencimento ao conjunto difuso determinado pela query. (SOUZA et al., 2006)  
 
2.1.1.2 Modelos dinâmicos 
 
 
Os modelos dinâmicos, segundo Ferneda (2003), apresentam como principal 
característica o reconhecimento da importância do usuário na definição das representações dos 
documentos. Os principais modelos dinâmicos e suas características são: 
• Sistemas especialistas: segundo Ferneda (2003), um sistema especialista é um 
sistema computacional que procura representar o conhecimento de um especialista 
humano em um domínio particular, de maneira a auxiliar na tomada de decisões e 
na resolução de problemas relacionados a esse domínio. Este tipo de sistema já 
contém dados associados sobre o tema que deseja recuperar. Um sistema 
especialista é um programa de computador associado a um “banco de memória” 
que contém conhecimentos sobre uma determinada especialidade (TEIXEIRA, 
1998). 
 
A ideia subjacente à construção dos sistemas especialistas é que a inteligência não é apenas raciocínio, mas também memória. É comum considerarmos inteligente uma pessoa que possui grande quantidade de informação sobre um determinado assunto. Assim, os sistemas especialistas obedecem ao princípio de que memória é condição necessária para a inteligência. Os sistemas especialistas fazem parte de uma classe de sistemas ditos “baseados em conhecimento”, desenvolvidos para servirem como consultores na tomada de decisões em áreas restritas. Estes sistemas são adequados para a solução de problemas de natureza simbólica, que envolvem incertezas resolvíveis somente com regras de “bom senso” e com raciocínio similar ao humano. Permitem representar o conhecimento heurístico na forma de regras obtidas através da experiência e intuição de especialistas de uma área específica. A construção de sistemas especialistas obedece ao princípio de que a simulação da inteligência pode ser feita a partir do desenvolvimento de ferramentas computacionais para fins específicos (FERNEDA, 2003).  
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• Redes neurais: o modelo de redes neurais copia o conceito de neurônios presente 
na Biologia. Ferneda (2003) afirma que o neurônio é uma célula formada por três 
seções com funções específicas e complementares: corpo, dendritos e axônio. Estas 
três funções são definidas também na recuperação da informação. 
 
De uma forma simplificada, a recuperação de informação lida com documentos, termos de indexação e buscas. Uma tarefa comum para um sistema de recuperação de informação é pesquisar documentos relevantes que satisfazem uma determinada expressão de busca através dos termos de indexação. Pode-se dizer que em um sistema de recuperação de informação de um lado estão as expressões de busca, do outro lado estão os documentos e no meio ficam os termos de indexação. Essa estrutura pode ser vista como uma rede neural de três camadas: a camada de busca seria a camada de entrada da rede neural, a camada de documentos seria a saída e a camada de termos de indexação seria uma camada central. Não existem evidências conclusivas da superioridade das redes neurais em relação aos modelos tradicionais de recuperação de informação (FERNEDA, 2003).  
As redes neurais oferecem muitas características atrativas no processo de 
recuperação de informação, principalmente a habilidade inata de se adaptarem às modificações 
nas condições do “ambiente”, representado pelas buscas dos usuários (DOSZKOCS; REGGIA; 
LIN, 1990). Através da aprendizagem, o sistema busca gradualmente adequar os pesos das 
conexões, a fim de melhor representar a relevância percebida através da interação do usuário 
(FERNEDA, 2003). É possível perceber que neste tipo de modelo o usuário e o ambiente são 
relevantes, já que influenciam diretamente no processo do mesmo. O sistema aprende um pouco 
a cada nova interação do usuário. 
• Algoritmos genéticos: segundo Ferneda (2003), a aplicação dos algoritmos 
genéticos na recuperação de informação representa um novo modelo para todo o 
processo de recuperação. Este mesmo autor cita que as representações dos 
documentos podem ser vistas como um tipo de “código genético”. Ele ainda afirma 
que nesse código genético um cromossomo é representado por um vetor binário 
onde cada elemento armazena o valor 0 ou o valor 1, correspondendo 
respectivamente à presença ou ausência de um determinado termo na representação 
do documento. 
 





2.1.2 Organização da informação na WEB 
 
 
A folksonomia e a navegação facetada são estratégias utilizadas na recuperação da 
informação para web. Estas estratégias são mais simples de serem adotadas na Internet e podem 
ser vistas em inúmeros sites. A folksonomia é uma técnica difundida para viabilizar o acesso e 
a organização da informação. Ela é um sistema de indexação livre, em que o próprio usuário 
indexa, por meio de tags, os dados de acordo com seu ponto de vista. 
Mesmo que essa técnica possa dar a sensação de que as necessidades do usuário 
sejam contempladas, há percepções de problemas (desvantagens) nesse sistema, sendo um deles 
o “caos” informativo (RODRIGUES; CRIPPA et al., 2011). Isso ocorre porque os usuários 
podem utilizar palavras de acordo com suas próprias regras ou habilidades, trazendo 
informações que nada tem a ver com o que é comumente utilizado. Um exemplo, é utilizar de 
um termo para lembrar de uma música, mas outro usuário utilizar-se de outro termo totalmente 
diferente, mas que faça sentido para ele. 
Mais que isso, a classificação por meio de tags pode ser utilizada para 
posteriormente oferecer conteúdo. Velsen e Melenhorst (2009) cita um exemplo, em uma 
comunidade de música online, onde um usuário identifica alguns clipes de vídeos como o 
BRITPOP. A partir disso, o sistema pode inferir que o usuário é interessado em BRITPOP 
(assumindo que os usuários não iriam olhar para estes vídeos e marcá-los se eles não gostassem 
deles) e, consequentemente, recomendar os 10 vídeos mais assistidos com a respectiva tag. 
(VELSEN; MELENHORST, 2009). 
Outra técnica utilizada muito na web, nas páginas de Internet, é a navegação 
facetada. Koren, Zhang e Liu (2008) cita que a pesquisa facetada está se tornando um método 
popular para permitir que os usuários pesquisem de forma interativa e naveguem por 
informações complexas. Um sistema de busca facetada apresenta aos usuários opções de 
refinamento de busca (KOREN; ZHANG; LIU, 2008). Este tipo de pesquisa facilita a vida do 
usuário permitindo encontrar o objeto que procura mais intuitivamente. 
Facetas podem ajudar a encontrar o que o usuário está procurando, garantindo que 
você sempre obterá algum resultado. Como desenvolvedor, facetas permitem que você exponha 
os critérios de pesquisa mais úteis para navegar pelo seu corpo de busca. Em aplicativos de 
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varejo online, a navegação facetada geralmente é criada sobre marcas, departamentos (sapatos 
infantis), tamanho, preço, popularidade e classificações. 
 
 
2.2 Sistemas de recuperação da informação 
 
 
Dentro do tema da recuperação da informação temos os sistemas de recuperação da 
informação. Para Souza et al. (2006 apud LANCASTER, 1968), os SRIs são a interface entre 
uma coleção de recursos de informação, em meio impresso ou não, e uma população de 
usuários; e desempenham as seguintes tarefas: aquisição e armazenamento de documentos; 
organização e controle desses; e distribuição e disseminação aos usuários. A partir deste 
conceito, podemos concluir que os sistemas de recuperação da informação permitem a interação 
do trabalho manual (humano) com o trabalho automático através de softwares. 
Um dos diversos diagramas que descrevem o processo de recuperação de 
informação em sistemas é o de Cardoso (2000) apresentado na Figura 4, que destaca o modo 
em que se dá a recuperação de informação em sistemas automatizados. Os documentos são 
indexados e o usuário especifica a consulta. 
 
 
Figura 4: Exemplo de sistema de recuperação da informação Fonte: Gey (1992)  
De acordo com Ferneda (2009) os sistemas de recuperação de informação têm por 
função representar o conteúdo dos documentos do corpus e apresentá-los ao usuário de uma 
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maneira que lhe permita uma rápida seleção dos itens que satisfazem total ou parcialmente a 
sua necessidade de informação. 
 
Já havia anteriormente apontado o fato de que os SRIs não informam o usuário – no sentido de mudar seu conhecimento sobre objeto de sua questão –, mas apenas o informam sobre a possível existência de documentos atinentes à questão, além de características desses documentos; e procura, em outro trabalho, analisar os SRIs subdividindo-os em seis subsistemas: de documentos, de indexação, de vocabulário, de busca, de interface com o usuário e de matching. (SOUZA et al., 2006 apud LANCASTER, 1968)  
Souza et al. (2006 apud CHOWDHURY, 2004) entendem que o conceito de 
recuperação e informações - é como consequência, o conceito de sistemas de recuperação de 
informações – é auto explanatório, e divide os SRIs em subsistemas de documentos, de 
usuários, e de busca/recuperação; detalhando cada um desses subsistemas. Os SRIs servem de 
ponte entre o mundo dos criadores de informações e os usuários dessas, e para isso colecionam-
nas e as organizam. (SOUZA et al., 2006 apud CHOWDHURY, 2004). 
Souza et al. (2006 apud SALTON; MCGILL, 1983), definem SRIs como sistemas 
que lidam com as tarefas de representação, armazenamento, organização e acesso aos itens de 
informação. 
 
Sistemas de recuperação de informação organizam e viabilizam o acesso aos itens de informação, desempenhando as atividades de: Representação das informações contidas nos documentos, usualmente através dos processos de indexação e descrição dos documentos; Armazenamento e gestão física e/ou lógica desses documentos e de suas representações; Recuperação das informações representadas e dos próprios documentos armazenados, de forma a satisfazer as necessidades de informação dos usuários. Para isso é necessário que haja uma interface na qual os usuários possam descrever suas necessidades e questões, e através da qual possam também examinar os documentos atinentes recuperados e/ou suas representações (SOUZA et al., 2006).  
Os sistemas de recuperação de informação são muitas vezes confundidos com os 
sistemas de banco de dados. Ferneda (2003) explica exatamente a diferença entre os dois 
sistemas. 
 
O processo de recuperação de informação consiste em identificar, no conjunto de documentos (corpus) de um sistema, quais atendem à necessidade de informação do usuário. Já o usuário de um sistema de recuperação de informação está, portanto, interessado em recuperar “informação” sobre um determinado assunto e não em recuperar dados que satisfazem sua expressão de busca, nem tampouco documentos, embora seja nestes que a informação estará registrada. Os sistemas de banco de dados têm por objetivo a recuperação de todos os objetos ou itens que satisfazem precisamente às condições formuladas através de uma expressão de busca. Em um sistema de recuperação de informação essa precisão não é tão estrita. A principal razão 
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para esta diferença está na natureza dos objetos tratados por estes dois tipos de sistema. Os sistemas de recuperação de informação lidam com objetos lingüísticos (textos) e herdam toda a problemática inerente ao tratamento da linguagem natural. Já um sistema de banco de dados organiza itens de “informação” (dados), que têm uma estrutura e uma semântica bem definidas. Os sistemas de informação podem se aproximar do padrão que caracteriza os bancos de dados na medida em que sejam submetidos a rígidos controles, tais como vocabulário controlado, listas de autoridades, etc (FERNEDA, 2003).  
 
2.2.1 Etapas básicas do SRI 
 
 
Os sistemas de recuperação de informação contemplam duas etapas básicas: a 
indexação e a busca. Cada uma destas etapas será analisada nesta seção. As duas devem estar 






Ferneda (2003) ressalta que o processo de representação, busca descrever ou 
identificar cada documento do corpus através de seu conteúdo, na qual é geralmente realizada 
através do processo de indexação. O autor ainda cita que durante a indexação são extraídos 
conceitos do documento através da análise de seu conteúdo e está representação identifica o 
documento e define seus pontos de acesso para a busca e pode também ser utilizada como seu 
substituto. 
Para este trabalho, o conceito que melhor resume indexação é o de Brown, Fugmann 
e Suenonius (1977): a indexação é a operação que descreve e identifica o conteúdo de um 
documento, através de termos. Ele afirma ainda que os conceitos dos documentos podem ser 
representados por termos selecionados através da linguagem natural ou por símbolos. 
Segundo Vieira (1988), a indexação é uma técnica de análise de conteúdo que 
condensa a informação significativa de um documento, através da atribuição de termos, criando 
uma linguagem intermediária entre o usuário e o documento, podendo ser realizada pelo homem 
(indexação manual), ou por programas de computador (indexação automática). 
Interessante observar o passo a passo da indexação manual, representada por Vieira 




Durante a indexação manual os conceitos são extraídos por um processo de análise intelectual, que compreende basicamente três fases: 1. Compreensão do conteúdo do documento, através da leitura completa do texto ou do título, do resumo e de outras partes que compõem um documento. 2. Identificação dos conceitos, estabelecendo o ambiente lógico e as diferenças entre os fenômenos, os processos, as propriedades, as operações, os equipamentos, etc. 3. Seleção dos conceitos, observando alguns fatores como: exaustividade, especificidade e consistência. (VIEIRA, 1988)  
Já a indexação automática é tratada por diversos estudos na literatura. Ferneda 
(2003) ressalta que a automação do processo de indexação só é possível através de uma 
simplificação na qual se considera que os assuntos de um documento podem ser derivados de 
sua estrutura textual através de métodos algorítmicos. Ele ainda conclui que a principal 
vantagem da automação está no seu baixo custo, considerando o crescente barateamento dos 
computadores e dos softwares. 
Ferneda (2003) afirma que os métodos automáticos de indexação geralmente 
utilizam “filtros” para eliminar palavras de pouca significação (stop-words), além de normalizar 
os termos reduzindo-os a seus radicais, processo conhecido como stemming. O autor ainda fala 
que essa forma de indexação seleciona formas significantes (termos ou frases) dos documentos, 
desconsiderando os significados que os mesmos podem possuir de acordo com os contextos. 
Esta abordagem pode apresentar falhas na forma de indexação, apesar da sua ampla utilização. 
É preciso ressaltar o conceito e o processo de análise das stop-words. É importante 
a definição destas palavras para o correto funcionamento do sistema de recuperação da 
informação. 
 
O processo de remoção de stop-words é utilizado para remover um conjunto de palavras que aparecem com muita frequência no texto. Estas palavras, chamadas de stop-words, geralmente são preposições, artigos, conjunções, alguns verbos, nomes, adjetivos e advérbios. Para isto, deve ser criada uma lista, denominada Stop-List, no idioma em que se está trabalhando, contendo estas palavras consideradas irrelevantes. Este processo faz-se necessário para retirar do texto palavras que não tem nenhuma importância, diminuindo assim o tamanho das estruturas de indexação e facilitando a mineração (BARION; LAGO, 2015).  
Já para Silva e Fujita (2012), o objetivo da indexação é o de representar o conteúdo 
informacional do documento, tendo em vista sua recuperação, para tanto, realiza-se um exame 
do documento a fim de identificar conceitos pelos quais a tematicidade de um documento estará 
representada. O autor ainda ressalta que essa tematicidade é determinada pelo indexador através 
da leitura do documento, tendo em mente as necessidades informacionais da comunidade 






Finalizada a discussão quanto à indexação, parte-se para a etapa de busca. Ferneda 
(2003) ressalta que no centro do processo de recuperação de informação está a função de busca, 
que compara as representações dos documentos com a expressão de busca dos usuários e 
recupera os itens que supostamente fornecem a informação que o usuário procura. A questão 
da relevância também é primordial no retorno dos resultados. Ferneda (2003) cita que o fato de 
um termo utilizado na expressão de busca aparecer na representação de um documento não 
significa que o documento seja relevante para a necessidade do usuário. 
A busca é a forma que o usuário possui para encontrar o que deseja naquele 
momento. A necessidade de informação do usuário é representada através de sua expressão de 
busca, que pode ser especificada em linguagem natural ou através de uma linguagem artificial, 
e deve resultar na recuperação de um número de documentos que possibilite a verificação de 
cada um deles a fim de selecionar os que são úteis (FERNEDA, 2003). 
Barion e Lago (2015) citam que a recuperação da informação é feita através de uma 
entrada do usuário, ou seja, através de uma consulta para que os documentos relevantes sejam 
encontrados. Os processos de Recuperação da informação geralmente se baseiam em buscas 
por palavra-chave ou busca por similaridade (HAN; KAMBER; PEI, 2011). 
Ferneda (2003) ressalta assertivamente que a principal dificuldade do usuário está 
em predizer, por meio de uma expressão de busca, as palavras ou expressões que foram usadas 
para representar os documentos e que satisfarão sua necessidade. O usuário poderá ter 
dificuldades ao utilizar a busca de um sistema, ressaltando a importância de uma boa estratégia 
na formulação da busca. 
Ferneda (2003) também questiona a diferença entre sistemas de banco de dados e 
sistemas de recuperação de informação. 
 
Com o aumento da quantidade de documentos disponibilizados nos sistemas de informação este processo de predição, que nunca é tão preciso como nos sistemas de banco de dados, é dificultado pelo número elevado de documentos resultantes das buscas. Assim, não é suficiente predizer um ou mais termos utilizados para indexar os documentos desejados, é necessário também evitar a recuperação de documentos não relevantes, minimizando o esforço em verificar a relevância de tais documentos (FERNEDA, 2003).  
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Silva e Fujita (2012) concluem que a indexação deve ser feita tendo em vista o 
conhecimento prévio do indexador, as necessidades informacionais do usuário, a política de 
indexação da unidade de informação e a estrutura textual dos documentos. Ferneda (2003) 
também conclui que a eficiência de um sistema de recuperação de informação está diretamente 
ligada ao modelo que o mesmo utiliza. Um modelo, por sua vez, influencia diretamente no 
modo de operação do sistema. 
 
 
2.2.2 Sistema de recomendação 
 
 
A maior parte dos sistemas de recuperação de informação desenvolvidos hoje em 
dia é concebida para atender as necessidades de um usuário padrão. A recomendação adequada 
de um filme, por exemplo, pode fazer a diferença entre conquistar o usuário ou perdê-lo. Devido 
a esta necessidade de conquista, destacam-se dentro dos sistemas de recuperação, os sistemas 
de recomendação. Estes têm se apresentado como um fator facilitador no momento de “cativar” 
o usuário. 
Os Sistemas de Recomendação auxiliam no aumento da capacidade e eficácia deste 
processo de indicação já bastante conhecido na relação social entre seres humanos (RESNICK; 
VARIAN, 1997). Segundo Reategui e Cazella (2005), sistemas de recomendação podem ser 
definidos como sistemas que procuram auxiliar indivíduos a identificarem conteúdos de 
interesse em um conjunto de opções que poderiam caracterizar uma sobrecarga. São sistemas 
que procuram facilitar a penosa atividade de busca por conteúdo interessante. 
Gómez et al. (2015) citam que sistemas de recomendação são utilizados há muitos 
anos para diferentes razões, sendo muito utilizados nos setores de comércio eletrônico e de 
redes sociais. 
Os sites de comércio eletrônico utilizam os Sistemas de Recomendação 
empregando diferentes técnicas para encontrar os produtos mais adequados para seus clientes e 
aumentar, deste modo, sua lucratividade. Atualmente, um grande número de websites emprega 
os Sistemas de Recomendação para levar aos usuários diferentes tipos de sugestões, como 
ofertas casadas (“clientes que compraram item X também compraram item Y”), itens de sua 
preferência, itens mais vendidos nas suas categorias favoritas, entre outros.  
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As estratégias de recomendação podem ser utilizadas de acordo com os requisitos 
que se deseja. 
Cazella, Nunes e Reategui (2010) apresentam algumas estratégias utilizadas: 
 Reputação do Produto: uma estratégia bastante utilizada em sistemas de recomendação é baseada no uso das avaliações dos usuários para estabelecer a reputação de um item, ou produto. Após conhecer determinado item, consultando-o ou adquirindo-o, o usuário tem a possibilidade de deixar uma avaliação sobre este.  Recomendações por Associação: este tipo de recomendação é obtido através de técnicas capazes de encontrar em uma base de dados associações entre itens avaliados por usuários (comprados, lidos e outros).  Associação por Conteúdo: também é possível fazer recomendações com base no conteúdo de determinado item, por exemplo, um autor, um compositor, um editor, entre outros. Para possibilitar este tipo de recomendação, é necessário que se encontrem associações num escopo mais restrito.  
Vale ressaltar que a associação por conteúdo é a estratégia que será utilizada neste 
trabalho. Os arquivos de legendas dos filmes e séries serão utilizados para recomendação de 
outros filmes, bem como a classificação por gênero e a possibilidade de pesquisa dos arquivos 
indexados. Além das mais variadas estratégias utilizadas por sistemas de recomendação, várias 
técnicas de recomendação têm surgido visando à identificação de padrões de comportamento 
(consumo, pesquisa e outros) e utilização destes padrões na personalização do relacionamento 
com os usuários. Estas técnicas fundamentam o funcionamento dos Sistemas de 
Recomendação. 
Cazella, Nunes e Reategui (2010) apresentam em seu trabalho as técnicas de 
filtragem de informação, filtragem baseada em conteúdo, a colaborativa, a híbrida e por último 
a filtragem baseada em outros contextos. 
Segundo Cazella, Nunes e Reategui (2010 apud LOEB; TERRY, 1992) a demanda 
por tecnologias de filtragem de informação não é algo novo. Estes autores ressaltam que é 
preocupante no que se refere à quantidade de informação que estava sendo gerada pelos 
diversos tipos de sistema e recebidas pelos usuários, além de destacar que toda a atenção estava 
concentrada na geração da informação para suprir as necessidades do usuário, mas que também 
é importante se preocupar com o recebimento da informação, com o controle de processo, de 
recuperação e filtragem da informação para que esta alcançasse a pessoa que deveria utilizá-la. 
A filtragem baseada em conteúdo tem sido estudada há vários anos. Segundo 
Cazella, Nunes e Reategui (2010 apud HERLOCKER; KONSTAN; RIEDL, 2000), por muitos 
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anos os cientistas têm direcionado seus esforços para aliviar o problema ocasionado com a 
sobrecarga de informações através de projetos que integram tecnologias que automaticamente 
reconhecem e categorizam as informações. Alguns softwares têm como objetivo gerar de forma 
automática descrições dos conteúdos dos itens e comparar estas descrições com os interesses 
dos usuários visando verificar se o item é ou não relevante para cada um (CAZELLA; NUNES; 
REATEGUI, 2010 apud BALABANOVIC; SHOHAM, 1997). Esta técnica é chamada de 
filtragem baseada em conteúdo segundo Cazella, Nunes e Reategui (2010 apud HERLOCKER; 
KONSTAN; RIEDL, 2000), por realizar uma seleção baseada na análise de conteúdo dos itens 
e no perfil do usuário (CAZELLA; NUNES; REATEGUI, 2010 apud ANSARI; ESSEGAIER; 
KOHLI, 2000). 
Já a filtragem colaborativa foi desenvolvida para atender pontos que estavam em 
aberto na filtragem baseada em conteúdo (CAZELLA; NUNES; REATEGUI, 2010 apud 
HERLOCKER; KONSTAN; RIEDL, 2000). A filtragem colaborativa se diferencia da filtragem 
baseada em conteúdo exatamente por não exigir a compreensão ou reconhecimento do conteúdo 
dos itens (CAZELLA; NUNES; REATEGUI, 2010). Posteriormente, na filtragem híbrida, são 
combinados os pontos fortes da filtragem colaborativa e filtragem baseada em conteúdo visando 
criar um sistema que possa melhor atender as necessidades do usuário (CAZELLA; NUNES; 
REATEGUI, 2010 apud HERLOCKER; KONSTAN; RIEDL, 2000). 
Por último, na filtragem baseada em outros contextos, Cazella, Nunes e Reategui 
(2010 apud MCDONALD, 2003) citam que a mudança mais importante a se desenvolver na 
nova geração de Sistemas de Recomendação é a devida complexidade na construção do 
modelo/perfil de usuário e, o uso apropriado desse modelo. Considerando Cazella, Nunes e 
Reategui (2010 apud PERUGINI; GONÇALVES; FOX, 2004) modelos/perfis de usuário 
propiciam indiretamente conexões entre pessoas possibilitando e direcionando a 
recomendações mais eficientes. Estes autores acreditam que perfis de usuário devem 
representar diferentes e ricos aspectos da experiência diária de um usuário, considerando a vida 
real como modelo. 
Já Barth (2010) cita que sistemas de recomendação têm por objetivo recomendar 
itens (livros, músicas, artigos e fotos) que possam ser relevantes para o usuário. Ele também 
ressalta ainda que estes sistemas de recomendação fazem uso de uma estrutura chamada perfil 
de usuário. Um perfil de usuário consiste, principalmente, de conhecimento sobre as 
preferencias individuais que determinam o comportamento do usuário (BARTH, 2010). 
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Segundo Barth (2010) a maior fraqueza destes estudos é que eles assumem como 
premissa que todas as pessoas que estão envolvidas no processo pertencem a um conjunto 
homogêneo, caracterizando uma pessoa típica que poderá ser utilizada para desenvolver 
sistemas que podem ser usados por qualquer pessoa. Esta crítica é bastante assertiva, como por 
exemplo: as pessoas podem simplesmente realizar uma pesquisa para outra pessoa em seu 
próprio perfil, ou ainda executar alguma pesquisa esperando um resultado totalmente diferente 
da sua rotina (diferente do seu perfil). Sistemas alternativos que atendam a estas possibilidades 
devem ser desenvolvidos e disponibilizados. 
 
Existem algumas premissas para o desenvolvimento de sistemas de recomendação que fazem uso de um perfil de usuário: um sistema de recomendação que faz uso de um perfil de usuário não pode iniciar as suas atividades sem a criação de um perfil do usuário; é necessário representar o perfil do usuário (escolher uma técnica de representação); tais sistemas precisam de técnicas adequadas para gerar um perfil do usuário inicial, e; quando os usuários interagem com o sistema, eles fornecem informações sobre eles mesmos e sobre as suas atividades (BARTH, 2010).  
 
Figura 5: Criação e manutenção do perfil de usuário Fonte: Barth (2010)  
Com base nas premissas acima, é possível determinar cinco decisões de projeto 
(representados na figura 5) que podem ser tomadas para o desenvolvimento de módulos que 
permitem a criação e manutenção do perfil do usuário: a técnica de representação do perfil do 
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usuário; a técnica utilizada para criação do perfil do usuário inicial; a técnica de aprendizado 
do perfil do usuário; a fonte de realimentação relevante que representa os interesses do usuário, 
e; a técnica de adaptação do perfil do usuário (BARTH, 2010 apud MONTANER; LÓPEZ; 
ROSA, 2003). A Figura 5 mostra o relacionamento entre os módulos para que seja criado e 
mantido o perfil do usuário. 
Por fim, Nodari (2014 apud TERVEEN et al., 1997), apresenta no quadro 1, de 
forma resumida, quatro formas de implementação e as caraterísticas de projeto relacionadas de 
sistemas de recomendação. A proposta deste trabalho mescla essas características e formas de 
implementação. 
 
QUADRO 1: Sistemas de recomendação, características do projeto e formas de implementação 
 Fonte: Nodari (2014 apud TERVEEN et al., 1997)  
Gómez et al. (2015) citam que os recentes estudos em sistemas de recomendação 
preocupam mais com o alto volume de dados, ou seja, como estes bancos de dados imensos 
(era do big data) afetam os sistemas de recomendação, mais que isso, como eles podem ser 
benéficos ajudando a obter melhores resultados. 
 
As ferramentas e técnicas empregadas para análise automática e inteligente destes imensos repositórios são os objetos tratados pelo campo emergente da descoberta de conhecimento em bancos de dados (DCBD), da expressão em inglês Knowledge Discovery in Databases (KDD). Mineração de dados é a etapa em KDD responsável pela seleção dos métodos a serem utilizados para localizar padrões nos dados, seguida da efetiva busca por padrões de interesse numa forma particular de representação, juntamente com a busca pelo melhor ajuste dos parâmetros do algoritmo para a tarefa em questão (SILVA, 2004).  
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O Netflix utiliza desta enorme gama de dados também para gerar conteúdo. 
Hallinan e Striphas (2016) citam que House of Cards, série de maior sucesso do Netflix, foi 
pensada e trabalhada antes de mesmo de ir ao ar, isto é, profissionais da indústria usam 
algoritmos e outros recursos para orientar suas decisões sobre qual material produzir. 
É necessário, entretanto, ficar atento em como empregar um investimento de 
centenas de milhões de reais na coleta dos dados, para no final do projeto pouca ou nenhuma 




2.2.3 Análise de sentimentos 
 
 
A análise de sentimentos é outro conceito difundido entre os sistemas de 
recuperação da informação. Santos et al. (2010) conceituam a análise de sentimento ou 
mineração de opinião como um ramo da mineração de textos preocupado em classificar textos 
não por tópicos, e sim pelo sentimento ou opinião contida em determinado documento. 
 
A análise de sentimento é uma disciplina recente que congrega pesquisas de mineração de dados, linguística computacional, recuperação de informações, inteligência artificial, entre outras. A mineração de opiniões opera sobre porções de texto de quaisquer tamanho e formato, tais como páginas web, posts, comentários, tweets, revisões de produto, etc. Toda opinião é composta de pelo menos dois elementos chave: um alvo e um sentimento sobre este alvo. Um alvo pode ser uma entidade, aspecto de uma entidade, ou tópico, representando um produto, pessoa, organização, marca, evento, etc. Já um sentimento representa uma atitude, opinião ou emoção que o autor da opinião tem a respeito do alvo. A polaridade de um sentimento corresponde a um ponto em alguma escala que representa a avaliação positiva, neutra ou negativa do significado deste sentimento. (BECKER; TUMITAN, 2013)  
Cada vez são mais comuns os estudos com análise de sentimentos. Araujo et al. (2012) 
apresentam uma revisão narrativa da literatura sobre técnicas computacionais utilizadas para o processo 
de Análise de sentimentos. Araujo et al. (2012) citam que o estudo foi realizado com artigos publicados 




QUADRO 2: Artigos encontrados nas bases de dados PubMed, ISI, ACM e IEEE sobre análise de sentimento, seus objetivos e resultados 
 
Fonte: Araujo et al. (2012) 
 
Souza (2012) cita que as soluções de análise de sentimentos foram aplicadas, na literatura, 
a diversos problemas: desde mineração de opiniões sobre um determinado produto em blogs e fóruns; 
análise automática de resenhas de filmes em sítios como IMDb; de resenhas de produtos em sítios como 
o Amazon; até auxílio a Sistemas de respostas a perguntas e extração de informação. 
Guerra et al. (2011) citam que tradicionalmente os algoritmos de análise de sentimento 
(também conhecido como mineração de opinião) foram desenvolvidos para cenários estáticos e bem-
controlados que têm como alvo a análise de comentários de produtos e serviços. Guerra et al. (2011) 
complementam que nesses cenários, as listas de palavras pré-definidas positivas e negativas (ou seja, 
léxicos) e tradicionais técnicas supervisionadas de aprendizado de máquina têm sido bastante bem 
sucedida. 
Melville, Gryc e Lawrence (2009) citam que a explosão de conteúdo gerado pelo usuário 
na web tem levado novas oportunidades e desafios para as empresas, que estão cada vez mais 
preocupados com o monitoramento a discussão em torno de seus produtos. Estas informações podem 
gerar informações úteis sobre como melhorar produtos ou comercializá-los de forma eficaz. Melville, 
Gryc e Lawrence (2009) citam que um importante componente de tal análise é caracterizar o sentimento 
expresso em blogs sobre marcas e produtos específicos. 
Melville, Gryc e Lawrence (2009) ressaltam ainda que a análise de sentimento centra-se na 
tarefa de automaticamente identificar se uma parte do texto expressa uma opinião negativa ou positiva 
sobre o assunto, já alguns estudos recentes tratam o problema como classificação de texto, utilizando 
uma classe de palavras. 
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Reis et al. (2012) confirmam que a diversidade de métodos e técnicas resulta e/ou tem 
impactos na diversidade de categorização de sentimentos utilizados em cada um dos métodos, nas 
suposições feitas e nos conjuntos de dados utilizados para validação. Reis et al. (2012) citam que grande 
parte destes recursos é disponibilizada apenas para a língua inglesa. Este trabalho apresenta um modelo 
para classificação de filmes por sentimento, utilizando termos da língua portuguesa. 
Uma das aplicações da análise de sentimentos é na música digital. Os tradicionais sistemas 
de filtragem baseada em conteúdo e filtragem colaborativa ainda são constantemente utilizados. Na 
música também é possível utilizar os sistemas de recomendação. Com a análise de sentimentos o sistema 
pode tentar identificar o tipo de humor de uma música para recomendar ao usuário. Segundo Karmaker 
et al. (2015), hoje o ouvinte de música enfrenta vários obstáculos na busca de música para um contexto 
específico. Karmaker et al. (2015) também citam que com a extensão da biblioteca de música digital, a 
cada dia, está ficando mais complicado classificar ou categorizar a música acordo com as especificações 
emocionais do usuário. 
 
A necessidade de ferramentas de classificação de música está se tornando cada vez mais aparente. Ouvintes agora precisam de ferramentas para classificar a música baseada em seu humor, desfrutando da música de maneira nova e emocionante. Com o desenvolvimento da tecnologia de música digital, é essencial desenvolver um sistema de recomendação de músicas para os usuários. Já existem trabalhos realizados para a recomendação de música personalizada com base na preferência dos usuários. Estes trabalhos utilizam duas abordagens principais: filtragem baseada em conteúdo e filtragem colaborativa. Ambas as abordagens são recomendação baseadas nas preferências dos usuários observada a partir do comportamento de audição. Muitos dos sistemas de recomendação de música atual seguem a regra de marcação social, em vez de recurso extração de música. Embora estes sites sociais de marcação sejam úteis, eles não podem representa as preferencias atuais do próprio usuário (KARMAKER et al., 2015).  
Mohammad e Turney (2010) citam que a criação de uma playlist de música automática 
classificadas por emoções poderia ser muito melhor que as padronizadas por gênero. Esse autor 
exemplifica que até mesmo o clima pode afetar sua emoção e seu humor, como, por exemplo: em tempo 
chuvoso um ouvinte pode querer ouvir uma música triste; enquanto outro ouvinte quer uma música feliz. 
 
 
2.2.4 Trabalhos relacionados 
 
 
Nesta seção são discutidos os trabalhos relacionados utilizados na construção desta 
dissertação. O primeiro trabalho relacionado é o de Barreto (2011), no qual apresenta o título: Anotação 
automática e recomendação personalizada de documentários brasileiros – Sistema DocUnB. O autor 
apresenta como problema a dificuldade de localização de documentários, resultado da crescente 
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produção dos mesmos, provocando a invisibilidade de grande parte da produção audiovisual brasileira, 
sobremaneira os filmes de cunho documental. Esta situação sugere então estudos de viabilidade do uso 
de mecanismos de disseminação de informações sobre este material de forma a revitalizar repositórios 
e coleções de vídeos, criando oportunidades para o aproveitamento contínuo de um importante acervo 
cultural, histórico e antropológico. 
Barreto (2011) traz como proposta promover o encontro seletivo e personalizado entre 
espectadores e documentários, tentando alcançar este objetivo por meio de um sistema automático de 
recomendação de vídeos. Ele utiliza um software para retirar as falas dos personagens de cada 
documentário, construindo um grupo de palavras-chave que identificam o filme. Em seguida construiu 
também palavras-chave identificando alguns sites da Internet. Através da mescla dos resultados ele tenta 
construir um sistema personalizado de recomendação de documentários para o respectivo autor e 
usuários do site. Ele chega a concretizar um protótipo, denominado sistema DocUnB, para testar os 
mecanismos de recomendação. 
O trabalho se assemelha com a proposta desta dissertação, entretanto o foco deste estudo é 
a localização de novos filmes e séries dentro de um acervo disponível. A recomendação de 
documentários se assemelha a recomendação de filmes aproximando os usuários do que desejam assistir. 
Uma diferença importante entre os trabalhos é o corpus utilizado na pesquisa: Barreto (2011) utiliza um 
software para retirar as falas de cada documentário. Este trabalho utiliza os arquivos de legendas que 
contém as falas dos personagens, ou seja, o conteúdo já está pronto, e é fiel ao que se passa nos filmes, 
sem erros ou equívocos, bastando apenas formatá-lo. 
O resumo do estudo de Barreto (2011) é apresentado em seguida: 
 
Apresentação de um sistema para a Recomendação Personalizada de vídeos em Arquivos Audiovisuais, viabilizado em um modelo capaz de obter índices de conteúdo em entidades multimídia e compará-los aos conteúdos de sites da Internet, de forma a direcionar a visualização de filmes documentários. O sistema implementa agentes de software com capacidade de prospecção e decisão no âmbito da Internet que, a partir de interações com usuários humanos, podem construir uma identidade e agir seletivamente para a difusão de informações sobre vídeos. Se pretende facilitar a circulação de documentários, que, de outra forma, poderiam estar limitados a exibições para um público restrito e não necessariamente atento ao conteúdo específico dos filmes. Utilizando o contexto profissional acadêmico para determinar preferências quanto a materiais audiovisuais, foi realizada a recomendação baseada no conteúdo de filmes selecionados do acervo da Universidade de Brasília. O trabalho explora a difusão de filmes em interfaces interativas de rede e a personalização da recomendação em comunidades virtuais, com o objetivo de aumentar a significância dos documentos, por meio da análise de audiovisuais e de links, de forma a ampliar os pontos de acesso a documentários brasileiros (BARRETO, 2011).  
O segundo trabalho relacionado é o de Yahiaoui (2003), o qual apresenta o título: 
Construction automatique de résumés vidéos - Proposition d’une méthode générique d’évaluation. Este 
estudo busca construir resumos de vídeos demonstrando a parte mais relevante para os usuários. O autor 
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mescla a utilização de várias técnicas, tanto textuais como visuais para construção dos resumos. Ele 
busca identificar alguns quadros dos vídeos, além das palavras-chave de cada vídeo, para montar o 
resumo geral do vídeo. O estudo inclui a indexação baseada no conteúdo textual extraído de legendas, 
com a seleção de frases curtas ou trechos de frases como índices, na tentativa de aumentar a precisão 
semântica na compreensão da temática principal do vídeo analisado. 
Yahiaoui (2003) realiza experiências em cima do conteúdo do vídeo bem como das 
legendas dos vídeos. O trabalho se assemelha na tentativa de identificar as partes mais relevantes de 
cada vídeo, entretanto é diferente na forma de como gera o resultado, isto é, o autor gera um vídeo com 
imagens (quadros) alimentadas também com as frases mais importantes do vídeo. Já neste trabalho em 
questão são identificadas as palavras-chave, mas para descobrir novos títulos parecidos. 
O resumo do estudo de Yahiaoui (2003) é apresentado em seguida: 
 
O rápido crescimento de documentos multimídia requer o desenvolvimento de várias ferramentas para manipulação. A criação de resumos de vídeo automáticas é uma ferramenta poderosa para a resumir o conteúdo geral do vídeo e apresentar apenas as partes mais relevante. Através desta tese, propomos uma nova abordagem para a construção e avaliação automática de resumos de vídeo. Esta abordagem baseia-se num princípio chamado de “princípio do reconhecimento Máxima”. Este processo permite construir o melhor resumo para ajudar o usuário na tarefa de identificação. O melhor resumo é aquele que maximiza o número de acertos fornecidos pelo usuário. Esta técnica pode ser utilizada para sumarização de diferentes tipos de mídia. Primeiro apresentamos resumos de um primeiro método de construção de vídeos usando informações apenas visual, então estudamos vários outros métodos de multi-construção de vídeos. Então nós adaptamos desse princípio para a construção de sínteses baseiam-se exclusivamente em informação textual. Finalmente, propusemos um processo conjunto de otimização da informação visual e textual (YAHIAOUI, 2003).  
O terceiro trabalho relacionado é o de Silva (2012), que apresenta o título: “Descoberta 
automática de temas utilizando legendas”. Silva (2012) tem como objetivo desenvolver algoritmos 
capazes de descobrir automaticamente o tema de uma conversa. Além desse objetivo principal, há outras 
particularidades das legendas que podem ser analisadas e que diferenciam as séries de TV.  
 
Estes algoritmos podem ser usados por profissionais da indústria cinematográfica para pesquisar e visualizar cenas que compartilham algumas características, ou para produzir uma descrição concisa e detalhada de um filme, o que poderia ser um valioso contributo para um sistema de recomendação. Outro domínio de aplicação deste sistema é o anúncio contextual. A análise semântica das cenas fornece uma poderosa ferramenta para colocar anúncios relacionados nos documentos de vídeo (SILVA, 2012).  
Silva (2012) conclui que a utilização das legendas é uma excelente contribuição para 
identificar temas nos vídeos, além de apresentarem informações importantes para o usuário. Isso foi 
demonstrado no estudo através da realização de testes, em que a partir de uma nuvem de palavras os 
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usuários identificavam as séries em questão. Foi possível também criar grupo de palavras 
correspondentes a series diferentes, mas que possuem o mesmo tema. 
O trabalho de Silva (2012) assemelha na forma em como os temas tentam ser identificados, 
através das legendas, e na linguagem de programação utilizada, o Java, mas não utilizam o mesmo 
software para identificar as palavras-chave. Silva (2012) utiliza o 
WordNet enquanto este trabalho utiliza o EXATOIP. 
O resumo do estudo de Silva (2012) é apresentado em seguida: 
 
Este trabalho insere-se no projecto VIRUS (Video Information Retrieval Using Subtitles). O projeto VIRUS tem como objectivo o desenvolvimento de um sistema de Recuperação de Informações Vídeo que irá funcionar em bibliotecas de vídeos compostas por documentos legendados. Contrastando com projetos anteriores, limitamo-nos a processar filmes e séries de televisão para as quais as legendas estão disponíveis. Aspectos diferenciais deste projeto incluem a recuperação de informação com base na análise simultânea de três fluxos de informação: sinal de vídeo, legendas e sinal de áudio. O sistema permite visualizar vídeos de forma significativa e aceita consultas do utilizador para encontrar partes dos documentos de vídeo às quais correspondem as consultas. Os domínios de aplicação de um sistema como este são vastos. Pode ser usado por profissionais da indústria cinematográfica para aceder e visualizar cenas que partilham algumas características, ou para produzir uma descrição concisa e detalhada de um filme, o que poderia ser um valioso contributo para um sistema de recomendação. Outro domínio de aplicação deste sistema é o anúncio contextual. A análise semântica das cenas fornece uma poderosa ferramenta para colocar anúncios relacionados nos documentos de vídeo. O trabalho DESCOBERTA AUTOMÁTICA DE TEMAS UTILIZANDO LEGENDAS explora um dos fluxos de informação que se pretende abordar no projecto VIRUS, as legendas. O seu objetivo é desenvolver algoritmos capazes de descobrir automaticamente o tema de uma conversa e sugerir quais os temas mais relevantes. Além desse objectivo principal, há outras particularidades das legendas que podem ser analisadas e que diferenciam as séries de TV. Os textos usados foram legendas de séries como o 24hrs, Anatomia de Grey, Os Sopranos, e muitas outras. O trabalho foi desenvolvido em Java e os resultados que obtemos são apresentados na interface web do MovieClouds, o protótipo do projecto VIRUS. Apesar do projeto ainda não estar terminado, concluímos, através de testes com utilizadores que o processamento das legendas são uma excelente contribuição para identificar temas nos vídeos (SILVA, 2012).  
Muitos trabalhos distintos sobre o tema de recuperação da informação baseado em 
conteúdo também foram encontrados na pesquisa realizada, relacionado com outros trabalhos de 
sistemas de recomendação de conteúdo. Dentre estes trabalhos podemos ressaltar a dissertação de Caritá 
et al. (2008) que buscou implementar e avaliar um sistema de gerenciamento de imagens médicas com 
suporte a recuperação baseada em conteúdo, além de busca de imagens por similaridade. Destaca-se o 
resultado das avaliações da recuperação por similaridade que demonstraram que o extrator escolhido 
possibilitou a separação das imagens por região anatômica. Este trabalho tenta identificar a similaridade 
entre os documentos (imagens) para poder possibilitar ao pesquisador encontrar casos parecidos para 
que ele avalie a melhor solução.  
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Outro trabalho que pode ser citado é o de Barreto (2007), trata da exposição sobre 
processos e métodos utilizados para a indexação e recuperação textual da informação semântica 
em vídeo, tendo como base a identificação e classificação do seu conteúdo visual e sonoro. A 
criação de ferramentas que podem permitir a pesquisa por entidades e conceitos registrados em 
filmes está sendo empreendida não somente por filmotecas e museus, mas também de forma 
intensa pelos produtores de mídia, que se preparam para oferecer conteúdo audiovisual 
personalizado via Internet e televisão digital. O trabalho cita que na implementação de 
aplicações que vão de bibliotecas digitais a sistemas de segurança, serão necessárias novas 
ferramentas que permitam o acesso facilitado ao conteúdo de audiovisuais. 
Barreto (2007) ressalta ainda que são explorados quatro processos coordenados: 
extração de elementos, análise de estruturas, abstração e indexação, para a obtenção de um 
sistema automático de segmentação e identificação de conteúdos em qualquer tipo de vídeo. 
Como conclusão ele verifica que a recuperação de conteúdos em audiovisuais vem obtendo 
sucesso especialmente na área de reconhecimento de padrões e na identificação de imagens de 
cunho técnico, porém a pesquisa pela decodificação semântica de imagens, a extração 
automática de metadados descritivos está apenas começando, e faz parte da criação da máquina 
ideal, semelhante a nós mesmos. 
Já Chella (2004), trata de algumas estratégias para recuperação e classificação de 
informações em arquivos multimídia. Entre as tecnologias estudadas o padrão MPEG-7 
(Moving Picture Expert Group) foi adotado como base para o desenvolvimento do 
sistema que possibilita que arquivos de vídeo possam ser demarcados em segmentos e anotados 
com texto livre e texto estruturado. Os vários segmentos podem ser gravados e uma interface 
gráfica habilita a navegação com a visualização das anotações e do segmento do vídeo. As redes 
de comunicação com alta velocidade tem propiciado meios para que um grande volume de 
conteúdos multimídia na forma de arquivos digitais de vídeo, áudio e imagens sejam produzidos 
e disponibilizados na Internet. Com o aumento de arquivos disponibilizados e a facilidade de 
acesso o problema que se apresenta é a dificuldade de identificar e gerenciar um volume cada 
vez maior desse conteúdo. Neste trabalho é apresentado de forma sucinta o padrão MPEG-7, 
suas diversas ferramentas para a descrição de conteúdos multimídia e o desenvolvimento de um 
sistema para indexação e recuperação de informações de arquivos de vídeo digital. 
Outro trabalho que deve ser mencionado é o de Goularte (2003), que trata do 
desenvolvimento de técnicas com suporte à ciência de contexto, baseadas nos padrões MPEG-
4 e MPEG-7, para personalizar e adaptar conteúdo em TV Interativa. Este trabalho desenvolveu 
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técnicas com suporte à ciência de contexto para personalizar e adaptar conteúdo em TV 
interativa, permitindo que usuários possam acessar, sob demanda, programas contendo apenas 
assuntos de seu interesse e que o acesso possa ser realizado utilizando-se diferentes dispositivos. 
Outro enfoque foi dado por Marques (2007), que analisa o uso de recomendações 
na recuperação de informação no domínio de perfis de usuário. É demonstrado que o uso de 
abordagens de recomendação é um critério essencial para a identificação de documentos 
relevantes em vários cenários de recuperação neste domínio. As abordagens de recomendação 
surgiram da necessidade de se prever os documentos mais relevantes para o usuário, problema 
central da recuperação de informação. As recomendações servem para auxiliar no processo de 
receber ou fornecer indicações, e um sistema de recomendação é um sistema de informação que 
auxilia o usuário a recuperar informação através da previsão de seus interesses. 
Marques (2007) realiza uma pesquisa exploratória, onde foi realizado um estudo do 
sistema Currículo Lattes identificando casos onde o sistema não oferece respostas com a 
recuperação de informação tradicional, e que poderiam ser solucionados utilizando as 
abordagens de recomendação. Generalizando essas dificuldades, foi criado um modelo geral de 
recuperação de perfis de usuário, que pode ser aplicado na recuperação de perfis em qualquer 
contexto, não só na recuperação de currículos. Um sistema de recuperação de perfis de usuário 
em sites de relacionamento foi desenvolvido com base no modelo geral, a fim de validar esse 
modelo, que depois foi transposto para o Currículo Lattes. Com os resultados alcançados, 
espera-se não só contribuir com os conhecimentos da academia na arte da recuperação da 
informação, mas ampliar os recursos para satisfação da necessidade do usuário com o estudo 
de novos procedimentos, e, também, consolidar a recomendação como estratégia importante da 
recuperação de informação, com vistas a influenciar o desenvolvimento, sob a ótica dessa 
estratégia, de novas ferramentas de maior qualidade. 
Já Silva, Alves e Bressan (2009), ressaltam que com o advento da TV Digital houve 
um crescimento do volume de programas de TV oferecidos pelas operadoras de TV, 
aumentando a dificuldade do usuário de selecionar conteúdo relevante. Além disso, os usuários 
de televisão não têm como tarefa principal a procura de informações como ocorre na Internet. 
Diante deste cenário, os sistemas de recomendação destacam-se como uma possível solução 
para este problema, contudo o contexto raramente tem sido explorado durante o processo de 
recomendação. Este artigo apresenta uma proposta de arquitetura sensível ao contexto para 





Outro trabalho alternativo é citado por Cazella, Nunes e Reategui (2010). A maior 
parte das interfaces dos sistemas desenvolvidos hoje em dia é concebida para atender as 
necessidades de um usuário padrão. Deste modo, tais interfaces acabam negligenciando 
necessidades e interesses particulares de cada indivíduo. Através de métodos de personalização 
é possível criar uma interface diferente para cada usuário, modificando sua estrutura ou seu 
conteúdo de acordo com o perfil de cada um. Uma das técnicas empregadas na personalização 
de interfaces são os sistemas de recomendação, criados inicialmente para permitir que usuários 
pudessem receber conteúdo personalizado através do compartilhamento de informações. 
Cazella, Nunes e Reategui (2010) citam que através do monitoramento das ações 
dos usuários, estes sistemas são capazes de identificar conteúdo, itens ou ações a serem 
recomendados de forma personalizada. A recomendação adequada de um livro, por exemplo, 
pode fazer a diferença entre conquistar o usuário ou perdê-lo. Devido a esta necessidade de 
conquista, a personalização tem se apresentado como um fator facilitador no momento de 
“cativar” o usuário. 
Por último, podemos citar o trabalho de Corumba e Macedo (2011). Eles exaltam 
que participantes de listas de discussão costumam receber diariamente um grande volume de 
mensagens em suas caixas de correio eletrônico. Em boa parte dos casos, apenas algumas destas 
mensagens despertam de fato o interesse do usuário. Um exemplo deste tipo de lista é a 
assinatura eletrônica de sistemas de chamadas para submissão de artigos científicos a 
conferências e periódicos (calls-for-papers), que são de grande interesse para grupos de 
pesquisa, professores e estudantes que desenvolvem algum tipo de atividade científica. 
Corumba e Macedo (2011) citam que a diversidade das chamadas entre linhas de 
pesquisa variadas dificulta o acesso às mais relevantes. O artigo descreve um serviço web que 
organiza de forma inteligente mensagens de call-for-papers recebidas em contas de correio 
eletrônico. O serviço realiza mineração do texto da mensagem e processamento KNN (k-
Nearest Neighbors) para categorizar os calls-for-papers entre seis grandes áreas da computação. 
Experimentos utilizando uma base de testes mostraram um percentual de acerto na classificação 
em torno de 89%. Uma extensão desse serviço web para recomendação de calls-for-papers 
baseado na extração automática de informações de currículos Lattes (CNPq - Conselho 
Nacional de Pesquisa) de pesquisadores também é apresentada.  
Já Sjöberg et al. (2014) demonstram em seu trabalho a preocupação em detectar 
cenas violentas em filmes ou vídeos na web. Sjöberg et al. (2014) explicam que o trabalho 
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nasceu de uma necessidade dos pais de verificar se aquele filme ou vídeo contêm cenas 
violentas para decidir se seu filho pode ou não assistí-lo. 
 
Além de segmentos contendo violência física, as anotações também incluem conceitos de alto nível para as modalidades de áudio e visuais dos primeiros 17 filmes de Hollywood. Sete conceitos visuais (“a presença de sangue”, “luta”, “presença de fogo”, “a presença de armas”, “a presença de armas brancas”,“perseguições” e “cenas sangrentas”) e três conceitos de áudio (“presença de gritos”,“tiros” e “explosões”) são fornecidos (SJÖBERG et al., 2014).  
Outro modelo é apresentado por Smith, Bamman e OConnor (2013): eles tentam 
inferir automaticamente personagens do texto, para posteriormente identificar personagens 
semelhantes entre filmes diferentes. Interessante observar que uma das suas fontes de dados é 
a Wikipedia. 
Nesta seção foram demostrandos diversos trabalhos relacionados que corroboram 







A metodologia deste trabalho seguiu as diretrizes do método Design Science. 
Segundo, Sordi, Azevedo e Meireles (2015) a pesquisa Design Science volta-se para resolução 
de problemas a partir da aplicação de novos conhecimentos científicos, essencialmente 
pragmática. Uma das diretrizes aborda o desenvolvimento dos artefatos, que nesta pesquisa, é 
um modelo, permitindo soluções satisfatórias aos problemas práticos. Enquanto muitos 
paradigmas de pesquisa científica objetivam descobrir “o que é verdade”, a ciência do Design 
busca identificar o “o que é eficaz” (ALAN et al., 2004). 
 
 
3.1 Especificação do modelo 
 
 
A especificação do modelo consiste na apresentação das ferramentas Apache 
Lucene e OGMA que serão utilizadas na proposta do modelo. Em seguida, aborda a 
especificação do modelo, que será dividido em quatro etapas: passos iniciais (requisitos); 
pesquisa; classificação por gênero e sentimentos; e identificação de títulos similares. O objetivo 
geral será delineado nos objetivos específicos e responderão à pergunta problema (figura 6). 
 





3.1.1 Ferramentas / Softwares para construção do modelo 
 
 
Antes de iniciar a descrição de cada etapa da pesquisa apresentaremos as 
ferramentas Apache Lucene e o OGMA. Os dois softwares serão utilizados na tentativa de 
implementação do modelo que será proposto. Esta seção visa dar transparência as ferramentas 
utilizadas no processo de criação do modelo, para em seguida ser construído o artefato (etapa 
definida pelo Design Science). 
 
 
3.1.1.1 Apache Lucene 
 
 
O Apache Lucene é uma ferramenta livre utilizada para a recuperação da 
informação em arquivos textuais. 
 
O Lucene é uma biblioteca de mecanismo de procura de texto altamente escalável e de software livre a partir do Apache Software Foundation. Você pode usar o Lucene em aplicativos comerciais e de software livre. As APIs (Application Programming Interface) poderosas do Lucene focam principalmente na indexação e na procura de texto. Elas podem ser usadas para criar recursos de procura para aplicativos, como clientes de e-mail, listas de correspondências, procuras da web, procuras de banco de dados, etc. web sites como Wikipédia, TheServerSide, jGuru e LinkedIn foram desenvolvidos com o Lucene (IBM, 2015).   
Neste trabalho o Apache Lucene será utilizado para indexar os dados formatados 
(fases iniciais) para em seguida possibilitar a implementação da primeira etapa do modelo. A 
fase de análise acontece imediatamente antes de analisar a indexação e a consulta. 
 
Análise é a conversão dos dados de texto em uma unidade de procura fundamental, chamada de termo. Durante a análise, os dados de texto passam por várias operações: extração das palavras, remoção de palavras comuns, ignorar pontuação, redução de palavras para o formato de raiz, alteração das palavras para minúsculas, etc. A análise converte os dados de texto em tokens e esses tokens são incluídos como termos no índice do Lucene (IBM, 2015).  
Após a indexação dos dados formatados, o Apache Lucene estará apto para atender 
as procuras/buscas definidas pelos usuários. O Lucene calcula a pontuação e ordena os 
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resultados utilizando todos os documentos que foram indexados. O site da IBM (2015) ressalta 
que a procura é o processo de buscar palavras no índice e de localizar os documentos que 
contêm essas palavras, sendo que a criação de recursos de procura usando a API de procura do 
Lucene é um processo direto e fácil. 
Para gerar o resultado e o ranqueamento o Apache Lucene utiliza as variáveis TF 
(Term Frequency) e IDF (Inverse Document Frequency). Maia e Souza (2010) afirmam que a 
medida term frequency–inverse document frequency (TF-IDF) corresponde a uma medida 
estatística utilizada para avaliar o quanto uma palavra é importante para um documento em 
relação a uma coleção (corpus). Maia e Souza (2010) ainda ressaltam que essa importância 
aumenta proporcionalmente com o número de vezes em que a palavra apareça no documento e 
diminui de acordo com a frequência da palavra na coleção. 
Maia e Souza (2013) explicam que o term frequency (TF) corresponde ao número 
ocorrências do termo em um documento dividido pelo número de ocorrências de todos os 
termos deste mesmo documento, enquanto a IDF é uma medida de grande importância para 
complementar a equação que avalia a importância do termo na coleção. 
O Apache Lucene ainda possui as seguintes características: 
 





O software OGMA (http://ogmaweb.com.br/ogma/) está em sua versão 1.0. O 
OGMA é uma ferramenta para análise de texto, cálculo da similaridade entre documentos e 
extração de sintagmas nominais. Sua interface é bastante simples e objetiva, conforme é 
demonstrado pela figura 7. Ele permite recuperar a lista ordenada dos termos mais frequentes 
de todos os documentos indexados, além de comparar dois documentos previamente definidos. 
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O principal uso do OGMA será no levantamento das palavras-chave mais relevantes 
de cada arquivo de legenda utilizado, excluindo as stop-words. No OGMA utilizou-se o menu 
“operações”, para em seguida clicar em “gerar tabelas” e por último “termos sem stop-words”. 
Para construir os resultados é utilizado pelo OGMA o cálculo denominado “termo 
mais frequente” (TF). Conforme já foi citado, este cálculo corresponde ao número de vezes que 
o termo aparece no documento dividido pelo número de ocorrências de todos os termos deste 
mesmo documento. 
Quanto maior a relevância, maior a chance de o título apresentar o que você procura. 
Internamente o software do modelo proposto realiza uma pesquisa em cada arquivo de legenda, 
do banco de dados construído, seguindo as seguintes operações: 
 Quantidade de palavras do documento;  Quantidade de vezes que a palavra-chave consta no documento;  Divisão entre o item 1 e o item 2 para classificar por relevância (cálculo do TF); 
 
 
Figura 7: Interface do OGMA Fonte: OGMA (2016) 
 
 





Para que os objetivos específicos sejam atendidos, é necessário antes passar por 
alguns passos iniciais. Estes passos são comuns aos três objetivos específicos do trabalho e 
foram necessários para prosseguir na construção do modelo. Todos estes passos servirão como 
base para a construção do modelo. 
Primeiramente, foi realizada a coleta dos dados (arquivos de legendas). Em seguida 
foi feita a formatação dos arquivos de legendas. O último passo foi realizar a indexação dos 
dados. A figura 8 resume estes passos com a criação do banco de dados. Cada resultado gerado 
em uma etapa é utilizado na próxima.  
 
 
Figura 8: Requisitos do modelo - Primeira etapa Fonte: Elaborada pelo autor 
 
 
3.2.1 Coleta de dados 
 
 
O primeiro passo consiste em levantar e adquirir todos os arquivos de legendas que 
serão utilizados. É necessário ter o maior número possível de arquivos de legendas para atender 
uma maior quantidade de pesquisas. No cinema, televisão e jogos eletrônicos, as legendas são 
o texto que acompanha uma imagem, conferindo-lhe um significado ou esclarecimento. Os 
arquivos de legendas mencionados são os arquivos com extensão .srt que são produzidos em 
diferentes línguas. Seu maior uso é na tradução de textos e diálogos de filmes, acompanhando 
o mesmo em sobreposição, normalmente na zona inferior da película. Não são necessários os 
arquivos de vídeos em questão, já que o modelo deste trabalho propõe a utilização apenas dos 
arquivos textos. 
A seleção dos arquivos ocorreu de forma arbitrária culminando na criação de um 
repositório de arquivos de legendas (arquivos .srt). Para que o repositório fosse criado foi 
utilizado o software opensource Subliminal. O Subliminal é utilizado especificamente como 
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um sistema de busca e downloads de arquivos de legendas. O software foi baixado do site oficial 
(http://subliminal.readthedocs.org/en/latest/). 
Foi desenvolvido um script, representado na figura 9, denominado 
baixarlegenda.sh para utilizar o software Subliminal automaticamente. Para utilizar este script 
foram criados dois outros arquivos texto para facilitar a inclusão de novos títulos: o primeiro 
com o título de todas as séries e o segundo com o título de todos os filmes que foram 
selecionados para download. O arquivo de filmes contém mais de três mil títulos e o de séries 
contém mais de 300 produções. Desta forma, o script executa e consulta cada linha dos dois 
arquivos textos criados anteriormente para pesquisar na biblioteca do Subliminal, realizando o 
download de cada arquivo de legenda. A figura 10 resume todo o processo de coleta de dados. 
Não serão todos os títulos que terão legendas disponíveis. Vale ressaltar que o script 
baixarlegenda.sh deve ser alterado de acordo com o arquivo texto que será utilizado. 
Para atualizar a base de dados de legendas, é necessário apenas atualizar os arquivos 
textos, podendo ser configurado uma execução diária do script baixarlegenda.sh. Desta forma 
a base será atualizada sempre com as melhores legendas. Inicialmente foi realizado o download 
de 700 legendas para utilização neste projeto, mas o número deverá aumentar à medida que 
novos filmes e séries forem lançados. 
 
 










Figura 10: Etapa da coleta de dados Fonte: Elaborada pelo autor 
 
 
3.2.2 Formatação de dados 
 
 
Com o repositório de legendas pronto e definido, identificou-se um problema. Os 
arquivos de legendas continham o tempo em que cada frase deveria aparecer. Estes números e 
outros caracteres especiais não poderiam ser considerados na indexação para não atrapalhar na 
pesquisa por conteúdo. Além disso, era necessário formatar estes dados para não atrapalhar 
também a construção dos termos mais relevantes, que sem a formatação trazia como resultado 
inúmeros números nas primeiras posições. Foi necessário preparar todos os arquivos retirando 
e refinando os dados que serão indexados. Finalmente, cada arquivo, deverá conter estritamente 
as falas dos personagens. Nenhuma outra informação, símbolo, caracteres ou imagens podem 
ser utilizados. Com a formatação dos dados a busca realizada pelo Apache Lucene será mais 
precisa e o resultado mais objetivo. 
Para a formatação dos arquivos utilizamos o software Notepadd++ (versão 6.8.1) 
que pode ser baixado em seu site oficial (https://notepad-plus-plus.org/). Notepad++ é um 
software livre e editor de código-fonte, substituto do bloco de notas que suporta várias línguas. 
Com os arquivos de legendas todos baixados e alocados em um único diretório do sistema 
operacional, é aberto o Notepadd++ para clicar em “localizar arquivos” dentro do menu 
“localizar”. No campo “localizar” é utilizado a expressão regular 00.+ para selecionar, na opção 
modo de busca, “expressão regular”. Por fim, é selecionada a pasta onde está localizado o 
repositório de legendas para clicar em “substituir nos arquivos”, eliminando desta forma todas 
as frases que começam com a informação do momento em que a legenda deve aparecer. A 
figura 11 apresenta a interface com a configuração efetuada. Como exemplo, pode-se perceber 





Figura 11: Utilizando a expressão regular 00.+ no notepad++ Fonte: Elaborada pelo autor 
 
Em seguida todos os números que identificavam cada frase da legenda também 
foram eliminados. Para que este processo fosse realizado foram utilizados os passos anteriores 
dentro do Notepad++ trocando apenas o conteúdo do campo “expressão regular” para [0-9].+ 
eliminando as frases com números de 1 a 10. A figura 12 apresenta a interface com a 
configuração realizada. Como exemplo, pode-se perceber que as linhas 65, 70, 75, 79, 83, 87 e 
91, da figura 13 foram eliminadas com este processo. 
Estes dois processos foram realizados para todos os arquivos de legendas. Foi 
verificado que os acentos são ignorados na etapa de indexação realizada pelo Apache Lucene, 






Figura 12: Utilizando a expressão regular [0-9] no Notepad++ Fonte: Elaborada pelo autor 
 
 





3.2.3 Indexação dos dados 
 
 
O último passo do processo para possibilitar a construção da proposta do modelo 
de recuperação da informação em arquivos de legendas é a indexação. A indexação é necessária 
para permitir a rápida recuperação dos dados indexados, além de possibilitar a análise dos 
termos que mais representam cada filme ou série (item da próxima etapa). A indexação será 
realizada através do Apache Lucene. O Lucene é uma biblioteca de mecanismo de procura de 
texto altamente escalável e de software livre a partir do Apache Software Foundation. A 
biblioteca pode ser baixada no site oficial (https://lucene.apache.org/). Para este trabalho foi 
utilizado a versão 5.2.1 em conjunto com o Eclipse. O Eclipse é uma IDE (Integrated 
Development Environment) para desenvolvimento Java, porém suporta várias outras 
linguagens. Ele segue o modelo open source de desenvolvimento de software. A versão 
utilizada do Eclipse é a Mars Release (4.5.0). 
O Lucene é utilizado para recuperar informações em arquivos. Esta funcionalidade 
se dá através de um motor de pesquisa, que permite a indexação de textos com alta performance. 
A indexação passa por um processo de análise do documento e, automaticamente, o converte 
para um texto simples. A extração do texto é feita a partir do objeto Analyser, que contém as 
regras para a extração do conteúdo. No entanto, é preciso saber que existem diversas 
implementações da classe Analyser que realizam essa mesma função. Neste trabalho foi 
utilizado a classe BrazilianAnalyser que contém as stop-words da língua portuguesa. 
Na indexação automática é muito importante definir antes as stop-words. As stop-
words não devem fazer parte do processo de busca, consequentemente da indexação. As stop-
words são palavras que podem ser consideradas irrelevantes para o conjunto de resultados a ser 
exibido em uma busca realizada em uma search engine. Exemplos: as, e, os, de, para, com, 
sem, foi. Stop-words são palavras consideradas irrelevantes para a construção do índice, por 
isso, nada impede que você crie o seu Analyser com as suas próprias stop-words. Veja algumas 
palavras exemplos: “ambas”, “ambos”, “ano”, “anos”, “antes”, “ao”, “aonde”, “aos”, “apenas”, 
“apos” etc. Além das stop-words padrão, propostas pela classe BrazilianAnalyser, foi 
necessário acrescentar manualmente algumas palavras na lista de stop-words para ir de encontro 
ao objetivo proposto no trabalho. A lista de todos os termos que foram considerados como stop-
words é apresentado no apêndice A. 
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Com os arquivos definidos e formatados, foi utilizado o Apache Lucene para 
indexar cada um dos arquivos. Com a indexação terminada a base de dados estará pronta para 
receber todas as consultas e análises necessárias, possibilitando a especificação do modelo. Os 
passos iniciais foram realizados para servir como base para todo o restante do trabalho. 
 
 
3.3 Pesquisa por palavras-chave – etapa 2 
 
 
Após o desenvolvimento dos requisitos, iniciou-se a segunda etapa do modelo. Para 
atender o primeiro objetivo específico foi implementado uma classe Java no eclipse para utilizar 
o Apache Lucene. Uma classe Java define o estado e comportamento de um objeto geralmente 
implementando métodos e atributos. Esta classe (apêndice B) consistiu na especificação da uma 
interface de pesquisa de filmes e séries já indexados na etapa anterior. A interface será composta 
por apenas um campo texto de um formulário na qual o usuário poderá utilizá-lo para pesquisa 
pelos termos que desejar. Esta interface é representada na figura 14. 
O procedimento de pesquisa por palavra-chave é resumido pela figura 15. O usuário 
executará a pesquisa de um termo, onde a classe Java pesquisará em cada arquivo indexado no 
banco de dados o termo digitado. O resultado será uma lista dos documentos mais relevantes, 
ou seja, apresentará um ranking dos documentos que melhor representam aquele termo. A busca 
e o ranqueamento são realizados pelo do Apache Lucene. 
Para construir o ranking é utilizado o cálculo denominado índice por peso (TF-IDF). 
Este cálculo beneficia termos que ocorrem bastante no documento e em poucos documentos, 
ou seja, quanto maior a relevância da palavra utilizada na pesquisa, maior a chance do título 










Figura 14: Busca pelo termo enterprise utilizando o eclipse Fonte: Elaborada pelo autor 
 
 









A terceira etapa do modelo será a especificação de uma técnica de classificação por 
gênero dos títulos (arquivos de legendas). A classificação por gênero ajuda o usuário a 
identificar de forma primária o conteúdo do filme. Pode-se considerar que é o primeiro filtro 
utilizado pelo usuário para que depois ele possa prosseguir e buscar mais detalhes do filme ou 
da série em questão. A classificação também é importante para que empresas de conteúdo 
tenham um modo alternativo de categorizar seus títulos, não ficando limitado ao que vêm pré-
definido da direção do filme. 
O passo a passo desta etapa do modelo é definido pelos itens abaixo: 
 Escolher quais gêneros categorizar;  Construção da “tabela base” por gênero;  Utilização do OGMA para identificar as dez palavras-chave do título selecionado;  Comparação das palavras-chave com a tabela pré-definida;  Definição do gênero. 
A construção da “tabela base” (apêndice C), composta por termos que identificarão cada 
gênero, é o primeiro passo desta etapa, sendo também uma das grandes dificuldades do trabalho. 
Esta “tabela base” servirá como referência durante todo o processo. Uma das dificuldades foi 
em relação às palavras que podem servir para mais de um gênero. A “tabela base” foi construída 
da seguinte forma: 
1. Primeiro, foi necessário definir os gêneros que a “tabela base” atenderia. Os 
gêneros definidos, arbitrariamente, foram: Terror, Ação, Comédia, Romance, 
Ficção, Drama e Guerra. 
2. Em seguida começou-se a identificação das palavras-chave. A principal técnica 
utilizada foi a seleção, por gênero, dos vinte títulos mais votados pelos usuários 
no site IMDb. Através destes títulos foi feita uma análise de suas respectivas 
palavras-chave disponibilizadas pelo site. As palavras-chave mais utilizadas 
foram escolhidas para fazerem parte da “tabela base”. Desta forma, o primeiro 
esboço da tabela foi criado; 
3. Ainda assim, a “tabela base” continuou sendo aprimorada a medida que mais 
práticas foram realizadas na construção do artefato. A cada título escolhido e 
suas palavras-chave identificadas, através do OGMA, mais termos relevantes 
eram selecionados para compor a “tabela base”; A “tabela base” foi 
implementada para suportar vários tipos de gêneros que poderão ser também 
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utilizadas em trabalhos futuros. A “tabela base” pode, por exemplo, ser utilizada 
para classificar músicas, por gênero, identificando o tema da mesma para 
recomendar aos usuários. 
 
Gómez et al. (2015) ressaltam em seu trabalho que a escolha das palavras-chave é 
muito sensível nos sistemas de recomendação, e que foram necessários ajustes manuais em 
alguns casos durante seus testes. 
O processo de classificação por gênero é resumido pela figura 16. Primeiro o 
usuário escolhe um título que deseje categorizar. Após a escolha do título, deve-se utilizar o 
OGMA para a identificação das dez palavras-chave. Dentro do software OGMA é selecionado 
o arquivo de legenda do título escolhido. Em seguida, é utilizado a opção extrair termos sem 
stop-words. O resultado é o ranqueamento de todas as palavras que compõem o arquivo de 
legenda. As dez primeiras palavras-chave é que serão utilizadas. Na próxima etapa é feita a 
relação das palavras-chave do título em questão com os termos da “tabela base” (apêndice C) 
criada para a classificação. O número de palavras-chave que mais estiverem relacionadas com 
uma única categoria classificará o título. A figura 19 apresenta como exemplo, as palavras-
chave “vivos” e “medo”, logo a classificação de gênero para o respectivo filme será Terror. 
 
 





3.4.1 Análise de sentimentos 
 
 
Uma adaptação proposta nesta etapa do modelo é a análise de sentimentos. Cada 
filme pode trazer um sentimento atrelado ao mesmo. Segundo Liu (2010), análise de sentimento 
é o estudo de opiniões, sentimento e emoções expressas em textos. Ferreira (2010) revela que 
existem muitas tarefas relacionadas nessa área, como a extração de elementos do texto 
relacionados à opinião, a classificação da opinião quanto ao seu caráter (positivo, negativo ou 
neutro), comparação de sentenças quanto a suas opiniões, entre outros. 
Para realizar a análise de sentimentos, os mesmos serão categorizados por palavras-
chave, dando origem a “tabela base” (apêndice D) de sentimentos. Os sentimentos foram 
escolhidos baseado no trabalho de Karmaker et al. (2015), que citam os principais sentimentos 
do ser humano. São eles: 
 triste  feliz  irritado  tenso  angustiado  entediado  cansado  sonolento  sereno  satisfeito  encantado  animado 
Depois da definição de quais sentimentos serão utilizados, começou o processo de 
identificação de cada termo para cada sentimento. A montagem da “tabela base” de sentimentos 
(apêndice D) foi baseada em dois trabalhos: 
1. Tese de Osiek (2014), na qual ele propõe um modelo linguístico emocional 
apresentando as palavras-chave para cada sentimento; 
2. Artigo de Mohammad e Turney (2010), que apresenta um método léxico, denominado 
NRC Emoticon Lexicon, que classifica textos em 8 categorias afetivas. No site 
(http://saifmohammad.com/WebPages/NRC-Emotion-Lexicon.htm) é possível fazer o 
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download de uma planilha na qual temos as palavras definidas para cada sentimento que ele 
propõe;  
Com a mescla destes dois trabalhos, foi possível concluir a montagem dos termos 
da “tabela base” de sentimentos a partir da seleção das palavras-chave para cada sentimento. A 
“tabela base” de sentimentos também pode ser utilizada para outros fins em trabalhos futuros. 
Um exemplo, é a construção de um sistema que permitirá a identificação do humor do usuário 
pelas redes sociais, para em seguida, possibilitar a recomendação de filmes de acordo com o 
respectivo humor do usuário naquele momento. 
A figura 17 resume a adaptação do modelo para a análise de sentimentos. Com a 
“tabela base” pronta, as palavras-chave de cada sentimento serão utilizadas como parâmetro 
para pesquisar, no banco de dados, utilizando para isso a primeira etapa do modelo (pesquisa 
via Lucene). O resultado de cada pesquisa por palavra-chave retornará uma serie de títulos 
(considerados apenas os cinco primeiros por palavra-chave), por sentimento, nos quais os que 
aparecerem com mais frequência e com a maior soma de sua pontuação final, será o que melhor 
representará cada sentimento. Basicamente, será realizada a tentativa de captar qual filme ou 
série transmite melhor um sentimento específico. 
 
 





3.5 Identificação dos títulos similares – etapa 4 
 
 
A última etapa do modelo propõe a recomendação de títulos similares, a partir de 
um único título pré-definido. Este modelo vai propor basicamente encontrar filmes 
semelhantes. 
A recomendação de filmes é uma abordagem muito peculiar. Um título é composto 
por variados temas, cenas, atores, músicas, entre outros que constroem toda a história. Os filmes 
podem ser completamente diferentes que mesmo assim uma única pessoa poderá gostar dos 
dois filmes, sendo esta a maior dificuldade e o motivo para não termos um software com 
tamanha precisão. 
O passo a passo para especificação desta etapa do modelo é relacionado abaixo: 
 Utilização do OGMA para identificar as cinco palavras-chave do título selecionado;  Estas cinco palavras-chave serão utilizadas como parâmetro de pesquisa para identificar os 5 primeiros títulos do ranqueamento (via Apache Lucene) para cada uma;  Os títulos recomendados serão baseados nos que aparecem com mais frequência, respeitando o título que apresentar a maior soma da pontuação final; 
A figura 18 resume a etapa de identificação de títulos similares. Primeiro, são 
identificadas as cinco primeiras palavras-chave do título previamente escolhido pelo usuário. 
Para isso, será utilizado o software OGMA. Dentro do software OGMA, é selecionado o 
arquivo de legenda que se deseja utilizar. Em seguida, é utilizado a opção extrair termos sem 
stop-words. O resultado é o ranqueamento de todas as palavras que compõem o arquivo, sendo 
que apenas as cinco primeiras serão utilizadas. 
Em seguida, cada uma das cinco palavras-chave, será utilizada como parâmetro 
para a pesquisa através da primeira etapa do modelo (pesquisa via Lucene). O resultado desta 
pesquisa levará em conta apenas os cinco primeiros títulos identificados para cada palavra-





Figura 18: Proposta de modelo - Quarta etapa Fonte: Elaborada pelo autor 
 
 
3.6 Resumo do modelo 
 
 
Todo o procedimento para idealização do modelo é explicado e resumido na figura 
19. Após a apresentação das ferramentas utilizadas (Apache Lucene e OGMA), inicia-se a 
construção do modelo com os passos iniciais (requisitos), composto pela coleta de dados, a 
formatação e por último a indexação dos dados. Estes passos inicias deram origem ao banco de 
dados. O banco de dados é composto pelos arquivos de legendas prontos para serem utilizados 
por qualquer pesquisa realizada pelo usuário. O modelo foi dividido em quatro etapas para 
melhor visualização e entendimento. 
Ainda na figura 19, é demonstrada a segunda etapa do modelo, denominada 
“Pesquisa”. É proposto ao usuário uma abordagem mais livre, podendo pesquisar o termo que 
desejar, trazendo como resultado, todos os títulos que aparecem o termo pesquisado, ordenados 
por relevância através do Apache Lucene. 
Em seguida, continuando a análise da figura 19, é demonstrada a terceira etapa do 
modelo, denominada Classificação. É uma forma inicial de se recomendar conteúdo ao usuário, 
direcionando o mesmo, para que em seguida ele comece uma busca mais detalhada do que 
queira assistir. A proposta de classificação por gênero se dá através da “tabela base” criada a 
partir das palavras-chave do site “IMDb”. O software OGMA identificará as palavras-chave do 
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título escolhido para em seguida comparar com a “tabela base”. Desta forma, o gênero será 
definido de acordo com o maior número de termos correspondentes. 
Dentro da etapa de “Classificação”, também foi realizada uma adaptação ao modelo 
para contemplar a análise de sentimentos. A análise de sentimentos consiste em mais uma forma 
inovadora de se extrair conteúdo relevante dos arquivos de legendas. A “tabela base” de 
sentimentos foi utilizada como parâmetro de pesquisa no banco de dados, obtendo como 
resultado os títulos para cada sentimento. O de maior pontuação final, dada pelo Apache 
Lucene, será o filme escolhido para representar aquele sentimento. 
Por último, ainda na figura 19, é apresentada a terceira etapa do modelo, 
denominada “Similaridade”. Nesta etapa, é proposta a recomendação de títulos similares. Após 
a escolha de um título, utiliza-se o OGMA para identificar suas respectivas palavras-chave. Em 
seguida, é utilizada a primeira etapa modelo para pesquisa, utilizando como parâmetro as 
palavras-chave identificadas. O título que apresentar a maior soma da pontuação final é que 
será indicado como filme semelhante. 
A proposta deste trabalho foi apresentar como resultado um modelo de busca e 
recomendação de conteúdo. Este modelo pode ser utilizado separadamente ou em conjunto, 
dando liberdade ao usuário. Possíveis modificações também seriam facilitadas para futuras 












4 ARTEFATO: IMPLEMENTAÇÃO E TESTE DO MODELO 
 
 
O desenvolvimento de artefatos, segundo os princípios da abordagem Design 
Science, é um dos meios que a academia contemporânea utiliza para responder às críticas 
recorrentes quanto à qualidade da produção científica: muito fragmentada, consequentemente 
difícil de ser aplicada a problemas concretos da sociedade, tornando-a pouco relevante (AKEN; 
ROMME, 2009). 
O desenvolvimento do artefato será dividido em cinco seções demonstrando a 
utilização prática do modelo. Para testar o modelo proposto serão demonstrados alguns 
exemplos práticos para cada etapa do modelo. Serão demonstradas também algumas análises 
comparativas com o site IMDb, já apresentado neste trabalho e que hoje é referência mundial 
na web para pesquisas de filmes e séries. Todos as validações aqui apresentadas foram 
idealizadas e executadas pelo próprio autor deste trabalho. 
Este capítulo inicia-se com a seção de benefícios propostos para reforçar a 
importância deste trabalho. Em seguida, para testar a segunda etapa do modelo, foram 
escolhidos no site do IMDb três títulos arbitrariamente e identificadas três palavras-chave para 
cada título. Cada uma destas palavras-chave servirá como entrada de dados para o modelo 
proposto, avaliando se os títulos retornados serão os mesmos que foram previamente 
escolhidos. Para a terceira etapa do modelo foi verificado se a classificação por gênero do site 
IMDb dos títulos escolhidos serão os mesmos propostos por esta etapa do modelo. Já para a 
quarta etapa do modelo, foi verificado se o título identificado como semelhante, pela quarta 
etapa do modelo, aparece também na lista de indicações provida pelo IMDb para o mesmo 
título. Os nomes dos filmes e séries sofreram alterações para nomes fictícios, substituindo os 
nomes de todos eles pelos nomes das constelações. O intuito é apenas enfatizar a proposta do 
modelo e o teor de inovação deste trabalho. 
Para a implementação utilizou-se o Apache Lucene e software OGMA. O Apache 
Lucene é um software de busca e contém uma API de indexação de documentos, enquanto o 
OGMA foi utilizado para identificar os termos relevantes de um documento e também na 
escolha de títulos semelhantes. As classes foram personalizadas de acordo com o trabalho 
utilizando a linguagem de programação Java. Já o banco de dados foi preparado utilizado o 
software opensource Subliminal. Inúmeras legendas foram coletadas e formatadas de acordo 





4.1 Benefícios propostos 
 
 
A criação deste artefato visa demonstrar as diversas utilidades práticas que o 
modelo pode proporcionar. O modelo facilita e resolve problemas comuns do dia a dia do 
usuário. Alguns problemas, que são resolvidos com o modelo, são citados abaixo: 
 Um usuário procura um filme através de um termo específico, no campo de 
busca do Netflix, esperando encontrar o filme que deseja. O site não retorna nenhum 
resultado. É necessário o usuário ir até o Google para encontrar o nome do filme, 
para em seguida utilizar novamente o sistema de busca do Netflix; 
 Um usuário está em uma loja para comprar um filme de presente para um amigo. 
Sabe de um filme que ele gosta, mas fica na dúvida de qual filme comprar. Pode-se 
utilizar deste filme preferido para receber uma recomendação; 
 Um usuário está em uma locadora precisando alugar um filme que transmita 
alegria para uma pessoa que por algum motivo está triste. Ele deseja saber quais 
filmes expressariam melhor aquele sentimento; 
 Um usuário deseja comparar a classificação oficial do filme com a de outro 
sistema; 
 Um usuário deseja achar um filme através do nome ou fala de um personagem; 




4.2 Busca por palavra-chave 
 
 
A busca por palavras-chave consiste na pesquisa de um único termo fornecido pelo 
usuário através da interface do programa. Depois de inserido o termo chave e o usuário clicar 
em buscar, a classe desenvolvida utilizando o Apache Lucene, retornará como resultado uma 





4.2.1 Exemplos práticos 
 
 
Para o primeiro exemplo, foi realizada a pesquisa com a palavra: amor. O resultado 
mostra os cinco primeiros títulos ordenados pela classificação, retornando o filme Pavo como 
o mais relevante. Este filme conta uma história de amor entre uma francesa e um arquiteto 
japonês que compartilham diferentes perspectivas sobre a guerra. Na sequência aparece também 
o filme Monoceros, Pisces, um capítulo da série Musca e por último o filme Pictor. 
Como segundo exemplo, foi feita uma pesquisa com um personagem de um 
filme/série. Antes de verificar o resultado abaixo, você saberia dizer os nomes dos filmes que 
utilizam como nome do personagem o nome “Saul”? Pode ocorrer de você se lembrar do nome 
de um personagem, mas não do nome do filme ou da série.  
O primeiro título citado é o do filme Lyns. Em seguida aparece como resultado 
quatro episódios do seriado Puppis. É interessante ressaltar que o nome de personagem “Saul” 
é mais relevante dentro do segundo episódio da terceira temporada, ou seja, provavelmente o 
nível de interação com este personagem é o maior em comparação com todos os outros da série. 
Para o terceiro e último exemplo, foi feita uma pesquisa utilizando uma fala famosa 
do cinema para verificar o nome do filme ou série que aparecem com este mesmo jargão. 
Quando queremos relatar para pessoa um filme que vimos, podemos não lembrar o nome, mas 
sim as cenas, as falas ou mesmo os acontecimentos em geral é que são descritos para que as 
pessoas possam lembrar se já assistiram ou não aquele título. A frase pesquisada aqui é “Eu sou 
o rei do mundo”.  
Esta frase ficou famosa no filme Fornax, na qual ela aparece no resultado em 
terceiro lugar. Existem outras duas citações da mesma frase no filme Crater e também no filme 
Circinus. É importante frisar que apesar da frase ficar reconhecida mundialmente através do 
ator Leonardo DiCaprio (quando ele abre os braços na frente do navio), o filme em questão é 
muito extenso, tornando a frase menos relevante que nos outros contextos. 
Podemos constatar que são inúmeras as possibilidades, mas cabe ao usuário da 
ferramenta fazer a pesquisa de acordo com o que necessita e lhe for mais conveniente no 





4.2.2 Validação - IMDb 
 
 
Além dos exemplos citados acima, para validar este tipo de pesquisa optamos por 
efetuar algumas buscas utilizando as palavras-chave que o site IMDb identifica para cada título. 
O primeiro teste foi realizado com o filme Virgo. Escolhemos três palavras-chave 
que usuários do IMDb utilizam para identificar o filme, são elas: virgo, computação e hacker. 
Pesquisando cada uma delas. 
Para a busca efetuada pelo termo virgo, o resultado mostra como primeira opção o 
próprio filme Virgo. Em seguida o termo computação traz o filme Virgo na sexta posição. Por 
último, a busca pelo termo hacker traz o filme Virgo na sétima posição. 
O segundo teste de validação foi realizado com o filme Draco. Escolhemos três 
palavras-chave que o IMDb utiliza para identificar o filme, são elas: dinossauro, ilha e 
velociraptor.  
Para a busca efetuada pelo termo dinossauro, o resultado mostra como primeira 
opção o próprio filme escolhido. Em seguida o termo ilha traz o filme na sétima posição. Por 
último, a busca pelo termo velociraptor traz o filme Draco na primeira posição.  
O terceiro e último teste foi realizado com o filme Reticulum. As três palavras-
chave que mais representam o filme no site do IMDb são: serial killer, FBI (Federal Bureau of 
Investigation) e psicopata.  
Para a busca efetuada pelo termo serial killer o filme em questão não é encontrado. 
Em seguida o termo FBI traz o filme na sétima posição. Por último, a busca pelo termo psicopata 
também não apresenta como resultado o nome do filme. 
Pode-se concluir que as palavras-chave que os usuários do site IMDb utilizam para 
identificar o filme Virgo podem também ser utilizadas para efetuar a busca para este projeto 
proposto. Para os três filmes apresentados, totalizando nove buscas de palavras-chave apenas 
duas palavras-chave (psicopata e serial killer) não retornaram o nome do filme. Isso pode ser 
explicado pelo modo como os usuários identificaram o filme, isto é, não pelos acontecimentos, 
nomes dos personagens ou falas, mas pela percepção que tiveram dos acontecimentos. 
 
 





A classificação por gênero, de um título, é um dos fatores que o usuário utiliza para 
encontrar o filme que deseja. O gênero serve como uma “ponte” para delimitar sua busca dentro 
de uma categoria específica. É relevante classificar os filmes por gênero devido aos inúmeros 
títulos disponíveis. A escolha de quais gêneros categorizar foi arbitrária, sendo que nesta seção, 
foram utilizadas as categorias de Terror e Ação. Quando não for possível classificar em uma 
destas duas categorias, a classificação genérica padrão “outros” será utilizada. Como adaptação 
ao modelo, também será apresentado um exemplo referente à análise de sentimentos. 
 
 
4.3.1 Exemplos e validações com IMDb 
 
 
Para exemplificar e validar esta etapa do modelo, foram previamente escolhidos 
quinze filmes, e para cada filme identificado as dez palavras-chave mais relevantes de acordo 
com o software OGMA. O software OGMA utiliza-se do cálculo TF-IDF, explicado na 
metodologia, para identificar as palavras-chave mais relevantes. Relembrando, as stop-words 
são palavras que podem ser consideradas irrelevantes para o conjunto de resultados a ser exibido 
em um contexto pré-definido. Foi necessário também retirar algumas palavras manualmente 
para que não atrapalhasse o desenvolvimento do modelo proposto, como nome de personagens 
ou termos variados como “dia”,“noite”,“bem”,“mal”,etc, que não acrescentavam em nada a 
classificação por gênero. 
O IMDb também foi utilizado para demonstrar e validar a categoria de cada filme. 
Para cada filme representado, nas figuras 20, 21, 22, 23 e 24, foi verificado se o que é proposto 
pelo modelo vai de acordo com a classificação de gênero identificada pelo IMDb. Após a 
identificação das palavras-chave pelo OGMA, foi realizado o cruzamento das mesmas com as 
palavras da “tabela base”. Cada vez que uma palavra-chave era encontrada na “tabela base” o 
gênero era identificado. No final, para se definir o gênero proposto pelo modelo, era feita uma 
contagem simples de qual gênero aparecia mais vezes. O de maior número era o gênero 
escolhido para representar aquele filme específico. Foi demostrado que a maioria dos itens 
apresentou similaridade com os gêneros definidos pelo IMDb, em contrapartida, ocorreram 









Figura 21: Classificação por gênero: Cruz, Gemini e Draco Fonte: Elaborada pelo autor 
 
 






Figura 23: Classificação por gênero: Lyra, Cygnus e Mensa Fonte: Elaborada pelo autor 
 
 




A figura 25 expressa bem os resultados encontrados. O nível de aceitação da 
categorização dos títulos por legendas foi alto. De cento e cinquenta palavras-chave analisadas, 
quarenta palavras-chave foram relacionadas. Dos quinze filmes analisados, onze apresentaram 
o mesmo gênero e em quatro os resultados foram divergentes. Vale ressaltar que os títulos 
avaliados são os das categorias terror e ação. Os títulos que não se encaixavam nestes gêneros 
foram categorizados como outros, confirmando que o modelo demonstrou que estes títulos não 
fazem parte dos gêneros terror e ação. Isso gerou uma taxa de similaridade de classificação por 
Gênero de 73%. A palavra mais encontrada dentro dos filmes foi a palavra “Deus”, 
provavelmente porque pode ser usada em vários sentidos dentro dos títulos. 
 
 
Figura 25: Compilação dos resultados - segunda etapa Fonte: Elaborada pelo autor 
 
 
4.3.2 Análise de sentimentos 
 
 
Para exemplificar a análise de sentimentos, foi utilizada a mesma classe Java de 
pesquisa da primeira etapa do modelo. As palavras-chave da “tabela base” (apêndice D) de cada 
sentimento foram utilizadas para efetuar a busca. O filme ou série que apresentar a maior média 
de pontuação, entre os termos pesquisados para um sentimento, será o que melhor representará 
cada sentimento. É importante ressaltar que esta pesquisa foi realizada no banco de dados com 
mais de 700 arquivos de legendas entre filmes e séries. 
O resultado para cada sentimento é demonstrado na figura 26. A análise de 
sentimentos representa um caminho bastante promissor. Através do exemplo prático, utilizando 
a “tabela base” criada, o resultado se mostrou bastante coerente. A série Musca expressa 
justamente tristeza pelos casos raros de doenças de seus pacientes e o sentimento de vergonha 
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por causa dos erros em alguns diagnostico médicos. Cetus é um filme de comédia, 
representando assertivamente o sentimento de felicidade. A série Columba representa uma 
época de conflitos entre vários reinos ficando classificado com o sentimento de “Irritado”. 
Ainda temos como destaque o filme Taurus que expressa o sentimento de “Encantado”. Já os 
filmes Tucana e o seriado Scutum foram classificados como “Satisfeito” e “Animado” 
respectivamente. Todos estes resultados demonstram na prática o poder da análise de 
sentimentos, podendo surgir diversas ramificações de modelo para as mais diversas áreas. 
 
 
Figura 26: Compilação dos resultados - análise de sentimentos Fonte: Elaborada pelo autor 
 
 
4.4 Títulos semelhantes 
 
 
Umas das maiores dificuldades é a de identificar rapidamente títulos que sejam do 
interesse do usuário sem que este realize um grande esforço, ou ainda, que seja necessária a 
indicação de um amigo. Os inúmeros filmes disponíveis de diversas categorias deixam perdido 
qualquer pessoa que deseja assistir um filme. Não necessariamente apenas usuários podem 
aproveitar deste modelo, mas empresas que desejam construir um catálogo mais organizado 
podem criar um novo tipo de organização que identifique mais sentido nas relações entre os 




Esta proposta tenta ajudar ao usuário a encontrar automaticamente um filme com 
um enredo semelhante, ou próximo, a um tema que ele deseja. Serão analisados os resultados 
dos testes para verificar se o modelo foi condizente com o tipo de filme. 
 
 
4.4.1 Exemplos e validações com o IMDb 
 
 
Foram utilizados três filmes para demonstrar a terceira e última etapa do trabalho. 
Estes filmes foram analisados com o OGMA trazendo como resultado os 5 termos mais 
relevantes. Cada termo foi pesquisado dentro da base de dados deste trabalho para que 
retornasse os títulos mais relevantes. No final o filme mais citado nos resultados era o filme 
indicado. 
Para validar a indicação realizada por este modelo, optamos por comparar os filmes 
que os próprios usuários do IMDb indicam. Com a mensagem no site de que “pessoas que 
gostaram deste filme gostaram também de” os usuários conseguem indicações para que possam 
assistir outros filmes. No site constam até 12 indicações para cada filme.  
O primeiro filme escolhido será o Chamaeleon, conforme é demonstrado na figura 
27. Para este filme o IMDb apresenta indicações como: Câncer, Cepheus e a Carina. O resultado 
do modelo não é condizente com nenhuma indicação do site do IMDb. Os dois filmes 
apresentam um cenário bem distinto apesar de terem um diálogo similar, tendo principalmente 





Figura 27: Título escolhido: Chamaeleon - Recomendação: Eridanus Fonte: Elaborada pelo autor 
 
O segundo filme escolhido será o Reticulum, conforme é demonstrado na figura 28. 
Para este filme o IMDb apresenta indicações como: Fornax,  Lepus e o título Ophiuchus. 
O resultado do modelo não é condizente com nenhuma indicação do site do IMDb. Os dois 
filmes são para públicos diferentes. O primeiro é ambientado no mundo dos vampiros, mas é 
voltado para o público infantil, já o segundo é um filme de ação e terror, sendo indicado para 













Figura 28: Título escolhido: Reticulum- Recomendação: Sculptor Fonte: Elaborada pelo autor 
 
O terceiro filme escolhido será o Auriga, conforme é demonstrado na figura 29. 
Para este filme o IMDb apresenta indicações como:  Monoceros, Piscis Austrinus e o 
título Taurus. O resultado do modelo não é condizente com nenhuma indicação do site do 
IMDb. Os dois filmes são de histórias fictícias e possuem cenários parecidos. No IMDb não 






Figura 29: Título escolhido: Auriga - Recomendação: Columba Fonte: Elaborada pelo autor 
 
Pode-se concluir que a identificação de títulos semelhantes não foi tão efetiva 
quanto os dois modelos propostos anteriormente. Este modelo consegue identificar apenas os 
termos utilizados nos diálogos de cada título, mas não consegue demonstrar uma visão mais 
abrangente sobre cada filme para poder indicar novos filmes. São várias as razões que podem 
explicar o ocorrido como: 
 duplo sentido das palavras, onde cada uma estará em um contexto ou situação 
diferente; 
 uma mesma pessoa pode gostar de filmes completamente diferentes; 
 uma mesma pessoa pode gostar de um filme em um dado momento, mas nem 
tanto em outro momento; 
 as pessoas são distintas, o que é bom para uma pode não ser para a outra; 
 existem filmes com poucos diálogos, dificultando a precisão do modelo; 
 a base de dados dos títulos deve ser atualizada constantemente; 










5 CONSIDERAÇÕES FINAIS 
 
 
Hoje o acervo de dados e informações é imenso, bem como os diversos tipos de 
buscas que podem ser realizadas. É preciso evoluir no sentido do refinamento dos dados que os 
bancos de dados disponibilizam, para que os usuários possam obter resultados mais precisos. 
Como consequência poderemos ter novas ferramentas de recomendação muito mais assertivas. 
Foi proposto neste trabalho um modelo de recomendação de conteúdo com novas possibilidades 
de recuperação da informação utilizando como base de dados o conteúdo de arquivos de 
legendas de filmes e séries. 
É preciso achar alternativas em meio a tanta informação disponível, sendo uma 
destas alternativas a criação de sistemas de recomendação de conteúdo para ajudar e auxiliar 
aos usuários. Esta dissertação espera como resultado demonstrar que recomendações por 
conteúdo podem ser muito mais eficazes e relevantes do que apenas os modelos parametrizados 
de padrões de busca tradicionais. É possível muito mais, proporcionando novos modelos de 
ferramentas aos usuários possibilitando alternativas de pesquisa, classificação e recomendação 
de documentos. 
O modelo foi apresentado em quatro etapas distintas: os passos iniciais que compõe 
os requisitos para criação do modelo, um mecanismo de busca utilizando palavras-chave, a 
classificação de filmes e séries por gênero e a identificação de títulos similares. A segunda e 
quarta etapa recomendam diretamente títulos para o usuário. A terceira etapa (classificação por 
gênero) facilita a busca do usuário atuando como fator inicial no processo de seleção de um 
filme ou série. Todas as etapas utilizaram um único banco de dados, provido de informação das 
próprias falas dos personagens, mais precisamente dos arquivos de legendas, aproximando os 
usuários dos filmes e séries que mais lhe interessam e possam lhe agradar naquele momento. 
Para segunda etapa do modelo, concluiu-se que os resultados foram significativos 
já que proporcionam ao usuário liberdade de pesquisa dentro de um conteúdo específico. São 
variadas as formas que se pode pensar para realizar a busca trazendo resultados surpreendentes. 
Já na terceira etapa do modelo foi apresentada a classificação automática de gênero 
onde a mesma apresentou um índice de acerto de 73%. Este índice é importante, visto que, esta 
foi apenas a primeira implementação do modelo, podendo ocorrer inúmeras melhorias cada vez 
que é testado. Outro destaque importante é a “tabela base” de gêneros. Esta tabela foi criada 
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como referência para a classificação por gênero, mas foi bastante aprimorada no decorrer dos 
testes. Isso resultou em uma classificação de gênero mais assertiva em relação ao site IMDb. 
Por último, a quarta etapa recomendou títulos similares através de um título 
previamente escolhido. Foi criado e modelado um tipo de abordagem em cima dos arquivos de 
legendas, além da segunda etapa do modelo ser também utilizada neste processo. Os resultados 
foram abaixo do esperado, retratando a dificuldade para se criar um software de recomendação 
de filmes. A principal dificuldade desta etapa foi em recomendar títulos de temas alternativos 
ao título pré-escolhido e que possam representar o real gosto do usuário. Esta etapa do modelo 
demonstrou apenas resultados padrões, isto é, os títulos recomendados contêm praticamente o 
mesmo cenário e temática. 
Com o modelo, verificaram-se as vantagens de recomendar títulos que não sejam 
da forma convencional, pelo nome do autor, diretor, nome do filme, entre outros, mas sim pelo 
conteúdo em si das falas dos personagens. A ideia central do trabalho foi atingida com o 
objetivo de abrir novos leques de estudo dentro da recuperação da informação em conjunto com 
a recomendação da informação baseado em conteúdos específicos. O trabalho é baseado nos 
arquivos de legendas, sem qualquer outra fonte. Para um sistema de recomendação robusto, 
este modelo deve ser empregado em conjunto com outras fontes e etapas de trabalho. É o 
começo de um grande algoritmo. 
Vale ressaltar o teor inovador deste trabalho que conta com a análise de texto de 
arquivos e legendas para recuperar informação. A ação de criar um banco de dados de arquivos 
de legendas é promissora já que a pesquisa pode ser realizada em cima de conteúdo e não apenas 
de dados parametrizados. Desta forma as possibilidades que poderão ser ofertadas aos usuários 
são gigantescas. Uma destas possibilidades foi demonstrada neste trabalho com a 
recomendação de conteúdo e com a adaptação do modelo para a análise de sentimentos. Na 
análise de sentimentos foi possível inferir alguns sentimentos de acordo com as palavras-chave 
pré-estabelecidas. A análise de sentimentos demonstrou recomendações com coesão, 
determinando, na maioria das vezes, títulos apropriados para cada sentimento. Trata-se de uma 
possibilidade inovadora com um longo caminho a ser percorrido. 
O estudo realizado apresentou algumas limitações. Primeiro quanto à coleta de 
dados. A coleta de dados foi realizada utilizando um software baseado em duas listas de 
arquivos textos pré-definidos, dando preferências a títulos mais bem ranqueados dentro do site 
IMDb. Apesar disso, inúmeros filmes e séries ficaram de fora da base de dados, seja porque 
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não entraram nesta pré-lista ou ainda porque o software utilizado para download das legendas 
não continha em sua base de dados o título indicado. 
Outra limitação no trabalho foi na identificação das palavras-chave para cada título. 
Mesmo com o filtro realizado pelo software OGMA (retirando as stop-words), inúmeros termos 
soltos aparecem como mais relevante na análise dos arquivos de legendas. Desta forma, foi 
necessário um filtro manual para cada título analisado para conseguirmos identificar as 
palavras-chave mais relevantes. 
Como última limitação temos a construção das “tabelas base”. A construção das 
tabelas foi realizada dentro do processo de identificação das palavras-chave nos arquivos de 
legendas. Para complementá-las foram realizadas pesquisas na Internet de termos para 
categorizar a identificação dos gêneros e sentimentos. Também foram identificados alguns 
trabalhos que ajudaram na formulação das “tabelas base”, mas denota-se que todo o processo 
foi realizado de forma manual, sem uma fórmula padrão. Foi este conjunto de tentativas 
composto por diferentes métodos que se chegou à montagem final das “tabelas base”. 
Para trabalhos futuros, é recomenda-se a implementação de um algoritmo que 
contemple todas as fases do modelo de forma automática, retirando as análises manuais. Para a 
coleta de dados recomenda-se pesquisar uma alternativa para que o banco de dados seja sempre 
atualizado e não estático. É interessante também mudar o número de palavras-chave analisadas 
para verificar se haverá alteração nos resultados. Neste trabalho os testes foram realizados com 
dez (classificação por gênero) e cinco palavras-chave (similaridade) respectivamente. 
Outra recomendação de trabalho futuro é a de possibilitar ao usuário a liberdade de 
escolha da língua que se quer utilizar para pesquisa nos arquivos de legenda: inglês, espanhol, 
entre outras. Atendendo a este e aos outros requisitos o sistema poderá ser utilizado 
automaticamente em larga escala atendendo inúmeros usuários ao redor do mundo. 
Finalizando, é indicada a criação de um modelo robusto que contemple a área de 
análise de sentimentos, já que neste trabalho foi apenas demonstrado a possibilidade, podendo 
ainda ser muito mais explorada. A possibilidade de extrair de um filme ou série quais os 
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  APÊNDICE A – Stop-works 
  
 
Figura 31: Lista de stop-words Fonte: Elaborada pelo autor 
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APÊNDICE B – Classe Java  
 
 












APÊNDICE C – “Tabela base” de gêneros  
 
Figura 33: Palavras-chave por gênero Fonte: Elaborada pelo autor 
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APÊNDICE D – “Tabela base” de sentimentos  
 
Figura 34: Palavras-chave por sentimentos baseada na tese de Osiek (2014) e no artigo de Mohammad e Turney (2010) Fonte: Elaborada pelo autor 
