Abstract-Multi-input multi-output (MIMO) model reduction is essential for applying many modern control design methods in power systems. The challenges of MIMO model order reduction of the modern power grid increases with the inclusion of renewables such as inverter-interfaced wind farms, which introduces complexity in such power system models. The difficulty in reducing such models using gramian-based and modal truncation approaches is demonstrated, whereas a relatively new Interpolatory approach of the Iterative Rational Krylov Algorithm (IRKA) shows promising results. Next, a heuristicbased IRKA is proposed to improve the accuracy of model order reduction of modern grids with explicit preservation of the "critical modes" of the system. Tests on a 16-machine New England-New York system with two doubly-fed induction generator-based wind farms and a larger Brazilian system model demonstrate the effectiveness of the proposed approach.
I. INTRODUCTION
T HIS brief is focused on multi-input multi-output (MIMO) model reduction for applying modern control design methods to damp multimodal power oscillations. Many modern control design methods such as H ∞ , L QG, and others produce controllers whose orders are at least equal to that of the plant. Therefore, such controller designs cannot be directly performed on power system models, which typically have very high order. To resolve this issue, the order of the plant is reduced prior to the controller design. Obviously, it is of paramount importance to: 1) accurately preserve the critical electromechanical modes in the reduced-order model (ROM), because those are the modes being damped [1] and 2) ensure that some form of norm of the difference between the full and the reduced model is minimized to retain plant characteristics. MIMO model reduction of power systems with conventional generation is a well-researched topic [2] - [12] . Since modern power grids are moving in the direction of including more renewable energy resources such as inverter-interfaced wind farms-this increases the complexity of such models. The challenges in reducing such models that include renewable resources appear to be overlooked in the literature.
In power systems literature, a lot of papers have addressed the model reduction problem (see [2] - [12] and the references therein). Broadly, there are two philosophies behind model reduction in power systems literature. One philosophy is based upon partitioning the power system into a study area and an external area (see [7] - [12] ), where the dimension of the external area has been reduced. Scarciotti [11] , [12] presents a data-driven algorithm for model reduction using an interpolation technique, which retains selected poorly-damped modes in an external area to be reduced. Chow [10] documents the state of the art in model reduction of power systems including coherency-based methods. The other philosophy is based on input-output oriented model reduction for control design applications. For example, in [2] and [3] , the ROM is derived based on the residue properties of the poles using "dominant" pole algorithms. Li et al. [5] proposed the KrylovSchur method for computing poorly-damped oscillatory modes of large power systems. Freitas et al. [6] contributed toward the efficient reduction method for the approximation of controllability and observability gramians of large power system models with conventional generators. Our brief focuses on such input-output oriented model reduction.
Input-output oriented model reduction for control design application consists of three broad categories of approaches: 1) modal model reduction, which preserves the dominant modes of the system by focusing on the controllability and observability characteristics [2] , [3] , [13] . Subspace Accelerated MIMO Dominant Pole (SAMDP) algorithm is one example; 2) gramian-based methods like Balanced truncation (BT), singular perturbation approximation, and approximate balanced reduction, which transforms the system to a basis where the states are equally controllable and observable [6] , [14] - [16] ; and 3) interpolatory model reduction, which satisfies the condition of interpolation points along the tangential directions in order to preserve the characteristic of the original system [15] , [17] - [22] . This category of model reduction includes Arnoldi procedure, Lanczos procedure, and rational Krylov methods.
Iterative Rational Krylov Algorithm (IRKA) is a relatively new interpolatory model reduction approach, which was first proposed for single-input single-output (SISO) systems in [18] and [19] . This was extended for MIMO model reduction in [22] and [23] , which will be considered in this brief. Beattie and Gugercin [24] to a local minima. They also proposed a Loewner-matrix approach in [25] , which considers transfer function evaluation of the model. A weighted-H 2 optimality MIMO model reduction for interpolatory framework is proposed in [26] . However, none of [22] - [26] guarantees explicit modal preservation. In this brief, the challenges in reducing MIMO models of the modern power grid with the inclusion of renewables such as inverter-interfaced wind farm models using a gramian-based (BT) [14] and a modal truncation approach (SAMDP) [3] are demonstrated. Some promising results for this problem are presented using a relatively new interpolatory method of IRKA. Next, a heuristic-based IRKA (H-IRKA) is proposed to improve the accuracy of model order reduction of modern grids with explicit preservation of the "critical modes" of the system, which is complimentary to the data-driven approach in [12] . Tests on a 16-machine New England-New York system with two doubly-fed induction generator (DFIG)-based wind farms and a larger Brazilian system model demonstrate the effectiveness of the proposed approach.
II. MIMO MODEL REDUCTION PROBLEM
This brief is focused on computing the reduced-order approximation for linear dynamic MIMO models. A MIMO linear system can be described in the following forms of descriptor state-space model or transfer function model:
where
, and y(t) ∈ R p . It is assumed that the system G is stable and minimal, i.e., the eigenvalues of the system have negative real parts, and the system is controllable and observable.
The central idea behind model order reduction is to derive a low-order approximation G r (s) for a given high-order system G(s). The ROM can be expressed as
having much smaller dimension r n with A r , E r ∈ R r×r , B r ∈ R r×m ,C r ∈ R p×r , D r ∈ R p×m , x(t) ∈ R r , u(t) ∈ R m , and y(t) ∈ R p . Throughout this brief, subscript "r " is used to denote parameters associated with the ROMs. In this brief, a modern power grid with DFIG-based wind farms is considered as a test system. Such models are represented by nonlinear coupled differential and algebraic equations (DAEs), which can be linearized around an operating point to obtain the descriptor system representation as in (1) . The following section discusses challenges of existing model reduction approaches when applied to the models of modern power grids.
III. CHALLENGES IN APPLYING EXISTING MODEL REDUCTION APPROACHES FOR MODERN POWER GRID
The presence of inverter-interfaced wind farms can lower the modal energy of the system, i.e., the Hankel singular values. This will be observed in the case study presented later in this brief. This can also be interpreted as lowering of residues of transfer function, which can pose challenges to modal model reduction and gramian-based reduction in Sections III-A and III-B.
A. Modal Model Reduction
These approaches preserve the "dominant" modes of the system by focusing on the residues. For example, SAMDP algorithm [3] derives the ROM by retaining r ( n) terms with R i 2 or R i 2 /|Re(λ i )| or R i 2 /|λ i | greater than a certain threshold and the expression for the ROM can be written as
where λ i and R i are the i th "dominant" mode and the corresponding residue, respectively. In our analysis, a threshold based on R i 2 is considered, as it gives better modal preservation than the other two options. A mode is considered as "dominant," if it has higher controllability and observability characteristics. However, a "critical" mode can have poor damping but low residue. Since the presence of wind farms might lower the residue of the transfer function, SAMDP can face challenges, as will be demonstrated later.
B. Gramian-Based Method
A popular gramian-based method is BT approach [14] , [15] . BT works based on the system controllability and observability gramians. These gramians are computed by solving the following two algebraic Lyapunov equations of a balanced system:
In a balanced system, each state is just as controllable as it is observable, which leads to:
The measure of a state's joint observability and controllability is given by its associated Hankel singular values:
where U and L are upper and lower triangular matrices, respectively. The singular value decomposition of U T L can be written as
, and the columns of N and M are the left-singular vectors and right-singular vectors of U T L, respectively. This property is fundamental to the model reduction using which the states having a little effect on the system's input-output behavior, mainly states corresponding to lowest Hankel singular values 2 , are removed. The ROM is given as [6] 
As shown later, the energy of the system (Hankel singular values) is reduced to a large extent when wind farms are included in a power system. This leads to very low Hankel singular values in 1 , and the inversion of which might make the ROM ill-conditioned beyond a certain value of r . In this brief, a relatively new Krylov subspace-based method called the IRKA is considered for model reduction, which is discussed in the following section.
IV. ITERATIVE RATIONAL KRYLOV ALGORITHM
An IRKA [22] , [23] is an Interpolatory model reduction method, which is based on satisfying the interpolation condition of r interpolation points along the tangential directions in order to preserve the properties of the original system [22] , [23] . In order to find G r (s), we select the interpolation points {σ i } r i=1 ⊂ C and then seek the reduced order system [22] , [23] , such that
This is feasible for SISO systems but overly restricted for MIMO systems, since the condition G r (σ i ) = G(σ i ) imposes m × p scalar conditions at each interpolation point, which is not realizable. To handle this issue, interpolation conditions are satisfied only along certain directions called tangential directions.
A set of left interpolation points {μ i } r i=1 ⊂ C with corresponding left-direction vectors {ĉ i } r i=1 ⊂ C p leads to the left tangential condition for the ROM by satisfyinĝ
Similarly, a set of right interpolation points {σ i } r i=1 ⊂ C and the right-direction vectors {b i } r i=1 ⊂ C m leads to the right tangential condition for the ROM by satisfying
In addition to this, G r (s) is said to be a bitangential Hermite interpolant to G(s) at s = σ i along the directionb i , and the
where G r /G is the derivative of G r /G with respect to s. For a given set of conditions in (9) and (10), the interpolatary model reduction method can be implemented by solving the following set of linear equations for w i and v i such that:
Let the vectors {v 1 , · · · , v r } and {w 1 , · · · , w r } be linearly independent sets. These vectors constitute "primitive bases"
Algorithm 1 IRKA Algorithm [22] , [23] for the subspaces
The associated matrices can be defined as
Using these, for a given transfer function G(s), the ROM G r (s) can be obtained as follows:
For the interpolation points
, suppose that (σ i E − A) and (μ i E − A) are invertible, then the condition (9) will be satisfied if
Similarly, the condition (10) will be satisfied if
where "Ran" is the "Range" of a matrix. If both (15) and (16) hold and
, then (11) holds as well. Starting with ad hoc selection of interpolation points and tangential directions, the ROM is derived and iteratively corrected by updatingĉ T i ,b i , and σ i in each iteration. The process terminates when the difference in the eigenvalues of the ROM from the consecutive iterations stagnate. At this stage, the relative H 2 error norm defined as ||G − G r || H 2 /||G|| H 2 also stagnate to a lower value. The steps of IRKA algorithm are shown under Algorithm 1 [22] , [23] .
A. Discussion on IRKA Approach
Effective update of σ is a very important step in IRKA approach [19] . There are different ways of achieving H 2 -optimality of the ROMs based on Newton's method, which can be written as
where λ(σ ) = {λ 1 , . . . ,λ r } denotes poles of G r (s) and
In the neighborhood of the optimum shift points, the entries of J becomes small. Therefore, in IRKA algorithm, J is set to zero, which leads to successive substitution as σ i ← −λ(σ (k) ). This approximated update can be improved to get a more accurate ROM. Although IRKA aims to achieve H 2 -optimality of the ROMs, the formulation does not ensure an explicit preservation of the critical modes. Moreover, it might produce unstable ROM during intermediate iterations or even after convergence when the full-order model is stable. Furthermore, IRKA does not guarantee convergence to global minima, which implies that a lower relative H 2 error norm is attainable.
Remark I: The trust-region method proposed in [24] is a descent approach producing monotonically improving H 2 error norm. However, it does not guarantee explicit modal preservation. Moreover, this algorithm appears to be a lot more complex as it uses Hessian information and it is not an "improved version of IRKA" since IRKA is not a descent algorithm [23] . In this brief, we propose a novel H-IRKA, which is described in Section V.
V. HEURISTIC-BASED ITERATIVE RATIONAL KRYLOV ALGORITHM
The proposed H-IRKA algorithm utilizes heuristic optimization to solve the following multiobjective optimization problem:
where ξ crit and f crit are the difference in the damping ratio and the frequency between the full-order model and the ROM corresponding to modes that demand explicit preservation.
Variables m 1 and m 2 are the corresponding weights, which can be selected to meet the required accuracy of the modes in the ROM. The first objective function in (18) ensures overall good match between G(s) and G r (s), and the second objective function ensures selective preservation of modes of G(s). In this brief, we have used particle swarm optimization technique [27] for solving this problem. The steps of the proposed H-IRKA is given in Algorithm 2.
Remark II:
In power system models, the "critical modes" are usually the poorly-damped electromechanical modes, which must be preserved in the ROM. These modes have a typical frequency range of 0-1 Hz, and can be computed by efficient partial eigenvalue calculation algorithms as in [28] - [30] . During the initialization process (step 2), some of the σ points (let r 1 ) are initialized in the range of critical modes of interest, whereas the rest of the (r − r 1 ) points are initialized in a broad predefined search space.
Algorithm 2 H-IRKA Algorithm
Remark III: In (19), w is the inertia weight and R 1 , R 2 are the acceleration coefficients. The selection of w, R 1 , and R 2 depends on the optimization problem under Remark IV: Since H-IRKA is a heuristic method, there is no guarantee that the ROM is optimal. However, our simulations have consistently shown that it performed better than the IRKA (Algorithm 1) while preserving desired modes.
VI. NUMERICAL RESULTS AND ANALYSIS
To demonstrate the challenges in existing MIMO model reduction algorithms and evaluate the effectiveness of H-IRKA, three test systems are considered in this brief. The details of the test system models are described in the following sections.
A. Test System I: PS-SG Model [1]
A 2-input 2-output linearized MIMO model of the 68-bus, 16-machine, and 5-area New England-New York system, shown in Fig. 1 , is considered. All synchronous generators (SGs) are represented by sixth-order subtransient models and eight of them (G1-G8) are equipped with the IEEE DC1A excitation systems. A static excitation system with a power system stabilizer (PSS) is installed at G9, whereas the rest of the SGs are under manual excitation control. In this case, 2-input considered are supplementary control input to the voltage reference signals of the exciters at G9 and G10. The number of states in this model is 134. There are four poorly-damped inter-area modes in this system, which are shown in Table I . [32] In this model SGs, G9, and G10 are replaced by DFIGbased wind farms (see Fig. 1 ) to represent the modern power grid, which includes the complexities introduced by the renewable sources. The DFIG-based wind farms are represented by aggregated model using standard DAEs. Vector control approach was considered for both rotor-side converter and the grid-side converter [32] . In this test system, the input are the modulating signals of the DFIG rotor current I dr for G9 and I qr for G10 [32] . The total number of states in the PS-DFIG model is 167. There are four poorly-damped inter-area modes in this system, which are shown in Table II .
B. Test System II: PS-DFIG Model
In both the PS-SG model and the PS-DFIG model, the power flows through lines connecting buses 14-41 (P 14−41 ) and 27-37 (P 27−37 ) (see Fig. 1 ) are considered as output signals.
C. Test System III: BIPS Model [6]
A practical Brazilian interconnected power system (BIPS) model is considered for this case. This 4-input 4-output MIMO equivalent model is related to a 1998 heavy load condition and has 2380 buses, 2536 nonlinear loads, 3450 ac branches, eight HVdc converters, six FACTS devices, 10 AVRs, one PSS, and up to 124 SGs. Out of these machines, 106 SGs were modeled dynamically, whereas the rest 18 were represented by negative loads. The sparse descriptor system representation based on the unreduced Jacobian matrix has an order of 7135 with 606 state variables and 6256 algebraic variables. The sparse system has an unstable mode at 0.0029. Since the focus of our work is reduction of stable MIMO models, this unstable mode is removed from the system using MATLAB's Control System Toolbox [33] and the stable system with 605 state variables was synthesized. There are six poorly-damped interarea modes in this system, which are shown in Table IV . For more details of the BIPS model used in this brief, the readers are referred to [6] . The model is also available online at [34] .
Remark V: For each test system, the poorly-damped interarea modes are computed (see Remark II). For a fair comparison, both IRKA and H-IRKA are initialized in the same manner using random values of sigma points, some of which lie in the range of critical modes of interest, whereas the rest of the points are initialized in a broad predefined search space. However, the mirror images of precomputed critical modes were not explicitly specified as initial values.
D. Analysis on Test System I
The objective is to reduce the PS-SG 2 × 2 MIMO model to a suitable order r such that it is able to adequately capture the poorly-damped modes of the full-order system while minimizing the relative H 2 error norm. Each of the algorithms SAMDP, BT, IRKA, and H-IRKA are tested on the model. For the case of SAMDP, as given in [3] , the ROM is derived from the residues and the corresponding dominant poles. As shown in Table I , when r = 28, SAMDP is not able to capture the fourth inter-area mode, whereas BT is able to capture that closely. IRKA and H-IRKA were able to capture all the modes accurately. Fig. 2 compares the sigma plot of the full-order model with those of the ROMs confirming that the accuracy of ROM is the highest for H-IRKA followed by IRKA, BT, and SAMDP.
In our analysis r = 28 is chosen, since it is the smallest ROM for H-IRKA, which preserves all four modes accurately. It is observed that when r is increased to 33, SAMDP is able to capture the fourth mode, which implies that the fourth "critical" mode has a smaller residue falling in "nondominant" category.
E. Analysis on Test System II
For the PS-DFIG model, when r = 28, BT, IRKA, and H-IRKA start capturing all four critical modes of the fullorder model, which are shown in Table II . For this test system, SAMDP is able to produce a ROM that captures only one critical mode when r = 28 (see Table II ).
As shown in Table II , the accuracy of the modes of the ROM are poor, which motivated us to increase the model order. To get a ROM with higher accuracy of inter-area modes, r is increased from 28 to 38, and the variation of the relative H 2 error norm for SAMDP, BT, IRKA, and H-IRKA are compared in Fig. 3 . The increase in r reduces the relative H 2 error norm for SAMDP, H-IRKA, and IRKA, and the same pattern is observed for BT till r = 36. For r = 38, even though BT is able to capture all the four critical modes (Table III) , it fails to produce a stable ROM. On the other hand, IRKA and H-IRKA are able to produce stable ROMs while capturing all four critical modes with higher accuracy for H-IRKA (see Table III ). Throughout this process of increasing the model order, H-IRKA produced the smallest relative H 2 error norm (see Fig. 3 ). The performance of SAMDP has improved significantly in reducing the relative H 2 error norm. However, it is able to capture only two modes when r = 38 (see Table III ). The ROM from SAMDP required at least r = 51 to preserve all the four modes.
As observed from Table III , H-IRKA captures the critical modes with highest accuracy in comparison with other techniques. It can be observed from Fig. 4 that SAMDP has good match for maximum singular values, whereas it has poor match with minimum singular value.
Remark VI: Fig. 4 shows that the ROM of BT has good accuracy over the full range of frequency. However, it produces an unstable ROM. The presence of wind farms in the Test system II lowers the magnitude of the sigma plot (modal energy) shown in Fig. 4 compared to that of the Test system I in Fig. 2 . As mentioned in Section III, the reduction of modal energy poses challenges for the modal model truncation and the gramian-based techniques. For SAMDP, residue of modes play a major role in preserving the modes in the ROM, which is less for the PS-DFIG model leading to issues. In order to accurately capture all the four modes of the system in the ROM produced by BT, the value of r is increased to 38 for which the energy of certain states is very low, which results in unstable ROM from BT.
F. Analysis on Test System III
As mentioned in Section VI-C, the test system has six poorly-damped inter-area modes (see Table IV ). The objective is to produce a ROM, which preserves all these modes with reasonable accuracy while minimizing the relative H 2 error norm. For this test system, two cases are reported here: 1) the smallest value of r for which H-IRKA starts capturing all the six modes and 2) the values of r for which H-IRKA captures all the six modes with reasonable accuracy.
When r = 40, the ROM from SAMDP captures only three modes out of six. BT is able to capture five modes closely, whereas estimated damping ratio of the sixth mode has significant error (see Table IV ). IRKA approach gives five modes and H-IRKA captures all the six modes closely.
As shown in Table VI , H-IRKA also dominates in accuracy over the other three techniques in the sense of low relative H 2 error norm.
To produce a better ROM with higher accuracy, model order r is increased from 40 to 50. The outcome of SAMDP, BT, IRKA, and H-IRKA are reported in Table V . It can be noted that SAMDP is able to capture one more mode, which was missed when r was equal to 40. However, there is no significant improvement in the relative H 2 error norm of the ROM (see Table VI ). The performance of BT has improved significantly in capturing modes and reducing the relative H 2 error norm. In this case, IRKA is able to capture all six modes, with four of them closely, and the last two modes having significant error (see Table V ). H-IRKA captures all six modes and the accuracy of these modes has improved.
As shown in Table VI , H-IRKA produces ROM with relative H 2 error norm as low as 50% of that produced by BT and IRKA. The maximum and minimum singular value plots given in Fig. 5 shows that the ROM produced by SAMDP is comparatively less accurate and that of H-IRKA has good match with full-order model. reported here. It can be seen from Fig. 6 that a very good match exists between the response of full-order model and the ROMs obtained from BT, IRKA, and H-IRKA. On the other hand, SAMDP captures the dynamics of the system with a dc offset, which can be related to the sigma plot in Fig. 5 , where SAMDP has poor match with the full-order system in the low frequency range.
G. IRKA versus H-IRKA
As observed from the case studies, H-IRKA consistently attained lower relative H 2 error norm compared to IRKA. In addition, it estimated the critical modes with better accuracy than IRKA. For the test case of reducing the BIPS model when r = 40 (Table V) , it can be noted that IRKA was not able to capture the sixth mode at all, whereas H-IRKA was able to estimate that mode.
To investigate the convergence patterns of IRKA and H-IRKA, the relative H 2 error norm following each iteration of the 38th order ROM for the PS-DFIG model is shown in Fig. 7 . The same variation for the 50th order ROM of the BIPS model is shown in Fig. 8 . Both demonstrate a superior performance of H-IRKA.
VII. CONCLUSION
MIMO models of modern power grid with inverterinterfaced wind farms result in a reduction of modal energy, which can be quantified by Hankel singular values and residues. This poses challenges for BT approach (gramianbased), where a tradeoff between accurately capturing critical modes versus stability of the ROM is observed. On the other hand, SAMDP (modal truncation-based) faces difficulty in retaining poorly-damped non-dominant modes in low-order ROMs. A relatively new Interpolatory approach of IRKA shows promising results in such scenarios, which, however, cannot ensure explicit preservation of critical modes. A H-IRKA proposed in this brief is shown to improve the accuracy of the ROMs by reducing the relative H 2 error norm, while ensuring explicit preservation of the critical modes of the system.
