Canonical curves are characterized by the vanishing of combinatorial products of g + 1 determinants of the holomorphic abelian differentials. This also implies the characterization of canonical curves in terms of (g − 2)(g − 3)/2 theta identities and the explicit expression of the volume form on the moduli space of canonical curves induced by the Siegel metric. Together with the Mumford form, it naturally defines a non-holomorphic form of weight (-13,-13). The Mumford form itself is expressed in terms of the basis {dτ ij } of the fiber of the Torelli space of canonical curves.
Introduction
Petri's theorem [1] determines the ideal of canonical curves of genus g ≥ 4 by means of relations among holomorphic differentials. As emphasized by Mumford, Petri's relations are fundamental and should have basic applications (see pg.241 of [2] ). A feature of Petri's relations is that the holomorphic quadratic differentials he introduced depend on the choice of points. Furthermore, the coefficents of Petri's relations have not been written explicitely and no relations in terms of theta functions have been derived. Such a result would lead to a characterization of the Jacobian that, unlike the known solutions of the Schottky problem, would be linear in nature. Such a characterization should select modular forms vanishing on the Jacobian, a basic issue in the Schottky problem.
In the present paper, it is shown that the (g −2)(g −3)/2 linearly independent relations derived by Petri admit an intrinsic characterization based on combinatorial properties of determinants, which in turn imply a characterization of canonical curves in terms of theta identities. Remarkably, it turns out that Petri's relations exactly match in a combinatorial formulation expressed as a sum on permutations of products of determinants of any basis of H 0 (K C ). A feature of the formulation is that in the construction we use bases of H 0 (K n C ), n = 1, 2, 3, which are manifestly modular invariant. This has several advantages and leads to a natural identification of a modular invariant basis of the fiber of T * T g , with T g the Torelli space of canonical curves. This in turn provides the explicit characterization of the volume form dν |M g on the moduli spaceM g of canonical curves, induced by the Siegel metric.
Another consequence of the determinantal characterization of canonical curves concerns the Mumford isomorphism. In particular, the Mumford form and dν |M g naturally define a nonholomorphic form Ψ(τ,τ ) of weight (−13, −13). The Mumford form itself is expressed in terms of the basis {dτ ij } of T * M g , with τ ij the Riemann period matrix. This is a step towards the identification of the Mumford form in terms of θ-constants, an old problem which is of interest also in explicitly determine the Polyakov bosonic string measure.
Let us formulate the main results (see below for the notation).
Theorem 1.1. Let C be a canonical curve of genus g ≥ 4 and ω 1 , . . . , ω g the canonically normalized basis of H 0 (K C ), and let the points p 3 , . . . , p g ∈ C be in general position. Then, the ideal of C is generated by the (g − 2)(g − 3)/2 independent relations s∈P 2g ǫ(s) det ω(x s 1 , . . . , x s g ) det ω(x s g , . . . , x s 2g−1 ) det ω(x s 1 , x s g+1 , x s 2g , p 3 , . . . ,p i , . . . , p g ) · det ω(x s 2 , x s g+2 , x s 2g , p 3 , . . . ,p j , . . . , p g )
det ω(x s k , x s k+g , p 3 , . . . , p g ) = 0 , (1.1) 3 ≤ i < j ≤ g, ∀ x j ∈ C, unless C is trigonal or isomorphic to a smooth plane quintic, in which cases it is generated by (1.1) and E(x s k , x s k+g ) E(y, x s k )E(y, x s k+g )E(y s,k , x s k )E(y s,k , x s k+g ) g l=3 E(x s k , p l )E(x s k+g , p l ) E(y s,k , p l )
3 ≤ i 1 < i 2 ≤ g, where R g := P 2g × I g+1 , hold ∀ x j , y s,k ∈ C, j ∈ I 2g , (s, k) ∈ R g .
The condition K(p 3 , . . . , p g ) = 0, with K defined in corollary 4.9, is equivalent to 4) where Θ sing is the singular locus of the Θ-divisor. By a limiting procedure we derive the original Petri's relations, now written in terms of the canonical basis ω 1 , . . . , ω g and with the coefficients expressed in terms of θ-functions. Set N : 3g − 3, M := g(g + 1)/2. Corollary 1.3. Fix g points p 1 , . . . , p g ∈ C in general position and let y,ŷ be arbitrary points of C. The following (g − 2)(g − 3)/2 linearly independent relations 
is a modular invariant basis of the fiber of T * T g at the point representing C.
The above results fix the (g − 2)(g − 3)/2 linear relations satisfied by dτ ij . Furthermore Corollary 1.5. The volume form onM g induced by the Siegel metric is
A basic step in the investigation concerns an algebraic combinatorial formula expressing the determinant of a matrix whose entries are bilinears in some functions f i (x j )f k (x j ) in terms of a summation on the permutations of products of det f i (x j ). More precisely, let F be a commutative field and S a non-empty set. Fix a set f i , i ∈ I g , of F -valued functions on S, and x i ∈ S, i ∈ I M . Then, lemmas 3.1 and 3.2 express
in terms of combinatorial expressions involving det f i (x j ) only. We then apply such lemmas to the case in which {f i } i∈I g are basis of holomorphic 1-differentials and express the conditions that the determinants of holomorphic quadratic differentials have rank N as M − N conditions involving determinants of basis of H 0 (K C ) only. This has several advantages. For example, whereas the determinants of a basis of H 0 (K n C ), n ≥ 1 can be directly expressed in terms of theta functions, this is not the case when the matrix of holomorphic n-differentials is a N × N matrix with N > h 0 (K n C ). Whereas its determinant trivially vanishes, this cannot directly expressed in terms of theta functions. The main application of lemma 3.1 and 3.2 is that it is instead possible first express such determinants in terms combinatorics where only the determinants of basis of H 0 (K C ) appear, and then express the latter in terms of theta functions, so leading to independent relations. It is worth mentioning that, even if of increasing combinatorial complexity, lemmas 3.1 and 3.2 admit natural extensions such as expressing the determinant of a matrix whose entries consist of products of more than two f 's.
The above construction was initiated in [3] . It also leads to the volume form onM g induced by the Siegel's metric, a result used in [4] to propose the extension to higher genus of the remarkable formula by D'Hoker and Phong [5] concerning the four point superstring amplitude.
Whereas the present construction leads to a characterization of canonical curves by determinantal relations, the known solution of the Schottky problem involves non-linear differential equations. According to the Novikov's conjecture, an indecomposable principally polarized abelian variety is the Jacobian of a genus g curve if and only if there exist vectors U = 0, V, W ∈ C g such that u(x, y, t) = 2∂ 2 x ln θ(U x + V y + W t + z 0 , Z), satisfies the Kadomtsev-Petvashvili (KP) equation
Relevant progresses on such a conjecture are due, among the others, to Krichever [6] , Dubrovin [7] and Mulase [8] . Its proof is due to Shiota [9] . A basic step in such a proof concerned the existence of the τ -function as a global holomorphic function in the {t i }, as clarified by Arbarello and De Concini in [10] , where it was shown that only a subset of the KP hierarchy is needed. Their identification of such a subset is based on basic results by Gunning [11] and Welters [12] [13], characterizing the Jacobians by trisecants (see also [14] ).
The Schottky problem is still under active investigation, see for example [15] [16] [17] [18] for further developments. In particular, Arbarello, Krichever and Marini proved that the Jacobians can be characterized in terms of only the first of the auxiliary linear equations of the KP equation [19] . Very recently appeared the papers [20] and [21] that proved the conjectures by Farkas [22] and Welters [13] , respectively.
In spite of such a dramatic progress, there are still open questions concerning the characterization of the Jacobian locus. In particular, the general identification of modular forms characterizing the Jacobians is still lacking. The determinantal characterization of theorem 1.1 and the corresponding θ-relations in theorem 1.2, correspond to modular forms vanishing on the canonical curve. Such relations can be seen as addition formulas that presumably should lead to relations involving higher order theta-constants with the summation on permutations on the points replaced by summation on θ-characteristics.
Relations among holomorphic differentials
where
and δ pq denotes the Kronecker delta. For any pair p, q, there exists a homomorphism
For g = 2 and for g > 2 in the non-hyperelliptic case, any holomorphic p-differential, p ∈ N, can be expressed as the product of holomorphic q-and r-differentials with q + r = p. This implies the relations
3) In the particular case p = q = r = 1
The choice of a basis {η i } i∈I g of H 0 (K C ) determines an embedding of the curve C in P g−1 by p → (η 1 (p) , . . . , η g (p)). Each holomorphic n-differential corresponds to a homogeneous n-degree polynomial in P g−1 by
where X 1 , . . . , X g are homogeneous coordinates on P g−1 . A basis of H 0 (K n C ) corresponds to a basis of the homogeneous polynomials of degree n in P g−1 that are not zero when restricted to C. The curve C is identified with the ideal of all the polynomials in P g−1 vanishing at C. EnriquesBabbage and Petri's theorems state that, with few exceptions, such an ideal is generated by the quadrics
. The canonical curves that are not cut out by such quadrics are trigonal or isomorphic to smooth plane quintic. In these cases, Petri's theorem assures that the ideal is generated by the quadrics above together with a suitable set of cubics. Such cubics correspond to linear relations among 3-differentials, and a generalization of the previous construction is necessary in order to explicitly determine such relations.
For the particular cases n = 1, 2, we will use the notation
is an epimorphism if C is canonical. In the following we construct a basis {σ i } i∈I g of H 0 (K C ) and a basis {v i } i∈I N of H 0 (K 2 C ) and derive the matrix form of the map
S that will lead to the explicit expression of ker ψ.
i is the i-th element in the M -tuple (11, 22 , . . . , gg, 12, . . . , 1g, 23, . . .). In the following we will identify C M and Sym 2 C g by such an isomorphism.
Similarly, let {ẽ i } i∈I M 3 be the canonical basis of C M 3 , and fix an isomorphism A :
) S , whose first 6g − 8 elements are 
, is a meromorphic function on C g−1 and a meromorphic section of the bundle π * 
which is independent of the choice of {η i } i∈I g .
Proposition 2.3. Fix the points p 1 , . . . , p g ∈ C in such a way that
ii. D := p 3 + . . . + p g is the greatest common divisor of (σ 1 ) and (σ 2 ).
so that there exists a linear combination of three 1-differentials, each one vanishing at D, which vanishes at p 1 , . . . , p g . This implies that det η i (p j ) = 0 contradicting the hypotheses. Hence σ 1 and σ 2 are, up to a normalization, the unique 1-differentials vanishing at D 1 and
Evaluating such a relation at p i yields ζ i = 0, i ∈ I g \{1, 2}, and the proposition follows by observing that since D 1 ∩ D 2 is the empty divisor, the constancy of σ
The basis {v i } i∈I N is a refinement of the Petri basis for
(see also [23] ). It can be proved that on a non-hyperelliptic curve, there always exists a set of points {p 1 , . . . , p g } satisfying the hypotheses of proposition 2.3.
Relations among holomorphic quadratic differentials
For each set {φ
.
Proof. The first equality trivially follows by the Cramer rule. The identity
impliesψ ij = 0 for i ∈ I g and j = N + 1, . . . , M , and the lemma follows.
Eq.(2.9) implies that the following diagram
Hence, ι •ψ is a projection of rank N and, since ι is an injection,
are a set of generators for ker ψ and, since dim ker ψ = M − N , the lemma follows.
Set ηη i := ψ(η ⊗ η) i , i ∈ I g , and let X η be the automorphism on C M in the commutative diagram
Since ηη i , i ∈ I M , are linearly dependent, the matrix X η ij is not univocally determined by Eq.(2.12). More precisely, a homomorphism X 
The following theorem provides an explicit expression for such a homomorphisms. Consider the following determinants of the
Proof. By (2.9) and (2.12)
, and we get Eq.(2.14) with
which is equivalent to (2.15) by the identity
Eq.(2.16) follows by Eq.(2.12).
The homomorphisms (X
where Λ jk is an arbitrary M × (M − N ) matrix. A straightforward generalization of Eq.(2.9) yields
Such coefficients can be expanded as
is the greatest common divisor of σ 1 and σ 2 ; iii. p 3 , . . . , p g are single zeros for σ 1 ; then, for each 5g
Evaluating such an equation at the points p j , 3 ≤ j ≤ g, yields ζ j = 0. Furthermore, note that for
j is the unique 3-differential with a single zero in p j , so that ζ 1j = 0.
and note that α i must have a zero of order two in p i . Hence, α i as the unique element, up to a constant, of
. If α i = 0, by the condition (iii), ζ 2i = 0. In this case, by σ 2 = (α i − ζ 1i σ 1 )/ζ 2i , the above relation is equivalent to
and note that the condition (ii) implies that
, and by Riemann-Roch theorem ν ′ = ζα i for some ζ ∈ C. By proposition 2.3, the relation
implies α i = 0, contradicting the assumption. Suppose, on the contrary, α i = 0. In this case, condition (ii) implies that ν vanishes on the support of (
The linear independence of the σ j 's leads to ζ ′ j = 0, ∀ j ∈ I g , and the proposition follows.
Relations among cubic holomorphic differentials
Fix 3 ≤ i ≤ g and let {φ j } j∈I N 3 −1 ∪ {φ i+5g−8 } be the corresponding basis of H 0 (K 3 C ). The kernel of the canonical epimorphism from Sym
− 10)/6, and each element corresponds to a linear combination of the following relations 20) and
where B jkl,m , B 2jj,m ∈ C, are suitable coefficients. On the other hand, a trivial computation shows that the relations (2.20) are generated by (2.21) and by the relations among quadratic differentials,
Therefore, relations among 3-differentials, modulo relations among quadratic differentials, provide at most g − 3 independent conditions on products of elements of H 0 (K C ).
The relations (2.21) can be restated in terms of a generic basis
so that
Consider the following determinants of
Proposition 2.8.
23)
where 24) are g − 3 independent linear relations among 3-differentials.
Proof. Fix N 3 + 1 arbitrary points x 1 , . . . , x N 3 , x N 3 +1 ≡ z ∈ C and consider the singular matrix
with I := I N 3 ∪ {i}, with N 3 < i ≤ N 3 + g − 3. By expressing the determinant with respect to the column (ϕ k (z)) k∈I , the identity det ϕ k (x l ) = 0, k ∈ I, l ∈ I N 3 +1 , yields
The proposition follows by combinatorial identities analogous to the proof of theorem 2.6.
Whereas for g = 4 the relations (2.23) are independent of the relation among quadratics, for g ≥ 5, (2.23) are generated by (2.22) in all but some particular curves. Setψ
The above equation yields
If C σ ik,2j = 0 for some k, the above identity shows that the relation (2.21) is generated by Eqs. (2.22) . On the other hand, it can be proved [23] that if C σ ik,2j = 0 for all 3 ≤ k ≤ g, k = i, j, the relation (2.21) is independent of the relations among quadratic differentials. This case occurs if and only if the curve C is trigonal or a smooth quintic.
Combinatorics of determinants
Fix a surjection m :
Such a surjection corresponds to an isomorphism
Note that if s is a monomorphism then each g-tuple consists of distinct integers, and each i ∈ I M belongs to two distinct g-tuples. Denote by P M the set of monomorphisms s : I M → I M ; with respect to the operation of maps composition, it corresponds to the group of permutations of M elements.
where (r 1 , . . . , r g+1 ) ∈ P g+1 g . Note that
Consider the subset of I M determined by
with the ordering inherited from I M , and denote by
its cardinality. The elements κ l (r 1 , . . . , r g+1 ), l ∈ I M,n , are independent of r j i , with n+1 ≤ i, j ≤ g, and κ can be generalized to a function κ :
, by
(r 1 , . . . ,r g+1 ) ∈P g,n , where r j ∈ P g , j ∈ I g+1 , are permutations satisfying r j =r j , 1 ≤ j ≤ n, and r
. . ,r g+1 )} i∈I M,n consists of distinct elements, then it is a permutation of I M,n . By a suitable choice of the surjection
we obtain I M,n = I L as an equality between ordered sets. Consider the maps s : I → I, where I is any ordered subset of I M ; if s is bijective, then it is a permutation of I. We define the function ǫ(s) to be the sign of the permutation if s is bijective, and zero otherwise.
Let F be a commutative field and S a non-empty set. Fix a set f i , i ∈ I g , of F -valued functions on S, and
, where x i ∈ S, i ∈ I M . Furthermore, for any ordered set I ⊆ I M , we denote by det I f f (x 1 , . . . , x Card(I) ) , the determinant of the matrix (f f m (x i ))i∈I Card(I) m∈I . Lemma 3.1. Choose n ∈ I g and L points x i in S, i ∈ I L . Fix g − n points p i ∈ S, n + 1 ≤ i ≤ g and g F -valued functions f i on S, i ∈ I g . The following g(g − n) conditions
In particular, for n = g
Proof. It is convenient to fix the surjection m as in (3.4), so that
Restrict the sums in (3.7) to the permutations (r 1 , . . . ,r g+1 ) ∈ P g,n , i ∈ I n , such that ǫ(κ(r 1 , . . . ,r g+1 )) = 0, and set s ′ := s • κ(r 1 , . . . ,r g+1 ), so that
where κ i is to be understood as κ i (r 1 , . . . ,r g+1 ). Note that ∀ l ∈ I M , there is a unique pair i, j ∈ I g , i ≤ j, such that l = m(i, j), and by (3.1) and (3.2) the following identity
. On the other hand, if l ∈ I L , then i ≤ n and by Eq.(3.3)
Hence, Eq.(3.6) follows by replacing the sum over s with the sum over s ′ in (3.9), and using
Eq.(3.8) is an immediate consequence of (3.6).
Remark. The summation over P M in Eq.(3.8) yields a sum over (g + 1)! identical terms, corresponding to permutations of the g + 1 determinants in the product. Such an overcounting can be avoided by summing over a suitable subset P
and by replacing the factor c g by c g /(g + 1)!.
Direct computation gives c g,1 = g!, c g,2 = g!(g − 1)!(2g − 1) and c 2 = 6, c 3 = 360, c 4 = 302400. For g = 2, c g /(g + 1)! = 1 and P
A crucial point in proving lemma 3.1 is that if κ i (r 1 , . . . ,r g+1 ), i ∈ I M,n , are pairwise distinct elements in I M , then they belong to I M,n ⊆ I M , with κ a permutation of such an ordered set. For a generic ordered set I ⊆ I M , one should consider κ as a function over g + 1 permutations r i , i ∈ I g+1 , of suitable ordered subsets of I g . In particular,r i should be a permutation over all the elements j ∈ I g such that m(i, j) ∈ I, for j ≥ i, or m(i − 1, j) ∈ I, for j < i. However, the condition that the elements κ i (r 1 , . . . ,r g+1 ), i ∈ I, are pairwise distinct does not imply, in general, that they belong to I and lemma 3.1 cannot be generalized to a determinant of products f f i , i ∈ I. On the other hand, the subsets
satisfy such a condition for n < i, j ≤ g and yield the following generalization of lemma 3.1.
Lemma 3.2. Assume the hypotheses of lemma 3.1, with n < g and choose a point x L+1 ∈ S, and a pair i, j, n < i, j ≤ g. Then the following relation
12) where
. . ,r g+1 )) ,
, and I is defined in (3.11), holds.
Proof. A straightforward generalization of the proof of lemma 3.1.
Determinantal relations and combinatorial θ-identities
where Z belongs to the Siegel upper half-space
Consider the theta function with characteristics
where z ∈ A Z , a, b ∈ R g . Denote by Θ ⊂ A Z the divisor of θ and Θ sing ⊂ Θ the locus of points where θ and all its first partial derivatives vanish. Geometrically θ is a section of the bundle L Θ defined by the divisor Θ. Computing c 1 (L Θ ) and using the Hirzebruch-Riemann-Roch it can be proved that θ is the unique holomorphic section of L Θ . It follows that (A Z , L Θ ) is a principally polarized abelian variety.
Riemann theta-functions and prime form
Let {α 1 , . . . , α g , β 1 , . . . , β g } be a symplectic basis of H 1 (C, Z) and {ω i } i∈I g the basis of H 0 (K C ) satisfying the standard normalization condition α i ω j = δ ij , ∀ i, j ∈ I g . Let τ ∈ H g be the Riemann period matrix of C, τ ij := β i ω j . A different choice of a symplectic basis of H 1 (C, Z) corresponds to a modular transformation
where A B C D ∈ Sp(2g, Z). Choose an arbitrary point p 0 ∈ C and let I(p) := (I 1 (p), . . . , I g (p))
be the Jacobi map. It embeds C into the Jacobian
, and generalizes to a map from the space of divisors of C into J (C) as I( i n i p i ) := i n i I(p i ), p i ∈ C, n i ∈ Z. By Jacobi theorem the restriction of I to C g is a surjective map onto J (C).
θ [ a b ] ( · , τ ) is the unique holomorphic section of the bundle on J (C) defined by the divisor C . There are 2 g−1 (2 g + 1) even and 2 g−1 (2 g − 1) odd characteristics. In the following, we will consider θ(D + e) := θ 0 0 (I(D) + e, τ ), e ∈ J (C), evaluated at some 0-degree divisor D of C.
By the Riemann theorem, there is a divisor class ∆ of degree g − 1 with 2∆ = K C , such that for any p ∈ C and e ∈ J (C) i. if θ(e) = 0, then the divisor D of θ(x−p−e) in C is positive of degree g with index of specialty i(D) = 0 and e = I(D − p − ∆); ii. if θ(e) = 0, then for some ζ ∈ C g−1 e = I(ζ − ∆).
Let h(p) be the square root of 
is a holomorphic multi-valued −1/2-differential on C × C, independent of the specific choice of a 0 b 0 , z = w corresponds to its unique zero and it is simple, moreover lim z→w E(z, w)/(z − w) = 1. We will also consider the following g/2-differential on C with empty divisor [24] 
It has the property
∀z, w, x 1 , . . . , x g ∈ C, where for each divisor D of degree n(g − 1), n ∈ Z,
Determinants and theta-functions on algebraic curves
Proposition 4.1. Fix n ∈ N, set N n := (2n − 1)(g − 1) + δ n1 and let {η i } i∈I g and {φ n i } i∈I N n be arbitrary bases of H 0 (K C ) and H 0 (K n C ), n > 1, respectively. Let y and x 1 , . . . , x N n be arbitrary points of C. Then, for n = 1
3)
where the constants κ 1 [η] and κ n [φ n ] depend on the choice of the bases {η i } i∈I g and {φ n i } i∈I N n . Proof. κ 1 [η] is a nowhere vanishing section in each x j , j ∈ I g . Furthermore, θ ∆ ( g 1 x i − y) = 0 for y = x 1 , . . . , x g , so that κ 1 [η] is also a nowhere vanishing section in y and since it has trivial monodromy it must be a constant. Eq.(4.4) follows by a similar proof.
Note that the identity det σ i (p j ) = 1 yields
x 1 , . . . , x g ∈ C, be an holomorphic section of a line bundle on C g . 6) holds ∀ x 1 , . . . , x g , y 1 , . . . , y g ∈ C. Furthermore, choose n > 1 and let {ŷ m,j }0≤m≤2n−2 j∈I g−1 be a set of points of C. The identity
Proposition 4.2. The identity
Proof. By Eqs.(4.3) and (4.5)
and the first equality of (4.6) follows by
, whereas the second equality follows by taking the limits y k → x k . Eq.(4.7) follows by (4.4) and by observing that σ(x k ) 2n−1 can be factorized as
, and
, where 0 ≤ m ≤ 2g − 2 and j ∈ I g−1 . The second equality follows by taking the limitsŷ m,j → x m(g−1)+j , 0 ≤ m ≤ 2n − 2, j ∈ I g−1 .
Choose the points p 1 , . . . , p g ∈ C in such a way that det η i (p j ) = 0. By (4.3)
Then, there exists a set S ⊂ C 2 , such that
. . , p g }, and that ∀ p 1 , p 2 , with p 1 + p 2 ∈ C 2 \ S, the quadratic differentials
where X ω ij are defined in (1.7), are a Sp(2g, Z)-invariant basis for
hold, where the coefficients
correspond to the coefficients defined in Eq.1.3.
is the empty divisor. Fix p 1 , p 2 ∈ C \ {p 3 , . . . , p g } such that σ 2 (p 1 ) = 0 = σ 1 (p 2 ) and σ i (p i ) = 0, i = 1, 2. Then p 1 , . . . , p g satisfy the hypotheses of proposition 2.3, and {v i } i∈I N , as defined in (2.7), is a basis of
. By (4.9), Eq.(1.7) is equivalent to (2.12), and the theorem follows by theorem 2.6. A relation in the form (4.12) is well-known in literature 14) where e ∈ Θ sing . On the other hand, for g = 4, M −N = 1, and the term |X ω | 
with (−1) k ∆ A k the minor associated to the matrix element ∂
Proposition 4.4. Fix g − 2 distinct points p 3 , . . . , p g satisfying the condition (4.10). There exists a set
. . , p g }, and that ∀ p 1 , p 2 , with p 1 + p 2 ∈ C 2 \ S ′ , the 3-differentials
Furthermore, the following linear relations 17) hold, where 18) with
Proof. For each 3 ≤ i ≤ g let α i be the unique element of
, and set
Consider the set S ∈ C 2 , defined in theorem 4.3, and set
Hence, one can choose p 1 + p 2 ∈ C 2 \ S ′ in such a way that p 1 does not belong to the support of
) has only single zeros on p 3 , . . . , p g . By theorem 4.3, p 1 , . . . , p g satisfy the hypotheses of proposition 2.7 and {ϕ i } i∈I N 3 , as defined in (2.19), is a basis of H 0 (K
Combinatorial theta identities on the canonical curve
Applying the lemmas 3.1 and 3.2 to determinants of symmetric products of holomorphic 1-differentials on an algebraic curve C of genus g leads to combinatorial relations. By Eq.(4.3) and (4.4), such combinatorial relations yield non trivial identities among products of theta functions.
Proposition 4.5. The following identities 19) det ηη(x 1 , . . . , x 6 ) = 1 15
where {η i } i∈I g is an arbitrary basis of H 0 (K C ) and x i , i ∈ I M g , are arbitrary points of C, hold. Furthermore, they are equivalent to
for g ≥ 4, where y k,s , k ∈ I g+1 , s ∈ P M g , are arbitrary points of C. In [25] D'Hoker and Phong made the interesting observation that for g = 2
that proved by first expressing the holomorphic differentials in the explicit form and then using the product form of the Vandermonde determinant. Eq.(4.25) corresponds to (4.19) when the generic basis η 1 , η 2 of H 0 (K C ) is the canonical one. On the other hand, the way (4.19) has been derived shows that (4.25) is an algebraic identity since it does not need the explicit hyperelliptic expression of ω 1 and ω 2 . Eq.(4.25) is the first case of the general formulas, derived in lemma 3.1 and 3.2, expressing the determinant of the matrix f f i (x j ) in terms of a sum of permutations of products of determinants of the matrix f i (x j ). In particular, by (4.20) , for g = 3 we have det ωω(x 1 , . . . , x 6 ) = 1 360
For n < g, a necessary condition for Eq.(3.6) to hold is the existence of the points p i , 3 ≤ i ≤ g, satisfying Eq.(3.5); in particular, lemmas 3.1 and 3.2 can be applied to the basis {σ i } i∈I g , of
Then, the following identity
26)
holds ∀ x 1 , . . . , x 2g−1 ∈ C, where {η i } i∈I g is an arbitrary basis of H 0 (K C ) and
Proof. Assume first that p 1 , . . . , p g satisfy the hypotheses of proposition 2.2, so that {σ i } i∈I g is a basis of H 0 (K C ). Eq.(4.26) is well-defined as an identity between sections of a line bundle on C N +2 and then it suffices to prove it for a local trivialization of such a bundle. Fix  (p 1 , . . . , p g , x 1 , . . . , x 2g−1 ) ∈ C N +2 and choose a trivialization of K C on the j-th factor C in C N +2 , j ∈ I g , in such a way thatσ i|U (p j ) = δ ij , i ∈ I g , ∀U ⊆ C with p j ∈ U . By (2.10) and bŷ v i (p i ) = 1, 3 ≤ i ≤ g, the determinant of the quadratic holomorphic differentials on the LHS of (4.26) is equal to det I M,2σσ (x 1 , . . . , x 2g−1 ) and the lemma 3.1 for n = 2 can be applied. Since
so that Eq.(4.26) holds for (p 1 , . . . , p g ) in a dense subset of C g , and therefore ∀p 1 , . . . , p g ∈ C.
Remark. If det η(p 1 , . . . , p g ) = 0, theorem 4.6 holds 
where y is an arbitrary point of C and
Proof. Let {ρ i } i∈I N be an arbitrary basis of H 0 (K 2 C ) and note that
Apply Eq.(4.26) to the latter equality and the corollary follows by Eq.(4.3) and (4.4).
28) is independent of the points y, x 1 , . . . , x 2g−1 ∈ C, and the set {v i } i∈I N , with v i , i ∈ I N , defined as in (2.7) or, equivalently, in (4.11), is a basis of H 0 (K 2 C ) if and only if H = 0. Proof. Let us consider the holomorphic 1-differentialsσ i defined bŷ
i ∈ I g , where A is a non-vanishing constant. Such differentials are independent of y and if the points p 1 , . . . , p g satisfy the hypotheses of proposition 2.2, then {σ i } i∈I g corresponds to the basis defined in (2.6) up to a non-singular diagonal transformation. Let {ρ i } i∈I N be an arbitrary basis of
holds ∀ s ∈ P 2g−1 . This identity and Eq. (4.27) show that H corresponds, up to a constant, to
it follows that the ratio (4.29) is proportional to det c ij . Hence H is independent of y, x 1 , . . . , x 2g−1 and H(p 1 , . . . , p g ) = 0 if and only if {v i } i∈I N is a basis of
On the other hand, such holomorphic quadratic differentials correspond, up to a non-singular diagonal transformation, to the ones defined in (2.7) and in (4.11) and the theorem follows.
Corollary 4.9. The function
30) is independent of the points x 1 , . . . , x 2g−1 ∈ C. Furthermore, for any p 1 , . . . , p g ∈ C, such that det η i (p j ) = 0, the set {v i } i∈I N where v i , i ∈ I N are defined as in (2.7) or, equivalently, in (4.11), is a basis of
is independent of y, x 1 , . . . , x 2g−1 , so that by theorem 4.8 it follows that even K is independent of such points. By (4.3) det η i (p j ) = 0 implies H/K = 0. In this case, K = 0 if and only if H = 0 and the corollary follows by theorem 4.8.
Note that whereas K is multi-valued, the meromorphic function
n, m ∈ I g−2 , n + m = g − 2, is single-valued with respect to x i , w i , y j , z j ∈ C, i ∈ I n , j ∈ I m .
Proof of theorem 1.1.
Fix i, j, 3 ≤ i < j ≤ g, and choose p 1 , p 2 in such a way that {σ i } i∈I g is a basis of H 0 (K C ). Observe that, due to Eq.(2.9), det I σσ(x 1 , . . . , x 2g ) = 0, ∀ x 1 , . . . , x 2g ∈ C, where I := I M,2 ∪ {m(i, j)}. Applying lemma 3.2, with n = 2, such an identity corresponds to
Eq.(1.1) follows. On the other hand, the canonical embedding of C in P g−1 associated to the basis {σ i } i∈I g maps the relations (1.1) to
with ζ 1k , ζ 2k , ζ 12 ∈ C. Such (g−2)(g−3)/2 relations are obviously independent and by the EnriquesBabbage theorem they generate the ideal of C unless it is trigonal or plane quintic. In this case, by the Petri's theorem, the ideal is generated by (1.1) and the relations among 3-differentials, that correspond to (1.2) by proposition 4.4.
Proof of theorem 1.2.
Apply Eq.(4.3) to Eq.(1.1).
Note that V ii = 0 for i = 3, . . . , g, since the expression on the LHS is proportional to a determinant of 2g linearly independent holomorphic quadratic differentials on C, evaluated at general points x k ∈ C, k ∈ I 2g .
Proof of corollary 1.3. 
and by (4.26) and (4.3), Proof. A trivial consequence of the above remarks.
Mumford isomorphismM g , modular forms and det∂
The Torelli space T g of the smooth algebraic curves of genus g can be embedded in H g by the period mapping, which assigns to a curve C, with a fixed basis of H 1 (C, Z), representing a point in T g , the corresponding period matrix. The period mapping has maximal rank 3g − 3 on the subspaceT g of non-hyperelliptic curves and therefore a metric on H g induces the pull-back metric onT g . SinceM g ∼ =T g /Sp(2g, Z), a Sp(2g, Z)-invariant metric on H g also induces a metric onM g . It is therefore natural to consider the Siegel metric on H g , defined by the line element ds, with
where Y := Im Z, Z ∈ H g . Such a metric is Sp(2g, R) invariant, and therefore induces a metric on
Proof of theorem 1.4.
Consider the Kodaira-Spencer map k identifying the space of quadratic differentials on C with the fiber of the cotangent bundle of M g at the point representing C. Next, recall that, the derivative of the period map τ ij : T g → C at C is given by Rauch's formula
Since by (4.11) 2) it follows that the differentials d Ξ 1 , . . . , d Ξ N are independent. Furthermore, since by construction the basis {v i } i∈I N is independent of the choice of a symplectic basis of H 1 (C, Z), such differentials are modular invariant, i.e.
under (4.1).
Let ds |M g be the line element onM g induced by the Siegel metric.
Corollary 5.1.
Proof. By (5.1)
Furthermore, by applying the Kodaira-Spencer map to both sides of Eq.(2.17) one obtains Even if only for g = 2 and g = 3 non-hyperelliptic curves the Siegel volume form dν = 2
is a volume form on the moduli space, in higher genus we may still express the volume form on M g induced by the Siegel metric in terms of the basis {dτ ij } of T * H g .
Proof of corollary 1.5.
It follows immediately by theorem 1.4 and dν |M g = (det g)
By construction both ds
and dν |M g are independent of the points p 1 , . . . , p g ∈ C. This can be also checked by observing that a different choice of the points p 1 , . . . , p g corresponds to a change of the basis {d Ξ k } of T * T g , under which ds 2 |M g and dν |M g are obviously invariant.
The correspondence between Eq.(2.17) and Eq.(5.6), by means of the Kodaira-Spencer map, can be generalized in order to obtain non-trivial relations on the cotangent space ofM g from relations among quadratic differentials. For example, Eq.(4.14), together with the heat equation
is equivalent to the vanishing of the exterior derivative inM g of θ(z, τ ) at z = ±e, i.e. Proof. Eq.(5.7) follows by applying the Kodaira-Spencer map to Eq.(4.12).
A non-holomorphic modular form
For all p, x 1 , . . . , x g , y ∈ C set ) the vector bundle on M g of rank (2n − 1)(g − 1) + δ n1 with fiber H 0 (K n C ) at the point of M g representing C. Let λ n = det L n , be the determinant line bundle. According to Mumford [26] λ n ∼ = λ ⊗c n 1
, where c n = 6n 2 − 6n + 1, which corresponds to the central charge of the chiral b − c system of conformal weight n [27] . The Mumford form µ g,n is the unique, up to a constant, holomorphic section of λ n ⊗ λ −⊗c n 1 nowhere vanishing on M g . Its explicit form has been derived in [28] [29] [30] [31] [32] . is a modular form of weight (−13, −13) independent of the points p, p 1 , . . . , p g ∈ C.
Proof. Choosing the modular invariant basis {v i } i∈I N of H 0 (K 2 C ), it follows by (5.2)
(5.10)
On the other hand, since µ g,n and ∧ and the proposition follows by noting that both µ g,2 and dν |M g are independent of p, p 1 , . . . , p g . Corollary 1.5 leads to the explicit parametrization of the Polyakov bosonic string measure on M g in terms of the basis {dτ ij } of T * M g .
Proposition 5.5. The partition function of the Polyakov bosonic string for C a non-hyperellitpic algebraic curve with g > 2 is
(5.11)
Proof. The Polyakov measure is (det Im τ ) −13 |µ g,2 (ω 1 ∧ · · · ∧ ω g ) 13 | 2 and the proposition follows by corollary 1.5, and Eqs.(5.9)(5.10).
It has been shown in [33] [34] that where the product is over the 10 even characteristics of g = 2. It has been shown in [25] that c 2,2 = 1/π 12 . Furthermore, it has been conjectured that [33] [34] 
