Attribute-space connectivity and connected filters by Wilkinson, Michael H.F.
  
 University of Groningen
Attribute-space connectivity and connected filters
Wilkinson, Michael H.F.
Published in:
Image and vision computing
DOI:
10.1016/j.imavis.2006.04.015
IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.
Document Version
Publisher's PDF, also known as Version of record
Publication date:
2007
Link to publication in University of Groningen/UMCG research database
Citation for published version (APA):
Wilkinson, M. H. F. (2007). Attribute-space connectivity and connected filters. Image and vision computing,
25(4), 426-435. https://doi.org/10.1016/j.imavis.2006.04.015
Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).
Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.
Download date: 12-11-2019
www.elsevier.com/locate/imavis
Image and Vision Computing 25 (2007) 426–435Attribute-space connectivity and connected ﬁlters
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In this paper connected operators from mathematical morphology are extended to a wider class of operators, which are based on
connectivities in higher dimensional spaces, similar to scale spaces, which will be called attribute-spaces. Though some properties of
connected ﬁlters are lost, granulometries can be deﬁned under certain conditions, and pattern spectra in most cases. The advantage
of this approach is that regions can be split into constituent parts before ﬁltering more naturally than by using partitioning con-
nectivities. Furthermore, the approach allows dealing with overlap, which is impossible in connectivity. A theoretical comparison to
hyperconnectivity suggests the new concept is diﬀerent. The theoretical results are illustrated by several examples. These show how
attribute-space connected ﬁlters merge the ability of ﬁltering based on local structure using classical, structuring-element-based ﬁlters
to the object-attribute-based ﬁltering of connected ﬁlters, and how this diﬀers from similar attempts using second-generation
connectivity.
 2006 Elsevier B.V. All rights reserved.
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Semantic analysis of images always involves grouping of
pixels in some way. This process is often called perceptual
grouping, a concept from Gestalt psychology [1], which has
also been used in the ﬁeld of computer vision before [2–4].
Filters based on visual cortex models, and in particular
grouping of features have already been developed [5,6].
However, they are not put in a morphological framework.
In this paper I will present a method to model some aspects
of perceptual grouping from the perspective of mathemat-
ical morphology, starting out with the simplest form of
grouping, which is connectivity [7–9]. Connectivity allows
us to group pixels into connected components or ﬂat-zones
in the grey-scale case. In mathematical morphology, con-
nected operators have been developed which perform ﬁlter-
ing based on these kinds of groupings [10–13], including
attribute ﬁlters, in which ﬁltering is based on properties
(or attributes) of these ‘‘perceptual groups.’’ However,0262-8856/$ - see front matter  2006 Elsevier B.V. All rights reserved.
doi:10.1016/j.imavis.2006.04.015
* Tel.: +31 50 3638140; fax: +31 50 3633800.
E-mail address: m.h.f.wilkinson@rug.nlthe human observer may either interpret a single connected
component of a binary image as multiple visual entities, or
group multiple connected components into a single visual
entity. These properties have to some extent been encoded
in second-generation connectivities [8,9,14–16]. These
derived connectivities are usually obtained by applying
some (in general increasing) operator to the image of
interest and analysing the resulting connected components.
To some extent this allows a merger of the ﬁltering based
on local structure using the structuring-element-based
ﬁlters, and the object-attribute-based ﬁltering of connected
ﬁlters.
A problem of connected ﬁlters is that they cannot deal
with overlap. Humans have no problems in dealing with
overlap when perceptually grouping image regions. A sim-
ple example is shown in Fig. 1. The cross is readily grouped
into two bars, with the centre pixel belonging to both
groups. Ideally we would like to allow ﬁltering based on
these higher level perceptual groups, using formalisms sim-
ilar to those used in connected operators. One solution to
this problem is through hyperconnectivities and hypocon-
nectivities [9,17]. The approach presented here is diﬀerent,
Fig. 1. Overlap in perceptual grouping: the cross (left) is perceived as two bars, one horizontal (middle) one vertical (right). The centre pixel belongs to
both perceptual groups.
M.H.F. Wilkinson / Image and Vision Computing 25 (2007) 426–435 427in that it restates the connectivity relationships in an image
in terms of connectivity in higher dimensional spaces,
which I will call attribute spaces.
In this paper I will also demonstrate a problem with par-
titioning connectivities when used for second-generation
connected attribute ﬁlters, due to the large numbers of sin-
gletons they produce in the image. This over-partitioning
eﬀect is shown in Fig. 2. It will be shown that these attri-
bute ﬁlters reduce to performing, e.g., an opening with ball
B followed by an application of the attribute ﬁlter using the
normal (four or eight) connectivity. The attribute-space
approach presented here does not suﬀer from this, as can
be seen in Fig. 2, and this leads to a more natural partition-
ing of the connected component into two squares and a sin-
gle bridge. A similar eﬀect is also shown in a 3D example in
Fig. 9.
This paper is organized as follows. First, connected ﬁl-
ters are described formally in Section 2, followed by sec-
ond-generation connectivities in Section 3. Problems with
attribute ﬁlters using partitioning connectivities are dealt
with in detail in this section. Hyperconnectivities [9] are
treated in Section 4. After this, attribute spaces are presented
in Section 5. After some theoretical preliminaries, three
examples of attribute-space connectivities are given: two
based on the local width of the objects in Section 5.1 and
one based on orientation in Section 5.2. In this latter
section it is shown that attribute-space connectivities are
not hyperconnectivities. Finally, in Section 6 a discussion
of the results is given.Fig. 2. Attribute-space compared to regular attribute ﬁltering: (a) original im
opening by a 3 · 3 structuring element (see Section 3); (c) partitioning of X by a
with T(C) = (I(C)/A2(C) < 0.5); (e) attribute-space connected attribute thinnin
Note that only the attribute-space method removes the elongated bridge.2. Connectivity and connected ﬁlters
As is common in mathematical morphology binary
images X are subsets of some universal set E (usually
EZn). Let PðEÞ be the set of all subsets of E. Connectivity
in E can be deﬁned using connectivity classes [8,9].
Deﬁnition 1. A connectivity class C  PðEÞ is a set of sets
with the following three properties:
(1) ; 2 C
(2) fxg 2 C
(3) for each family fCig  C, \Ci „ ; implies [Ci 2 C.This means that both the empty set and singleton sets
are connected, and any union of connected sets which have
a nonempty intersection is connected.
Any image X is composed of a number of connected
components or grains Ci 2 C, with i from some index set
I. For each Ci there is no set C  Ci such that C ˝ X and
C 2 C. If a set C is a grain of X we denote this as CU X.
An equivalent way to view connectivity is through con-
nected openings, sometimes referred to as connectivity
openings [8,16].
Deﬁnition 2. The binary connected opening Cx of X at
point x 2 E is given by
CxðX Þ ¼ Ci : x 2 Ci ^ CiUX if x 2 X; otherwise:

ð1Þage X; (b) the connected components of X according to Cw, with w an
ttribute space method of Section 5.1; (d) regular attribute thinning WTwðX Þ
g WTAðX Þ with the same T. T is designed to remove elongated structures.
428 M.H.F. Wilkinson / Image and Vision Computing 25 (2007) 426–435Thus Cx extracts the grain Ci to which x belongs, dis-
carding all others.
Salembier and Serra [10] deﬁne the general class of con-
nected ﬁlters based on partitions. A partition of E is a set of
sets {ai}, with i from some index set I, such that
(1) ¨iai = E and
(2) ai \ aj = ;, for all i „ j.
Given two partitions {ai} and {bj} of E, {bj} is said to be
coarser than {ai}, if for any ai there exists a bj such that
ai ˝ bj. Let P(X) denote the partition of E consisting of the
connected components of binary image X and its
complement.
Deﬁnition 3. A ﬁlter c is a connected ﬁlter if, for any image
X, partition P(c(X)) is coarser than partition P(X).
Probably the most important group of connected ﬁlters
are the attribute ﬁlters, which are dealt with in the next
subsection.
2.1. Attribute ﬁlters
Binary attribute openings [11,12] are based onbinary con-
nected openings and trivial openings. A trivial opening CT
uses an increasing criterion T to accept or reject connected
sets. A criterion T is increasing if the fact that C satisﬁes T
implies that D satisﬁes T for all D ˚ C. Usually T is of the
form
T ðCÞ ¼ ðAttrðCÞ  kÞ ð2Þ
with Attr(C) some real-valued attribute of C, and k the
attribute threshold. A trivial opening is deﬁned as follows
CT : C! C operating on C 2 C yields C if T(C) is true,
and ; otherwise. Note that CT(;) = ;. Trivial thinnings dif-
fer from trivial openings only in that the criterion T need
not be increasing. An example is the scale-invariant elonga-
tion criterion of the form 2, in which Attr(C) = I(C)/A2(C),
with I(C) the moment of inertia of C and A(C) the area
[18]. The binary attribute opening is deﬁned as follows.
Deﬁnition 4. The binary attribute opening CT of set X with
increasing criterion T is given by
CT ðX Þ ¼
[
x2X
CT ðCxðX ÞÞ ð3ÞFig. 3. Binary attribute ﬁlters applied to an image of bacteria: (left) origina
thinning using attribute I/A2 > 0.5.The attribute opening is equivalent to performing a triv-
ial opening on all grains in the image. Note that if the attri-
bute T is not increasing, we have an attribute thinning
rather than an attribute opening [11,12]. The grey-scale
case can be derived through threshold decomposition
[19]. An example in the binary case is shown in Fig. 3.3. Second-generation connectivities
Second-generation connectivities are usually deﬁned
using an operator w which modiﬁes X, and a base connec-
tivity class C (four or eight connectivity)[8,9,16]. The
resulting connectivity class is referred to as Cw. If w is
extensive Cw is said to be clustering, if w is anti-extensive
Cw is partitioning. In the general case, for any x 2 E three
cases must be considered: (i) x 2 X \ w(X), (ii) x 2 Xnw(X),
and (iii) x 62 X. In the ﬁrst case, the grain to which x
belongs in w(X) is computed according to C, after which
the intersection with X is taken to ensure that all grains
Ci ˝ X. In the second case, x is considered to be a singleton
grain. In the third case the connected opening returns ; as
before.
Deﬁnition 5. The connected opening Cwx for a second-
generation connectivity based on w of image X is
Cwx ðX Þ ¼
CxðwðX ÞÞ \ X if x 2 X \ wðX Þ




in which Cx is the connected opening based on C.
If X  w(X) the second case of (4) never occurs. Con-
versely, if w(X)  X we have w(X) \ X = w(X), simplifying
the ﬁrst condition in (4). In the clustering case, w may be a
structural closing or dilation, in the partitioning case w
may be a structural opening, but not an erosion, because
the resulting connected opening would not be idempotent.
An extensive discussion is given in [8,9,16].3.1. Attribute operators
Attribute operators can readily be deﬁned for second-
generation connectivities by replacing the standard con-
nected opening Cx by C
w
x in Deﬁnition 4.l; (middle) area opening using area threshold k = 150; (right) elongation
Fig. 4. Scanning electron micro-graphs of Escherichia coli (left to right): original image f; modiﬁed image by anti-extensive operator w(f) = f  B2 with B2 a
disc with radius 2; second-generation connected area opening cTwðf Þ with T = A(C)P k; (k = 100). This is identical to a regular area opening cT(w(f)) with
the same T. Image size 242 · 158 pixels.
M.H.F. Wilkinson / Image and Vision Computing 25 (2007) 426–435 429Deﬁnition 6. The binary attribute opening CTw of set X with




CT ðCwx ðX ÞÞ ð5Þ
Though useful ﬁlters can be constructed in clustering
case, and partition of grains in soil samples for computa-
tion of area pattern spectra has been used [15,20], a prob-
lem emerges in the partitioning case.
Proposition 1. For partitioning connectivities based on w the
attribute openingCTw with increasing, shift invariant criterionT
is
CTwðX Þ ¼
X if T ðfxgÞ is true for any x 2 E
CT ðwðX ÞÞ otherwise

ð6Þ
with CT the underlying attribute opening from Definition 4.
Proof. If T({x}) is true for any x, all x 2 Xnw(X) are pre-
served by CTw, because T is shift invariant so that
Cwx ðX Þ ¼ fxg for those pixels. Because T is increasing and
shift invariant, we have that T({x})) T(C) for any C 2 C
with C „ ;. Thus, if T({x}) is true for any x, all x 2 w(X)
are also preserved, because CxðwðX ÞÞ 2 C and Cx(w(X))„;
for those x. In other words if T({x}) is true,CTwðX Þ ¼ X ; ð7Þ
which proves (6) in the case that T({x}) is true. Conversely,
if T({x}) is false for any x, all x 2 Xnw(X) are rejected due
to shift-invariance of T, i.e., CT({x}) = ; for all x 2 E.




CT ðCwx ðX ÞÞ: ð8Þ
Because all x 2 Xnw(X) are rejected, Cwx ðX Þ can be rewrit-




CT ðCxðwðX ÞÞÞ ¼ CT ðwðX ÞÞ: ð9Þ
The right-hand equality derives from Deﬁnition 4. 
Proposition 1 means that an attribute opening using a
partitioning connectivity is equal to performing the standard
attribute opening CT on w(X), unless the criterion has been
set such that CT is the identity operator. The reason for this
is the fact that the grains ofXnw(X) according to the original
connectivity are split up into singletons by Cwx , and these sin-gletons are the ﬁrst to be rejected as the attribute threshold is
increased, for an increasing attribute such as area. This eﬀect
is shown in the grey-scale case in Fig. 4. Part (a) shows an
electron micrograph of Escherichia coli cells interconnected
by ﬁmbriae. Part (b) shows the result of applying a partition-
ing connectivity operator (structural opening) on part (a).
Part (c) shows the result of the second-generation connected
area opening computed using the dual-input Max-tree algo-
rithm [21] for second-generation connected attribute ﬁlters,
which is identical to performing the standard area opening
[22,23] on part (b) (not shown). Because of this Fig 4(a)
shows clear signs of edge deformation introduced by w(f)
not characteristic of classical connected ﬁlters. Even if crite-
ria that are not increasing are used, all structural information
contained in the connected components ofXnw(X) is lost, so
shape information cannot be captured meaningfully by any
attribute. In Section 5 a comparison with the attribute-space
alternative is given and illustrated in Figs. 2 and 9.
4. Hyperconnectivities
Hyperconnectivities have been proposed by Serra [9] as a
means of dealing with overlap. The idea is to relax the third
constraint in Deﬁnition 1. Instead of requiring that any
union of connected sets which have a non-empty intersection
is connected, we use some other overlap criterion ^ which
deﬁnes when he union of hyperconnected sets is connected
[17].
Deﬁnition 7. An overlap criterion in PðEÞ is a mapping
?: PðPðEÞÞ ! ffalse; trueg such that ^ is decreasing, i.e.,
for any A;B  PðEÞ
A  B)? ðBÞ )? ðAÞ: ð10Þ
Any A  PðEÞ for which ? ðAÞ is true is said to be
overlapping, otherwise A is non-overlapping.
Deﬁnition 8. A hyperconnectivity class H  PðEÞ is a set
of sets with the following three properties:
(1) ; 2H
(2) fxg 2H
(3) for each family fCig H, ^({Ci}) implies [Ci 2H.
As before, both the empty set and singleton sets are
hyperconnected, but now any union of hyperconnected
sets which are overlapping in the sense of ^ is hypercon-
nected. In [17] several examples are given to use this
430 M.H.F. Wilkinson / Image and Vision Computing 25 (2007) 426–435framework for dealing with overlap. However, hypercon-
nectivities are not shown to be able to deal with the over-
partitioning problem of Proposition 1.
5. Attribute spaces and attribute-space ﬁlters
As was seen above, connectivities based on partitioning
operators yield rather poor results in the attribute ﬁlter case.
To avoid this, I propose to transform the binary imageX  E
into a higher dimensional attribute space E · A in whichA is
some space encoding the local properties or attributes of pix-
els in any image. Scale spaces are an examples of attribute
spaces, but other attribute spaces will be explored here. To
embed the image in E · A we use an operator X : PðEÞ !
PðE  AÞ, which means X(X) is a binary image in E · A.
Typically A  R or Z, although the theory presented here
extends to cases such as A  Rn. The inverse operator
X1 : PðE  AÞ ! PðEÞ, projects X(X) back onto X, i.e.,
X1(X(X)) = X for all X 2 PðEÞ. Furthermore, X1 must
be increasing: Y1 ˝ Y2) X1(Y1) ˝ X1(Y2) for all
Y 1; Y 2 2 PðE  AÞ. Summarizing we have:
Deﬁnition 9. An attribute-space transform pair (X,X1)
from EM E · A, is a pair of operators such that:
(1) X : PðEÞ ! PðE  AÞ is a mapping such that for any
X 2 PðEÞ, each point x 2 X has at least one corre-
sponding point (x,a) 2 X(X), with a 2 A,
(2) X(;) = ;,
(3) XðfxgÞ 2 CEA for all x 2 E,
(4) X1 : PðE  AÞ ! PðEÞ is amapping such that for any
Y 2 PðE  AÞ, every (x,a) 2 Y is projected to
x 2 X1(Y),
(5) X1(X(X)) = X for all X 2 PðEÞ,
(6) X1 is increasing.
Note that CEA is the connectivity class used in E · A.
Furthermore, even though X1(X(X)) = X for all
X 2 PðEÞ, X(X1(Y)) = Y will not in general hold for allFig. 5. Attribute-space partitioning of two binary sets: (a) and (d) binary ima
and (e) their respective opening transforms; (c) and (f) partitioning of X and Y
to the slow change in attribute value, whereas the abrupt change in width cauY 2 PðE  AÞ. It is trivial to construct a connected set
Y ˝ E · A such that its projection X1(Y) onto E is equal
Fig. 5(d). However, mapping this back into E · A using
X used in Fig. 5 yields a disconnected set in E · A, as
shown in Fig. 5(f). Therefore, X(X1(Y)) „ Y in this case.
Using the above we can deﬁne the notion of attribute-
space connectivity class.
Deﬁnition 10. An attribute-space connectivity class
A  PðEÞ on universal set E generated by an attribute-
space transform pair (X,X1) and connectivity class
CE  A on E · A, is deﬁned as
A ¼ fC 2 PðEÞjXðCÞ 2 CEAg ð11Þ
Note that properties 2 and 3 in Deﬁnition 9 mean that
singletons and the empty set are members of A, as in the
case of (hyper)connectivities. Attribute-space connected ﬁl-
ters can now be deﬁned as follows.
Deﬁnition 11. An attribute-space connected ﬁlter
WA : PðEÞ ! PðEÞ is deﬁned as
WAðX Þ ¼ X1ðWðXðX ÞÞÞ ð12Þ
with X 2 PðEÞ and W : PðE  AÞ ! PðE  AÞ a connected
ﬁlter, and (X,X1) an attribute-space transform pair.
Thus attribute-space connected ﬁlters work by ﬁrst map-
ping the image to a higher dimensional space, applying a
connected ﬁlter and projecting the result back. Note that
the connected ﬁlter W may use second-generation connec-
tivity rather the underlying connectivity in E · A (e.g.,
26-connectivity in 3D). Note that if W is anti-extensive
(or extensive), so is WA due to the increasingness of X1.
However, if W is increasing, this property does not neces-
sarily hold for WA, as will be shown in Section 5.1 and fol-
lowing and Fig. 7. Similarly, idempotence of W does not
imply idempotence of WA. However, if
WðXðX ÞÞ ¼ XðWAðX ÞÞ ¼ XðX1ðWðXðX ÞÞÞÞ; ð13Þ
for all X 2 PðEÞ, idempotence of W does imply idempo-
tence of WA, because X maps WA(X) exactly back ontoges X and Y each containing a single (classical) connected component; (b)
using edge strength threshold r = 1. X is considered as one component due
ses a split in Y.
M.H.F. Wilkinson / Image and Vision Computing 25 (2007) 426–435 431W(X(X)). Eq. (13) obviously holds when X(X1(Y)) = Y for
all Y 2 PðE  AÞ, but (13) is slightly more general.
5.1. Width-based attribute spaces
In the following E ¼ Z2. As an example of mapping of a
binary image X 2 PðEÞ to binary image Y 2 PðE  AÞ we
can use local width as an attribute to be assigned to each
pixel x 2 X. In this case A ¼ Zþ. We can implement this
mapping using an opening transform deﬁned by granulom-
etry {br}, in which each operator br : Eﬁ E is an opening
with a structuring elements Br. An opening transform is
deﬁned as
Deﬁnition 12. The opening transform XX of a binary image
X for a granulometry {br} is
XX ðxÞ ¼ maxfr 2 Ajx 2 brðX Þg ð14Þ
In the case that br(X) = X  Br with  denoting structur-
al openings and Br ball-shaped structuring elements of
radius r, an opening transform assigns the radius of the
largest ball such that x 2 X  Br. An example is shown in
Fig. 5. We can now devise a width-based attribute space
by the mapping Xw : PðEÞ ! PðE  ZÞ as
XwðX Þ ¼ fðx;XX ðxÞÞjx 2 Xg ð15Þ
The inverse is simply
X1w ðY Þ ¼ fx 2 Ejðx; yÞ 2 Y g ð16Þ
with Y 2 PðE  ZÞ.
Let {Ci}  E · A be the set of connected components of
Xw(X) with i from some index set. Because a single attribute
value is assigned to each pixel by XX, it is obvious that the
projections onto E of these sets Cwi ¼ X1wðCiÞ are disjoint
as well. Thus they form a partition of the image plane in
much the same way as classical connected components
would do, as can be seen in Fig. 5. In this example we
can work in a 2D grey-scale image, rather than a 3D binary
image, for convenience. Connectivity in the attribute space
is now partly encoded in the grey-level diﬀerences of adja-Fig. 6. Attribute-space connectivity is not connectivity: (a) binary image X is
considered connected in attribute space; however, X is partitioned into two
connectivity which separates the square from the elongated part of X splits thcent ﬂat zones in these images. In the simplest case, corre-
sponding to 26-connectivity in the 3D binary image, a grey-
level diﬀerence of 1 means adjacent ﬂat-zones are connected
in attribute space. More generally, we can use some thresh-
old r on the grey-level diﬀerence between adjacent ﬂat
zones. This corresponds to a second-generation connectiv-
ity Cwr with wr a dilation in Z
3, with structuring element
{(0,0,r), (0, 0,r + 1), . . ., (0, 0, r)}. The eﬀect of this can
be seen in Fig. 5(f), in which abrupt changes in width lead
to splitting of a connected component into two parts. Fig. 6
demonstrates that this splitting is diﬀerent from any caused
by a partitioning connectivity. Fig. 7 shows that an attri-
bute-space area operator WA based on an area opening W
in E · A is not increasing. This eﬀect occurs due to the fact
that overlap of X1 and X2 in E does not imply overlap of
Xw(X1) and Xw(X2) in E · A.
A slightly diﬀerent partitioning is obtained if we change
(15) to
XlogwðX Þ ¼ fðx; 1þ logðXX ðxÞÞÞjx 2 Xg ð17Þ
with X1logw ¼ X1w . Note that one is added to the logarithm
of the width to separate bridges of unity width from the
background. Though very similar in behaviour to the attri-
bute-space connectivity using Xw, attribute-space connec-
tivity based on Cwr is now scale-invariant, as is shown in
Fig. 8. None of the second-generation connectivities in E
proposed in [8,9,16] can achieve this, because they are all
based on increasing operators based on ﬁxed structuring
elements, which are not scale-invariant.
Any nonlinear transformation on the attribute can be
used to obtain diﬀerent results, depending on the applica-
tion. A simple method is to threshold the opening trans-
form XX assigning foreground pixels to diﬀerent classes,
denoted by XtX , allowing connectivity only within a class.
A simple two-class classiﬁcation is shown in Fig. 9, in
which a second-generation connected attribute ﬁlter is
compared to the corresponding two-class pixel classiﬁca-
tion method. Only the attribute-space method distinguishes
the normal vessels from the aneurysm properly. Note that
this does not represent an optimal, real-world applicationthe union of two overlapping sets X1; (b) and X2; (c) each of which are
sets; (d) by the same attribute-space connectivity; (e) any partitioning
e elongated part into 14 singletons.
Fig. 7. WA is not necessarily increasing for increasingW: (a) and (d) binary images X and Y, with X ˝ Y; (b) and (e) partitions of X and Y in attribute space
projection of Xw; (c) and (f) W
A(X) and WA(Y), using for W an area opening with area threshold 10. Clearly WA(X) 6 WA(Y), even though W is increasing.
Fig. 8. Scale invariant partitioning using 26-connectivity in 3D: (a) binary image in which the large and the bottom small connected component have
identical shapes; (b) partitioning using Xw; (c) scale-invariant partitioning using Xlogw, which splits the top small connected component, but regards the
other two as single entities.
Fig. 9. Elongation ﬁltering and aneurysm detection: (a) ray-cast of a CT angiogram containing an aneurysm; (b) maximum-intensity projection (MIP) of
grey-scale representation of width–space transformation Xw(X); (c) same as (b) but for X
t
X using t = 6; (d) result of elongation ﬁltering rejecting features
with elongation measure I/V5/3 > 0.5; (e) Second-generation connected ﬁlter result CTw, using same criterium and connectivity based on opening by a B6,
because all voxels in vessels are considered singletons, they are all considered to be compact.
432 M.H.F. Wilkinson / Image and Vision Computing 25 (2007) 426–435of attribute-space connected attribute ﬁltering, rather, it
serves to show what the diﬀerence is between the way sec-
ond-generation connectivity merges the use of anti-exten-
sive, structuring-element-based ﬁlters with attributeﬁltering and the way this is done by attribute-space connec-
tivity. In essence the ‘‘hard work’’ of splitting the normal
vessels from the aneurysm by the structural opening used,
after which the attribute-space connected ﬁlter extracts
M.H.F. Wilkinson / Image and Vision Computing 25 (2007) 426–435 433image features based on the attributes of the ‘‘perceptual
groups’’ it obtains.
5.2. Orientation-based attribute spaces
Width is not the only attribute which can be used to sub-
divide a connected component. In this section orientation is
used to create attribute spaces which can deal with overlap
as in Fig. 1. Orientation can be measured in a variety of
ways [24–26], any of which might be applicable in this
framework. Formally, let A = [0,p) and E · A be our attri-
bute space, with toroidal topology in the A dimension (i.e.,
orientation a = 0 is equivalent to a = p). The operator
Xa : PðEÞ ! PðE  AÞ assigns one or more orientation
values ai 2 A to every pixel in X. In this case the following
method is used:
(1) Compute a series of opening transforms XaX using lin-
ear structuring elements with orientation a.
(2) This yields a grey-level function f(x,a) over the
domain E · A.
(3) For each pixel in X, ﬁnd the minimum value
fmin(x) = mina2Af(x,a).
(4) For each pixel in X, ﬁnd the maximum value
fmax(x) = maxa2Af(x,a).
(5) Compute Xa(X) asXaðX Þ ¼ fx 2 X ; a 2 Ajf ðx; aÞ > kfminðxÞ _ f ðx; aÞ
¼ fmaxðxÞg ð18Þwith k > 1 a tunable parameter to select how strict we will
be in orientation selectivity.
Two comments must be made: (i) including all points in
X · A for which f(x,a) = fmax(x) ensures all points in X are
assigned at least one a-value and (ii) circular objects willFig. 10. Orientation-based attribute spaces, a binary image X, the opening tran
a = p/4, and a = p/2, and the slices in attribute space Xa(X) for the same valushow up at any orientation. This orientation space will
therefore not separate compact objects with elongated
structures attached to them. An example is shown in
Fig. 10.
In this case the components of the attribute-space
embedding of an image form a cover of the image domain
rather than a partition, as is required for connected ﬁlters in
Deﬁnition 3 [10]. A cover fbjg  PðEÞ is a collection of
sets such that[
j
bj ¼ E: ð19Þ
The sets bi and bj need not be disjoint if i „ j. Therefore, for
any pixel x there exists at least one j such that x 2 bj.
Restricting ourselves to the connected foreground compo-
nents, each component CjU Xa(X) in attribute space
E · A will result in one element of cover {bj} by back pro-
jection through X1a , such that
bj ¼ X1a ðCjÞ: ð20Þ
A pixel x is only removed by attribute operator WA if all
sets bj such that x 2 bj are removed. An example of ﬁltering
based on such an attribute space is given in Fig. 11.
This ﬁgure also illustrates the that we can deﬁne attri-
bute-space granulometries attribute-space shape or size
granulometries and spectra in analogy to connected shape
or size granulometries [11,18]. A granulometry is deﬁned as
a family {ar} of ﬁlters with r from some totally ordered set
with the following properties:
(1) ar(X) ˝ X
(2) X ˝ Y) ar(X) ˝ ar(Y)
(3) as(ar(X)) = amax(r,s)(X)
Because the latter condition implies idempotence it is
easily seen that all ar are openings. Let {ar} be a granulom-sforms f ðx; aÞ ¼ XaX with linear structuring elements at orientations a = 0,
es of a.
Fig. 11. Orientation-based attribute-space connected area granulometry: Parts of the original image are systematically removed by using a sequence of
attribute-space area ﬁlters, using the same attribute space as in Fig. 10. Filters CAk removes all components of Xa(X) the projected area of which is smaller
than k.
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ter, with r from some ordered set K.
Deﬁnition 13. An attribute-space connected granulometry
is a set of attribute-space connected ﬁlters faAr g deﬁned
as
aAr ¼ X1ðarðXðX ÞÞÞ; ð21Þ
with {ar} a granulometry on PðE  AÞ consisting of con-
nected ﬁlters; faAr g has the following properties
aAr ðX Þ  X ; ð22Þ
s 6 r ) aAr ðX Þ  aAs ðX Þ ð23Þ
for all X ˝ E.
Note that the stronger nesting property of granulome-
tries, i.e.
aAr ðaAs ðX ÞÞ ¼ aAmax ðr;sÞðX Þ ð24Þ
only holds if the condition on idempotence in (13) is true
for all ar in the granulometry. However, property (23) does
lead to a nesting of the resulting images aAr ðX Þ as a function
of r, so pattern spectra f AX based on these ﬁlters can be de-
ﬁned as
f AX ðrÞ ¼
lðX n aAr ðX ÞÞ if r ¼ 1
lðar1ðX Þ n aAr ðX ÞÞ if r > 1

ð25Þ
with l the Lebesgue measure in E (area in 2D), and
K = 1,2, . . .,N, similar to [27]. We can safely use the Lebes-
gue measure in real images, because they are always mea-
surable. Finally, note that connected ﬁlters form a special
case of attribute-space connected ﬁlters, in which
X = X1 = I, with I the identity operator. Fig. 11 shows
how features are removed by an attribute-space granulom-
etry based on area. As the area threshold is increased, larg-
er structures are removed.
Note that the fact that this attribute-space connectivity
supports overlap does not by itself mean that it is a hyper-
connectivity. For this the third property in Deﬁnition 8
must be satisﬁed. Before this can be done, we need to inves-
tigate whether it is possible to formulate an overlap criteri-
on ^ in the sense of Deﬁnition 7. One way is which to do
this is to use Deﬁnition 10, to formulate the following
‘‘overlap criterion.’’ Let fCig Aa, with Aa the attri-
bute-space connectivity class associated with ðXa;X1a Þand CEA deﬁning regular 6-connectivity in E · A. An over-









However, consider the case of a set {Ci} of n approxima-
tions of line segments of length 2r centred on the origin
in Z2, at discrete angles ip/n for i = 0,1, . . .,n  1. For n





CiÞ 2 CEA ) ?aðfCigÞ ¼ true: ð27Þ
However, we have already seen that for {C0,Cn/2}
XaðC0 [ Cn=2Þ 62 CEA ) ?aðfC0;Cn=2gÞ ¼ false: ð28Þ
Clearly, {C0,Cn/2} ˝ {Ci}, but ^a({Ci}); ^a({C0,Cn/2}).
This violates property (10) in Deﬁnition 7.
There may of course be some other overlap criterion
which does yield a hyperconnectivity equivalent to Aa,
but in general hyperconnectivities and attribute-space con-
nectivities appear to be diﬀerent.6. Discussion
Two features determine the success or failure of attri-
bute ﬁlters in image processing tasks: (i) determination of
suitable properties (attributes) to determine whether a par-
ticular image feature is to be rejected or retained and (ii)
the grouping method to determine what constitutes an
image feature. Attribute-space morphology focusses on
the latter part, and solves the problems with attribute ﬁlters
using partitioning connectivities as noted in Proposition 1.
The fragmentation caused by splitting parts of connected
components into singletons is absent. This means that attri-
bute-space attribute ﬁlters are more than just applying a
standard attribute ﬁlter to a preprocessed image. The price
we pay for this is loss of the increasingness property, and
increased computational complexity. In return we may
achieve scale invariance, combined with a more intuitive
response to, e.g., elongation-based attribute ﬁlters, as is
seen in Figs. 2 and 9. Note that the over-partitioning prob-
lem can also be solved within the framework of connectiv-
ity, by using second-generation connectivity based on
M.H.F. Wilkinson / Image and Vision Computing 25 (2007) 426–435 435maps, or marker images, rather an operator, and changing
the second case in (4) [28].
The attribute-space connectivities Xw and Xlogw from
Section 5.1 have a scale parameter, or rather a scale-diﬀer-
ence or scale-ratio parameter. Increasing r in the attribute-
space connectivities generated by Xw or Xlogw combined
with Cwr yields a hierarchy, in which the partitioning of
E · A becomes coarser as r is increased. This means we
could develop multi-scale attribute-space connectivity or
perhaps more properly multi-level attribute-space in analo-
gy to the well-deﬁned multi-scale connectivities [15,16] in
the future.
In the examples given here A was one-dimensional. In
theory it is possible to use multiple dimensions, to repre-
sent, e.g., width and orientation. Each dimension could
be thought of as analogous to the diﬀerent sets of neurons
in the visual cortex which process diﬀerent orientations,
and diﬀerent scales [29].
An important feature of this framework is its ability
to deal with overlap. No connectivity does this, and
the key diﬀerence is that attribute-space connected ﬁlters
rely on covers of the image domain rather than parti-
tions. It may be possible to develop an even more general
framework based on covers, rather than partitions.
Future research will focus on grey-scale generalizations
and eﬃcient algorithms for these operators. Finally, the
relationship to other extensions of connectivity, such as
hyperconnectivities and hypoconnectivities [9] needs to
be studied further. However, given the fact that set union
in the image domain can causes large shifts of subsets of
the image X in the attribute space embedding X(X), I do
not think it is likely that attribute-space connectivity and
hyperconnectivity are the same. There is of course a triv-
ial case of overlap: regular connectivities are special cases
of both hyperconnectivities [9] and attribute-space con-
nectivities. Whether any other attribute-space connectivi-
ties coincide with hyperconnectivities remains an open
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