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CONTINUITY OF THE MARTINGALE OPTIMAL TRANSPORT
PROBLEM ON THE REAL LINE
JOHANNES WIESEL
Abstract. We show continuity of the martingale optimal transport optimisa-
tion problem as a functional of its marginals. This is achieved via an estimate
on the projection in the nested/causal Wasserstein distance of an arbitrary
coupling on to the set of martingale couplings with the same marginals. As
a corollary we obtain an independent proof of sufficiency of the monotonicity
principle established in [Beiglbo¨ck, Juillet 2016] for functions of polynomial
growth.
1. Introduction: The Martingale optimal transport problem and
nested Wasserstein distance
For a Polish space X we denote by P(X) the probability measures on X and write
Pp(R) = {µ ∈ P(R) :
∫
|x|pµ(dx) <∞}. Let µ, ν ∈ P(R) be two measures on the
real line and let Π(µ, ν) denote the set of couplings π ∈ P(R2) with marginals µ
and ν. The martingale optimal transport (MOT) problem, which was introduced in
[Beiglbo¨ck et al., 2013] in discrete time and in [Henry-Laborde`re and Touzi, 2014]
in continuous time, seeks to minimise a certain cost functional over the set of
martingale couplings
M(µ, ν) =
{
π ∈ Π(µ, ν) :
∫
(x2 − x1)πx1(dx2) = 0 µ-a.s.
}
,
where (πx1)x1∈R denotes a regular disintegration of the coupling π with respect to
its first marginal µ. More concretely, in a one period setup one aims to solve the
optimisation problem
C(µ, ν) := inf
π∈M(µ,ν)
∫
c(x1, x2)π(dx1, dx2)(1)
for a Borel measurable cost function c : R2 → R. Recently fundamental proper-
ties of the MOT problem were established in a series of influential works – see e.g.
[Beiglbo¨ck and Juillet, 2016], [Beiglbo¨ck and Griessler, 2014], [Beiglbo¨ck et al., 2017]
and the references therein. In this paper we add another piece to the picture: We es-
tablish continuity properties of the mapping (µ, ν) 7→ C(µ, ν) and as a consequence
we show sufficiency of the monotonicity principle for martingale optimal trans-
port. Such a stability property is well known for classical optimal transport (see
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e.g. [Villani, 2009, Theorem 5.20, p.77]), but has only quite recently been proven
for martingale optimal transport in [Backhoff-Veraguas and Pammer, 2019]. Be-
fore partial results have been obtained in [Juillet, 2014] and [Guo and Ob lo´j, 2017].
Clearly a continuity property is of paramount importance for any practical applica-
tions of martingale optimal transport such as computational methods or statistical
estimation, when approximations cannot be avoided or there is some uncertainty
in the underlying data.
In contrast to [Backhoff-Veraguas and Pammer, 2019], who essentially show stabil-
ity of the monotonicity principle, our main stability result is proved via an estimate
on the distance between two couplings π, π˜ ∈ Π(µ, ν). In an optimal transport set-
ting a natural distance on the space Pp(R2) is the p-Wasserstein metric
Wp(π, π˜) =
(
inf
γ∈Π(π,π˜)
∫
|x1 − y1|
p + |x2 − y2|
p γ(dx, dy)
)1/p
.
For the MOT problem it turns out that it is sometimes more convenient to use an
adapted version of the Wasserstein distance as martingale couplings have a natural
direction in time. This is given by the nested p-Wasserstein distance
Wndp (π, π˜) =
(
inf
γ∈Πbc(π,π˜)
∫
R2×R2
|x1 − y1|
p + |x2 − y2|
p γ(dx, dy)
)1/p
,
where Πbc(π, π˜) ⊆ P(R2 ×R2) denotes the set of bicausal transport plans, i.e. the
elements γ ∈ Π(π, π˜) for which the disintegrations
x 7→ γx(B) and y 7→ γy(B)
of the γ with respect to x and y respectively are F1-measurable for each B ∈ F1.
Here F1 denotes the canonical filtration and we use the convention that a function
is F1-measurable if it agrees with an F1-measurable function up to a null set w.r.t.
the measure unequivocally relevant to the given context. Intuitively this means we
only consider transports γ, which respect the information flow formalised by Ft.
We refer to [Backhoff-Veraguas et al., 2019, pp. 2-3] for a well-written introduction
to this topic.
The nested distance was introduced in [Pflug, 2010], [Pflug and Pichler, 2012] in
the context of multistage stochastic optimisation and was independently analysed in
[Lassalle, 2013]. Its systematic investigation has been continued in [Pflug and Pichler, 2014],
[Backhoff-Veraguas et al., 2017b], [Backhoff-Veraguas et al., 2017a].
We obtain an estimate of the projection in nested 1-Wasserstein distance of an arbi-
trary coupling π ∈ Π(µ, ν) onto the setM(µ, ν), which enables us to prove stability
of (µ, ν) 7→ C(µ, ν). This extends previous results obtained by [Juillet, 2014] and
[Guo and Ob lo´j, 2017]. Using this stability result we then give an independent proof
of sufficiency of the monotonicity principle as formulated in [Beiglbo¨ck and Juillet, 2016,
Lemma 1.11, p. 49]. In particular we show sufficiency of this finite optimality con-
dition of martingale supports for cost functions satisfying a polynomial growth
bound.
The remainder of this article is organised as follows: we state the main results in
2, which are proved in Section 4. Section 3 contains an extension of the current
MOT framework to account for more general cost functions. Proofs of the extension
results can be found in the Section 5.
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2. Main results
We now give an upper bound for the nested distance between a coupling π ∈ Π(µ, ν)
and its projection onto the setM(µ, ν). Firstly we restrict to the Hoeffding-Frechet
coupling πHF ∈ Π(µ, ν), which enjoys the property, that it is an optimiser for
problems of the form
inf
π∈Π(µ,ν)
∫
c(x1, x2)π(dx1, dx2),
where c : R2 → R is a a convex function, if we assume that the value of the ex-
pression above is well defined and finite. Furthermore πHF is characterised by the
following monotonicity property:
There exists a Borel set ΓHF ⊆ R
2 such that πHF (ΓHF ) = 1
and whenever (x1, x2), (y1, y2) ∈ ΓHF and x1 < y1 then also x2 ≤ y2.(2)
We obtain the following result:
Theorem 2.1. Let p ≥ 1, µ, ν ∈ Pp(R) satisfy µ c ν. Let πHF ∈ Π(µ, ν) be
supported on a set ΓHF satisfying (2) and define
ǫ :=
∫ ∣∣∣∣
∫
(x2 − x1)πHF,x1(dx2)
∣∣∣∣ µ(dx1).
Then there exists a martingale measure πmr ∈M(µ, ν) such that
inf
π˜∈M(µ,ν)
Wnd1 (πHF , π˜) = W
nd
1 (πHF , πmr) = ǫ.(3)
We call a coupling πmr ∈ M(µ, ν) satisfying (3) a (Wnd1 -minimal) martingale
rearrangement coupling of π. We observe that for an arbitrary π˜ ∈M(µ, ν)
Wnd1 (πHF , π˜) = inf
γ∈Πbc(πHF ,π˜)
∫
|x1 − y1|+ |x2 − y2| γ(dx, dy)
= inf
γ1∈Π(µ,µ)
∫
|x1 − y1|+
(
inf
γ2∈Π(πHF,x1 ,π˜x1)
∫
|x2 − y2| γ
2(dx2, dy2)
)
γ1(dx1, dy1)
≥ inf
γ1∈Π(µ,µ)
∫
|x1 − y1|+
(
inf
γ2∈Π(πHF,x1 ,π˜x1)
∣∣∣∣
∫
(x2 − y2) γ
2(dx2, dy2)
∣∣∣∣
)
γ1(dx1, dy1)
= inf
γ1∈Π(µ,µ)
∫
|x1 − y1|+
(
inf
γ2∈Π(πHF,x1 ,π˜x1)
∣∣∣∣
∫
(x2 − y1) γ
2(dx2, dy2)
∣∣∣∣
)
γ1(dx1, dy1)
≥
∫ ∣∣∣∣
∫
(x2 − x1)πHF,x1(dx2)
∣∣∣∣µ(dx1) = ǫ
holds by an application of Jensen’s inequality and reverse triangle inequality. This
shows
inf
π˜∈M(µ,ν)
Wnd1 (πHF , π˜) ≥ ǫ,
so in order to prove (3) it is sufficient to find a coupling πmr ∈ M(µ, ν) such that
W 1nd(πHF , πmr) = ǫ. We remark that in Theorem 2.1 we clearly haveW1(π, πmr) ≤
ǫ and this inequality is strict in general.
If we do not restrict to couplings supported on a set ΓHF satisfying (2), equality (3)
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is not satisfied in general (see Example 2.5). Nevertheless the following relaxation
of Theorem 2.1 holds true:
Theorem 2.2. Let p ≥ 1, µ, ν ∈ Pp(R) satisfy µ c ν. For every δ > 0 there
exists a constant K = K(δ, ν) such that
inf
π˜∈M(µ,ν)
Wnd1 (π, π˜) ≤ Kǫ+ δ(4)
for every π ∈ Π(µ, ν), where
ǫ :=
∫ ∣∣∣∣
∫
(x2 − x1)πx1(dx2)
∣∣∣∣ µ(dx1).
By an application of the triangle inequality the following corollary of Theorem 2.2
is immediate:
Corollary 2.3. Let c : R2 → R be L-Lipschitz. Then for every δ > 0 there exists
a constant K = K(δ, ν) such that
inf
π∈Π(µ,ν)
(∫
c(x1, x2)π(dx1, dx2) +KL
∫ ∣∣∣∣
∫
(x2 − x1)πx1(dx2)
∣∣∣∣ µ(dx1)
)
≤ inf
π∈M(µ,ν)
∫
c(x1, x2)π(dx1, dx2)
≤ inf
π∈Π(µ,ν)
(∫
c(x1, x2)π(dx1, dx2) +KL
∫ ∣∣∣∣
∫
(x2 − x1)πx1(dx2)
∣∣∣∣ µ(dx1)
)
+ δ.
Consequently C(µ, ν) can be approximated by an optimal transport problem with
cost function c˜(x1, x2, πx1) = c(x1, x2) + K(δ, ν)L|
∫
(x2 − x1)πx1(dx2)| for an L-
Lipschitz cost function c. This penalisation approach is akin to the numerical
approximation results for the MOT problem obtained in [Guo and Ob lo´j, 2017].
The proof of Theorems 2.1 and 2.2 is deferred to Section 4 and relies on the following
simple observation: Let us assume for the moment that πHF ∈ Π(µ, ν) is finitely
supported and let us consider the barycentres of the disintegration (πHF,x1)x1∈R
given by
(∫
(x2 − x1)πHF,x1(dx2)
)
x1∈supp(µ)
. It turns out that by convex ordering
of µ and ν – and assuming without loss of generality that πHF /∈ M(µ, ν) – it is
always possible to find pairs x−1 , x
+
1 ∈ supp(µ) such that∫
(x2 − x
−
1 )πHF,x−1
(dx2) < 0
∫
(x2 − x
+
1 )πHF,x+1
(dx2) > 0
and corresponding points x−2 ∈ supp
(
πHF,x−1
)
, x+2 ∈ supp
(
πHF,x+1
)
with x−2 <
x+2 . Assigning a part of the mass at x
−
2 and x
+
2 to the disintegrations πx+1
and πx−1
respectively then allows to essentially rectify the barycentres of x−1 and x
+
1 piece
by piece without changing the marginal constraints.
We can extend Theorem 2.2 in the following way:
Corollary 2.4. Let P ⊆ P1(R) be uniformly integrable. For every δ > 0 there
exists a constant K = K(δ,P) such that
inf
π˜∈M(µ,ν)
Wnd1 (π, π˜) ≤ Kǫ+ δ
for every µ ∈ P1(R), ν ∈ P satisfying µ c ν and every π ∈ Π(µ, ν) with
ǫ :=
∫ ∣∣∣∣
∫
(x2 − x1)πx1(dx2)
∣∣∣∣ µ(dx1).
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The dependence of K on δ and ν respectively P in Theorem 2.2 and Corollary 2.4
above is crucial, as the following counterexamples show:
Example 2.5. Let us consider
µn = νn =
1
n
n∑
i=1
δi.
Then trivially µn c νn for all n ∈ N and the only martingale coupling π˜n ∈
M(µn, νn) is supported on the diagonal x1 = x2. We take
πn =
1
n
(
δ(1,1) + δ(1,2)
2
+
δ(n,n−1) + δ(n,n)
2
+
n−1∑
i=2
δ(i,i−1) + δ(i,i+1)
2
)
,
which is “almost” a martingale coupling. Then
inf
π˜∈M(µn,νn)
Wnd1 (π
n, π˜) =
n− 1
n
and
∫ ∣∣∣∣
∫
(x2 − x1)π
n
x1(dx2)
∣∣∣∣ µ(dx1) = 1n
and thus for any 0 ≤ δ < 1 there exists no K > 0, which fulfils (4) simultaneously
for all (πn)n∈N.
We slightly adapt this example now: Let us take
µn = νn =
1
2n+ 1
(
n∑
i=−n
δin
)
and
πn =
1
2n+ 1
(
δ(−n2,−n2) + δ(−n2,−n(n−1))
2
+
δ(n2,n(n−1)) + δ(n2,n2)
2
+
n−1∑
i=−n+1
δ(in,(i−1)n) + δ(in,(i+1)n)
2
)
instead, then
inf
π˜∈M(µn,νn)
Wnd1 (π
n, π˜) =
2n2
2n+ 1
and
∫ ∣∣∣∣
∫
(x2 − x1)π
n
x1(dx2)
∣∣∣∣ µ(dx1) = n2n+ 1 ,
thus for any δ > 0 there exists no K(δ) > 0 which fulfils (4) simultaneously for all
(πn)n∈N.
We now turn to our second main result, which establishes continuity of the map
(µ, ν) 7→ C(µ, ν):
Theorem 2.6. Let p ≥ 1 and let (µn)n∈N, (νn)n∈N be two sequences of measures
in Pp(R) with µn c νn. Let µ, ν ∈ P(R) be such that limn→∞Wp(µn, µ) = 0 and
limn→∞Wp(ν
n, ν) = 0. Furthermore let c : R2 → R be continuous and such that
|c(x1, x2)| ≤ K˜(1 + |x1|p + |x2|p) for some K˜ ≥ 0. Then
lim
n→∞
C(µn, νn) = C(µ, ν).
This stability result extends the findings of [Juillet, 2014] and [Guo and Ob lo´j, 2017].
[Juillet, 2014] proves continuity of the left-curtain coupling with respect to its
marginals in a Wasserstein-type metric, in particular the results obtained only hold
for cost functions satisfying the Spence-Mirrlees condition cxyy < 0. On the other
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hand [Guo and Ob lo´j, 2017, Prop. 4.7] exploits a duality formulation of martin-
gale optimal transport and assumes a Lipschitz-continuous cost function c together
with a finite second moment of ν. Our result is more general and only considers
the primal formulation of C(µ, ν) given in (1). It is akin to a similar stability result
in optimal transport with the obvious modifications. The proof of Theorem 2.6
extends a natural construction given in [Guo and Ob lo´j, 2017, proof of Proposition
4.2, p. 20], which essentially couples the marginals µn, νn with the disintegration
(πx1)x1∈R. In a second step one then corrects the new coupling to account for the
martingale constraint, which is achieved by an application of Corollary 2.4.
As in classical optimal transport, it is desirable to characterise the sets Γ ⊆ R2,
on which optimisers of C(µ, ν) live. This has been achieved in the seminal work
[Beiglbo¨ck and Juillet, 2016] and is known as a monotonicity principle for martin-
gale optimal transport. To set up notation we recall here the notion of a competitor
given in [Beiglbo¨ck and Juillet, 2016], which naturally extends the corresponding
optimal transport formulation. Here α1 denotes push-forward measure of α under
the canonical projection to the first coordinate x = (x1, x2) 7→ x1:
Definition 2.7. Let α ∈ P(R2). We say that α′ ∈ P(R2) is a competitor of α, if
α′ has the same marginals as α and∫
y αx(dy) =
∫
y dα′x(dy) α
1(dx1)-a.s.
The following monotonicity principle was first stated in [Beiglbo¨ck and Juillet, 2016,
Lemma 1.11, p. 49], where necessity and a partial sufficiency result was shown.
Theorem 2.8. Assume that µ, ν ∈ P(R) satisfy µ c ν and that c : R2 → R is
a continuous measurable cost function such that |c(x1, x2)| ≤ K˜(1 + |x1|p) + |x2|p)
for some K˜ ≥ 0 and p > 1. Then π ∈ M(µ, ν) is an optimiser for C(µ, ν) if and
only if there exists a Borel set Γ with π(Γ) = 1 such that the following holds:
If α is a measure on R2 with |supp(α)| <∞ and supp(α) ⊆ Γ, then we have α1-a.s.∫
c(x1, x2)α(dx1, dx2) ≤
∫
c(x1, x2)α
′(dx1, dx2) α
1(dx1)-a.s.
for every competitor α′ of α.
The proof of necessity was later simplified in [Beiglbo¨ck and Griessler, 2014] and
essentially relies on the idea to select competitors of α in a measurable way. We
give here an independent proof of sufficiency, which uses the stability result stated
in Theorem 2.6. The idea is to argue by contraposition: Take any martingale mea-
sure π ∈ M(µ, ν), any set Γ ⊆ R2 such that π(Γ) = 1 and assume π is not optimal
for C(µ, ν). By an approximation result given in Lemma 4.1 it is possible to find
martingale measures αn finitely supported on Γ such that limn→∞Wp(α
n, π) = 0.
Let us denote the first marginal of αn by µn and the second marginal by νn. As π
is not optimal and as (µ, ν) 7→ C(µ, ν) is continuous, there exists a number n ∈ N
and a competitor α′ ∈ M(µn, νn) with cost
∫
cdα′ strictly smaller than
∫
cdαn,
showing that Γ is not finitely optimal.
In particular this enables us to show sufficiency for continuous functions of polyno-
mial growth similar to [Griessler, 2016], who uses a splitting property for cyclically
monotone sets and the decomposition into irreducible components established in
[Beiglbo¨ck and Juillet, 2016].
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3. Extensions
While Theorem 2.2 gives a simple expression for the nested distance Wnd1 between
a measure π ∈ Π(µ, ν) and its projection onto M(µ, ν), this result cannot be
easily modified to Wndp for p > 1. Nevertheless it seems interesting to characterise
continuity and finite optimality properties of the corresponding projections. As
a first step in this direction we extend the above framework slightly in order to
consider the optimisation problem
C(κ, µ, ν) := inf
π∈M(µ,ν)
(∫
inf
γ∈Π(κx1 ,πx1)
∫
cˆ(x1, x2, y2) γ(dx2, dx2)µ(dx1)
)
(5)
for some function cˆ : R3 → R and some Borel measurable disintegration x1 7→ κx1 .
We remark that if we chose cˆ(x1, y2, y2) = c(x1, y2), this corresponds to solving
C(µ, ν). In this case the coupling γ is of no importance. On the other hand, setting
cˆ(x1, x2, y2) = |x2 − y2| and κx1 := πx1 recovers the problem inf π˜∈M(µ,ν)W
nd
1 (µ⊗
πx1 , π˜) discussed in Theorem 2.2, where µ⊗κx1 denotes the integration of the kernel
x1 7→ κx1 against µ.
We now extend Theorem 2.6 to show continuity of the map (µ, ν) 7→ C(κ, µ, ν) in
the following way:
Theorem 3.1. Let p ≥ 1 and let (µn)n∈N, (νn)n∈N be two sequences of mea-
sures in Pp(R) with µn c νn. Let µ, ν be such that limn→∞Wp(µn, µ) = 0
and limn→∞Wp(ν
n, ν) = 0. Let cˆ : R3 → R be Borel such that |cˆ(x1, x2, y2)| ≤
K˜(|x1|p + |x2|p + |y2|p) for some K˜ ≥ 0. Then there exists a sequence (µnnd)n∈N
such that limn→∞Wp(µ
n
nd, µ) = 0 and
lim
n→∞
C (κ, µnnd, ν
n) = C(κ, µ, ν).
Given a Borel measurable disintegration x1 7→ κx1 and measures µ and ν in convex
order, we now describe finite optimality conditions for the problem C(κ, µ, ν). For
this we give the following definitions:
Definition 3.2. Let α be a measure on R, x1 7→ κx1 a Borel measurable disinte-
gration and (γx1)x1∈supp(α1) be a family of couplings such that γx1 ∈ Π(κx1 , αx1)
for all x1 ∈ supp(α1). We say that (α′, γ′) is a competitor of (α, γ) given κ, if α
and α′ have the same marginals, for α1-a.e. x1 ∈ R∫
x2 αx1(dx2) =
∫
x2 α
′
x1(dx2)
and γ′x1 ∈ Π(κx1 , α
′
x1) for all x1 ∈ supp(α
1).
We now state the following extended monotonicity principle, which in particular
encompasses [Beiglbo¨ck and Juillet, 2016] setting cˆ(x1, x2, y2) = c(x1, y2):
Theorem 3.3. Assume that µ, ν ∈ P(R) satisfy µ c ν and that cˆ : R
3 → R is a
Borel cost function such that |cˆ(x1, x2, y2)| ≤ K˜(|x1|p+|x2|p+|y2|p) for some K˜ ≥ 0
and p ≥ 1. Let x1 7→ κx1 be a Borel measurable disintegration. Then π ∈ M(µ, ν)
is an optimiser for C(κ, µ, ν) if and only if there exists a Borel set Γ with π(Γ) = 1
such that the following holds:
If α is a measure on R2 with |supp(α)| < ∞ and supp(α) ⊆ Γ, γx1 ∈ Π(αx1 , κx1)
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for every x1 ∈ supp(α1), then we have∫
cˆ(x1, x2, y2) γx1(dx2, dy2)α
1(dx1) ≤
∫
cˆ(x1, x2, y2) γ
′
x1(dx2, dy2)(α
′)1(dx1)
for every competitor (α′, γ′) of (α, γ) given κ.
4. Proofs of main results
Let us first state three approximation results for the nested distance, which do not
immediately follow from the isometric embedding of the space (Pp(R),Wndp ) into a
Wasserstein space of nested distributions obtained in [Backhoff-Veraguas et al., 2017a].
We thus adopt a constructive self-contained approach:
Lemma 4.1 (Approximation of martingale measures). Let π ∈ M(µ, ν), let p ≥ 1,
ǫ > 0 and assume µ and ν have finite pth moment. Furthermore let Γ ⊆ R2 be
a Borel set such that π(Γ) = 1. Then there exists a martingale measure πˆ ∈ M,
which is finitely supported on Γ, such that Wndp (π, πˆ) ≤ ǫ.
Proof. We prove the result via two discretisations: First we approximate the mar-
ginal µ and consecutively we approximate the disintegration πx1 :
The property π(Γ) = 1 implies
µ ({x1 ∈ R : πx1(Γx1} = 1}) = 1,
where Γx1 denotes the x1-section of Γ. Without loss of generality we thus assume
that πx1(Γx1) = 1 for all x1 ∈ Γ
1. Fix some a0 ∈ Γ1 satisfying
∫
|x2|p πa0(dx2) <∞.
As
∫
|x1|p µ(dx1) < ∞,
∫
|x2|p ν(dx2) < ∞ and x1 7→ πx1 is Borel, by Lusin’s
theorem (see [Lusin, 1912]) applied to the measure ζ defined via
ζ(A) :=
1
3
(∫
A |x1|
p µ(dx1)∫
|x1|p µ(dx1)
+
∫
A
∫
|x2|
p πx1(dx2)µ(dx1)∫
|x2|p ν(dx2)
+ µ(A)
)
for every Borel set A ⊆ R, there exists a compact set K1 such that∣∣∣∣
∫
K1
|x1|
pµ(dx1)−
∫
|x1|
pµ(dx1)
∣∣∣∣ ≤ (ǫ/6)p,∣∣∣∣
∫
K1
∫
|x2|
p πx1(dx2)µ(dx1)−
∫
|x2|
p ν(dx2)
∣∣∣∣ ≤ (ǫ/6)p,
µ(Kc1) ≤
(ǫ/6)p
a0 ∨
∫
|x2|p πa0(dx2)
and x1 7→ πx1 is continuous in Wp on K1. As K1 is compact, x1 7→ πx1 is uniformly
continuous on K1. Thus there exists δ > 0 such that Wp(πx1 , πy1) ≤ ǫ/6 for all
x1, y1 ∈ K¯1 with |x1 − y1| ≤ δ and a finite partition K1,ǫ = {a1 ≤ · · · ≤ aN} of
K1 ∩ Γ1 such that
inf
a∈K1,ǫ
|a− y1| ≤ ((ǫ/6)
p ∧ δ)
for all y1 ∈ K1. We set
π˜(dy1, dy2) := π
1((−∞, a1))(δa0 ⊗ πa0)(dy1, dy2)
+
N−1∑
i=1
π1([ai, ai+1))(δai ⊗ πai)(dy1, dy2)
+ π1([aN ,∞))(δa0 ⊗ πa0)(dy1, dy2).
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Clearly
Wndp (π, π˜) =
(
inf
γ1∈Π(π1,π˜1)
(∫
|x1 − y1|
p + inf
γ2∈Π(πx1 ,π˜y1)
∫
|x2 − y2|
p γ2(dx2, dy2)
)
γ1(dx1, dy1)
)1/p
≤
(∫
Kc1
|x1|
p µ(dx1) + a0 µ(K
c
1) + (ǫ/6)
p + (ǫ/6)p +
∫
Kc1
∫
|x2|
p πx1(dx2)µ(dx1)
+ µ(Kc1)
∫
|x2|
p πa0(dx2)
)1/p
≤ ǫ/2.
Fix x1 ∈ K1,ǫ. We now approximate the disintegration πx1 under the constraint∫
x2 πx1(dx1) = x1. Indeed as
∫
|x2|p ν(dx2) < ∞ there exists a finite partition
K2,ǫ(x1) = {b1(x1) ≤ b2(x1) ≤ · · · ≤ bN(x1)(x1)] ⊆ R such that
inf
x2∈K2,ǫ(x1)
|x2 − y2| ≤ (ǫ/6)
p
for all y2 ∈ [b1(x1), bN(x1)] and
∫ bN (x1)
b1(x1)
|x2|p πx1(dx2) ≥
∫
|x2|p πx1(dx2) − (ǫ/6)
p.
Let us define
b˜1(x1) =
∫
(−∞,b1(x1))
x2 πx1(dx2),
b˜i(x1) =
∫
[bi−1(x1),bi(x1))
x2 πx1(dx2) i = 2, . . . , N(x1)− 1,
b˜N(x1) =
∫
[bN (x1),∞)
x2 πx1(dx2).
Set b0(x1) := −∞ with the convention that [−∞, b1(x1)) := (−∞, b1(x1)). By
Tchakaloff’s theorem applied in the same fashion as in [Beiglbo¨ck and Nutz, 2014]
there exist finitely supported measures πˆb˜i(x1) such that
supp
(
πˆb˜i(x1)
)
⊆ Γx1 ∩ [bi−1(x1), bi(x1)),
πˆb˜i(x1)([bi−1(x1), bi(x1)) = πx1([bi−1(x1), bi(x1)),∫
x2 πˆb˜i(x1)(dx2) = b˜i(x1),∫
|x2|
p πˆb˜i(x1)(dx2) =
∫
[bi−1(x1),bi(x1)
|x2|
p πx1(dx2) and for all i = 1, . . . , N(x1).
We set
πˆ(dx1, dx2) = π˜
1(dx1)
(
πˆb˜1(x1)(dx2) +
N(x1)−1∑
i=2
πˆb˜i(x1)(dx2) + πˆb˜N (x1)(dx2)
)
,
which yields
∫
x2 πˆx1(dx2) =
∫
(−∞,b1(x1))
x2 πx1(dx2) +
N(x1)−1∑
i=2
∫
[bi−1(x1),bi(x1))
x2 πx1(dx2)
+
∫
[bN (x1),∞)
x2 πx1(dx2) = x1.
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and
Wndp (π˜, πˆ) =
(∫ (
inf
γ2∈Π(π˜x1 ,πˆx1)
∫
|x2 − y2|
p γ2(dy, dy˜)
)
π˜1(dx1)
)1/p
≤
(∫ (∫
(−∞,b1(x1))
|x2|
p πx1(dx2) +
∫
(−∞,b1(x1))
|x2|
p πˆb˜1(x1)(dx2)
+
N(x1)−1∑
i=2
∫
[bi−1(x1),bi(x1))
|y2 − x2|
p
πˆbi(x1) ⊗ πx1(dx2, dy2)
+
∫
[bN (x1),∞)
|x2|
p
πx1(dx2) +
∫
[bN (x1),∞)
|x2|
p
πˆb˜N (x1)(dx2)
)
π˜1(dx1)
)1/p
≤ ǫ/2.
This concludes the proof. 
Corollary 4.2. Let µ, ν ∈ Pp(R), π ∈ Π(µ, ν), µ c ν, p ≥ 1 and ǫ > 0. Then there
exists a finitely supported measure πˆ ∈ Π(µˆ, νˆ) such that µˆ c νˆ and Wndp (π, πˆ) ≤ ǫ.
Proof. Let us take some martingale measure π˜ ∈ M(µ, ν). As in Lemma 4.1 ap-
plying Lusin’s theorem twice to the measure ζ defined via
ζ(A) :=
1
4
(
µ(A) +
∫
A |x1|
p µ(dx1)∫
|x1|p µ(dx1)
+
∫
A
∫
|x2|p πx1(dx2)µ(dx1)∫
|x2|p ν(dx2)
+
∫
A
∫
|x2|p π˜x1(dx2)µ(dx1)∫
|x2|p ν(dx2)
)
for every Borel set A ⊆ R, we can find a compact set K1 such that∣∣∣∣
∫
K1
|x1|
pµ(dx1)−
∫
|x1|
pµ(dx1)
∣∣∣∣ ≤ (ǫ/24)p,∣∣∣∣
∫
K1
∫
|x2|
p πx1(dx2)µ(dx1)−
∫
|x2|
p ν(dx2)
∣∣∣∣ ≤ (ǫ/24)p,∣∣∣∣
∫
K1
∫
|x2|
p π˜x1(dx2)µ(dx1)−
∫
|x2|
p ν(dx2)
∣∣∣∣ ≤ (ǫ/24)p,
µ(Kc1) ≤
(ǫ/24)p
a0 ∨
∫
|x2|p πa0(dx2)
and both x1 7→ πx1 and x1 7→ π˜x1 are continuous in Wp on K1.
As in the proof of Lemma 4.1 we can thus find finitely supported measures λ ∈
Π(µˆ, ν′) and λ˜ ∈M(µˆ, νˆ) withWndp (π, λ) ≤ ǫ/3 andW
nd
p (π˜, λ˜) ≤ ǫ/3. In particular
µˆ c νˆ and λ, λ˜ have the same first marginals. We note that
Wp(ν
′, νˆ) ≤Wp(ν
′, ν) +Wp(ν, νˆ) ≤ 2ǫ/3.
Let ζ be an optimal coupling for Wp(ν
′, νˆ). We define
πˆ(dx1, dx2) =
∫
R
λ(dx1, dy2)ζy2(dx2) ∈ Π(µˆ, νˆ)
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and conclude
Wndp (π, πˆ) ≤W
nd
p (π, λ) +W
nd
p (λ, πˆ) ≤ ǫ/3 +
(∫
|x2 − y2|
p ζ(dx2, dy2)
)1/p
≤ ǫ.
This shows the claim. 
Lemma 4.3 (Approximation by marginals). Let µ, ν, µ˜, ν˜ elements of Pp(R), µ c
ν and let π ∈ M(µ, ν). Then there exists π˜ ∈ Π(µ˜, ν˜) such that Wp(π, π˜) ≤
Wp(µ, µ˜) +Wp(ν, ν˜) and∫ ∣∣∣∣
∫
(y2 − y1) π˜y1(dy2)
∣∣∣∣ µ˜(dy1) ≤Wp(µ, µ˜) +Wp(ν, ν˜).(6)
Proof. Let us denote by ζ ∈ Π(µ˜, µ) an optimal coupling for Wp(µ˜, µ) and by
η ∈ Π(ν, ν˜) an optimal coupling for Wp(ν, ν˜). Now we define ρ ∈ P(R
4) via
ρ(dx1, dx2, dy1, dy2) = ζx1(dy1) ηx2(dy2)π(dx1, dx2).
Let
π˜(dy1, dy2) :=
∫
R×R
ρ(dx1, dx2, dy1, dy2)
be its projection to the third and fourth component. We compute
Wp(π, π˜) ≤
(∫
|x1 − y1|
p + |x2 − y2|
p ρ(dx, dy)
)1/p
=
(∫
(|x1 − y1|
p + |x2 − y2|
p) ζx1(dy1)ηx2(dy2)π(dx1, dx2)
)1/p
=
(
W pp (µ, µ˜) +W
p
p (ν, ν˜)
)1/p
≤Wp(µ, µ˜) +Wp(ν, ν˜).
The proof of (6) follows by use of the triangle inequality as in [Guo and Ob lo´j, 2017,
proof of Prop. 4.2, p.20]. 
Proof of Theorem 2.1. Let us first assume that πHF ∈ Π(µ, ν) is finitely supported
on a set ΓHF satisfying (2). We define ǫ(x1) :=
∫
(x2 − x1)πHF,x1(dx2) for x1 ∈ R
and note that by definition of ǫ we have
∑
x1∈supp(µ)
|ǫ(x1)| µ(x1) = ǫ. We now
build the measure πmr by ’rectifying’ the barycentres of πx1 for x1 ∈ supp(µ).
This is done by switching atoms in the support of πx1 in an optimal way without
changing the marginal constraints.
We define the following three sets:
X+1 :=
{
x1 ∈ supp(µ)
∣∣∣∣
∫
(x2 − x1)πHF,x1(dx2) > 0
}
X01 :=
{
x1 ∈ supp(µ)
∣∣∣∣
∫
(x2 − x1)πHF,x1(dx2) = 0
}
X−1 :=
{
x1 ∈ supp(µ)
∣∣∣∣
∫
(x2 − x1)πHF,x1(dx2) < 0
}
.
If X+1 = X
−
2 = ∅ then π ∈M(µ, ν), so we can assume that X
+
1 or X
−
1 is not empty.
Then as
∫
x1 µ(dx1) =
∫
x2 ν(dx2) also the other one is not empty. Let us write
x11 < x
2
1 < . . .
12 JOHANNES WIESEL
for the elements of the support of µ. We now start rectifying barycentres inductively,
starting from x11. We claim that x
1
1 is either an element of X
−
1 or X
0
1 . Indeed,
otherwise we define
g(x) =
(
max
{
x2 : x2 ∈ supp
(
πFH,x11
)}
− x
)+
.
By the monotonicity property of ΓHF the function g is linear πHF,x11 -a.s. and we
thus conclude that
∫
g(x1)µ(dx1) >
∫
g(x2) ν(dx2), a contradiction to µ c ν.
This shows x11 ∈ X
−
1 ∪ X
0
1 . If x
1
1 ∈ X
0
1 , we do not change πHF,x1 at all, so let us
now consider the case x11 ∈ X
−
1 . To emphasize that x
1
1 in an element of X
−
1 and
to prepare the induction step, we will write x−1 instead of x
1
1 from now on. By
monotonicity of ΓHF there exists x
+
1 ∈ X
+
1 and a pair (x
−
2 , x
+
2 ) ∈ supp(πx−1
) ×
supp(πx+1
) such that x−2 < x
+
2 .
We now choose the smallest x+1 ∈ X
+
1 such that there exists x
+
2 ∈ supp
(
πHF,x+1
)
and x−2 < x
+
2 and switch ’assignments’ of (x
−
2 , x
+
2 ). For this we define the maximal
mass to shift by
λ := µ(x−1 )min
{
λ˜ > 0
∣∣∣∣
∫
(x2 − x
−
1 )πx−1
(dx2) + λ˜(x
+
2 − x
−
2 ) ≥ 0
}
∧ µ(x−1 )πx−1
(x−2 )
∧ µ(x+1 )min
{
λ˜ > 0
∣∣∣∣
∫
(x2 − x
+
1 )πx+1
(dy2) + λ˜(x
−
2 − x
+
2 ) ≤ 0
}
∧ µ(x+1 )πx+1
(x+2 ).
Now we define a new measure π˜ via
π˜x1 := πx1 for all x1 /∈ {x
−
1 , x
+
1 }
π˜x−1
:= πx−1
+
λ
µ(x−1 )
(δx+2
− δx−2
)
π˜x+1
:= πx+1
+
λ
µ(x+1 )
(δx−2
− δx+2
)
and note that π˜ ∈ Π(µ, ν). Furthermore as ǫ(x−1 ) < 0 we calculate
W1(π˜x−1
, πx−1
) =
λ
µ(x−1 )
(x+2 − x
−
2 ) =
∫
(x2 − x
−
1 ) π˜x+1
(dy)−
∫
(x2 − x
−
1 )πx−1
(dx2) ≤ |ǫ(x
−
1 )|
and thus we conclude Wnd1 (π, π˜) ≤ µ(x
−
1 )|ǫ(x
−
1 )|+ µ(x
+
1 )|ǫ(x
+
1 )| ≤ ǫ.
We now continue the above procedure with π˜ instead of πHF : If x
1
1 ∈ X
−
1 still holds,
we iterate the argument above until x11 ∈ X
0
1 . This is achieved after finitely many
steps, as the number of elements in supp(π˜) is finite. We now move to x21 ∈ X1
and apply the same procedure: First we have to argue that x21 ∈ X
−
1 ∪ X
0
1 . For
this we assume that x21 ∈ X
+
1 to derive a contradiction. We note that to rectify π˜x11
we have iteratively chosen the smallest x+1 ∈ X+ to the right of x
1
1 and switched
assignments. In particular there exists no x1 ∈ X1, x1 > x21 and x2 ∈ supp (π˜x1)
such that x2 < max
{
x2 : x2 ∈ supp
(
π˜x21
)}
. Thus defining
g(x) =
(
max
{
x2 : x2 ∈ supp
(
π˜x21
)}
− x
)+
and noting that x11 ∈ X
0
1 we again find
∫
g(x1)µ(dx1) >
∫
g(x2) ν(dx2). We now
iterate the procedure, which terminates after finitely many steps. This shows the
claim for finitely supported measures πHF .
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We now extend the above result to a general coupling πHF ∈ Π(µ, ν) supported
on a set ΓHF satisfying (2). By Corollary 4.2 there exists a sequence of finitely
supported measures (µn)n∈N, (ν
n)n∈N such that µ
n c νn for all n ∈ N with
limn→∞W
nd
1 (µ
n, µ) ∨ Wnd1 (ν
n, ν) = 0. We define πnHF ∈ Π(µ
n, νn) to be the
Hoeffding-Frechet coupling between µn and νn for all n ∈ N. As shown above we
can find a sequence of measures (πnmr)n∈N with π
n
mr ∈M(µ
n, νn) such that
Wnd1 (π
n
mr, π
n
HF ) =
∫ ∣∣∣∣
∫
(x2 − x1)π
n
HF,x1(dx2)
∣∣∣∣µn(dx1).(7)
We now show existence of a measure πmr ∈ M(µ, ν), which is theWnd1 -limit of π
n
mr
in a sense specified below. As we have coupled µ and µn by an explicit construction
in Lemma 4.1 it is straightforward to extend the disintegration x1 7→ π
n
mr,x1 such
that it is defined µ-a.e: indeed using the notation of Lemma 4.1 we set
πnmr,x1
∣∣
[ai,ai+1)
:= πnmr,ai i = 1, . . .N − 1
πnmr,x1
∣∣
(−∞,a1)
:= πnmr,x1
∣∣
[aN ,∞)
= πnmr,a0 .
We now replace πnmr by π˜
n
mr(dx1, dx2) :=
∫
πnmr,x1(dx2)µ(dx1) and note that by the
proof of Lemma 4.1 limn→∞W
nd
1 (π
n
mr, π˜
n
mr) = 0. By [Balder, , Theorem 3.15, p.18]
there exists a disintegration x1 7→ πmr,x1 such that (after taking a subsequence)
the measures (
1
n
n∑
k=1
π˜kmr,x1
)
n∈N
converge weakly to πmr,x1 for µ-a.e. x1 ∈ R. Setting πmr =
∫
πmr,x1(dx2)µ(dx1)
this implies in particular
lim
n→∞
Wnd1
(
1
n
n∑
k=1
π˜kmr, πmr
)
≤ lim sup
n→∞
∫ (
inf
γ2∈Π( 1n
∑
n
k=1 π˜
k
mr,x1
,πmr,x1)
∫
|x2 − y2| γ
2(dx2, dy2)
)
µ(dx1) = 0
and thus also
lim
n→∞
Wnd1
(
1
n
n∑
k=1
πkmr, πmr
)
≤ lim sup
n→∞
Wnd1
(
1
n
n∑
k=1
πkmr,
1
n
n∑
k=1
π˜kmr
)
+ lim
n→∞
Wnd1
(
1
n
n∑
k=1
π˜kmr, πmr
)
= 0.
By the same argument (and taking another subsequence if necessary) we can show
that there exists π˜ ∈ Π(µ, ν) such that
lim
n→∞
Wnd1
(
1
n
n∑
k=1
πkHF , π˜
)
= 0.
Stability of c-cyclical monotonicity for continuous cost functions c (see e.g. [Villani, 2009,
Proof of Theorem 5.10, Step 2, pp. 64-65]) then implies π˜ is indeed the Hoeffding-
Frechet coupling πHF of µ and ν. We note that a disintegration of
1
n
∑n
k=1 π
k
mr is
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given by
1
n
∑n
k=1 µ
k(x1)π
k
mr,x1(dx2)
1
n
∑n
k=1 µ
k(x1)
for all x1 ∈ ∪nk=1supp(µ
k) and similarly
1
n
∑n
k=1 µ
k(x1)π
k
HF,x1
(dx2)
1
n
∑n
k=1 µ
k(x1)
is a disintegration of 1n
∑n
k=1 π
k
HF . Given γ
2,k
x1 ∈ Π(π
k
mr,x1 , π
k
HF,x1
) for k = 1, . . . , n
and all x1 ∈ ∪nk=1supp(µ
k) we thus conclude
1
n
∑n
k=1 µ
k(x1)γ
2,k
x1 (dx2, dy2)
1
n
∑n
k=1 µ
k(x1)
∈ Π


(
1
n
n∑
k=1
πkmr
)
x1
,
(
1
n
n∑
k=1
πkHF
)
x1

 .
In particular
Wnd1
(
1
n
n∑
k=1
πkmr,
1
n
n∑
k=1
πkHF
)
≤
1
n
n∑
k=1
Wnd1 (π
k
mr, π
k
HF )
and thus by (7)
Wnd1 (πmr, πHF ) ≤W
nd
1
(
πmr,
1
n
n∑
k=1
πkmr
)
+Wnd1
(
1
n
n∑
k=1
πkmr,
1
n
n∑
k=1
πkHF
)
+Wnd1
(
1
n
n∑
k=1
πkHF , πHF
)
≤
1
n
n∑
k=1
∫ ∣∣∣∣
∫
(x2 − x1)π
k
HF,x1(dx2)
∣∣∣∣µk(dx1).
The last expression converges to∫ ∣∣∣∣
∫
(x2 − x1)πHF,x1(dx2)
∣∣∣∣ µ(dx1)
as limn→∞W1(π
n
HF , πHF ) = 0 by [Balder, , Cor. 3.14, p.18]. This proves the
claim. 
Proof of Theorem 2.2. We use the same notation as in the proof of Theorem 2.1
and distinguish the two cases
(i) X01 = ∅ and
(ii) X01 6= ∅.
Furthermore we define the sets
X+2 :=
⋃
x+1 ∈X
+
1
supp(πx+1
), X02 :=
⋃
x01∈X
0
1
supp(πx01) and
X−2 :=
⋃
x−1 ∈X
−
1
supp(πx−1
).
In the case X01 = ∅, we claim that there exist pairs (x
−
1 , x
+
1 ) ∈ X
−
1 × X
+
1 and
(x−2 , x
+
2 ) ∈ supp(πx−1
)× supp(πx+1
) such that x−2 < x
+
2 .
Let us assume towards a contradiction that this is not the case. Noting that for all
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x+1 ∈ X
+
1 there is x
+
2 ∈ supp(πx+1
) such that x+2 > x
+
1 and correspondingly for all
x−1 ∈ X
−
1 there is x
−
2 ∈ supp(πx−1
) such that x−2 < x
−
1 , this implies that
max{x+1 : x
+
1 ∈ X
+
1 } < max{x
+
2 : x
+
2 ∈ X
+
2 } < min{x
−
2 : x
−
2 ∈ X
−
2 }(8)
< min{x−1 : x
−
1 ∈ X
−
1 }.
Indeed, otherwise there exists x+1 ∈ X
+
1 , x
−
1 ∈ X
−
1 with x
−
1 ≤ x
+
1 . But then
x+2 ≤ x
−
2 < x
−
1 ≤ x
+
1 for all x
+
2 ∈ supp(πx+1
), a contradiction to x+1 ∈ X
+
1 . Taking
g(x) = (x−min{x−2 : x
−
2 ∈ X
−
2 })
+ we conclude that∫
g(x1)µ(dx1) >
∫
g(x2) ν(dx2),
which contradicts µ c ν and shows the claim.
We now choose some 4-tuple (x−1 , x
+
1 , x
−
2 , x
+
2 ) with x
−
2 < x
+
2 and switch ’assign-
ments’ of (x−2 , x
+
2 ). This is done in the exact same fashion as in the proof of
Theorem 2.1.
We now consider the second case X01 6= ∅ and assume without loss of generality that
there exist no pairs (x−1 , x
+
1 ) ∈ X
−
1 ×X
+
1 and
(
x−2 , x
+
2
)
∈ supp(πx−1
) × supp(πx+1
)
such that x−2 < x
+
2 . In this case we have to exchange masses “through a sequence
of martingale barycentres”: inductively applying the same contradiction argument
as in case (1) there exists a vector (x+1 , x
0,1
1 , . . . , x
0,m1
1 , x
−
1 ) for 1 ≤ m1 ≤ |supp(µ)|
and a corresponding vector T 12 :=
(
x+2 , x
0,1,−
2 , x
0,1,+
2 , . . . , x
0,m1,+
2 , x
−
2
)
such that
x0,1,−2 < x
+
2 ≤ x
0,2,−
2 < x
0,1,+
2 < · · · ≤ x
−
2 < x
0,m1,+
2 ,(9)
where x+2 is the largest element of X
+
2 , x
−
2 is the smallest element of X
−
2 and
x0,i,−2 < x
0,i
1 < x
0,i,+
2 for x
0,i
1 ∈ X
0
1 and x
0,i,−
2 , x
0,i,+
2 ∈ supp(πx0,i1
). Furthermore we
assume that m1 is the smallest number such that there exists a vector satisfying
(9). As in case (i), starting with (x+2 , x
0,1,−
2 ) we now iteratively switch assignments
of every two neighbouring elements of T 12 proceeding from x
+
1 up to x
−
1 . By this
we “rectify” both the barycentres of x−1 and x
+
1 , i.e. shift both of them by the
same amount to the left and right respectively, while the points (x0,11 , . . . , x
0,m1
1 )
still have barycentre zero. As before we define π(1) ∈ Π(µ, ν) to be the new measure
after switching assignments. We iterate this process until π(N) ∈M(µ, ν) for some
N ∈ N, in which case we define πmr := π(N). We note that the baycentre of each
x−2 ∈ X
−
2 and each x
+
2 ∈ X
+
2 is only shifted in one direction (i.e. no mass in
these points is shifted twice) and by (9) the deviation
∫
(x2−x1)− π
(n)
x1 (dx2) of each
martingale disintegration at some x01 ∈ X
0
1 is only decreased through iterations. In
particular the number of points in X+1 and X
−
1 is non-increasing and N < ∞, as
for every x−2 and x
+
2 there only exist finitely many vectors satisfying (9).
We now argue that (3) holds. Let us fix δ > 0. Clearly supp(ν) ⊆ [−K˜, K˜] for
some K˜ > 0. Let us denote
a1 :=
∫
(x2 − x
+
1 )πx+1
(dx2)−
∫
(x2 − x
+
1 )π
(1)
x+1
(dx2)
=
[
π
(
x0,i+11 , x
0,i+1,−
2
)
− π(1)
(
x0,i+11 , x
0,i+1,−
2
)] (
x0,i,+2 − x
0,i+1,−
2
)
=
∫
(x2 − x
−
1 )π
(1)
x−1
(dx2)−
∫
(x2 − x
−
1 )πx−1
(dx2) > 0
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for i = 0, 1, 2, . . . ,m1, where for notational convenience we set x
0,0+
2 := x
+
2 , x
0,m1+1,−
2 :=
x−2 . In order to explain the basic concept of the proof, we first aim to show that
a1 is of order 1/m
2
1. For this we note that by (9) the intervals
[
x0,i+1,−2 , x
0,i,+
2
)
,
i = 0, 1, 2, . . . ,m1 are disjoint. Furthermore, by definition of a1
µ
(
x0,i+11
)
≥ π
(
x0,i+11 , x
0,i+1,−
2
)
≥
a1
x0,i,+2 − x
0,i+1,−
2
, i = 0, 1, 2, . . . ,m1(10)
has to hold. Summing (10) over i = 1, . . . ,m1 this implies
m1∑
i=0
µ
(
x0,i1
)
≥
m1∑
i=1
a1
x0,i,+2 − x
0,i+1,−
2
≥
a1m
2
1
K˜
,(11)
where the last inequality follows from the arithmetic-harmonic mean inequality as[
x0,i+1,−2 , x
0,i,+
2
)
, i = 0, 1, 2, . . . ,m1 are disjoint and supp(ν) ⊆ [−K˜, K˜]. This
shows the desired growth for a1.
For the vector T j2 :=
(
x+2 , x
0,1,−
2 , x
0,1,+
2 , . . . , x
0,mj ,+
2 , x
−
2
)
in step j ∈ {2, . . . , N} we
correspondingly define
aj :=
[
π(j−1)
(
x0,i+11 , x
0,i+1,−
2
)
− π(j)
(
x0,i+11 , x
0,i+1,−
2
)](
x0,i,+2 − x
0,i+1,−
2
)
for i = 0, . . . ,mj , where π
(j) denotes the measure obtained from π after j steps.
We now fix m ∈ N. We define J(m) := {j ∈ {1, . . . , N} : mj ≥ m} and j˜ :=
min(J(m)). Let us consider the vector T j˜2 =
(
x+2 , x
0,1,−
2 , x
0,1,+
2 , . . . , x
0,mj˜ ,+
2 , x
−
2
)
and let us define
A1 :=
[
x0,1,−2 , x
0,5,−
2
)
A2 :=
[
x0,5,−2 , x
0,9,−
2
)
...
...
Am˜ :=
[
x
0,4(m˜−1)+1,−
2 , x
0,4m˜+1,−
2
)
,(12)
where m˜ := ⌊mj˜/4⌋. We note that by minimality of mj˜ in (9), for every j ∈ J(m),
every T j2 and every k = 1, . . . , m˜, there exists an interval [x
0,ij,k,−
2 , x
0,ij,k,+
2 ) ⊆ Ak
for some ij,k ∈ {1, . . . ,mj}. We denote the corresponding points x
0,ij,k
1 by I
j,k
1 and
write Ij,k2 =
[
x
0,ij,k,−
2 , x
0,ij,k−1,+
2
)
.
Let us now consider a point x1 ∈ supp(µ) and let us define
Iˆ(x1) :=
{
(j, k) ∈ {1, . . . , N} × {1, . . . , m˜} : Ij,k1 = x1
}
.
We now distinguish two cases for j ≥ j˜: namely the case where mass of supp(πx1)
is exchanged in step j, which has been exchanged at some step j˜ ≤ jˆ < j before
and the case, where mass is exchanged at a new point of supp(πx1): If (j, k) ∈ Iˆ(x1)
and there exists Jˆ × {k} ⊆ Iˆ(x1) such that jˆ < j for all jˆ ∈ Jˆ , ∪jˆ∈JˆI
j,k
2 ∩ I
jˆ,k
2 = ∅
and ∪jˆ∈JˆI
jˆ,k
2 ∪ I
j,k
2 ⊆ Ak is an interval, then by definition of aj∑
jˆ∈J
ajˆ + aj ≤ π
(
x1, x
0,imin(jˆ),k,−
2
) ∣∣∣∪jˆ∈JˆI jˆ,k2 ∪ Ij,k2 ∣∣∣ ≤ µ(x1) |Ak| .
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Otherwise again by definition of aj we have
aj ≤ π
(
x1, x
0,ij,k,−
2
)
|Ij,k2 | ≤ µ(x1)|Ak|.
As the cases considered above are disjoint we find in conclusion by (12)
µ(x1) ≥
∑
(j,k)∈Iˆ(x1)
aj
|Ak|
=
∑
(j,k)∈Iˆ(x1)
aj
x0,4k+1,−2 − x
0,4(k−1)+1,−
2
.
We conclude as in (11) that
1 =
∑
x1∈supp(µ)
µ(x1) ≥
∑
j∈J(m)
m˜∑
k=1
aj
x0,4k+1,−2 − x
0,4(k−1)+1,−
2
≥
∑
j∈J(m)
aj m
2
16K˜
.
This implies ∑
j∈J(m)
aj ≤
16K˜
m2
and thus∑
j∈J(m)
2(mj + 1) aj ≤ 2m
∑
j∈J(m)
aj + 2
∑
mˆ≥m
∑
j∈J(mˆ)
aj ≤
32K˜
m
+
∑
mˆ≥m
32K˜
mˆ2
.
Given δ > 0 there exists m > 0 such that the last sum on the rhs is less than δ.
We take the smallest such m and define K(δ, K˜) := 2(m+ 1). Noting that
2
∑
j /∈J(K(δ,K˜))
aj ≤ ǫ
we conclude that
Wnd1 (π, π˜) ≤ δ +K(δ, K˜)ǫ(13)
In particular K depends on δ and the support of ν only.
We can now extend inequality (3) to all couplings π ∈ Π(µ, ν) under the as-
sumption that ν ∈ P1(R). Indeed by Corollary 4.2 there exists a sequence of
finitely supported measures (πn)n∈N such that π
n ∈ Π(µn, νn), where µn c νn
and limn→∞W
nd
1 (π
n, π) = 0 for all n ∈ N. In particular (νn)n∈N are uniformly
integrable and thus there exists K˜ > 0 such that
∫
[−K˜,K˜]c
|x2| νn(dx2) ≤ δ/3
for all n ∈ N. Let us now fix n ∈ N. We want to use the same construction
as above with a slight twist: We first only consider numbers x+2 , x
−
2 , for which
x+2 ∈ X
+
2 ∩ (−∞,−K˜) or x
−
2 ∈ X
−
2 ∩ (K˜,∞). Starting from the largest x
+
2 and
smallest x−2 outside of [−K˜, K˜] we now want to shift the barycentres only up to the
boundary of [−K˜, K˜] by the same procedure as before: we choose a minimal vector
(x+2 , x
0,1,−
2 , x
0,1,+
2 , . . . , x
0+,m,0+
2 ) satisfying (9), where x
0+,m,+
2 is the only element
with x0+,m,+2 ≥ −K˜ and x
0+,m,0+
2 ∈ X
0
2 ∪X
+
2 , while all other elements of the vector
apart from x+2 and x
0+,m,−
2 are in X
0
2 . Now we switch barycentres from x
+
2 up to
x0+,m,−2 . We carry out a parallel procedure for x
−
2 and iterate until all elements
outside [−K˜, K˜] are in X02 .
In this way we create a new measure π˜n ∈ Π(µn, νn) for which x−2 ≤ K˜, x
+
2 ≥ −K˜
for all x−2 ∈ X
−
2 , x
+
2 ∈ X
+
2 and thus we can proceed as in cases (i) and (ii) above.
For case (ii) we in fact work on the compact [−K˜, K˜], noting that every first and
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last element of the vector T j2 = (x
0,1,−
2 , x
+
2 , x
0,1,+
2 , . . . , x
−
2 x
0,mj ,+
2 ) need not be in-
side the interval [−K˜, K˜]. We take care of this by adjusting the constant K(δ, K˜)
below. This yields a sequence of measures (πnmr)n∈N such that π
n
mr ∈ M(µ
n, νn).
By triangle inequality and (13) on [−K˜, K˜] we now obtain
Wnd1 (π
n
mr , π
n) ≤Wnd1 (π
n, π˜n) +Wnd1 (π˜
n, πnmr)
≤
∫ ∫
inf
γ2∈Π(πnx1 ,π˜
n
x1
)
|x2 − y2| γ
2(dx2, dy2)µ(
ndx1) +W
nd
1 (π˜
n, πnmr)
≤ 2
∫
[−K˜,K˜]c
|x2| ν(dx2) + δ/3 +
(
3K(δ, K˜)
δ
+ 2
)∫ ∣∣∣∣
∫
(x2 − x1)π
n
x1(dx2)
∣∣∣∣µn(dx1)
≤
2δ
3
+ δ/3 +
(
3K(δ, K˜)
δ
+ 2
)∫ ∣∣∣∣
∫
(x2 − x1)π
n
x1(dx2)
∣∣∣∣µn(dx1)
=: δ +K(δ, ν))
∫ ∣∣∣∣
∫
(x2 − x1)π
n
x1(dx2)
∣∣∣∣µn(dx1)
for all n ∈ N. The claim follows by taking limits as in the proof of Theorem 2.1.
The proof is complete. 
Proof of Corollary 2.4. This follows by exactly the same argument as the proof of
Theorem 2.2 using the uniform integrability of P to extend the construction from
the compact interval [−K˜, K˜] to general measures π ∈ π(µ, ν) where ν ∈ P as
above. 
Proof of Theorem 2.6. We note that we can assume without loss of generality that
c is continuous and bounded as the marginal constraints guarantee convergence of
all moments less or equal to p. For all n ∈ N we take πn ∈ M(µn, νn) such that
inf
π∈M(µn,νn)
(∫
c(x1, x2)π(dx)
)
≥
∫
c(x1, x2)π
n(dx)− 1/n
and note that (possibly after taking a subsequence) there exists π˜ ∈ M(µ, ν) such
that limn→∞Wp(π
n, π˜) = 0. Then
lim inf
n→∞
inf
π∈M(µn,νn)
∫
c(x1, x2)π(dx1, dx2) ≥ lim inf
n→∞
(∫
c(x1, x2)π
n(dx1, dx2)− 1/n
)
=
∫
c(x1, x2) π˜(dx1, dx2)
≥ inf
π∈M(µ,ν)
∫
c(x1, x2)π(dx1, dx2).
For the converse inequality we note that for all n ∈ N there exists πn ∈ M(µ, ν)
such that
inf
π∈M(µ,ν)
∫
c(x1, x2)π(dx1, dx2) ≥
∫
c(x1, x2)π
n(dx1, dx2)− 1/n.
By Lemma 4.3 for every n ∈ N there exists a coupling π˜n ∈ Π(µn, νn) such that
Wp(π
n, π˜n) ≤Wp(µ, µn) +Wp(ν, νn) and∫ ∣∣∣∣
∫
(x2 − x1) π˜
n
x1(dx2)
∣∣∣∣ µn(dx1) ≤Wp(µ, µn) +Wp(ν, νn).
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By Corollary 2.4 there exists a sequence πnmr ∈ M(µ
n, νn) such that limn→∞W
nd
1 (π˜
n, πnmr) =
0. Thus
inf
π∈M(µ,ν)
∫
c(x1, x2)π(dx1, dx2) ≥ lim sup
n→∞
∫
c(x1, x2)π
n(dx1, dx2)
≥ lim sup
n→∞
∫
c(x1, x2) π˜
n(dx1, dx2)
≥ lim sup
n→∞
∫
c(x1, x2)π
n
mr(dx1, dx2)
≥ lim sup
n→∞
inf
π∈M(µn,νn)
∫
c(x1, x2)π(dx1, dx2).
This concludes the proof. 
Proof of Theorem 2.8. We only have to show sufficiency as necessity is shown e.g.
in [Beiglbo¨ck and Griessler, 2014]. Let us assume that π ∈ M(µ, ν) is not an
optimiser of (1). We denote
ǫ :=
∫
c(x1, x2)π(dx1, dx2)− inf
πˆ∈M(µ,ν)
∫
c(x1, x2) πˆ(dx1, dx2) > 0.
Let Γ ⊆ R2 be a Borel set such that π(Γ) = 1. By Lemma 4.1 there exists a
sequence of measures (πn)n∈N, such that for each n ∈ N π
n is finitely supported
on Γ, πn ∈ M(µn, νn) for some sequences of measures (µn)n∈N and (νn)n∈N and
limn→∞W
nd
p (α
n, π) = 0. Clearly µn c νn and
lim
n→∞
Wp(µ
n, µ) = lim
n→∞
Wp(ν
n, ν) = 0.
By Theorem 2.6 we also have
lim
n→∞
inf
π∈M(µn,νn)
∫
c(x, y)π(dx, dy) = inf
π∈M(µ,ν)
∫
c(x, y)π(dx, dy),
in particular there exists n0 ∈ N such that for all n ≥ n0
inf
π∈M(µn,νn)
∫
c(x1, x2)π(dx1, dx2) ≤
∫
c(x1, x2)π
n(dx1, dx2)− 2ǫ/3.
There exists a measure π′ ∈ M(µn, νn) such that∫
c(x1, x2)π
′(dx1, dx2)− inf
π∈M(µn,νn)
∫
c(x1, x2)π(dx1, dx2) ≤ ǫ/3.
In particular π′ is a competitor of πn and∫
c(x1, x2)π
′(dx1, dx2) ≤
∫
c(x1, x2)π
n(dx1, dx2)− ǫ/3.
showing that Γ is not finitely optimal. 
5. Proofs of extension results
Lemma 5.1 (Approximation by marginals). Let µ, ν, µ˜, ν˜ be probability measures
on R, ǫ > 0 and let π ∈ M(µ, ν). Then there exists a measure µ˜nd ∈ P(R) such
that Wp(µ˜, µ˜nd) ≤ ǫ and π˜nd ∈ Π(µ˜nd, ν˜) such that
Wndp (π, π˜nd) ≤
(
Cp(W
p
p (µ, µ˜) + ǫ) +W
p
p (ν, ν˜)
)1/p
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for some Cp > 0 and∫ ∣∣∣∣
∫
(y2 − y1)π˜nd,y1(dy2)
∣∣∣∣ µ˜nd(dy1) ≤Wp(µ, µ˜) +Wp(ν, ν˜) + ǫ.(14)
Proof. By Lemma 4.1 we can assume that π is finitely supported with marginals
µ, ν. We assume furthermore that µ˜, ν˜ are finitely supported as well. Let us now de-
note by ζ ∈ Π(µ, µ˜) on optimal coupling forWp(µ, µ˜) and by η ∈ Π(ν, ν˜) an optimal
coupling for Wp(ν, ν˜). As was observed e.g. in [Backhoff-Veraguas et al., 2017a] it
is important to guarantee that ζ “does not split mass”, by which we mean that
the disintegration ζy1 is a dirac measure. By suitably mollifying µ˜ and then using
the fact that for an absolutely continuous measure, the set of Monge transports is
dense in the optimal transport maps, we can obtain a transport ζnd ∈ Π(µ, µ˜nd)
such that µ˜nd,y1 is a dirac measure and(∫
|x1 − y1|
p ζnd(dx1, dy1)
)1/p
≤Wp(µ, µ˜) + ǫ
1/p.
Now we define ρ ∈ P(R4) via
ρ(dx1, dx2, dy1, dy2) = ζnd,x1(dy1) ηx2(dy2)π(dx1, dx2).
Let
π˜nd(dy1, dy2) :=
∫
R×R
ρ(dx1, dx2, dy1, dy2)
be its projection to the third and fourth component and define µ˜nd := π˜
1
nd. Note
that ρ can then be rewritten as
ρ(dx1, dx2, dy1, dy2) = µ˜nd(dy1)ζnd,y1(dx1)πx1(dx2)ηx2(dy2).
We compute
Wndp (π, π˜nd) =
(
inf
γ1∈Π(π1,π˜1
nd
)
(∫
|x1 − y1|
p + inf
γ2∈Π(πx1 ,π˜nd,y1)
∫
|x2 − y2|
p γ2(dx2, dy2)
)
γ1(dx1, dy1)
)1/p
≤
(∫
|x1 − y1|
p + inf
γ2∈Π(πx1 ,π˜nd,y1)
∫
|x2 − y2|
p γ2(dx2, dy2) ζnd(dx1, dy1)
)1/p
≤
(∫
|x1 − y1|
p ζnd(dx1, dy1) +
(∫
|x2 − y2|
p πx1(dx2)ηx2(dy2)
)
ζnd(dx1, dy1)
)1/p
≤
(
Cp(W
p
p (µ, µ˜) + ǫ) +W
p
p (ν, ν˜)
)1/p
.
The proof of (14) follows by triangle inequality as in [Guo and Ob lo´j, 2017, proof
of Prop. 4.2, p.20]. 
Remark 5.2. Note that it is not true in general thatWndp (π, π˜) ≤
(
W pp (µ, µ˜) +W
p
p (ν, ν˜)
)1/p
for all π ∈ M(µ, ν), π˜ ∈ Π(µ˜, ν˜), see e.g. the counterexample given in [Backhoff-Veraguas et al., 2017a,
proof of Prop. 3.1, p. 4].
In order to show continuity of C(π, µ, ν) we first establish the following lemma:
Lemma 5.3. [Coupling] Let x1 7→ κx1 be a Borel-measurable disintegration and
let π˜, πˆ be measures in Pp(R2). Let µ˜ and µˆ denote the first marginals of π˜ and πˆ
respectively and let γ˜x1 ∈ Π(κx1 , π˜x1), γˆx1 ∈ Π(κx1 , πˆx1) for all x1 ∈ R. Then
Wndp (µ˜⊗ γ˜x1 , µˆ⊗ γˆx1) ≤W
nd
p (π˜, πˆ).
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Proof. We note that
Wndp (µ˜⊗ γ˜x1 , µˆ⊗ γˆx1)
= inf
ρ1∈Π(µ˜,µˆ)
(∫
|x1 − y1|
p + inf
ρ2∈Π(γ˜x1 ,γˆx1)
∫
|(x2, y2)− (xˆ2, yˆ2)|
p ρ2(dx2, dy2, dxˆ2, dyˆ2)ρ
1(dx1, dy1)
)
≤ inf
ρ1∈Π(µ˜,µˆ)
(∫
|x1 − y1|
p + inf
̺2∈Π(π˜x1 ,πˆx1)
∫
|y2 − yˆ2)|
p ̺2(dy2, dyˆ2)ρ
1(dx1, dy1)
)
=Wndp (π˜, π˜
n),
where the second inequality follows by only considering couplings of the form
ρ2(dx2, dy2, dxˆ2, dyˆ2) = κx1(dx2)γˆx1,x2(dyˆ2)γ˜x1,x2(dy2)δ{x2=xˆ2}
and setting
̺2(dy2, dyˆ2) =
∫
R2
ρ2(dx2, dy2, dxˆ2, dyˆ2).

proof of Theorem 3.1. As before it is sufficient to consider bounded and continuous
functions cˆ. Note that for all n ∈ N there exists πn ∈ M(µ, ν) and a universally
measurable selector x1 7→ γnx1 such that γ
n
x1 ∈ Π(κx1 , π
n
x1) for all n ∈ N and
inf
π∈M(µ,ν)
(∫
inf
γ∈Π(κx1 ,πx1)
∫
cˆ(x1, x2, y2) γ(dx2, dy2)µ(dx1)
)
≥
∫ ∫
cˆ(x1, x2, y2) γ
n
x1(dx2, dy2)µ(dx1)− 1/n.
By Lemma 5.1 there exists a sequence (µnnd)n∈N such that Wp(µ
n, µnnd) ≤ 1/n and
for every n ∈ N there exists a coupling π˜n ∈ Π(µnnd, ν
n) such that Wndp (π
n, π˜n) ≤(
Cp(W
p
p (µ, µ
n) + 1/n) +W pp (ν, ν
n)
)1/p
and∫ ∣∣∣∣
∫
(y2 − y1) π˜
n
y1(dy2)
∣∣∣∣ µnnd(dy1) ≤Wp(µ, µn) +Wp(ν, νn) + 1/n.
By Corollary 2.4 there exists πnmr ∈M(µ
n
nd,, ν
n) such that limn→∞W
nd
1 (π˜
n, πnmr) =
0. Thus for couplings γ˜nx1 ∈ Π(κx1 , π˜
n
x1), γ
n
mr,x1 ∈ Π(κx1 , π
n
mr,x1) we have by Lemma
5.3
inf
π∈M(µ,ν)
(∫
inf
γ∈Π(πx1 ,πx1)
∫
cˆ(x1, x2, y2) γ(dx2, dy2)µ(dx1)
)
≥ lim sup
n→∞
(∫ ∫
cˆ(x1, x2, y2) γ
n
x1(dx2, dy2)µ(dx1)
)
≥ lim sup
n→∞
(∫ ∫
cˆ(x1, x2, y2) γ˜
n
x1(dx2, dy2)µ
n
nd(dx1)
)
≥ lim sup
n→∞
(∫ ∫
cˆ(x1, x2, y2) γ
n
mr,x1(dx2, dy2)µ
n
nd(dx1)
)
≥ lim sup
n→∞
inf
π∈M(µn
nd
,νn)
(∫
inf
γ∈Π(πx1 ,πx1)
∫
cˆ(x1, x2, y2) γ
n(dx2, dy2)µ
n
nd(dx1)
)
.
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For the converse equality take for all n ∈ N a measure πn ∈ M(µnnd, ν
n) and a
sequence of universally measurable selectors x1 7→ γnx1 such that γ
n
x1 ∈ Π(κx1 , π
n
x1)
for µnnd-a.e x1 ∈ R and
inf
π∈M(µn
nd
,νn)
(∫
inf
γ∈Π(κx1 ,π
n
x1
)
∫
cˆ(x1, x2, y2) γ(dx2, dy2)µ
n
nd(dx1)
)
≥
∫
cˆ(x1, x2, y2) γ
n
x1(dx2, dy2)µ
n
nd(dx1)− 1/n.
Note that by construction of (µnnd)n∈N we have
Wndp (µ
n
nd ⊗ γ
n
x1 , µ⊗ γ
n
x1) ≤Wp(µ
n
nd, µ) ≤Wp(µ
n, µ) + 1/n
and thus ∫
cˆ(x1, x2, y2) γ
n
x1(dx2, dy2)µ
n
nd(dx1)− 1/n
≥
∫
cˆ(x1, x2, y2) γ
n
x1(dx2, dy2)µ(dx1)− 1/n− ǫn
for some sequence (ǫn)n∈N such that limn→∞ ǫn = 0. Thus it is possible to use
classical results for Young measures as in the proof of Theorem 2.1 to establish
existence of a disintegration γx1 such that(
1
n
n∑
k=1
γnx1
)
n∈N
converge weakly to γx1 for µ-a.e. x1 ∈ R and γx1 ∈ Π(κx1 , πx1) for µ-a.e. x1. Thus
lim inf
n→∞
inf
π∈M(µn
nd
,νn)
(∫
inf
γ∈Π(κx1 ,π
n
x1
)
∫
cˆ(x1, x2, y2) γ(dx2, dy2)µ
n
nd(dx1)
)
≥ lim inf
n→∞
1
n
n∑
k=1
∫ ∫
cˆ(x1, x2, y2) γ
k
x1(dx2, dy2)µ
k
nd(dx1)
≥ lim inf
n→∞
1
n
n∑
k=1
∫ ∫
cˆ(x1, x2, y2) γ
k
x1(dx2, dy2)µ(dx1)
=
∫ ∫
cˆ(x1, x2, y2) γx1(dx2, dy2)µ(dx1)
≥ inf
π∈M(µ,ν)
(∫
inf
γ∈Π(κx1 ,πx1)
∫
cˆ(x1, x2, y2) γ(dx2, dy2)µ(dx)
)
.
This concludes the proof. 
Proof of Theorem 3.3. Necessity is shown by essentially the same arguments as
in [Beiglbo¨ck and Griessler, 2014], Theorem 1.4, p.4 & proof of Theorem 1.4, pp.
14-15]. The details are a bit technical as one has to include an additional term
capturing the couplings (γx1)x1∈R. We state it here for completeness, although it
does not offer any new insights. The main idea is to improve not finitely optimal
parts of Γ in a measurable way, which then leads to a contradiction to optimality
of (π, γ).
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More precisely let us a disintegration x1 7→ κx1 ∈ P(R), a number of points l and
consider the subset of (R× R)l given by
M =
{
((x11, x
1
2), (x
2
1, x
2
2), . . . , (x
l
1, x
l
2)) ∈ (R× R)
l
∣∣∣∣∣ ∃α ∈ P(R× R), ∃ρi ∈ Π(αxi1 , κxi1)
s.t. α(R× R) ≤ 1, supp(α) ⊆ {(x1, y1), . . . , (xl, yl)}, |supp(αxi1)| = 1,∫
(cˆ(x1, x2, y2) ∨ (|x1|
p + |x2|
p + |y2|
p)) ρx1(dx2, dy2)α
1(dx1) ≤ l,
s.t. ∃ a competitor (α′, ρ′) of (α, ρ) given π, α′(R× R) ≤ 1, |supp(α′)| ≤ l,
|supp(α′xi1
)| = 1,
∫
(cˆ(x1, x2, y2) ∨ (|x1|
p + |x2|
p + |y2|
p)) ρ′x1(dx2, dy2)(α
′)1(dx1) ≤ l,
}
.
We can write M as the projection of the set
Mˆ =
{
((x11, x
1
2), . . . , (x
l
1, x
l
2), α1, . . . , αl, κ1, . . . , κl, (y
1
1 , y
1
2), . . . , (y
l
1, y
l
2), α
′
1, . . . , α
′
l, κ
′
1, . . . , κ
′
l)
∈ (R× R)l × Rl × (P(R))l × (R× R)l × Rl × (P(R))l
∣∣∣∣∣
∑
αi ≤ 1,
∑
α′i ≤ 1,
κi = κxi1 , κ
′
i = κyi1 ,
∑
cˆ(xi1, x
i
2, y2) ∨ (|x
i
1|
p + |xi2|
p + |y2|
p)κi(dy2)αi ≤ l,∑
cˆ(yi1, y
i
2, y2) ∨ (|y
i
1|
p + |yi2|
p + |y2|
p)κ′i(dy2)α
′
i ≤ l,
∑
αif(x
i) =
∑
α′if(y
i) for all f ∈ F ,
∑
cˆ(xi1, x
i
2, y2)κi(dy2)αi >
∑
cˆ(yi1, y
i
2, y2)κ
′
i(dy2)α
′
i
}
,
where F is a set of continuous functions encoding the marginal and martingale
constraints. As in [Beiglbo¨ck and Griessler, 2014], the setM is analytic and we can
assume without loss of generality that M has positive mass under some measure
η ≪ π. We now apply the Jankow-von Neumann selection theorem to the set Mˆ
to define the universally measurable correspondence
x։(α1(x), . . . , αl(x), κ1(x), . . . , κl(x), (y
1
1(x), y
1
2(x)), . . . , (y
l
1(x), y
l
2(x)), α
′
1(x), . . . , α
′
l(x),
κ′1(x), . . . , κ
′
l(x))
such that
(x, α1(x), . . . , αl(x), κ1(x), . . . , κl(x), (y
1
1(x), y
1
2(x)), . . . , (y
l
1(x), y
l
2(x)), α
′
1(x), . . . , α
′
l(x),
κ′1(x), . . . , κ
′
l(x)) ∈ Mˆ
for all x ∈M . Now we define the universally measurable kernels
αx :=
∑
i
αi(x)δxi κx :=
∑
i
(κi(x)⊗ δxi2)δxi
α′x :=
∑
i
α′i(x)δyi(x) κ
′
x :=
∑
i
(κ′i(x) ⊗ δyi2(x))δyi(x)
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and define for B ⊆ R2
ω(B) =
∫
αx(B) η(dx) ρ(B) =
∫
κx(B) η(dx)
ω′(B) =
∫
α′x(B) η(dx) ρ
′(B) =
∫
κ′x(B) η(dx).
Then for all f ∈ F we have∫
f(u)ω(du) =
∫ ∫
f(u)αx(du)η(dx) =
∫ ∫
f(u)α′x(du)η(dx) =
∫
f(u)ω′(du)
and∫
cˆ(u1, u2, v2) ρ(du2, dv2)ω(du1) =
∫ ∫
cˆ(u1, u2, v2)κx(du2, dv2)αx(du1)η(dx)
>
∫ ∫
cˆ(u1, u2, v2)κ
′
x(du2, dv2)αx(du1)η(dx)
=
∫
cˆ(u1, u2, v2) ρ
′(du2, dv2)ω
′(du1).
This concludes the proof of necessity.
For sufficiency we give a slightly more evolved proof than the one of Theorem 2.8.
This has the advantage that we do not need to assume that cˆ is continuous. Let us
assume that π ∈M(µ, ν) is not an optimiser of C(π, µ, ν). We denote
ǫ :=
∫
inf
γ∈Π(κx1 ,πx1)
∫
cˆ(x1, x2, y2) γ(dx2, dx2)µ(dx1)− C(κ, µ, ν) > 0.
In particular there exists π′ ∈M(µ, ν) such that∫
inf
γ∈Π(κx1 ,πx1)
∫
cˆ(x1, x2, y2) γ(dx2, dx2)µ(dx1)
−
∫
inf
γ∈Π(κx1 ,π
′
x1
)
∫
cˆ(x1, x2, y2) γ(dx2, dx2)µ(dx1) ≥ 2ǫ/3.
Let Γ ⊆ R × R be a Borel set such that π(Γ) = 1. We now adapt the proof of
Lemma 4.1 slightly. Fix ǫ˜ > 0. Take some a0 ∈ Γ1 such that∫
|x2|
pπa0(dx2) ∨
∫
|y2|
p π′a0(dy2) <∞.
As
∫
|x1|
p µ(dx1) < ∞,
∫
|x2|
p ν(dx2) < ∞ and x1 7→ πx1 , x1 7→ π
′
x1 are Borel, by
Lusin’s theorem (see [Lusin, 1912]), there exists a compact set K such that∣∣∣∣
∫
K
(|x1|
p + |x2|
p)π(dx1, dx2)−
∫
(|x1|
p + |x2|
p)π(dx1, dx2)
∣∣∣∣ ≤ (ǫ˜/10)p,∣∣∣∣
∫
K
(|x1|
p + |x2|
p)π′(dx1, dx2)−
∫
(|x1|
p + |x2|
p)π′(dx1, dx2)
∣∣∣∣ ≤ (ǫ˜/10)p,∣∣∣∣
∫
K1
|x1|
pµ(dx1)−
∫
|x1|
pµ(dx1)
∣∣∣∣ ≤ (ǫ˜/10)p,∣∣∣∣
∫
K1
∫
|x2|
p πx1(dx2)µ(dx1)−
∫
|x2|
p ν(dx2)
∣∣∣∣ ≤ (ǫ˜/10)p,∣∣∣∣
∫
K1
∫
|x2|
p π′x1(dx2)µ(dx1)−
∫
|x2|
p ν(dx2)
∣∣∣∣ ≤ (ǫ˜/10)p,
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π(Kc) ∨ π′(Kc) ≤
(ǫ˜/10)p
a0 ∨
∫
|x2|p πa0(dx2) ∨
∫
|x2|p π′a0(dx2)
and x1 7→ πx1 , x1 7→ π
′
x1 , (x1, y2) 7→ c(x1, x2, y2) are continuous in Wp and respec-
tively in | · | on K. As K1 is compact x1 7→ πx1 , x1 7→ π
′
x1 are also uniformly
continuous on K1. Thus there exists δ > 0 such that
Wp(πx1 , πy1) ∨Wp(π
′
x1 , π
′
y1) ≤ ǫ˜/6
for all x1, y1 ∈ K1 with |x1 − y1| ≤ δ and a finite partition K1,ǫ˜ = {a1 ≤ · · · ≤ aN}
of K1 ∩ Γ1 such that
inf
a∈K1,ǫ˜
|a− y1| ≤ ((ǫ˜/6)
p ∧ δ)
for all y1 ∈ K1. As in Lemma 4.1 we can now construct finitely supported measures
πˆ, πˆ′ ∈ M with same first marginal, such that
Wnd1 (πˆ, π) ∨W
nd
1 (πˆ
′, π′) ≤ ǫ˜.
In order to arrive at a contradiction it it is thus enough to adapt πˆ′, such that
it has the same second marginal as πˆ and fulfils the martingale constraint. As
W1(πˆ
2, (πˆ′)2) ≤ 2ǫ˜ and πˆ1 = (πˆ′)1, this can be achieved as before by applying
Lemma 4.3 and Corollary 2.4. Thus there exists a competitor α ∈M(πˆ1, πˆ2) given
κ such that∫
inf
γ∈Π(κx1 ,αx1)
∫
cˆ(x1, x2, y2) γ(dx2, dx2) πˆ
1(dx1)
<
∫
inf
γ∈Π(κx1 ,πˆx1)
∫
cˆ(x1, x2, y2) γ(dx2, dx2) πˆ
1(dx1),
showing that Γ is not finitely optimal. 
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