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Sommaire
Nous avons étudié l’effet de l’interaction de Coulomb sur les propriétés électroniques du
gaz d’électrons bidimensionnel dans la tricouche de graphène en empilement Bernal (ABA)
soumise à la fois à un champ électrique et magnétique perpendiculaires. Ça nous a permis
de calculer des fonctions de réponse optiques sans interaction et de déterminer des règles
de sélection optiques. La méthode de calcul est un algorithme autocohérent reposant sur
l’approximation Hartree-Fock similaire à ceux de Datta [1], Zhang [2] et de Zibrov [3].
Nous avons obtenu des résultats en effectuant plusieurs approximations différentes sur cet
algorithme. Premièrement, nous avons calculé l’effet de l’écrantage intercouche du terme
d’Hartree sur le spectre et la population sur chaque couche, calcul qui n’avait jamais été
réalisé à B ̸= 0. Cette approche a été complexifiée en ajoutant l’interaction d’échange, en
négligeant d’abord toute les cohérences et ensuite en permettant une cohérence de bandes.
Il s’agit donc de corrections à un modèle 1 corps en utilisant un champ moyen. En dernier
lieu, nous considérons un modèle où toutes les cohérences sont permises. Dans ce cas, nous
avons dû tronquer significativement l’espace d’Hilbert afin de faire converger l’algorithme.
Le modèle prédit de la cohérence orbitale à certains facteurs de remplissage qui est ajustable
avec le biais. Ces transitions de phases sont du deuxième ordre. Finalement, on a tenté de
compléter le calcul de Shizuya [4] concernant le décalage de Lamb : nous concluons que cette
approche se généralise mal au modèle de la tricouche et proposons une autre façon de faire
le calcul.
Mots-clés : tricouche, graphène, Hartree-Fock, Effet Hall, optique.
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Introduction
Le gaz d’électrons bidimensionnel (2DEG) fait l’objet de nombreuses études depuis plusieurs
décennies. Les systèmes habituels où on le retrouve sont des hétérostructures de semi-
conducteurs, par exemple la jonction GaAs/AlxGaAs1−x. Pour certaines conditions de
dopage et de discontinuités de bande, les électrons peuvent être confinés à l’interface de
l’hétérostructure dans un puits de potentiel de faible largeur. La dispersion à faible énergie
des électrons dans ce puits peut s’écrire ainsi :
E = p
2
2m∗ . (1)
Comme on peut leur associer une masse effective m∗, les électrons sont des fermions massifs,
aussi appelés de Schrödinger.
Cependant, ce type de 2DEG n’est pas le seul connu. En 2004 [5], Geim et Novoselov isolent
le graphène : une feuille de carbone dont les atomes sont organisés selon un réseau en nid
d’abeilles. Le graphène a deux bandes qui se touchent en 6 points dans la première zone de
Brillouin, dont seuls deux ne sont pas équivalents en vertu de l’invariance par translation
d’un vecteur du réseau réciproque. Ce sont les deux vallées, et les électrons s’y trouvant ont
des propriétés assez surprenantes et très différentes de celles des 2DEG typiques. Près de ces
points, les électrons ont une relation de dispersion linéaire :
E = ±cp, (2)
avec c ∼ 106m/s. Cette relation peut être comprise comme la limite m→ 0 de la dispersion
relativiste bien connue
E2 = m2c4 + p2c2. (3)
Nous nommerons donc les électrons dans la monocouche de graphène fermions de Dirac et
ils devront être décrits de façon relativiste à l’aide de l’équation de Dirac.
1
2Comme illustré à la figure 1 tirée de la référence [6], en empilant des couches de graphène,
on peut changer drastiquement la structure de bande.
Figure 1 a) La monocouche, avec ses fermions de Dirac. b) La bicouche, avec ses fermions
massifs. c) La tricouche ABA, où les deux types de fermions cohabitent.
Dans la tricouche ABA, on a une cohabitation entre des fermions de Schrödinger et de Dirac
qui n’apparaît pas dans les autres empilements. Parmi les premières études la concernant, on
trouve le travail de Partoens et al. [7] en 2006, où les auteurs calculent en détail la structure
de bandes en se basant sur le modèle du graphite de Slonczewski et al.[8]. En 2009, Craciun
et al. [9] arrivent à la conclusion qu’un champ électrique transverse créé par des grilles
métalliques de chaque côté de la tricouche a un impact particulier : le recouvrement des
bandes peut être ajusté avec la différence de potentiel (ou biais) entre les deux grilles. La
même année, Avetisyan et al. [10] calculent la structure de bandes de la tricouche biaisée
avec un modèle auto-cohérent qui inclut un couplage capacitif entre les couches. Koshino
et al. [11] font essentiellement le même travail, mais vont plus loin et font des calculs de
transport pour calculer l’effet du recouvrement variable de bandes. En 2010, de premiers
indices de l’effet Hall quantique ont été mesurés par Bao et al [12]. Koshino et McCann [13]
ont, pour leur part, le spectre des niveaux de Landau de la tricouche. Taychatanapat et
al.[14] observent en 2011 des états de Hall quantiques et des états de symétrie brisée lors de
3croisements de niveaux dans la tricouche. Ubrig [15] et Datta [16] ont aussi étudié le spectre
des niveaux de Landau avec l’approximation tight-binding.
Dans le cadre de cette étude, nous nous intéressons aux propriétés de la tricouche ABA en
fort champ magnétique. Éventuellement, nous ajouterons aussi un champ électrique externe
au système, que nous appellerons le biais. Le biais aura également un impact drastique sur
la structure électronique et pourra modifier les croisements. Nous voyons clairement à la
figure 2 que le champ magnétique fait apparaître une série infinie de niveaux de Landau
pour chaque bande. Dans le spectre, des niveaux de Landau se croisent à certains champs
magnétiques.
Figure 2 a) Bandes d’énergie de la tricouche ABA à basse énergie. Il y a deux bandes à
plus haute énergie qui ne sont pas montrées sur la figure. b) Niveaux de Landau
en fonction du champ magnétique. On y voit les niveaux émergents de la bicouche
(B) et de la monocouche (M). Les nombres représentent la conductivité de Hall en
unités de e2/h. Figure tirée de tirée de la référence [13].
La présence ou l’absence de points de croisement entre états distincts a des répercussions
4mesurables en transport puisqu’on peut calculer la résistivité longitudinale comme suit :
ρxx ∼ exp(−∆gap/2kBT ), (4)
où∆gap est l’énergie requise pour créer une paire électron-trou infiniment séparés spatialement.
On devrait donc voir un minimum en résistivité par état gappé, dont la valeur est gouvernée
par l’énergie du gap [17]. Aussi, deux états gappés mèneront à un nouveau plateau de σxy.
Les résultats obtenus au voisinage des points de croisement pourront être confirmés (ou
infirmés) expérimentalement au moins par des mesures de transport. En effet, à un point de
croisement comme ceux visibles dans la figure 2, la résistivité ne sera pas à un minimum et
on perdra l’effet Hall quantique. À chaque plateau, on a
σxy = ν
e2
h
. (5)
Le nombre ν est le facteur de remplissage, qui correspond au nombre d’états occupés dans
le système à partir de la neutralité de charge. L’impact d’un croisement sur ρxx (qui est
similaire à Gxx qualitativement) est illustré dans la figure 3.
Figure 3 a) Spectre de Datta [1] dans un modèle sans interaction. b) Conductance mesurée.
On y remarque l’impact des croisements à plusieurs endroits. À cette résolution,
on ne voit pas de levée de dégénérescence aux points de croisement.
La levée de dégénérescence par l’interaction de coulomb peut mener à la formation d’un
ferroaimant de Hall quantique (FHQ). Dans un spectre aussi complexe que celui de la
tricouche, l’état fondamental est difficile à écrire, alors prenons un exemple plus simple de
FHQ pour en expliquer la nature. Pour un gaz d’électrons de spin 1/2 n’occupant qu’un seul
niveau de Landau, nous pourrions écrire l’état fondamental macroscopique à remplissage
5ν = 1 comme
|Ω⟩ = |σσ . . . σ⟩ =
∏
X
c†σ,X |0⟩ , (6)
où σ,X sont le spin et le centre d’orbite dans la jauge de Landau. Le spin de tous les électrons
est le même et peut être n’importe où sur la sphère de Bloch dans la limite de Zeeman
nul, puisque l’interaction de Coulomb en est indépendante. La raison simple pour laquelle
|Ω⟩ est bien l’état fondamental est qu’on souhaite que la fonction d’onde soit spatialement
antisymétrique afin de minimiser l’énergie. Si la partie spinorielle de la fonction d’onde est
symétrique sous permutation de deux spins, sa partie spatiale devra être antisymétrique pour
respecter le principe d’exclusion de Pauli. Une fonction d’onde spatialement antisymétrique
permet aux électrons d’être plus éloignés les uns des autres, ce qui minimise l’énergie de
Coulomb. On peut donc conclure que l’état fondamental doit être ferromagnétique. La
beauté de cette solution est que malgré que l’hamiltonien soit invariant sous une rotation
du spin, l’état fondamental, lui, ne l’est pas : il est totalement polarisé et un gap d’origine
coulombienne sépare les deux niveaux. On parle alors d’une brisure de symétrie spontanée.
Cet exemple simple présente aussi un phénomène plus général qui intervient dans la tricouche
ABA : quand deux états distincts sont dégénérés, disons les états 1 et 2, nous pourrions
avoir une levée de dégénérescence causée par l’interaction d’échange, pas nécessairement en
spin. Pour trouver le fondamental d’un tel système, on le postulera comme un état à la BCS
mélangeant les états 1 et 2 :
|Ω⟩ =
∏
X
(
αc†1,X + βc
†
2,X
)
|0⟩ , (7)
|α|2 + |β|2 = 1. (8)
Zhang [2], Datta [1], Zibrov [3] ont étudié les états de symétrie brisée dans la tricouche de
façon théorique. Le but de notre travail est le même. Cependant, nos approximations sont
assez différentes des leurs et les différences sont décrites plus en détail dans le texte. Pour ce
faire, un algorithme auto-cohérent basé sur l’approximation Hartree-Fock a été développé.
Afin de trouver des solutions au système, nous avons dû tronquer de beaucoup l’espace
d’Hilbert. Nos résultats devraient être valables si l’écart entre les niveaux et les autres est
suffisamment grand par rapport à l’énergie coulombienne, qui est de l’ordre de e2κℓB , où e est
charge élémentaire, κ la constante dielectrique et ℓB la longueur magnétique. Notre modèle
6prédit des états cohérents dans cet espace tronqué, mais nos résultats entrent en contradiction
avec les leurs [2] [1]. En étudiant plutôt un modèle contenant beaucoup plus de niveaux mais
qui néglige plusieurs cohérences, nous sommes arrivés à une description électrostatique de la
tricouche en fort champ avec une approximation similaire à celle de Schrödinger-Poisson, ce
qui n’avait été réalisé qu’à champ nul. Nous avons également poussé cette description plus
loin pour tenir compte de l’interaction d’échange de façon approximative. Ces résultats nous
renseignent sur la nature de l’écrantage dans la tricouche.
Shizuya [4] s’est intéressé à l’effet des niveaux inférieurs remplis sur les niveaux effectivement
considérés dans le système. Nous avons complété son étude en démontrant les limites de son
calcul et sommes venus à la conclusion qu’il ne fonctionne pas à moins de négliger plusieurs
de saut. Ce constat remet en question certaines approximations faites dans notre travail et
ouvre la voie à un calcul plus raffiné.
Nous avons aussi tenté de trouver des signatures de croisements dans le spectre en étudiant
des fonctions de réponse linéaires, notamment l’absorption optique. En fait, nous avons
étudié les deux limites du spectre du quasiexciton présenté dans la figure 4. Ce spectre aurait
pu être calculé exactement avec une fonction de réponse GRPA, définie dans la référence
[18] pour un système similaire. Nous n’avons pas fait ce calcul dans le cadre de cette étude
car toute information sur la dépendance en k, qui est le vecteur d’onde du quasiexciton,
est éliminée par notre choix de décrire des phases liquides. Nos résultats d’optique nous
renseignent sur la région à k = 0, en supposant que les corrections N -corps soient faibles.
Par ailleurs les résultats Hartree-Fock nous renseignent sur la région k →∞, ce qui est utile
en transport pour estimer ρxx avec le gap.
7Figure 4 Allure qualitative de la dispersion d’un mode quasiexcitonique présent dans un
2DEG qui pourrait être obtenue à l’aide d’un calcul GRPA. kℓ est la taille
caractéristique d’une paire électron-trou. ∆ est le gap Hartree-Fock : c’est l’énergie
d’une paire complètement séparée, alors que l’ordonnée à l’origine est plus proche
du spectre sans interaction (avec des corrections). La différence entre les deux est
l’énergie de liaison de l’exciton. Cette figure est tirée de l’article [19].
Chapitre 1
Description de la tricouche ABA
Dans ce chapitre, on présente le formalisme à un corps entourant la tricouche de graphène
ABA. On commence d’abord par décrire la structure de bandes (B = 0) avec le modèle
des liaisons fortes (tight-binding) puis sa dynamique en présence d’un champ électrique
perpendiculaire. Par la suite, on soumet le système à un champ magnétique B et on extrait
la structure des niveaux de Landau afin d’identifier un sous-espace d’Hilbert dans lequel on
peut décrire la dynamique à N corps. Aucun des résultats de ce chapitre ne tient compte de
l’interaction de Coulomb.
1.1 Structure de bandes
Le système étudié est schématisé à la figure 1.1. Il consiste en trois couches de graphène,
chacune décrite par un réseau triangulaire avec deux atomes de carbone par maille élémentaire.
Les vecteurs du réseau sont donnés par :
a1 = a0
(
1,−√3, 0
)
/2, (1.1)
a2 = a0(1, 0, 0). (1.2)
Les paramètres du réseau sont a0 = 0, 246 nm et la distance intercouche est c = 0, 335 nm.
On y trouve aussi les vecteurs δi qui relient un nœud et ses plus proches voisins.
δ1 = a0
(1
2 ,−
1
2
√
3
, 0
)
, (1.3)
8
9δ2 = a0
(
−12 ,−
1
2
√
3
, 0
)
, (1.4)
δ3 = a0
(
0, 1√
3
, 0
)
. (1.5)
Figure 1.1 Structure cristalline de la tricouche en empilement Bernal placée entre deux
grilles [14]. Le réseau est composé de 6 sous-réseaux de Bravais triangulaire. Les
nœuds rouges de la couche ℓ correspondent dans le texte aux opérateurs aℓ,i, et
les bleus aux bℓ,i.
Dans l’approximation des liaisons fortes les électrons sont décrits par des fonctions d’ondes
atomiques et le terme d’énergie cinétique provient de sauts entre les nœuds du réseau
atomique. De façon générale, on peut donc écrire un hamiltonien sans interactions comme :
H = −
∑
⟨i,j⟩
[
γi,jc
†(ri)c(rj) + c.h.
]
, (1.6)
où c(ri) est un opérateur d’annihilation d’un électron au site i et γi,j l’intégrale de saut entre
les orbitales pz des sites i, j. Un terme ∆0 doit aussi être ajouté pour modéliser l’effet du
champ cristallin sur les sites a1, b2, a3 qui sont électrostatiquement inéquivalents de a2, b1, b3
[7]. Nous avons aussi besoin des termes ∆1,2,3 pour tenir compte du champ électrique généré
par les grilles qui crée un potentiel électrique différent sur chaque couche et qui sert à
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doper le système en électrons et en trous. Ces derniers peuvent être écrits, dans le cas où
Vtg = −Vbg, comme ∆1 = −∆3 = −eVtg, ∆2 = 0. Cependant, si les grilles n’ont pas un
potentiel symétrique, elles induiront un dopage sur la tricouche. Plusieurs groupes utilisent
différents ensembles de paramètres de saut, résumés dans le tableau 1.1.
Articles γ0 γ1 γ2 γ3 γ4 γ5 ∆0
Koshino, McCann (2011) [13] 3.1 -0.4 0.01 0.31 -0.043 -0.02 0.05
Taychatanapat (2011) [14] 3.1 -0.39 0.014 0.315 -0.041 -0.025 0.046
Ubrig (2012) [15] 3.12 -0.377 0.0103 0.29 -0.12 -0.0125 0.0138
Datta (2017) [1] 3.1 -0.39 0.014 0.315 -0.041 -0.005 0.021
Zibrov (2018) [3] 3.1 -0.38 -0.021 0.29 -0.141 -0.05 0.0355
Tableau 1.1 Liste des paramètres de saut tirée de la litérature exprimés en eV. Les valeurs
numériques ont été ajustées en fonction de la définition du modèle présenté
dans ce document : la convention utilisée par d’autres auteurs est basée sur
le modèle du graphite. Pour obtenir notre convention à partir de la leur, il
faut faire γ1 → −γ1, γ2 → −γ2/2, γ4 → −γ4, γ5 → −γ5/2. [13] ont pris leurs
paramètres de sauts à partir de résultats d’autres groupes et les autres les ont
obtenus expérimentalement. [1][14] utilisent des mesures de conductance et [15]
des mesures optiques pour ajuster les intégrales de saut à partir des résultats
originels, obtenus par Slonczewski et al. en 1958 pour le graphite [8]. La référence
[3] utilise des mesures de capacitance quantique.
Le réseau en nid d’abeilles du graphène en empilement ABA est cependant un peu spécial :
ce n’est pas un réseau de Bravais puisque tous les noeuds du réseau ne sont pas équivalents.
On doit le décomposer en 3 réseaux triangulaires avec une base de deux atomes de carbone.
L’Hamiltonien s’écrit
H = −γ0
∑
⟨i,j⟩
(
a†1,ib1,j + a
†
2,ib2,j + a
†
3,ib3,j + c.h.
)
(1.7)
− γ1
∑
⟨i,j⟩
(
a†1,ib2,j + a
†
3,ib2,j + c.h.
)
− γ2
∑
⟨i,j⟩
(
b†3,ib1,j + c.h.
)
− γ3
∑
⟨i,j⟩
(
a†2,ib3,j + a
†
2,ib1,j + c.h.
)
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− γ4
∑
⟨i,j⟩
(
a†1,ia2,j + a
†
3,ia2,j + b
†
1,ib2,j + b
†
3,ib2,j + c.h.
)
− γ5
∑
⟨i,j⟩
(
a†1,ia3,j + c.h.
)
+∆0
∑
i
(
a†1,ia1,i + b
†
2,i+a3b2,i+a3 + a
†
3,i+2a3a3,i+2a3
)
(1.8)
+
3∑
r=1
∑
i
∆r
(
a†r,iar,i + b
†
r,ibr,i
)
. (1.9)
Avec ∑⟨i,j⟩ signifiant une somme sur les plus proches voisins. Pour le diagonaliser, on prend
la transformée de Fourier des opérateurs de saut :
aℓ,i =
1√
N
∑
k
eik ·Riaℓ,k, (1.10)
bℓ,i =
1√
N
∑
k
eik · (Ri+δ3)bℓ,k. (1.11)
Ici, Ri sont les sites du réseau triangulaire de la couche 1 centré sur les sites rouges. Une
possibilité est d’utiliser une notation matricielle, ce qui nous permet d’écrire l’hamiltonien
de façon succincte. Après un peu d’algèbre, on obtient
H =
∑
k
ψ†kH0ψk, (1.12)
avec
H0 = −
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
−∆0 −∆1 γ0Λ∗ γ4Λ γ1 γ5 0
γ0Λ −∆1 γ3Λ∗ γ4Λ 0 γ2
γ4Λ∗ γ3Λ −∆2 γ0Λ∗ γ4Λ∗ γ3Λ
γ1 γ4Λ∗ γ0Λ −∆0 −∆2 γ1 γ4Λ∗
γ5 0 γ4Λ γ1 ∆0 −∆3 γ0Λ∗
0 γ2 γ3Λ∗ γ4Λ γ0Λ −∆3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (1.13)
ψTk =
(
a1,k b1,k a2,k b2,k a3,k b3,k
)
, (1.14)
12
Λ(k) =
∑
i
e−ik · δi . (1.15)
Il suffit de trouver le spectre de la matrice H0 pour obtenir la structure de bandes ainsi que
les spineurs ψk. La structure de bandes en l’absence de biais est présentée à la figure 1.2.
Notons que le spin est complètement dégénéré dans ce modèle.
Figure 1.2 Spectre à faible énergie du système centré sur la vallée K = (4π/3, 0) pour
un biais nul. Le spectre centré sur K ′ y est identique avec k → −k en raison
de la symétrie sous inversion du temps de l’hamiltonien. Les lignes pointillées
représentent une trajectoire selon ky, les pleines une trajectoire selon kx. Notons
que les bandes coniques sont parfaitements isotropes, c’est la raison pour laquelle
les deux lignes sont superposées. Si l’on avait ajouté le terme de saut γ3, nous
aurions brisé cette isotropie, comme en témoigne l’article [16]. Aussi, il existe
deux autres bandes à plus haute énergie qui ne sont pas présentées ci-dessus.
On note dans cette figure la présence de bandes coniques, associées à des fermions de Dirac
possédant une très faible masse effective, liée aux termes de saut γ2, γ5. On note aussi la
présence de bandes paraboliques, associées à des fermions de Schrödinger possédant une masse
effective beaucoup plus élevée. En fait, cette structure de bandes est très similaire à celle
d’une bi-couche et d’une mono-couche. En travaillant dans la base (|A1⟩− |A3⟩)/
√
2, (|B1⟩−
|B3⟩)/
√
2, (|A1⟩+ |A3⟩)/
√
2, |A2⟩ , (|B1⟩+ |B3⟩)/
√
2, |B2⟩, l’hamiltonien à biais nul rend la
cohabitation des deux types de fermions plus transparente 1. Si on se place à biais symétrique 2,
par simplicité, on obtient :
1. La base utilisée pour les spineurs partout ailleurs dans ce travail est plutôt
|A1⟩ , |B1⟩ , |A2⟩ , |B2⟩ , |A3⟩ , |B3⟩.
2. On entend ∆1 = −∆3,∆2 = 0.
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H0 =
⎛⎜⎝Hm V
V T Hb
⎞⎟⎠ , (1.16)
Hm =
⎛⎜⎝∆0 + γ5 −γ0Λ∗(k)
−γ0Λ(k) γ2
⎞⎟⎠ , (1.17)
Hb =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
∆0 − γ5 −γ0Λ∗(k) −
√
2γ4Λ(k) −
√
2γ1
−γ0Λ(k) −γ2 −
√
2γ3Λ∗(k)
√
2γ3Λ(k)
−√2γ4Λ∗(k) −
√
2γ3Λ(k) 0 −γ0Λ∗(k)
−√2γ1 −
√
2γ4Λ∗(k) −γ0Λ(k) ∆0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (1.18)
V = ∆1 −∆32
⎛⎜⎝1 0 0 0
0 1 0 0
⎞⎟⎠ . (1.19)
Les deux hamiltoniens Hm et Hb sont clairement des hamiltoniens de type mono-couche et
bi-couche. Si nous travaillions dans un modèle minimaliste où tous les paramètres de saut
sont négligés excepté γ0, γ1, ces hamiltoniens sont ceux de la monocouche et de la bicouche.
Ils mènent donc respectivement à des fermions de Dirac et de Schrödinger idéaux dans le
modèle minimal. Dans notre modèle, ils sont déjà légèrement hybridés. L’ajout d’une tension
de grille ajoute des termes hors bloc-diagonaux à H0, ce qui force l’hybridation des deux
types de fermions dans ce modèle minimal ; autrement dit, on n’a en général plus de bandes
de type monocouche ou de type bicouche. À ce point, nous pourrions projeter l’hamiltonien
Hb sur un intervalle d’énergie plus faible. Un tel modèle à 4 bandes a déjà été traité, par
exemple par Serbyn et al. en 2013 [20]. Nous avons jugé cette simplification peu utile et ne
l’avons pas considéré dans ce travail. En effet, elle nous forcerait à négliger l’effet de la mer
de Dirac sur le système. En effet, un modèle à faible énergie pour le sous-hamiltonien Hb
décrit mal les niveaux de Landau élevés [21]. Aussi, on se contraindrait à un biais très faible
(perturbatif). Nous reproduisons cependant les résultats de Serbyn et al. de façon qualitative.
L’hybridation est non-triviale et est décrite à la figure 1.3 : on assiste d’abord à l’ouverture
d’un gap, puis on le referme à un biais critique de ∼ 0.27eV. Il s’agit d’une transition de
phase topologique appellée transition de Lishfshitz. A fort biais, on voit plusieurs cônes
de Dirac au sein de chaque vallée. Le biais auquel la transition a lieu est très fort, il est
légèrement inférieur à γ1. On est donc à la limite du modèle tight-binding ; sans doute que
l’hybridation des orbitales choisies aura un impact sur nos résultats si on travaille à des
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biais plus fort. Notons cependant qu’on est assez proche du claquage diélectrique. Pour un
biais de 0.3 eV, il faudrait que les deux couches externes soient séparées de ∼300 nm pour
atteindre le champ électrique de claquage de l’air, soit un champ électrique de l’ordre de 1
MV/m. Elles sont séparées de 0.67 nm, il est donc fort probable que ces résultats ne puissent
pas être réalisés expérimentalement puisqu’on déclencherait un claquage diélectrique dans la
tricouche.
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(a) Ouverture du gap
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(b) Cônes de Dirac massif
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(c) Cônes de Dirac sans masse
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Figure 1.3 Structure de bandes du système à biais non-nul au sein de la vallée K. On
suppose ici un biais symétrique, ∆1 = −∆3,∆2 = 0. Le biais affiché est ∆1.
1.2 Spectre de Landau et approximation du continuum
Pour inclure l’effet d’un champ magnétique, il existe deux possibilités. Il serait possible
d’inclure une phase aux paramètres de saut, c’est la subtitution de Peierls. Il s’agit d’une
version discrète du couplage minimal que nous utiliserons plus loin. Cette approche, un peu
complexe, a l’avantage de ne pas restreindre davantage l’intervalle d’énergie dans lequel
le modèle est valide et de fonctionner à des champs B très élevés de façon à capturer la
15
physique du papillon de Hofstadter [22]. Cette approche est nécessaire lorsque la longueur
magnétique ℓ ≈ 25.6nm/√B est du même ordre de grandeur que la maille du réseau cristallin.
Souhaitant que nos résultats soient reproductibles en laboratoire, on considère des champs
magnétiques pouvant être produits en laboratoire (B < 40T), ce qui implique que la longueur
magnétique, de l’ordre de la dizaine de nanomètres, ne peut pas compétitionner avec les
longueurs caractéristiques du réseau qui sont de l’ordre de l’angström. Notre modèle se
concentre donc à des longueurs d’ondes très grandes, ce qui fait disparaître le réseau de façon
effective. En effet, la taille des longueurs d’onde est bien supérieure à la taille de la maille
du réseau. C’est l’approximation du continuum. Pour y arriver, on considère des vecteurs
d’ondes au voisinage des vallées. Avec un développement au premier ordre, on trouve, en
exploitant
∑
δ
eiK
′ · δ = 0 :
Λ(k) = Λ(K ′ + q) (1.20)
≈ −
√
3a0
2 (qx + iqy). (1.21)
Près de la vallée K ′, on trouve
√
3a0
2 (qx− iqy). On peut compacter l’écriture de l’hamiltonien
en définissant un indice de vallée, ξ, qui vaut −1 dans K ′ et 1 dans K.
Λξ(q) = −ξ
√
3a0
2 (qx + iξqy) (1.22)
L’hamiltonien dans le modèle du continuum peut maintenant être écrit explicitement,
Hξ(p) =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∆0 +∆1 v0ξ(px − iξpy) v4ξ(px + iξpy) −γ1 −γ5 0
v0ξ(px + iξpy) ∆1 v3ξ(px − iξpy) v4ξ(px + iξpy) 0 −γ2
v4ξ(px − iξpy) v3ξ(px + iξpy) ∆2 v0ξ(px − iξpy) v4ξ(px − iξpy) v3ξ(px + iξpy)
−γ1 v4ξ(px − iξpy) v0ξ(px + iξpy) ∆0 +∆2 −γ1 v4ξ(px − iξpy)
−γ5 0 v4ξ(px + iξpy) −γ1 ∆0 +∆3 v0ξ(px − iξpy)
0 −γ2 v3ξ(px − iξpy) v4ξ(px + iξpy) v0ξ(px + iξpy) ∆3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (1.23)
Remarquons que les bandes sont maintenant non-bornées, ce qui causera certains problèmes
plus tard quand nous calculerons l’effet de la mer de Dirac 3, notamment l’apparition
3. On entend par là l’effet des niveaux remplis sur les niveaux considérés.
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de divergences ultraviolettes dans le modèle. La substitution du couplage minimal peut
maintenant être faite, soit
p→ P = p+ eA, (1.24)
p = −iℏ∇. (1.25)
La jauge de Landau a été choisie partout, A = (0, Bx, 0), ce qui donne un champ B en z.
On définit les opérateurs d’échelle a et a†, qui font passer d’un niveau de Landau à l’autre :
a† = ℓB√
2ℏ
(Px + iPy) (1.26)
a = ℓB√
2ℏ
(Px − iPy). (1.27)
Ces opérateurs agissent sur les états de Fock selon
a† |n⟩ = i√n+ 1 |n+ 1⟩ , (1.28)
a |n⟩ = −i√n |n− 1⟩ (1.29)
et satisfont aux relations de commutation suivantes
[Px, Py] = iℏ2/ℓ2B, (1.30)[
a†, a
]
= 1. (1.31)
En procédant la substitution de Peierls dans l’hamiltonien, on se rend compte que l’ajout
d’un champ magnétique a rendu les deux vallées différentes : elles ne sont plus liées par
la symétrie sous renversement du temps. Bien que le potentiel vecteur et la quantité de
mouvement soient tous deux impairs sous renversement du temps, le champ magnétique ici
est considéré comme externe, son signe ne change donc pas sous renversement du temps. De
ce point de vue, il est clair que l’hamiltonien brise maintenant cette symétrie. En combinant
toutes les constantes multiplicatives dans αi =
√
3
2γi
a0
ℓ , l’hamiltonien de la vallée K+ devient
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Hξ=1 =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∆0 +∆1 α0a α4a† −γ1 −γ5 0
α0a† ∆1 α3a α4a† 0 −γ2
α4a α3a† ∆2 α0a α4a α3a†
−γ1 α4a α0a† ∆0 +∆2 −γ1 α4a
−γ5 0 α4a† −γ1 ∆0 +∆3 α0a
0 −γ2 α3a α4a† α0a† ∆3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1.32)
et celui de l’autre vallée s’écrit Hξ=−1(αi) = HTξ=+1(−αi). C’est un hamiltonien particulier :
il contient des opérateurs d’échelle, qui n’ont pas une taille finie dans la base |n⟩. Il convient
donc de se demander quelle forme les spineurs prendront. On peut réécrire l’hamiltonien
comme
Hξ =M1 ⊗ a+M2 ⊗ a† +M3 ⊗ I, (1.33)
où M1,2,3 sont des matrices 6×6. Pour arriver à le diagonaliser, on choisit un spineur à 6
composantes de la forme
|ψn,ξ⟩ =
(
c0 |n0⟩ c1 |n1⟩ c2 |n2⟩ c3 |n3⟩ c4 |n4⟩ c5 |n5⟩
)T
. (1.34)
Ci-dessus, les états |ni⟩ sont les états propres de Landau. L’application de l’hamiltonien sur
ce spineur mène à un système d’équations aux valeurs propres de la forme
Hn,ξ |ψn,j,ξ⟩ = En,j,ξ |ψn,j,ξ⟩ . (1.35)
Ces équations assurent que les |ni⟩ restent inchangés après avoir appliqué l’hamiltonien sur
les spineurs et j est un indice de bandes. Pour alléger le texte, on a omis l’indice de centre
d’orbite. Dans la jauge de Landau, ils sont :
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⟨r|n,X⟩ = 1√
L
φn(x−X)e−iXy/ℓ2B , (1.36)
φn(x−X) = 1√2nn!
4
√
1
πℓ2B
e
− (x−X)2
2ℓ2
B Hn
(
x−X
ℓB
)
, (1.37)
avec Hn les polynômes d’Hermite. Pour la vallée ξ = 1 et le niveau de Landau n = 0, le
système d’équations devient
⎛⎜⎜⎝∆1 −γ2
−γ2 ∆3
⎞⎟⎟⎠
⎛⎜⎜⎝c1
c5
⎞⎟⎟⎠ = E0,j,ξ=1
⎛⎜⎜⎝c1
c5
⎞⎟⎟⎠ (1.38)
ce qui mène aux solutions
E0,j,ξ=1 =
∆1 +∆3 ±
√
(∆1 +∆3)2 − 4(∆1∆3 − γ2)
2 (1.39)
|ψn=0,j,ξ=1⟩ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
c1,0,j,+h0(r)
0
0
0
c5,0,j,+h0(r)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
avec j = 0, 1. (1.40)
Dans la vallée ξ = −1, l’équation aux valeurs propres de n = 0 devient
(
∆2
)(
c2
)
= E0,j,ξ=−1
(
c2
)
(1.41)
La solution est donc triviale et est
E0,j=0,ξ=−1 = ∆2 (1.42)
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|ψn=0,j=0,ξ=−1⟩ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0
0
h0(r)
0
0
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (1.43)
L’équation aux valeurs propres pour ξ = 1, n = 1 est
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∆0 +∆1 −iα0 −γ1 −γ5 0
iα0 ∆1 iα4 0 −γ2
−γ1 −iα4 ∆0 +∆2 −γ1 −iα4
−γ5 0 −γ1 ∆0 +∆3 −iα0
0 −γ2 iα4 iα0 ∆3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
c0
c1
c3
c4
c5
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= E
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
c0
c1
c3
c4
c5
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (1.44)
Les spineurs sont de la forme
|ψn=1,j,ξ=+⟩ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
c0,1,j,+h0
c1,1,j,+h1
0
c3,1,j,+h0
c4,1,j,+h0
c5,1,j,+h1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
avec j = 0, 1, 2, 3, 4. (1.45)
L’équation aux valeurs propres pour ξ = −1, n = 1 est
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
∆0 +∆1 iα4 −γ1 −γ5
−iα4 ∆2 −iα0 −iα4
−γ1 iα0 ∆0 +∆2 −γ1
−γ5 iα4 −γ1 ∆0 +∆3
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
c0
c2
c3
c4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= E
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
c0
c2
c3
c4
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(1.46)
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et les vecteurs propres sont de la forme
|ψn=1,j,ξ=−⟩ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
c0,1,j,−h0
0
c2,1,j,−h1
c3,1,j,−h0
c4,1,j,−h0
0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
avec j = 0, 1, 2, 3. (1.47)
Nous pourrions poursuivre ainsi à l’infini et les hamiltoniens à diagonaliser seraient tous 6×6.
Évidemment, ce travail a été effectué numériquement. Remarquons que parmi les niveaux
n = 0 et 1, beaucoup ne dispersent pas en B : ce sont les 6 (ou 12 en comptant le spin) états
qui correspondent à ce que certains nomment pseudo zero modes (pzm) dans la littérature.
En effet, ils sont nuls et dégénérés dans le modèle minimal (sans spin et sans paramètres de
tight-binding excepté γ0 et γ1). Cet espace est constitué des états listés au tableau 1.2.
N j ξ
0 0 -1
0 0,1 +1
1 1,2 -1
1 2 +1
Tableau 1.2 Nombres quantiques des modes quasi-nuls (pzm). Pour chacun d’entre eux, on
doit aussi considérer le degré de liberté de spin.
Si on utilise le paramètre de saut γ3, l’Ansatz d’un spineur à 6 composantes fonctionne
moins bien ; le système d’équations perd sa structure bloc-diagonale. Le terme qui apparaît
à cause de γ3 dans l’hamiltonien est
21
W = α3
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 0 0 0 0 0
0 0 1 0 0 0
0 1 0 0 0 1
0 0 0 0 0 0
0 0 1 0 0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (1.48)
Nous pouvons l’écrire dans la base |ψn,ξ⟩ comme
⟨ψn,j,ξ=0|H0
⏐⏐ψn′,j′,ξ=0⟩ = En,j,0δn,n′δj,j′ + α3δn,n′−3√n′ − 2c∗n,j′,2,0(cn′,j,1,0 + cn′,j,5,0))
− α3δn,n′+3
√
n′ + 1cn′,j′,2,0
(
c∗n,j,1,0 + c∗n,j,5,0
)
(1.49)
⟨ψn,j,ξ=1|H0
⏐⏐ψn′,j′,ξ=1⟩ = En,j,1δn,n′δj,j′ + α3δn,n′+3√n− 2c∗n,j,2,1(cn′,j′,1,1 + cn′,j′,5,1)
− α3δn,n′−3
√
n+ 1cn,j,2,0
(
c∗n,j,1,0 + c∗n,j,5,0
)
(1.50)
Ces termes génèrent une matrice infinie et l’effet exact de γ3 est obtenu en diagonalisant une
matrice comprenant tous les termes. Pour que le spectre soit complet, il faut aussi ajouter
l’interaction du spin avec le champ magnétique externe, le terme Zeeman, aux valeurs propres
trouvées :
EZ = −12gµBσ, (1.51)
où g est le facteur gyromagnétique, B est l’amplitude du champ magnétique, σ est le spin et
µB est le magnéton de Bohr. Ce terme n’influence en rien la forme spatiale des spineurs.
Comme le matériau étudié est un empilement de graphène, nous utiliserons la valeur de g
pour le graphène dans ce travail, c’est-à-dire 2. Remarquons que le spectre est complètement
indépendant de l’indice de centre d’orbite. Ainsi, les niveaux d’énergie conserveront la même
dégénérescence que dans un 2DEG ordinaire c’est-à-dire,
Nϕ =
S
2πℓ2 , (1.52)
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avec S la surface du système. Les résultats de la diagonalisation sont consignés à la figure
1.4. On y remarque assez clairement deux types de dispersions en B à biais nul, E ∼ B ou
E ∼ √B, qui sont des traces de la diracité des fermions. Ces dispersions sont respectivement
caractéristiques des fermions de Schrödinger et de Dirac. Il y a 12 sous-niveaux à faible
énergie qui ne dispersent pas en B qu’à cause de l’effet Zeeman, ce sont les pzm.
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Figure 1.4 Spectre du système en champ magnétique. A gauche, dans le modèle non-minimal
et à droite dans le modèle minimal. Les niveaux gris sous les niveaux colorés
correspondent à la mer de Fermi et les colorés aux modes quasi-nuls, qui feront
l’objet d’une étude plus approfondie. Seuls les niveaux de Landau inférieurs à
N = 40 sont présentés en c) et d). Les figures a) et b) sont à B = 10T et c) et
d) à biais nul.
On étudie maintenant l’effet du terme γ3 sur le spectre à faible énergie. À la figure 1.5, la
dispersion en champ magnétique est présentée. Comme dans la référence [16], les effets sont
surtout visibles à faible champ B. On y voit des différences très mineures dans la dispersion
en B qui se trouvent surtout loin de E = 0, à des niveaux de Landau élevés. Manifestement,
γ3 ne joue pas un grand rôle dans le spectre tight-binding à biais nul.
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Figure 1.5 En rouge, la vallée K−, en bleu, la vallée K+. À gauche, le spectre sans γ3, à
droite, le spectre avec γ3. Les sous-figures du bas sont un zoom de celles du haut
sur une échelle plus faible de champ.
À la figure 1.6, on voit la dispersion en biais des niveaux de Landau. L’effet de γ3 est clair :
on y remarque plusieurs gaps ouverts et plusieurs modifications majeures. Ces changements
sont confinés à des niveaux de Landau N > 1 à moins qu’on travaille à faible champ, auquel
cas le spectre à faible énergie change significativement.
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Figure 1.6 En rouge, la vallée K−, en bleu, la vallée K+. À gauche, le spectre sans γ3, à
droite, le spectre avec γ3.
Nous pouvons donc conclure que pour de fortes valeurs de champ, on peut négliger avec
confiance ce paramètre de saut.
Chapitre 2
Le gaz de Coulomb
L’apparition de phases cohérentes est possible uniquement en considérant l’interaction de
Coulomb. Ce chapitre présente le formalisme à N corps appliqué à la tricouche ABA. Nous
utilisons une approximation de champ moyen Hartree pour traiter les interactions. L’équation
du mouvement de la fonction de Green à une particule est d’abord obtenue analytiquement ;
nous développons par la suite une méthode de résolution itérative basée sur son intégration.
Pour l’obtention de solutions, nous restreignons les fonctions de Green à différents espaces
d’Hilbert. Nous commençons par négliger le terme de Fock et ne considérons que le terme
de Hartree, ce qui consiste essentiellement à ne considérer qu’un couplage capacitif. Ensuite
nous ajoutons le terme de Fock avec deux approximations différentes et traçons le diagramme
de phases en supposant un facteur de remplissage parfaitement entier (donc une densité
électronique constante).
2.1 Hamiltonien à N corps
Définissons l’opérateur de champ, en explicitant tous les indices :
Φξ,σ(R) =
∑
n,j,X
⟨r, z|n, j, ξ, σ,X⟩ cn,j,ξ,σ,X (2.1)
On utilise ici les spineurs |n, j, ξ, σ,X⟩ du modèle 1 corps à biais nul. Rappelons que n est
l’indice de niveau de Landau, j l’indice de bande, ξ l’indice de vallée, σ l’indice de spin et X
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l’indice de centre d’orbite. Ils sont de la forme :
⟨R|n, j, ξ, σ,X⟩ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
η
(0)
n,j,X,ξ(r)χ(z − z1)
η
(1)
n,j,X,ξ(r)χ(z − z1)
η
(2)
n,j,X,ξ(r)χ(z − z2)
η
(3)
n,j,X,ξ(r)χ(z − z2)
η
(4)
n,j,X,ξ(r)χ(z − z3)
η
(5)
n,j,X,ξ(r)χ(z − z3)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (2.2)
Les fonctions η sont les orbitales de Landau pondérées par un poids ci, déjà présenté à
l’équation 1.14, la fonction χ(z − zi) =
√
δ(z − zi) représente le confinement sur chaque
couche. Le calcul explicite des vecteurs propres nous dit qu’ils sont de la forme
Vallée K :
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
η
(0)
n,j,X,+,σ(r)
η
(1)
n,j,X,+,σ(r)
η
(2)
n,j,X,+,σ(r)
η
(3)
n,j,X,+,σ(r)
η
(4)
n,j,X,+,σ(r)
η
(5)
n,j,X,+,σ(r)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
c
(0)
n,j,+ ⟨r|n− 1, X⟩
c
(1)
n,j,+ ⟨r|n,X⟩
c
(2)
n,j,+ ⟨r|n− 2, X⟩
c
(3)
n,j,+ ⟨r|n− 1, X⟩
c
(4)
n,j,+ ⟨r|n− 1, X⟩
c
(5)
n,j,+ ⟨r|n,X⟩
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(2.3)
Vallée K ′ :
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
η
(0)
n,j,X,−,σ(r)
η
(1)
n,j,X,−,σ(r)
η
(2)
n,j,X,−,σ(r)
η
(3)
n,j,X,−,σ(r)
η
(4)
n,j,X,−,σ(r)
η
(5)
n,j,X,−,σ(r)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
c
(0)
n,j,− ⟨r|n− 1, X⟩
c
(1)
n,j,− ⟨r|n− 1, X⟩
c
(2)
n,j,− ⟨r|n− 2, X⟩
c
(3)
n,j,− ⟨r|n,X⟩
c
(4)
n,j,− ⟨r|n− 1, X⟩
c
(5)
n,j,− ⟨r|n− 2, X⟩
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(2.4)
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Notons que la fonction ⟨r|m,X⟩ est nulle sim < 0 . La partie sans interaction de l’hamiltonien
peut être écrite sans effort :
H0 =
∑
ξ,σ
∫
d3RΦ†ξ,σ(R)H0Φξ,σ(R) (2.5)
=
∑
n,j,X
ξ,σ
En,j,ξ,σc
†
n,j,ξ,σ,Xcn,j,ξ,σ,X
Ici, R = (r, z) est la position en 3 dimensions. Pour simplifier, on combine les indices comme
suit
n, j,X → i ∈ N (2.6)
ξ, σ → λ. (2.7)
Les indices sommés/intégrés seront souvent dénotés par une barre. Si tous les indices sont
sommés, on prendra parfois la liberté d’ommettre les barres et simplement d’ajouter le
symbole ∑∀ devant l’expression. On peut donc simplifier
H0 = E1,λc†1,λc1,λ (2.8)
=
∑
∀
E1,λc
†
1,λc1,λ (2.9)
Notons que ce terme peut inclure l’effet des grilles, mais il est également possible de l’inclure
plutôt dans le terme d’Hartree, ce que nous faisons. En d’autres mots, la base choisie dans
l’opérateur de champ est la base non biaisée. Le coeur du problème réside dans la partie
d’interaction de l’hamiltonien. Nous négligeons la diffusion inter-vallée.
V =
∑
∀
1
2Φ
†
λ′(R
′)Φ†λ(R)V3D(R−R′)Φ†λ(R)Φλ′(R′) (2.10)
=
∑
∀
1
2SΦ
†
λ′(R
′)Φ†λ(R)V2D(q)e
iq · (r−r′)e−q|z−z′|Φ†λ(R)Φλ′(R′)
=
∑
∀
1
2SV2D(q)
⟨
1, λ′
⏐⏐r′, z′⟩ e−iq · r′ ⟨r′, z′⏐⏐4, λ′⟩
× e−q|z−z′| ⟨2, λ|r, z⟩ eiq · r ⟨r, z|3, λ⟩ c†1,λ′c†2,λc3,λc4,λ′
V2D(q) =
2πe2
κq
(2.11)
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2.2 Hamiltonien de champ moyen
Il faut maintenant faire une approximation. L’appariement de champ moyen choisi est celui
de Hartree-Fock, c-à-d.
c†1,λ′c
†
2,λc3,λc4,λ′ → 2
⟨
c†1,λ′c4,λ′
⟩
c†2,λc3,λ − 2
⟨
c†1,λ′c3,λ
⟩
c†2,λc4,λ′ . (2.12)
En faisant l’approximation du continuum, nous avons en quelque sorte rejeté l’idée de
travailler avec une interaction à courte portée : seules les longueurs d’ondes très grandes
peuvent être décrites par le modèle en raison du fait que les détails de la fonction d’onde à
faible portée seront ignorés. Les éléments de matrice ne pourront donc pas décrire précisément
l’interaction à courte portée, seulement celle à longue portée. Le premier terme correspond à
une interaction purement classique, il générera des termes capacitifs entre les couches de
graphène. Des termes d’interactions intracouches divergents apparaîtront aussi, mais ils sont
annulés par ceux du fond positif. Le deuxième terme correspond au terme d’échange, dont le
sens est purement quantique et émerge de la statistique des fermions. En d’autres mots, c’est
un terme anti-symétrisant. Pour arriver à une expression claire de l’interaction de Coulomb,
il reste à calculer les facteurs de forme.
∫
d3R′d3RV (q)
⟨
1, λ′
⏐⏐r′, z′⟩ e−iq · r′ ⟨r′, z′⏐⏐4, λ′⟩ e−q|z−z′| ⟨2, λ|r, z⟩ eiq · r ⟨r, z|3, λ⟩ ≡Mλ′,λ1,2,3,4
(2.13)
Pour les écrire succinctement, on définit
Γ(1)(1,λ);(4,λ)(q) = c
∗(0)
n1,j1,ξ
c
(0)
n4,j4,ξ
Fn1−1,n4−1(q)
+ c∗(1)n1,j1,ξc
(1)
n4,j4,ξ
[Fn1,n4(q)δξ,1 + Fn1−2,n4−2(q)δξ,−1] (2.14)
Γ(2)(1,λ);(4,λ)(q) = c
∗(2)
n1,j1,ξ
c
(2)
n4,j4,ξ
[Fn1−2,n4−2(q)δξ,1 + Fn1,n4(q)δξ,−1] (2.15)
+ c∗(3)n1,j1,ξc
(3)
n4,j4,ξ
Fn1−1,n4−1(q) (2.16)
Γ(3)(1,λ);(4,λ)(q) = c
∗(4)
n1,j1,ξ
c
(4)
n4,j4,ξ
Fn1−1,n4−1(q)
+ c∗(5)n1,j1,ξc
(5)
n4,j4,ξ
[Fn1,n4(q)δξ,1 + Fn1−2,n4−2(q)δξ,−1] (2.17)
29
Ces facteurs sont diagonaux en vallée que parce que nous avons négligé la diffusion inter-vallée.
Une telle supposition devrait être relaxée pour tenir compte, par exemple, d’impuretés dans
le système ou d’une déformation locale du réseau cristallin. L’interprétation physique de ces
facteurs est simple : il s’agit de projecteurs. On peut obtenir la densité totale sur la couche
l comme suit :
∑
∀
Γ(l)(1,λ);(4,λ)(q = 0)⟨c†1,λc4,λ⟩ =
nl
2πℓ2 . (2.18)
Les fonctions Fn,n′(q) proviennent de l’élément de matrice de l’onde plane dans la base des
orbitales de Landau : elles sont données par
∫
dreiq · r ⟨n,X|r⟩ ⟨r⏐⏐n′X ′⟩ = Fn,n′(q)eiqx(X+X′)/2δX,X′+qyℓ2 , (2.19)
Fn,n′(q) =
√
Min (n, n′)!
Max (n, n′)!
((±qy + iqx) ℓ√
2
)|n−n′|
× L|n−n′|Min(n,n′)
(
q2ℓ2
2
)
e
−q2ℓ2
4 , (2.20)
où Lβα sont les polynômes de Laguerre généralisés et le signe + est choisi si n > n′ alors que
le signe − est pour le cas où n < n′. Ayant maintenant des définitions claires, les facteurs de
forme peuvent être écrits
Mλ
′,λ
1,2,3,4 =
∫
dzdz′V (q)e−q|z−z′|
×
3∑
ℓ=1
Γ(ℓ)2,3,λ(q)δ(z − zℓ)eiqx(X2+X3)/2δX2,X3−qyℓ2B
×
3∑
ℓ′=1
Γ(ℓ
′)
1,4,λ′(−q)δ(z − zℓ′)e−iqx(X1+X4)/2δX1,X4+qyℓ2B . (2.21)
Le calcul pour les interactions de Hartree et de Fock est placé à l’annexe B. Le résultat est
VH = Nφ
e2
κℓ
∑
∀
Hλ
′λ
1234(q)
⟨
ρ1λ′;4λ′(−q)
⟩
ρ2λ;3λ(q), (2.22)
30
VF = −Nφ e
2
κℓ
∑
∀
Xλ
′λ
1234(q)
⟨
ρ1λ′;3λ(−q)
⟩
ρ2λ;4λ′(q). (2.23)
avec
Hλ
′λ
1234(q) =
∑
ℓ,ℓ′
e−qdℓ,ℓ′
qℓB
Γ(ℓ)2,3,λ(−q)Γ(ℓ
′)
1,4,λ′(q), (2.24)
Xλ
′λ
1234(q) =
∑
ℓ,ℓ′
∫
dp
2π
ℓBe
−pdℓ,ℓ′
p
Γℓ2,λ;3,λ(−p)Γℓ
′
1,λ′;4,λ′(p)e−i(p×q) · zℓ
2
, (2.25)
ρ1λ′;3λ(q) =
1
Nφ
∑
X1,X3
e−iqx(X1+X3)/2δX1,X3+qyℓ2c
†
n1,j1,X1,λ′cn3,j3,X3,λ, (2.26)
où dℓ,ℓ′ est la distance entre les couches ℓ et ℓ′.
Le terme de Fock peut difficilement être simplifié davantage, mais on peut le voir comme
une somme d’intégrales d’échange dont chaque terme représente une interaction entre les
couches ℓ et ℓ′. En incluant des interactions capacitives avec deux grilles dénotées a, b dans
le terme de Hartree ainsi qu’avec un fond positif uniforme de densité n0 sur chaque couche,
on trouve pour l’hamiltonien total :
H = Nφ
∑
∀
E1,λρ1,λ;1,λ(0) (2.27)
+Nφ
e2
κrℓ
∑
∀
Hλ
′λ
1234(q)
⟨
ρ1,λ′;4,λ′(−q)
⟩
ρ2,λ;3,λ(q)
−Nφ e
2
κrℓ
∑
∀
Xλ
′λ
1234(q)
⟨
ρ1λ′;3λ(−q)
⟩
ρ2λ;4λ′(q)
+ 2πe2Sna
(
sa − d
κ1a
[n1 − n0] + sa
κ2a
[n2 − n0] + sa + d
κ3a
[n3 − n0]
)
+ 2πe2Snb
(
sb + d
κ1b
[n1 − n0] + sb
κ2b
[n2 − n0] + sb − d
κ3b
[n3 − n0]
)
+Nφ
∑
∀
2πe2n0d
κr
(
3Γ(1)1λ;2λ(0) + 2Γ
(2)
1λ;2λ(0) + 3Γ
(3)
1λ;2λ(0)
)
ρ1λ;2λ(0)
− 2πe
2d
κrS
4N20 .
Afin de mieux comprendre chaque terme, rappelons que n0 est la densité du fond positif
sur chaque couche et que les κ sont les constantes diélectriques des différents milieux. Plus
précisément, κi,j est la constante diélectrique entre la couche i, ayant une constante κr,
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et le milieu du côté de la grille j, qui a une constante κa ou κb, selon le côté. Précisons
l’arrangement géométrique du système à la figure 2.1.
Grille A
−sa −d 0
Tricouche
d
Grille B
sb
na κa
n1n2
κr
n3
κb nb
Figure 2.1 Détails du système de grilles. na, nb sont des densités de charges positives dans
l’hamiltonien, alors que n1,2,3 sont des densité d’électrons, donc de charges
négatives.
Il convient ici de définir les opérateurs ρ1,λ;2,λ′ :
ρ1,λ;2,λ′(q) =
1
Nϕ
∑
X,X′
e−
i
2 qx(X+X
′)δX,X′+qyℓ2B
c†1,λ,Xc2,λ′,X′ . (2.28)
Il s’agit donc d’une densité dont a enlevé les facteurs de forme orbitaux, on pourrait donc
parler d’une densité de centres d’orbite. Leur valeur moyenne donne les paramètres d’ordre
des différentes phases du gaz d’électrons. Ils ont plusieurs propriétés utiles, notamment les
règles de somme :
∑
1,λ
⟨ρ1,λ;1,λ(q = 0)⟩ = ν, (2.29)
∑
2,λ′
∑
q
|⟨ρ1,λ;2,λ′(q)⟩|2 = ⟨ρ1,λ;1,λ(q = 0)⟩, (2.30)
avec ν pris comme le nombre d’états remplis. Les termes diagonaux sont en fait les facteurs de
remplissage des niveaux sans interaction dans la base sans biais. Manifestement, la présence
d’hybridation de bandes ou de cohérence se traduira par des termes hors-diagonaux dans la
valeur moyenne de ces paramètres d’ordre.
Cet hamiltonien 2.31 encode tout ce dont on aura besoin pour analyser le problème. On
suppose que seule la composante q = 0 des paramètres d’ordre ρ est pertinente pour ce
32
travail. Nous qualifierons ce type de phase de liquide. Si on s’intéressait à des états modulés
spatialement, il nous faudrait aussi inclure les ⟨ρ1λ;2λ′(q ̸= 0)⟩ et il nous serait possible de
trouver des solutions à densité modulée, comme des cristaux de Wigner. Après un peu de
travail, que le lecteur intéressé trouvera en annexe C, on simplifie le terme de Hartree pour
écrire l’hamiltonien total de façon plus concise :
H/Nϕ = e
2
κℓB
(
E˜1,λ +
d
ℓ
⟨ν2 − ν0⟩
)
ρ1,λ;1,λ(0) (2.31)
+ 2 d
ℓB
e2
κℓB
(⟨ν1 − ν0⟩ − νa) Γ(1)1,λ;2,λρ1,λ;2,λ(0)
+ 2 d
ℓB
e2
κℓB
(⟨ν3 − ν0⟩ − νb) Γ(3)1,λ;2,λρ1,λ;2,λ(0)
−Xλ′λ1234(0)
⟨
ρ1λ′;3λ(0)
⟩
ρ2λ;4λ′(0),
où on a pris toutes les énergies en unités de e2/κℓB et la densité comme ni = 2πℓ2νi. On
prendra aussi les densités νi par rapport à la neutralité dans les prochaines sections afin de
simplifier la notation. Une supposition faite dans ce calcul est une symétrie des milieux de
part et d’autres de la tricouche, ce qui implique sa = sb, et une seule constante diélectrique
κ pour le système entier.
2.3 Propagateur à 1 particule
Pour résoudre cet hamiltonien de l’équation 2.31, nous avons intégré l’équation du mouvement
de la fonction de Green de Matsubara. On la définit comme
Gλ,λ
′
1,2 (X,X ′, τ) = −⟨Tc1,X,λ(τ)c†2,X′,λ′(0)⟩. (2.32)
Cette fonction de Green contient toute l’information pertinente au problème. La stratégie
pour écrire l’équation du mouvement est assez simple, on se base sur l’équation de Heisenberg
en temps imaginaire :
ℏ
∂
∂τ
Gλ,λ
′
1,2 (X,X ′, τ) = −
⟨[
H− µN, Tc1,X,λ(τ)c†2,X′,λ′(0)
]⟩
. (2.33)
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Si on fait évoluer le propagateur dans la représentation d’Heisenberg, on arrive à :
ℏ
∂
∂τ
Gλ,λ
′
1,2 (X,X ′, τ) = −ℏδ(τ)δλ,λ′δ1,2δX,X′
− T
⟨
e(H−µN)τ/ℏ[H− µN, c1,X,λ(0)]e−(H−µN)τ/ℏc†2,X′,λ′(0)
⟩
. (2.34)
Pour évaluer le commutateur, on s’aide de
[
ρ1,λ;2λ′ , c3,X,λ′′
]
= −1
Nϕ
δλ,λ′′δ1,3c2,X,λ′ , (2.35)
Ce qui fait réapparaître une fonction de Green dans la partie de droite de l’équation du
mouvement puisque
⟨Te(H−µN)τ/ℏ[H− µN, c]e−(H−µN)τ/ℏc†⟩ ∼ ⟨Tc(τ)c†⟩. (2.36)
L’équation du mouvement totale est, au final
(
ℏ
∂
∂τ
− e
2
κℓB
[
E˜1,λ +
d
ℓ
ν2 − µ
])
Gλ,λ
′
1,2 (X,X ′, τ) = −ℏδ(τ)δ1,2δX,X′δλ,λ′ (2.37)
+
[
2d
ℓB
e2
κℓB
(
(ν1 − νa)Γ(1)1,λ;2¯,λ + (ν3 − νb)Γ
(3)
1,λ;2¯,λ
)
δλ,λ′′ −Xλ
′′,λ
5¯14¯3¯ ⟨ρ5¯λ′′;4¯λ⟩
]
Gλ
′′,λ′
3¯2 (X,X
′, τ).
Pour résoudre l’équation différentielle, on va passer dans l’espace de Fourier avec les relations
G(τ) = 1
βℏ
∑
ωn
e−iωnτG(ωn), (2.38)
G(ωn) =
∫ βℏ
0
dτeiωnτG(τ), (2.39)
ωn =
2n+ 1
βℏ
π, (2.40)
G (q) = 1
Nϕ
∑
X,X′
e−
i
2 qx(X+X
′)δX,X′−qyℓ2G
(
X,X ′
)
. (2.41)
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Naturellement, la dernière relation ne sera utilisée qu’à q = 0 puisque nous ne considérons
que des phases uniformes. Utilisant l’antisymétrie en βℏ du propagateur, on arrive à
(
−iℏωn − e
2
κℓB
[
E˜1,λ − µ
])
Gλ,λ
′
1,2 (ωn) = −ℏδ1,2δX,X′δλ,λ′ (2.42)
+
[
2d
ℓB
e2
κℓB
(
(ν1 − νa)Γ(1)1,λ;3¯,λ + (ν3 − νb)Γ
(3)
1,λ;3¯,λ
)
δλ,λ′′ −Xλ
′′,λ
5¯14¯3¯ ⟨ρ5¯λ′′;4¯λ⟩
]
Gλ
′′,λ′
3¯2 (ωn).
Cette équation peut être reformulée sous forme matricielle.
[
iωnδ2,iδλ,λ′′ −
e2
ℏκℓ
F λ,λ
′′
i,2¯
]
Gλ
′′,λ′
2,j (iωn) = δi,jδλ,λ′ , (2.43)
avec
F λ,λ
′
i,j =
(
E˜i,λ +
d
ℓ
ν2 − µ
)
δj,iδλ,λ′ +
d
ℓ
(
2 (ν1 − νa) Γ(1)i,λ;jλ + 2(ν3 − νb)Γ(3)i,λ;jλ
)
δλ,λ′
−Xλ′λ1i3j
⟨
ρ1λ′;3λ
⟩
. (2.44)
Cette équation contient un nombre arbitraire de niveaux qui sont tous couplés entre eux.
Si on prend un nombre N de niveaux de Landau, on se retrouve avec 24(N − 1) états. On
arrive à ce nombre d’états puisque pour n ≥ 2, on a 2 vallées × 2 spins × 6 bandes, et
que dans les niveaux n = 0, 1 on a trouvé dans la section 1.2 un total de 24 états. Nous
présenterons plus tard des façons de limiter la taille des matrices impliquées dans le calcul,
mais pour l’instant le sous-espace est couplé avec l’entièreté des niveaux d’énergie inférieure.
Si l’on groupe nos indices en super indices comme
|n, j, ξ, σ⟩ → |i⟩ , (2.45)
on peut écrire plus succinctement
[
iωn1− e
2
ℏκℓ
F
]
G = 1. (2.46)
Comme la matrice F est hermitique, elle peut être diagonalisée par une matrice unitaire en
35
une matrice diagonale réelle :
F = UDU †,
où U est la matrice des vecteurs propres et D a sur sa diagonale les valeurs propres εi de F .
On peut maintenant résoudre pour trouver la fonction de Green :
[
iωn1− e
2
ℏκℓ
UDU †
]
= 1, (2.47)
G = U †
[
iωn1− e
2
ℏκℓ
D−1
]
U , (2.48)
G1,2 =
∑
3
U∗3,1U3,2
iωn − e2ℏκℓD3,3
. (2.49)
La connaissance des U nous permet de déterminer l’état fondamental avec
|Ω⟩ =
∏
X
⎛⎜⎜⎝ ∏
1
ε1<µ
∑
2
U †1,2c
†
2,X
⎞⎟⎟⎠ |0⟩ . (2.50)
Nous pouvons aussi calculer les paramètres d’ordre à température nulle avec
⟨ρ2,1⟩ =
∑
3
U∗3,1U3,2θ(EF −D3,3), (2.51)
relation qui peut être obtenue en prenant la limite τ → 0− de la fonction de Green à partir
des relations 2.49 et 2.38 :
Gi,j(τ → 0−) = −⟨Tci(τ → 0−)c†j(0)⟩ (2.52)
= ⟨c†j(0)ci(0−)⟩
= ⟨ρj,i⟩
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= 1
βℏ
∑
iωn
e−iωn0
−
Gi,j(iωn). (2.53)
La somme de Matsubara fait apparaître des fonctions de Fermi-Dirac, qui donnent la fonction
de Heaviside ci-haut 2.51 à T → 0. Cette somme est calculée en détail dans la référence [23].
L’un des intérêts pour ces paramètres d’ordre provient du fait qu’ils nous permettent de
calculer les spins ainsi que l’énergie interne totale à l’aide des formules suivantes.
Sz =
1
2
∑
n,j,ξ
(⟨ρn,j,ξ,↑;n,j,ξ,↑⟩ − ⟨ρn,j,ξ,↓;n,j,ξ,↓⟩) (2.54)
Etot =
1
3ν0 + ν
⎡⎢⎢⎣ e2κℓ dℓ
(
(ν1 − νa)2 + (ν3 − νb)2
)
+
∑
i
Ei<EF
Ei − e
2
κℓ
d
2ℓ
∑
∀
Xi,j,k,l⟨ρik⟩⟨ρjl⟩
⎤⎥⎥⎦
(2.55)
Dans l’expression pour l’énergie totale, on a supposé une base non-biaisée ; Ei sont donc les
énergies des liaisons fortes sans biais. Si on se place dans la base biaisée, la différence est
qu’on doit y mettre νa = νb = 0 puisqu’ils sont inclus dans les énergies des liaisons fortes Ei.
Il est possible que les cohérences, par l’intermédiaire du terme d’échange, abaissent l’énergie
totale. Ça n’est cependant pas une certitude étant donné que les différents paramètres d’ordre
ne sont pas indépendants puisqu’ils obéissent à la règle de somme 2.30.
2.3.1 Implémentation de la solution
Le modèle est basé autour de la fonction de Green parce qu’avec elle nous pouvons caractériser
l’état fondamental. La section précédente définit clairement notre boucle autocohérente :
les paramètres d’ordre permettent de calculer les fonctions de Green, et inversement. Une
solution analytique à ce genre de problème est hors de notre portée en raison du grand nombre
de cohérences et du fait que les intégrales d’échange sont difficiles à écrire analytiquement ;
un algorithme auto-cohérent pour approcher une solution numérique a été implémenté. Il est
présenté à la figure 2.2. Comme ce genre de prolème est bien connu, nous étions confiants
de pouvoir le résoudre en un temps de calcul raisonnable, nous avons donc mis de côté
plusieurs méthodes d’optimisation sophistiquées par souci de simplicité. L’algorithme a donc
été construit comme une méthode de point fixe. Ce choix était justifié par son succès passé
au sein du groupe du Pr. Côté. Autrement dit, la solution est approchée de façon itérative
en choisissant un point de départ pour les paramètres d’ordre ⟨ρi,j⟩. Le choix de point de
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départ pour ce type d’algorithme devint rapidement problématique pour un grand nombre
d’états, en raison du nombre de paramètres à optimiser.
Ces paramètres d’ordre peuvent être déterminés exactement sans le potentiel HF. Dans
la base biaisée, ses éléments hors diagonaux valent 0 et ceux de la diagonale valent 0 ou
1, selon que l’état associé à cet élément de matrice a une énergie inférieure au niveau de
Fermi ou pas. Dans la base sans biais, on a cette structure diagonale uniquement à biais
nul. La présence d’un biais créera des termes hors-diagonaux en bandes non-nuls, mais ces
cohérences peuvent être trouvées facilement (en une seule itération).
L’ajout du potentiel HF permet l’apparition de cohérences supplémentaires des états obtenus
par la méthode des liaisons fortes. Nous ne pouvons toutefois pas les calculer directement,
d’où l’intervention de notre boucle autocohérente. Si on souhaite que l’algorithme puisse
converger vers un état qui mélange le spin ou la vallée, on doit lui fournir un point de
départ qui contient des éléments hors diagonaux. Le critère d’acceptation d’une solution
est la minimisation de l’énergie totale interne. Avec ce type d’algorithme, nous ne pouvons
qu’essayer beaucoup d’ensembles de paramètres d’ordre ⟨ρi,j⟩ comme point de départ pour
trouver une bonne solution.
38
Valeur d’essai des paramètres
d’ordre ⟨ρi,j⟩. Choix de
biais et champ magnétique
Calculs des propriétés 1 corps
— Spectre un corps ;
— Facteurs Γℓi,j ;
— Occupations initiales.
Partie Hartree-Fock
— Calcul de Fi,j
— Diagonalisation de F
— Calcul des paramètres ⟨ρ˜i,j⟩
— νℓ =∑i,j Γℓi,j⟨ρ˜i,j⟩ − ν0
Mise à jour
de ⟨ρ˜i,j⟩
Convergence ?
Écriture des
résultats
non
oui
Figure 2.2 Algorithme autocohérent de résolution de l’équation du mouvement.
2.4 Différences avec les études antérieures
Comme mentionné dans l’introduction, d’autres auteurs se sont intéressés à l’étude d’états
de symétrie brisée dans la tricouche ABA en champ magnétique et l’algorithme ci-dessus est
similaire à ceux proposés par Zhang [2] et Datta [1]. Ici, je décris le travail de ces auteurs et
je montre les différences avec notre travail afin d’en démontrer la pertinence.
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2.4.1 Zhang et al. [2]
Cet article traite de la tricouche ABA et ABC, je ne décrirai pas la partie sur ABC.
L’Hamiltonien sans interactions qu’ils utilisent est
HABA =
⎡⎢⎢⎣v0
⎛⎜⎜⎝0 π†
π 0
⎞⎟⎟⎠+
⎛⎜⎜⎝−γ2/2 0
0 δ′ − γ5/2
⎞⎟⎟⎠
⎤⎥⎥⎦
J=1
(2.56)
⊕
⎡⎢⎢⎣ −v20√2γ1
⎛⎜⎜⎝ 0 π†
2
π2 0
⎞⎟⎟⎠+
⎛⎜⎜⎝γ2/2 0
0 0
⎞⎟⎟⎠
⎤⎥⎥⎦
J=2
.
Pour obtenir cet hamiltonien à partir du nôtre, il faut effectuer la transformation unitaire
présentée au chapitre 1, section 1.2. Évidemment, leur π est notre P . Ensuite, on construit
un modèle à basse énergie sur l’hamiltonien de bicouche. Cependant, ils utilisent moins de
paramètres de saut ; ils négligent γ4. L’hamiltonien Hartree-Fock est
⟨inis|HHFABA
⏐⏐jnjs′⟩ = (E′LLδs,s′ − EZMσzs,s′)δni,njδi,j (2.57)
+ EH2 ∆B2(2δB2,i − 1)δs,s′δni,njδi,j (2.58)
− EF
∑
n1n2
Xi,jnin2n1nj∆
jn1s′
in2s δs,s′ . (2.59)
Les définitions manquantes dans l’équation ci-dessus sont :
E′LL Spectre dans le modèle du continuum
ni L’indice de niveau de Landau de l’orbitale atomique i
X Les intégrales de Fock, définies comme nous
∆jn1s
′
in2s La matrice densité
∆B2 La matrice densité projetée sur le site B2
EF
e2
kℓB
EH
d
ℓB
EF
Ils résolvent de façon auto-cohérente l’Hamiltonien et présentent ensuite les règles de Hund en
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fonction du facteur de remplissage et du champ magnétique. Leurs règles sont de maximiser
la polarisation de spin, ensuite suivre l’ordre dicté par les valeurs propres sans interactions.
Les différences les plus marquées entre nos travaux sont le fait qu’ils utilisent un modèle à
basse énergie, et qu’ils n’étudient pas l’effet d’un biais.
2.4.2 Datta et al. [1]
Il s’agit d’un article expérimental dans lequel des calculs Hartree-Fock sont brièvement expli-
qués. Ils utilisent approximativement les mêmes paramètres de saut que nous et considèrent
le désordre de façon phénoménologique. Ils utilisent une base bicouche-monocouche au lieu
d’une description en bandes. Ils supposent que le spectre s’écrit
E
m(b)
Nστ = ϵ
m(b)
Nστ + g0µBBσ +∆
m(b)
Nστ , (2.60)
où ∆m(b)Nστ est une self énergie d’échange. Ils utilisent m(b) pour indiquer que le niveau est de
type mono-couche (bi-couche). Pour obtenir la fonction de Green, il utilisent l’approximation
de Born auto-cohérente, ce qui leur permet de considérer des niveaux de Landau avec une
largeur Γ qu’ils ajustent de façon empirique. Le système auto cohérent est
G
m(b)
Nστ (ω) =
2
ω − Em(b)Nστ + i
√
Γ2 − (ω − Em(b)Nστ )2
, (2.61)
∆m(b)Nστ = −
∫
d2q
V (q)
ε(q) A
m(b)
Nστ ρNστ . (2.62)
Et ρ est la densité densité électronique dans l’état correspondant et Am(b)Nστ est donné par⏐⏐⏐∫ d2rΦm(b)†Nστ (r)eiq · rΦm(b)Nστ (r)⏐⏐⏐2. Pour compléter la boucle auto-cohérente, ils calculent ε(q) =
1 + V (q)Π(q), avec Π obtenu par la bulle simple, i.e.
Π(q) = − 1
β
∑
iω
∑
Nστ,{m,b}
G
m(b)
Nστ (iω)G
m(b)
Nστ (iω)A
m(b)
Nτ (q). (2.63)
La différence principale est que nous considérons l’interaction de Coulomb entre les différentes
feuilles autant dans le terme d’Hartree que dans le terme de Fock, ce qui nous permet de
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calculer l’occupation des couches. Datta néglige cette interaction, considérant qu’un ε calculé
de façon auto-cohérente devrait contenir toute la physique de l’écrantage et que la distance
inter-couche est nulle. D’ailleurs, son choix de base rendrait complexe l’inclusion d’un terme
d’échange inter-couches. Aussi, ils ont négligé tous les éléments de matrice hors-diagonaux
de la fonction de Green, ce qui n’est pas notre cas. Même dans nos approches simplifiées,
nous permettons l’hybridation des bandes par le terme d’Hartree.
2.4.3 Zibrov et al. [3]
La partie théorique de cette étude, publiée en 2018, est très similaire à la nôtre. Le système
autocohérent est équivalent au nôtre, sauf qu’ils ne travaillent pas avec les fonctions de
Green. Ils étudient un sous-espace formé par des niveaux qui s’isolent du reste du spectre
quand on ne néglige pas γ3 et qu’on reste à faible champ.
Ils trouvent un ordre nématique dans l’état fondamental, qu’ils associent aux cônes de Dirac
émergents décrits à la figure 1.3, malgré le fait que ces cônes apparaîssent à des valeurs de
biais beaucoup plus élevées que celles où ils l’ordre nématique apparaît.
Ce régime de champ magnétique est différent de celui considéré pour nos calculs, et l’es-
pace d’Hilbert est aussi différent. À des champs magnétiques plus élevés, leur modèle ne
fonctionnera sans doute plus parce que les états choisis ne seront plus isolés du reste du
spectre.
2.5 Résultats
2.5.1 Approximation de Hartree
La première approximation faite consiste à négliger complètement le terme d’échange. Ce
calcul a déjà été réalisé à de multiples reprises à champ B = 0 [24] [25] [11] [26], mais à ce
jour personne n’a réalisé le calcul à B ̸= 0. C’est ce que nous faisons ici.
Lorsqu’on néglige le terme de Fock, l’équation du mouvement se simplifie significativement ;
la matrice F devient diagonale selon tous les nombres quantiques sauf selon les bandes.
Explicitement, nous avons
[
iωk − e
2
ℏκℓB
(
E˜n,j,λ +
d
ℓB
ν2 − µ
)]
Gn,λj,j′(ωk) = δj,j′ (2.64)
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+ 2 e
2
ℏκℓB
d
ℓB
∑
j′′
[
(ν1 − νa)Γ(1)n,λ;j,j′′ + (ν3 − νb)Γ(3)n,λ;j,j′′
]
Gn,λj′′,j′(ωk).
Nous pouvons donc résoudre le système avec un très grand nombre d’états. Pour ce faire, il
nous faut imposer une limite dans le nombre de niveaux de Landau. Généralement, on tente
de restreindre le nombre d’états décrits autant que faire se peut. Dans ce cas, nous nous
intéressons à la répartition des charges sur chaque couche. On extrait cette information des
spineurs, avec lesquels on construit les paramètres Γ(ℓ)n,λ,j,j′ , ce qui nous permet d’obtenir le
facteur de remplissage d’une couche avec
νℓ =
∑
n,λ,j,j′
Γ(ℓ)n,λ,j,j′⟨ρn,λ,j,j′⟩ − ν0,
=
∑
j,j′,λ
Nmax∑
n=0
Γ(ℓ)n,λ,j,j′⟨ρn,λ,j,j′⟩ − 4(Nmax − 1). (2.65)
Malgré le fait qu’un état soit complètement rempli, sa répartition sur chaque couche n’est
pas nécessairement triviale. La charge de chaque électron est compensée par le fond positif,
mais le spineur de l’électron n’est pas toujours réparti également sur chaque couche. Ainsi,
les états de la mer de Dirac doivent être considérés dans le calcul, particulièrement à biais
non-nul, où toute la mer de Dirac répond au champ électrique imposé.
Imposer cette limite dans le nombre de niveaux de Landau correspond à créer une limite
d’énergie par bande, et non pas une limite d’énergie globale. Ces intervalles ainsi que les
largeurs de bandes du modèle des liaisons fortes complet à B = 0 sont présentés à la figure
2.3. Les termes avec un grand indice de niveau de Landau ne contribuent que très peu à
la somme. Nous argumentons que le choix N = 40 comme nombre de niveaux de Landau
inclus dans la somme est acceptable considérant que notre modèle est basé sur le modèle
du continuum, qui a une précision très limitée à haute énergie, d’autant plus que c’est à
partir de N = 40 que la contribution aux occupations des couches devient négligeable. La
précision du modèle du continuum dans le graphène est sans doute défaillante à de telles
échelles d’énergie, malgré le fait qu’on soit encore bien loin de la largeur de bande réelle. Pour
contourner ce problème, il aurait fallu la notion d’un bas de bande dans le modèle, ce qui est
perdu avec le modèle du continuum ; il nous aurait fallu résoudre le problème de Hofstadter.
C’est donc un défaut du modèle, défaut qui, par ailleurs, est également présent dans les
travaux de Shizuya [4] [27] [28] [29]. Ce dernier va même jusqu’à supposer que N →∞. En
ce sens, notre limite est acceptable. Pour tenir compte de tous les états possibles, il nous
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aurait aussi fallu considérer les bandes σ. Notre calcul suppose que ces bandes n’influencent
pas la répartition de la charge.
Bandes j = 0 j = 1 j = 2 j = 3 j = 4 j = 5
Coupure en énergie imposé par N = 40 1.016 0.712 0.494 0.593 0.605 0.430
Largeur de bande, B = 0 8.75 8.42 7.75 9.18 9.31 8.95
Figure 2.3 Comparaison des intervalles d’énergies (eV) à biais nul. La largeur de bande est
celle du modèle des liaisons fortes complet. La coupure en énergie est l’intervalle
d’énergie défini pour chaque bande par les niveaux de Landau. Dans la limite
N → ∞, ces intervalles croissent sans borne. Le modèle du continuum est à
blâmer pour ce défaut.
Physiquement, cette approximation consiste à considérer le couplage capacitif entre les
couches, ce qui mène à une correction des potentiels sur chaque couche, permettant ainsi de
calculer les potentiels écrantés, que d’autres ont eu à estimer expérimentalement [16] [3]. On
peut les obtenir à partir des occupations avec
∆1 = 2
d
ℓB
e2
κℓB
(νb − ν3)− 2 d
ℓB
e2
κℓB
ν2, (2.66)
∆2 = 0, (2.67)
∆3 = 2
d
ℓB
e2
κℓB
(νa − ν1)− 2 d
ℓB
e2
κℓB
ν2. (2.68)
Ces relations proviennent d’une description électrostatique de la tricouche, placée en annexe
A. Cette description nous permet aussi d’expliciter le terme ∆Datta2 . En l’absence de redistri-
bution des charges, nous aurions ∆Datta2 = 0 en raison du potentiel de grille symétrique. Il
est défini comme
∆Datta2 =
−e
6 (U1 + U3 − 2U2) (2.69)
= 16(∆1 +∆3 − 2∆2) (2.70)
= −13
d
ℓB
e2
κℓB
ν2. (2.71)
Le résultat saillant de modèle est présenté à la figure 2.4 : on y voit qu’à proximité des
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croisements, le modèle cesse de converger. Ce comportement résulte du fait qu’on n’arrive pas
à lever la dégénérescence avec le terme d’Hartree et qu’il devient impossible de placer le niveau
de Fermi entre deux états. Ce problème de convergence disparaîtra avec un terme d’échange.
Remarquons que malgré la symétrie du potentiel de grille, la population d’électrons (trous)
n’est pas parfaitement symétrique.
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Figure 2.4 Spectre et occupation des couches en fonction du biais externe à Nmax = 40,
ν = 0, B = 10T avec un choix de paramètres identique à celui de Datta [16]. En
bleu, la vallée K+, en rouge, la vallée K−. En pointillé, le niveau de Fermi.
On voit à la figure 2.4 que la couche 3 se charge d’électrons et que la couche 1 se vide. C’est
le comportement attendu car un ∆ positif implique que la grille à droite de la couche 3 a
une charge positive alors que celle à gauche porte une charge négative. La redistribution des
charges sur les 3 couches crée un champ électrique qui modifie le champ électrique créé par
les grilles seules. C’est le potentiel écranté. On voit aussi qu’exactement aux croisements, il
y a une discontinuité dans les occupations. Ce comportement est dû au fait que des spineurs
différents ont une distribution de charge différente : ils n’ont pas nécessairement des spineurs
égaux. Donc, à un croisement, on voit des sauts dans les occupations.
On peut calculer le terme ∆Datta2 à l’aide de l’équation 2.69 avec notre résultat. Le résultat
est présenté à la figure 2.5. Datta mesure ∆Datta2 = 4.3 meV avec des données prises à 8 et 14
T et Zibrov [3] mesure 3.5 meV à 1.25 T alors que nous prédisons ∼ 1meV. Campos [30] nous
dit que ce paramètre doit dépasser 2.7 meV. Notre calcul a donc un écart majeur avec les
mesures, il indique que d’autres mécanismes d’écrantage que le couplage capacitif intercouche
sont sans doute présents. Il est également possible qu’il y ait une charge résiduelle au point
de neutralité. Cela ne figure pas dans notre modèle, donc on ne peut pas capturer cet effet.
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Figure 2.5 Paramètre ∆Datta2 à 40 niveaux de Landau
On remarque que notre modèle prédit une variation de ce paramètre avec le biais, phénomène
jusqu’alors négligé. Cette dépendance pourrait être vérifiée expérimentalement en mesurant
la position des raies d’absorption en fonction du spectre présenté à la figure 2.4. Cette
variation est causée par l’approche d’un point de croisement, qui est repoussée à de plus
grandes tensions de grille. Si on accepte de dépasser les limites du raisonnable et d’augmenter
encore davantage le nombre de niveaux de Landau, on peut s’approcher de leur résultat ; à
la figure 2.6 le calcul est fait pour 400 niveaux.
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Figure 2.6 Paramètre ∆Datta2 à 400 niveaux de Landau
L’effet de l’écrantage dans le modèle est plus évident quand on regarde la densité sur chaque
couche, comme à la 2.7.
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Figure 2.7 Facteurs de remplissage de chaque couche dans l’approximation des liaisons
fortes (traits pointillés) et dans l’approximation de Hartree (traits pleins) avec
Nmax = 40. La couche 1 est en rouge, la 2 en orange et la 3 en vert. On voit
assez clairement que l’inclusion du potentiel capacitif rend la distribution des
charges plus également répartie et plus lisse.
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2.5.2 Échange : première approche
Incluons maintenant un terme de Fock à l’équation du mouvement. En s’inspirant de [1],
nous choisissons une self-énergie purement diagonale. Autrement dit, l’approximation utilisée
ici est, en premier lieu, de négliger la possibilité d’états cohérents en spin, niveau de Landau
ou en vallée dans le terme de Fock, et ensuite d’éliminer tous les termes hors diagonaux. Ces
simplifications ont pour but de résoudre plus facilement l’algorithme auto-cohérent. Comme
mentionné précédemment, accepter la possibilité d’états cohérents agrandit considérablement
l’espace de paramètres à explorer pour trouver l’état fondamental. Cette approche est donc
une correction de champ moyen à l’Hamiltonien 1 corps, elle ne pourra jamais prédire d’états
cohérents, mais elle permet de trouver certains résultats intéressants. Dans la matrice F , on
ajoutera donc :
−Xn,j,λ⟨ρn,λj,j ⟩. (2.72)
Ce terme de Fock s’ajoute à l’équation du mouvement pour donner
[
iωk − e
2
ℏκℓB
(
E˜n,j,λ +
d
ℓB
ν2 − µ
)]
Gn,λj,j′(ωk) = δj,j′ (2.73)
+ 2 e
2
ℏκℓB
d
ℓB
∑
j′′
[
(ν1 − νa)Γ(3)n,λ;j,j′′ + (ν3 − νb)Γ(1)n,λ;j,j′′
]
Gn,λj′′,j′(ωk)
−Xn,j,λ⟨ρn,λj,j ⟩Gn,λj,j (ωk).
Ce type de couplage à l’équation du mouvement est semblable à celui de [1]. On pourrait
naïvement s’imaginer que le décalage sera constant pour toute valeur de biais, mais en fait
c’est faux : les paramètres d’ordre varient avec le biais en fonction du biais en raison du
terme de Hartree et, par le fait même, la self-énergie d’échange est modifiée par le biais.
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Figure 2.8 Occupation et spectre de la tricouche dans l’approximation Hartree-Fock simpli-
fiée à B = 10, ν = 0. En pointillé, le niveau de Fermi.
Cette approximation ouvre un gap coulombien et prévient les croisements à ν = 0. Le
système est donc isolant sur tout l’intervalle de biais, contrairement à ce qu’on prédisait
sans Fock. Cette absence de croisement élimine aussi tout saut dans les populations (ou
potentiels écrantés).
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Figure 2.9 Paramètre ∆2 de Datta dans l’approximation Hartree-Fock simplifiée à B = 10,
ν = 0.
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Encore une fois, le résultat de Datta n’est pas atteint. À la figure 2.13, on étudie l’effet de
l’écrantage dans ce modèle sur les populations de chaque couche.
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Figure 2.10 Facteurs de remplissage de chaque couche dans l’approximation des liaisons
fortes (traits pointillés) et dans ce modèle (traits pleins). La couche 1 est en
rouge, la 2 en orange et la 3 en vert. On voit assez que l’inclusion du potentiel
Hartree-Fock rend la distribution des charges plus également répartie et plus
lisse.
2.5.3 Échange : seconde approche
On inclut maintenant la possibilité que le terme de Fock soit non-diagonal en bandes, ce qui
permet plus d’hybridation sans pour autant permettre des cohérences en vallée ou en spin.
L’équation du mouvement devient
[
iωk − e
2
ℏκℓB
(
E˜n,j,λ +
d
ℓB
ν2 − µ
)]
Gn,λj,j′(ωk) = δj,j′ (2.74)
+ 2 e
2
ℏκℓB
d
ℓB
∑
j′′
[
(ν1 − νa)Γ(1)n,λ;j,j′′ + (ν3 − νb)Γ(1)n,λ;j,j′′
]
Gn,λj′′,j′(ωk)
−
∑
j′′,j1,j3
Xn,λ,j1,j,j3,j′′⟨ρn,λj1,j3⟩G
n,λ
j′′,j′(ωk).
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Nous choisissons encore un nombre maximal de niveaux de Landau de 40. Ce nouveau
couplage change assez clairement le spectre. Un exemple est donné à la figure 2.11.
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Figure 2.11 Prédiction de l’algorithme à ν = 0 et B = 10T si on permet un couplage
inter-bandes par le terme de Fock.
Dans ce cas, notre modèle permet de vérifier expérimentalement l’importance de l’hybridation
de bandes dans le terme de Fock. Si cet effet est présent dans la tricouche, on devrait observer
un ρxx constant sur cet intervalle de biais, alors qu’il décroîtrait s’il n’est pas important. De
plus, le gap est environ deux fois plus grand que dans la situation précédente, ce qui devrait
être évident en transport.
51
0.00 0.02 0.04 0.06 0.08 0.10
(eV)
1.40
1.45
1.50
1.55
1.60
2(
m
eV
) s
el
on
 la
 d
éf
in
iti
on
 d
e 
Da
tta
Figure 2.12 Potentiel écranté ∆Datta2 avec une limite en niveaux de Landau de N = 40. La
mesure de Datta [16] n’est pas vérifiée.
0.00 0.02 0.04 0.06 0.08 0.10
(eV)
6
4
2
0
2
4
6
i
Figure 2.13 Facteurs de remplissage de chaque couche dans l’approximation des liaisons
fortes (traits pointillés) et dans ce modèle (traits pleins). La couche 1 est en
rouge, la 2 en orange et la 3 en vert. On voit assez clairement que l’inclusion
de ce potentiel rend les populations plus lisses.
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Afin de mieux comprendre l’effet de chacune des approximations sur l’écrantage, on peut
comparer le potentiel écranté ∆1−∆32 pour chaque approximation, c’est ce qui est présenté à
la figure 2.14.
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Figure 2.14 Écrantage du potentiel pour les approximations précédemment présentées. On
voit que pour chacune des approximations avec un couplage coulombien, le
champ électrique interne s’oppose significativement au champ électrique des
grilles.
2.5.4 Échange : approche finale
Nous permettons ici toutes les symétries brisées, ce qui présente le désavantage de ralentir
l’algorithme auto-cohérent significativement. Pour l’accélérer, une autre approximation a
été faite : l’espace d’Hilbert a été fortement réduit. Les états que nous considérons sont
présentés à la figure 2.15, ce sont ceux qui sont le plus près du niveau de Fermi à neutralité
de charge.
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Figure 2.15 Spectre sans interactions utilisé dans ce modèle. Les états conservés dans
l’équation du mouvement sont ceux présentés en couleurs.
Il s’agit donc d’un sous-ensemble des modes pzm. Les inclure tous a mené a des instabilités
numériques dans l’algorithme que nous n’avons pas su surmonter.
Notre modèle prédit des états cohérents en niveau de Landau et des transitions de phases du
second ordre selon le facteur de remplissage de cet espace, comme présenté de façon concise
dans le tableau 2.1.
ν phase
-3 LI et LC
-2 LI
-1 LI et LC
0 LI
1 LI
Tableau 2.1 Diagramme de phases obtenu. Les phases présentées ici sont des liquides cohérents
(LC) et des liquides incohérents (LI). Ces transitions sont présentes à de multiples
champs magnétiques : 8, 10, 14, 30 T.
Les états fondamentaux trouvés sont listés de façon détaillée ci-dessous . 1 Les biais critiques
présentés ne varient pas avec le champ magnétique dans ce modèle.
1. Le produit sur les centres d’orbite est implicite pour compactifier la notation.
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|Ων=−3⟩ =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
c†0,0,K−,↓ |0⟩ 0 < ∆ < 50 meV(
αc†0,0,K−,↓ + βc
†
1,1,K−,↓
)
|0⟩ 50 meV < ∆ < 160 meV
c†1,1,K−,↓ |0⟩ ∆ > 160 meV
(2.75)
|Ων=−2⟩ = c†1,1,K−,↓c
†
0,0,K−,↓ |0⟩ (2.76)
|Ων=−1⟩ = c†1,1,K−,↓c
†
0,0,K−,↓
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
c†0,0,K−,↑ |0⟩ 0 < ∆ < 50 meV(
αc†0,0,K−,↑ + βc
†
1,1,K−,↑
)
|0⟩ 50 meV < ∆ < 160 meV
c†1,1,K−,↑ |0⟩ ∆ > 160 meV
(2.77)
|Ων=0⟩ = c†1,1,K−,↓c
†
0,0,K−,↓c
†
0,0,K−,↑c
†
1,1,K−,↑ |0⟩ (2.78)
|Ων=1⟩ = c†1,1,K−,↓c
†
0,0,K−,↓c
†
0,0,K−,↑c
†
1,1,K−,↑c
†
1,2,K+,↓ |0⟩ (2.79)
|Ων=2⟩ = c†1,1,K−,↓c
†
0,0,K−,↓c
†
0,0,K−,↑c
†
1,1,K−,↑c
†
1,2,K+,↓c
†
1,2,K+,↑ |0⟩ (2.80)
La cohérence générée par le modèle n’est que de la cohérence de niveaux de Landau.
Rappelons qu’au delà d’un biais de ∼ 0.1eV, notre modèle risque d’être imprécis puisque les
niveaux ne sont plus isolés du reste du spectre sans interactions et qu’on approche du seuil
de claquage. Nous présentons tout de même nos résultats jusqu’à 200meV pour montrer
l’entièreté de ce que le modèle prédit. Avec ces informations, on peut décrire les règles de
Hund, présentées à la figure 2.16.
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Figure 2.16 Règles de Hund. Comme l’espace choisi ne contient pas le même nombre d’états
dans K que dans K ′, nous ne retournons pas à 0 rendu à ν = 2. La polarisation
de niveaux de Landau n’est pas décrite ici en raison des cohérences formées à
certains facteurs de remplissage, ce qui la rend non parallèle avec z.
Le fondamental obtenu sans interaction est, à biais nul :
|Ων=−3⟩ = c†1,2,K+,↓ |0⟩ , (2.81)
|Ων=−2⟩ = c†1,2,K+,↓c
†
1,2,K+,↑ |0⟩ , (2.82)
|Ων=−1⟩ = c†1,2,K+,↓c
†
1,2,K+,↑c
†
0,0,K−,↓ |0⟩ , (2.83)
|Ων=0⟩ = c†1,2,K+,↓c
†
1,2,K+,↑c
†
0,0,K−,↓c
†
0,0,K−,↑ |0⟩ , (2.84)
|Ων=1⟩ = c†1,2,K+,↓c
†
1,2,K+,↑c
†
0,0,K−,↓c
†
0,0,K−,↑c
†
1,1,K−,↓ |0⟩ , (2.85)
|Ων=2⟩ = c†1,2,K+,↓c
†
1,2,K+,↑c
†
0,0,K−,↓c
†
0,0,K−,↑c
†
1,1,K−,↓c
†
1,1,K−,↑ |0⟩ . (2.86)
On voit donc que l’ordre des états sans interactions est modifié par les interactions.
Nous définissons la cohérence totale générée comme
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Cohérence totale =
∑
i<j
|⟨ρi,j⟩|.
Cette cohérence n’est q’une signature du mélange des niveaux sans interactions. Afin de ne
pas tenir compte de l’hybridation de bandes dans la cohérence qui apparaitrait sans Fock,
nous avons travaillé dans la base biaisée pour ce problème. Ce choix augmente le nombre
d’opérations à faire, puisqu’on doit recalculer le terme de Fock à chaque valeur de biais
choisie ; chose qui était infaisable pour des espaces à plus de niveaux. Cette hybridation
devait être éliminée pour ne voir que le mélange des niveaux dû à l’interaction d’échange.
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Figure 2.17 Résultats à B = 10T et ν = −3, donc un seul niveau rempli dans cet espace.
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Figure 2.18 Résultats à B = 10T et ν = −2, donc 2 niveaux remplis dans cet espace.
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Figure 2.19 Résultats à B = 10T et ν = −1, donc trois niveaux remplis dans cet espace.
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Figure 2.20 Résultats à B = 10T et ν = 0, donc 4 niveaux remplis dans cet espace.
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Figure 2.21 Résultats à B = 10T et ν = 1, donc 5 niveaux remplis dans cet espace.
Notre modèle prédit un état fondamental cohérent à ν = −3 et ν = −1 présentés aux figures
2.17 et 2.19. Les deux dômes de cohérence sont qualitativement identiques, les deux ont les
mêmes biais critiques, approximativement la même amplitude et mélangent les mêmes états
sans interactions (mais de spin différents).
Les transitions de phase sont clairement du second ordre. On y remarque deux discontinuités
dans la dérivée du gap dans les deux cas qui coincident avec les biais critiques. La répartition
des charges est très différente dans ce modèle comparée à celle des sections précédentes parce
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que nous négligeons ici la réponse de la mer de Dirac au biais de grille. On peut s’expliquer
la distribution de charge puisque le spineur des états concentre surtout la charge sur la
couche du milieu.
Chapitre 3
Influence des niveaux remplis
En général, il est souhaitable de travailler dans un espace d’Hilbert réduit pour étudier
l’interaction de Coulomb. Ce type d’approximation est habituellement justifié par le fait que
les bandes pleines sont inertes d’un point de vue de transport et qu’elles se situent à des
échelles d’énergie différentes de celles des niveaux à proximité du niveau de Fermi, ce qui
impliqueraient qu’elles s’y couplent très peu.
Cependant, même en négligeant des cohérences entre les niveaux de l’espace d’Hilbert réduit
et ceux des niveaux inférieurs, ci-après appelés mer de Dirac, il est possible de démontrer
que la mer de Dirac a un impact sur les propriétés à faibles énergie. Rappelons que les
cohérences sont définies comme ⟨ρi,j⟩ pour i ̸= j. En d’autres termes, la mer de Dirac crée
un potentiel auquel les niveaux intéressants répondent. Dans le domaine, ce phénomène est
appelé décalage de Lamb, par analogie à un phénomène similaire en physique atomique.
Dans le chapitre 2, nous avons en quelque sorte démontré que le terme de Hartree en
provenance de la mer de Dirac a un impact sur le spectre et la répartition des charges sur
les couches. Shizuya [4] démontre que le terme d’échange entre les deux sous-espaces modifie
significativement le spectre des niveaux à proximité du niveau de Fermi.
Dans ce chapitre, on travaille dans l’espace d’Hilbert réduit de la tricouche ABA de graphène.
On espère intégrer la mer de Dirac dans des paramètres renormalisés de quelques états
proches du niveau de Fermi. C’est une tentative de recycler les résultats de Shizuya [4] sans
avoir recours à la théorie des perturbations pour γ2...γ5 et pour le biais. Ce faisant, on espère
pouvoir produire des résultats plus fiables.
On considère l’espace d’Hilbert
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V = A⊕D,
où ⊕ indique une composition des deux sous-espaces. Notre but est de considérer des
interactions uniquement dans A et de garder la mer de Dirac D complètement incohérente.
Les résultats obtenus étant entièrement négatifs, nous incluons des démarches complètes
afin d’inciter les successeurs de ce projet à ne pas reprendre cette approche pour calculer le
décalage de Lamb. Nous suggérons d’effectuer un calcul qui n’utiliserait pas le modèle du
continuum afin que le spectre contienne encore une borne à ses bandes, ce qui faciliterait le
calcul.
3.1 Équation du mouvement
Il nous faut séparer les états du sous-espace intéressant de ceux de la mer de Dirac au sein de
l’équation du mouvement. Le sous-espace A dans lequel nous nous restreindrons est l’espace
des modes d’énergie quasiment nulle, constitué des états du tableau 1.2.
Afin de les séparer, nous ferons une approximation qui se formule en termes de paramètres
d’ordre : ⟨ρi,j⟩ = δi,j si i ou j ∈ D. Autrement dit, tout couplage non-diagonal au propagateur
est négligé s’il implique un état en dehors de A. Rappelons que le terme de Fock dépend des
intégrales d’échange entre les couches ℓ, ℓ′, séparées par une distance dℓ,ℓ′ , tels que définis par
J ℓ,ℓ
′
λ,λ′(2, 3, 1, 4) =
∫
dp
2π
lBe
−pdℓ,ℓ′
p
Γℓ2,λ;3,λ(−p)Γℓ
′
1,λ′;4,λ′(p). (3.1)
Les Γ proviennent des vecteurs propres du modèle sans interactions choisi, qui ont été définis
explicitement dans les équations 2.14. Remarquons que Γl1,λ;4,λ(q) = Γl∗4,λ;1,λ(−q). De façon
concise on a :
Xλ,λ
′
1234 =
∑
ℓ,ℓ′
J ℓ,ℓ
′
λ,λ′(2, 3, 1, 4) (3.2)
et, comme vu précédemment, il se couple au propagateur dans l’équation du mouvement
pour Gλ,λ
′
i,j comme suit :
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Xλ
′′,λ
1¯i3¯2¯ ⟨ρ1¯λ′′;3¯λ⟩G
λ′′,λ′
2¯,j . (3.3)
Considerons (i, λ), (j, λ′) ∈ A. La somme sur 1,3 peut être séparée entre les deux sous-espaces.
On approxime que 1, 3 ∈ A ou 1, 3 ∈ D. On néglige le couplage entre les deux sous-espaces.
Xλ
′′,λ
1¯i3¯2¯ ⟨ρ1¯λ′′;3¯λ⟩G
λ′′,λ′
2¯,j =
∑
1,3∈A
Xλ
′′,λ
1i32¯ ⟨ρ1λ′′;3λ⟩G
λ′′,λ′
2¯,j (3.4)
+
∑
1,3∈D
Xλ
′′,λ
1i32¯ δ1,3δλ′′,λG
λ′′,λ′
2¯,j
=
∑
1,3∈A
Xλ
′′,λ
1i32¯ ⟨ρ1λ′′;3λ⟩G
λ′′,λ′
2¯,j
+
∑
1∈D
Xλ,λ1i12¯G
λ,λ′
2¯,j
Dans le deuxième terme 1 ∈ D mais pas i. Si j est dans A, alors on peut restreindre la
contraction de 2 sur sur sa partie dans A. Regardons le produit des Gammas impliqués ;
Γℓi,λ;1,λ(−p)Γℓ
′
1,λ;2,λ(p) combine linéairement Fn,n′(±q). Les termes sont :
Fni,n1(−q)Fn1,n2(q), (3.5)
Fni,n1(−q)Fn1−1,n2−1(q), (3.6)
Fni,n1(−q)Fn1−2,n2−2(q), (3.7)
Fni−1,n1−1(−q)Fn1,n2(q), (3.8)
Fni−1,n1−1(−q)Fn1−1,n2−1(q), (3.9)
Fni−1,n1−1(−q)Fn1−2,n2−2(q), (3.10)
Fni−2,n1−2(−q)Fn1,n2(q), (3.11)
Fni−2,n1−2(−q)Fn1−1,n2−1(q), (3.12)
Fni−2,n1−2(−q)Fn1−2,n2−2(q). (3.13)
Certaines de ces combinaisons sont équivalentes de sorte qu’il reste
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Fni,n1(−q)Fn1,n2(q), (3.14)
Fni,n1(−q)Fn1−1,n2−1(q), (3.15)
Fni,n1(−q)Fn1−2,n2−2(q), (3.16)
Fni−1,n1−1(−q)Fn1−1,n2−1(q), (3.17)
Fni−1,n1−1(−q)Fn1−2,n2−2(q), (3.18)
Fni−2,n1−2(−q)Fn1−2,n2−2(q). (3.19)
L’intégrale sur q mène à 0 sauf si on a un arrangement Fnn(−q)Fmm(q) ou Fnm(−q)Fmn(q).
Ceci implique n2 = ni, mais j2 ̸= ji en général. La partie Fock de l’équation du mouvement
est maintenant
Xλ
′′,λ
1¯i3¯2¯ ⟨ρ1¯λ′′;3¯λ⟩G
λ′′,λ′
2¯,j =
∑
1,3∈A
Xλ
′′,λ
1i32¯ ⟨ρ1λ′′;3λ⟩G
λ′′,λ′
2¯,j (3.20)
+
∑
j2∈A
∑
n1,j1∈D
Xλ,λn1j1,niji,n1j1,nij2G
λ,λ′
nij2,j
. (3.21)
ni ∈ A alors j2 doit aussi se trouver dans ce sous-espace. Il reste à évaluer la somme sur 1.
Tous les termes ont des facteurs de forme du genre Fnn1Fn1n. Le terme de Fock dépend de∑
ℓ,ℓ′ e
−pdℓ,ℓ′Γi1λ(−p)Γ1,nij2λ(p), qui est
Γ1iλ;1λ(−p)Γ11λ;nij2λ(p) + Γ2iλ;1λ(−p)Γ21λ;nij2λ(p) + Γ3iλ;1λ(−p)Γ31λ;nij2λ(p) (3.22)
+ e−pd
(
Γ1iλ;1λ(−p)Γ21λ;nij2λ(p) + Γ2iλ;1λ(−p)Γ11λ;nij2λ(p)
+Γ3iλ;1λ(−p)Γ21λ;nij2λ(p) + Γ2iλ;1λ(−p)Γ31λ;nij2λ(p)
)
+ e−2pd
(
Γ1iλ;1λ(−p)Γ31λ;nij2λ(p) + Γ3iλ;1λ(−p)Γ11λ;nij2λ(p)
)
.
Il est possible d’écrire ces termes en fonction des facteurs de formes Fn,n′ et des coefficients
des vecteurs propres. La somme sur n1 sera toujours du genre
∑
n
αnFm,n(−p)Fn,m(p) =
∑
n
αn|Fn,m(p)|2.
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On a trois possibilités de séries, si αn ne varie pas avec n.
1.
∞∑
n1=1
|Fni−2,n1−2(p)|2 = 0
Ce résultat vient du fait que ni = 0, 1 et le facteur de forme est défini nul pour des
niveaux de Landau négatifs.
2.
∞∑
n1=1
|Fni−1,n1−1(p)|2 =
⎧⎨⎩0 ni = 01 ni = 1
3.
∞∑
n1=1
|Fni,n1(p)|2 =
⎧⎨⎩1 ni = 01− e−p2ℓ2B/2p2ℓ2B/2 ni = 1
Le terme 1 est divergent quand on intègre par rapport à p. Dans le modèle minimal, ces
coefficients sont effectivement constants et on peut retrouver les résultats de [4] ; comme la
divergence est la même pour tous les niveaux de A, on peut l’éliminer. Il ne s’agit que d’une
constante globale qui n’influence pas les écarts d’énergie entre les niveaux. Malheureusement,
ces séries sont sursimplifiées, chaque facteur de forme est en réalité accompagné d’un coefficient
qui dépend des vecteurs propres. Nous avons abandonné l’idée de travailler analytiquement
pour le modèle non-minimal, les résultats sont placés en annexe D.
En utilisant une base de spineurs en provenance d’un modèle des liaisons fortes qui ne
comprends pas que γ0, γ1, on trouve que la divergence qui contribue aux niveaux de A n’est
pas la même pour tous les niveaux. Autrement dit, l’écart entre certains niveaux diverge :
la divergence n’est pas identique pour tous les i, j ∈ A dans l’équation 3.3. C’est pourquoi
nous nous sommes contentés d’une coupure qui tenait compte des limitations du modèle du
continuum dans le chapitre 2. Aussi, l’absence de somme sur n dans le terme d’échange de
nos modèles qui comprennent un grand nombre de niveaux prévient une dépendance sur le
nombre de niveaux de Landau inclus.
Si nous voulions sommer exactement la contribution de la mer de Dirac en utilisant une base
en provenance d’un modèle sans interactions plus complexe que celui de [4], des méthodes de
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régularisation de séries divergentes pourraient être utilisées. Alternativement, je suggèrerais
d’inclure l’effet du champ magnétique autrement que par le modèle du continuum et préserver
la largeur de bande. Ainsi, une coupure d’énergie sur laquelle on devrait sommer deviendrait
plus clairement défini.
Chapitre 4
Absorption optique
Nous calculons ici deux corrélateurs à 2 particules ainsi que l’absorption optique en l’absence
de l’interaction de Coulomb. Il s’agit d’un calcul de réponse linéaire à une onde électro-
magnétique, ce qui nous permet de trouver la conductivité optique via les relations de
Kubo.
4.1 Opérateur de densité de courant
Afin de tenir compte d’une onde électromagnétique incidente, il nous faut revenir à l’Hamil-
tonien sans interactions 1.32 du chapitre 1. Nous y incluons le potentiel vecteur de l’onde
électromagnétique dans les opérateurs d’échelle comme suit :
a = ℓ√
2ℏ
(Px − iPy) = ℓ√2ℏ
(
px − ipy + e
c
(Ax − iAy)
)
, (4.1)
a† = ℓ√
2ℏ
(Px + iPy) =
ℓ√
2ℏ
(
px + ipy +
e
c
(Ax + iAy)
)
, (4.2)
ce qui nous permet d’écrire les opérateurs de courant
jξµ = −c ∂Hξ
∂Aµ
⏐⏐⏐⏐⏐
Aµ→0
. (4.3)
En faisant le calcul explicite, on obtient, dans la base (a1, b1, a2, b2, a3, b3)T :
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jK+,x = −
√
3a0e
2ℏ
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 γ0 γ4 0 0 0
γ0 0 γ3 γ4 0 0
γ4 γ3 0 γ0 γ4 γ3
0 γ4 γ0 0 0 γ4
0 0 γ4 0 0 γ0
0 0 γ3 γ4 γ0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= −jK−,x, (4.4)
jK+,y = −i
√
3a0e
2ℏ
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
0 −γ0 γ4 0 0 0
γ0 0 −γ3 γ4 0 0
−γ4 γ3 0 −γ0 −γ4 γ3
0 −γ4 γ0 0 0 −γ4
0 0 γ4 0 0 −γ0
0 0 −γ3 γ4 γ0 0
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
= jK−,y. (4.5)
L’opérateur courant Jξ en seconde quantification peut être calculé à l’aide des mêmes
opérateurs de champs qu’au chapitre 2.
Jξµ =
∫
drdz
∑
σ
Ψ†ξσ(r, z)jξµΨξσ(r, z) (4.6)
= Nϕ
∑
n,n′
∑
j,j′
∑
σ
Aµn,j,n′,j′,ξρn,j,ξ,σ,n′,j′,ξ,σ.
avec A obtenu en contractant les matrices de courant avec les spineurs. Un calcul numérique
montre que l’élément de matrice de A est nul sauf si n = n′ ± 1 avec n, n′ > 0.
4.2 Susceptibilités
Afin de calculer l’absorption dans la tricouche, il nous faut calculer le corrélateur courant-
courant.
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χξαβ(q, q
′, τ) = −1
S
⟨TJαξ(q, τ)Jβξ(q′, 0)⟩ (4.7)
= −N2ϕ
1
S
∑
1234σ
Aα12ξA
β
34ξ⟨Tρξσ12(q, τ)ρξσ34(q′, 0)⟩. (4.8)
Les quantités qu’on souhaite calculer sont toutes liées à l’optique du système, ce qui implique
qu’on peut se concentrer uniquement à q = q′ = 0. Écrivons d’abord l’équation du mouvement
pour les paramètres d’ordre.
χξσ1234(q = 0, τ) = −Nϕ⟨Tρξσ12(τ)ρξσ34(0)⟩ (4.9)
ℏ
∂
∂τ
χξσ1234 = ℏδ(τ)⟨Nϕ
[
ρξσ12(0), ρ
ξσ
34(0)
]
⟩ −NϕT ⟨ℏ ∂
∂τ
ρξσ12(τ)ρ
ξσ
34(0)⟩ (4.10)
= ℏδ(τ)⟨Nϕ
[
ρξσ12(0), ρ
ξσ
34(0)
]
⟩ −NϕT ⟨
[
H0 − µN, ρξσ12(τ)
]
ρξσ34(0)⟩
= ℏδ(τ)⟨Nϕ
[
ρξσ12(0), ρ
ξσ
34(0)
]
⟩
−NϕTe(H0−µ)τ/ℏ
∑
i
(Eiξσ − µ)⟨
[
ρξσi,i (0), ρ
ξσ
12(0)
]
e−(H0−µ)τ/ℏρξσ34(0)⟩
En utilisant la propriété Nϕ [ρn,m, ρkl] = δm,kρnl − δn,lρkm, on peut simplifier l’équation du
mouvement comme
(
ℏ
∂
∂τ
+ (E1ξσ − E2ξσ)
)
χξσ1234 = ℏδ(τ)
(
δ2,3⟨ρξσ14⟩ − δ14⟨ρξσ23⟩
)
. (4.11)
Cette fonction de réponse se décompose en fréquences bosoniques dans l’espace fréquentiel
puisqu’elle est périodique en β (et non antipériodique, comme le serait un corrélateur de
fermions).
χξσ1234(iΩn) =
1
β
∫ β
0
dτeiΩnτχξσ1234(τ) (4.12)
χξσ1234(τ) =
∑
Ωn
e−iΩnτχξσ1234(iΩn) (4.13)
Ωn =
2nπ
β
(4.14)
69
On intègre les deux côtés de l’équation du mouvement avec 1β
∫ β
0 dτe
iΩnτ et on obtient
χξσ1234(iΩn) =
δ1,4
⟨
ρξσ2,3
⟩
− δ2,3
⟨
ρξσ1,4
⟩
iΩn − (E1ξσ − E2ξσ)/ℏ . (4.15)
Nous effectuons un prolongement analytique iΩn → z, où z est maintenant une fréquence
définie partout dans le plan complexe. Si z = ω ± i0+, on obtient la fonction de Green
retardée (avancée).
χξσ1234(z) =
δ1,4
⟨
ρξσ2,3
⟩
− δ2,3
⟨
ρξσ1,4
⟩
z − (E1ξσ − E2ξσ)/ℏ (4.16)
Pour le calcul de propriétés optiques, prenons ρi,j = δi,jρi,i. Cette approximation est justifiée
par le fait que nous négligeons les états cohérents (pas d’interaction de Coulomb) et ne
considérons que des facteurs de remplissage entiers 1.
χξσ1234(z) =
δ2,3δ1,4
⟨
ρξσ2,3
⟩
− δ2,3δ1,4
⟨
ρξσ1,4
⟩
z − (E1ξσ − E2ξσ)/ℏ (4.17)
=
δ1,4
⟨
ρξσ2,2
⟩
− δ2,3
⟨
ρξσ1,1
⟩
z − (E1ξσ − E2ξσ)/ℏ
= δ1,4δ2,3
⟨
ρξσ2,2
⟩
−
⟨
ρξσ1,1
⟩
z − (E1ξσ − E2ξσ)/ℏ
Donc, la fonction de réponse recherchée est donnée par
χξ,σαβ (ω) =
1
2πℓ2
∑
n,n′
∑
j,j′
Aαn,j,n′,j′,ξA
β
n′,j′,n,j,ξ
⟨ρξσn,j;n,j⟩ − ⟨ρξσn′,j′;n′,j′⟩
ω + i0+ − (En′,j′,ξ,σ − En,j,ξ,σ) , (4.18)
χjαjβ (ω) =
∑
ξ,σ
χξ,σαβ (ω). (4.19)
1. Nous incluons ici le biais dans le modèle tight-binding, donc il ne crée pas d’hybridation des paramètres
d’ordre.
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4.3 Absorption optique
L’absorption optique d’une onde électromagnétique de champ électrique E(ω) s’écrit
P (ω) = 12Re(E
∗(ω) ·σ(ω) ·E(ω)). (4.20)
Il nous faut maintenant trouver la conductivité, c’est là qu’intervient la réponse linéaire.
δj(ω) = iχjj(ω)E(ω)
ω + iη + jdia (4.21)
La définition de la conductivité peut être vue comme
jµ(ω) =
∑
ν
σµν(ω)Eν(ω). (4.22)
On en tire donc, en négligeant la contribution diamagnétique qui ne contribue qu’à la partie
réelle de σ à ω = 0,
σ(ω) = iχjj(ω)
ω + iη , (4.23)
Reσ(ω ̸= 0) = − Imχjj(ω)
ω
, (4.24)
Imσ(ω ̸= 0) = Reχjj
ω
. (4.25)
On a négligé la parties principales P puisqu’on intègre pas sur ω. Aussi, comme notre
approximation est mauvaise à ω = 0, nous n’en tenons pas compte dans le développement.
On peut décliner les expressions de la puissance pour quelques polarisations communes.
Linéaire : Pxx = Re(σxx)|E0|2 = Pyy, (4.26)
= − Imχjxjx
ω
|E0|2,
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Circulaire droit : P+ = Re(σxx + iσxy)|E0|2, (4.27)
= −
( Imχjxjx
ω
+
Reχjxjy
ω
)
|E0|2,
Circulaire gauche : P− = Re(σxx − iσxy)|E0|2, (4.28)
=
(
− Imχjxjx
ω
+
Reχjxjy
ω
)
|E0|2.
4.4 Résultats
La plupart des transitions suivantes auraient pu être devinées simplement en regardant le
spectre sans interactions et en étudiant les variations de nombres quantiques. À priori, nous
savons que les spectres en puissance devraient obéir aux règles suivantes :
1. Seules les transitions qui respectent n→ n± 1 sont réalisées ;
2. Les transitions de n→ n− 1 apparaissent dans P+ ;
3. Les transitions de n→ n+ 1 apparaissent dans P− ;
4. Les indices de spin et vallée sont conservés dans les transitions.
Les dernières règles proviennent de la conservation du spin et de la vallée. Là où le calcul
devient pertinent est pour l’estimation de l’amplitude des transitions. En effet, certaines
transitions possibles selon les règles ci-haut pourraient être supprimées par l’élément de
matrice du numérateur. Afin de comprendre les échelles d’énergie impliquées, rappelons
qu’un photon d’un meV a une fréquence de 2.42 THz et une longueur d’onde dans le vide de
124µm.
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Figure 4.1 Transitions possibles à B = 10T. Les transitions de spin up vers spin up ont été
éliminées de la figure, elles y sont identiques. Seules les transitions impliquant
un état sous le niveau de fermi et un autre au delà du niveau de Fermi peuvent
être réalisées.
Nous estimons le spectre d’absorption à l’approche d’un croisement, ce que nous jugeons être
le résultat le plus intéressant. Le spectre d’absorption est présenté d’abord en polarisation
linéaire à la figure 4.2, puis dans les deux polarisations circulaires aux figures 4.3, 4.4. On y
observe un fait intéressant : à l’approche d’un croisement, on peut annuler une transition
en une polarisation, disons c.g., en ajustant la tension de grille, et la ramener en utilisant la
polarisation inverse. Le système permet de contrôler la fréquence de transition en ajustant le
biais. C’est donc ainsi qu’on pourrait procéder pour identifier expérimentalement la position
d’un croisement et identifier les paramètres de saut qui sont décrits à la figure 1.1.
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Figure 4.2 Spectre d’absorption et d’émission (dans les fréquences négatives) à B = 10T,
ν = −1 à l’approche d’un croisement dans le modèle tight-binding en lumière
linéairement polarisée. Chaque raie à un biais donné est associée à une couleur
dans le graphique de gauche et est illustrée dans la même couleur sur le spectre.
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Figure 4.3 Spectre d’absorption et d’émission (dans les fréquences négatives) à B = 10T,
ν = −1 à l’approche d’un croisement dans le modèle tight-binding en lumière
polarisée cirulaire droite. Notons que les détails du spectre au voisinage de ω = 0,
dénotés par un cercle rouge, ne sont pas valide on doit en ignorer les résultats.
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Figure 4.4 Spectre d’absorption et d’émission (dans les fréquences négatives) à B = 10T,
ν = −1 à l’approche d’un croisement dans le modèle tight-binding en lumière
polarisée cirulaire gauche.
Conclusion
Dans ce mémoire, nous avons réalisé une étude des propriétés électroniques et optiques de la
tricouche de graphène. Nous avons reproduit plusieurs résultats obtenus par d’autres groupes,
notamment la structure de bandes et les niveaux de Landau du modèle sans interactions et
ses règles de sélection optiques. La plus grande contribution de ce travail a été la dérivation
des équations pour traiter l’interaction de Coulomb dans l’approximation Hartree-Fock
à résoudre, équations qui attendent encore des solutions convaincantes. Nos calculs qui
tiennent compte d’un champ moyen Hartree-Fock sont, à notre connaissance, originaux.
Nos résultats permettent de mieux comprendre les mécanisme de redistribution des charges
dans la tricouche en utilisant plusieurs approximations différentes qui consistent en l’ajout
successif de termes d’échange à un modèle du type «Schrödinger-Poisson». L’ajout de tous
les termes de l’interaction d’échange dans un espace d’Hilbert contenant beaucoup d’états
reste à faire. Finalement, nous avons réalisé un diagramme de phase restreint et trouvé des
règles de Hund, résultats qui vont à l’encontre de ceux de Zhang [2]. Il est possible que les
différences entre ces résultats proviennent de différences dans les approximations utilisées,
qui sont décrites dans la section 2.4.1. Notre modèle permet de prédire la présence d’une
phase liquide pouvant présenter une cohérence orbitale. La stabilité de cette phase reste à
vérifier en calculant la dispersion du mode collectif.
Voici quelques pistes pour la poursuite de ces travaux. Comme mentionné au chapitre 3,
nous devrions considérer l’effet des niveaux inférieurs sur les niveaux près du niveau de
Fermi avec un modèle qui possède une largeur de bande. Les calculs Hartree-Fock pourraient
alors être poussés plus loin en ajoutant la self-énergie résultant de l’interaction avec les
niveaux inférieurs. Une suite logique de nos travaux est, d’abord, d’inclure une dépendance
en q sur les paramètres d’ordre dans le modèle à 6 niveaux présenté au chapitre 2. Cela
nous permettra de vérifier s’il existe des solutions modulées spatialement à l’équation du
mouvement. Dans ce travail, on n’a considéré que des solutions uniformes. Cependant, il est
possible qu’il existe des excitations plus complexes pour lesquelles on retrouve des textures
de spin (ou de pseudo-spin) dans l’espace, par exemple des skyrmions ou des mérons. Ces
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types d’excitations sont typiquement trouvés quand l’intervalle d’énergie entre deux niveaux
de spin (ou de pseudo-spin) est très rapproché ; ce qui est évidemment le cas dans le modèle
à 6 niveaux. On peut facilement s’imaginer avoir ce genre d’excitation à proximité de la
phase cohérente trouvée dans le chapitre 2. Ensuite, nous pourrions effectuer une étude
GRPA de la tricouche. Une telle fonction de réponse nous permettrait de vérifier la stabilité
des solutions obtenues par l’algorithme autocohérent de la fonction de Green, ce qui rendrait
nos prédictions plus crédibles. Aussi, ça nous permettrait de raffiner le calcul des propriétés
optiques qui néglige pour l’instant toutes les interactions.
Une des motivations pour cette étude est la présence de fermions de Dirac et de fermions de
Schrödinger dans le même intervalle d’énergie dans la structure de bandes de la tricouche,
ce qui mène éventuellement à plusieurs croisements. Cependant, une piste plus simple que
de considérer la tricouche dans toute sa complexité est de considérer une monocouche et
une bicouche séparées par un isolant. Si l’épaisseur du matériau intermédiaire est plus
grande que la distance intercouche dans la tricouche (0.335 nm), mais suffisamment faible,
l’interaction de Coulomb entre les deux système pourrait créer un état cohérent qui serait
Schrödinger-Dirac. Ce système composite serait plus simple à étudier puisque chacun des
deux systèmes est déjà bien connu au sein du groupe [18] [31] et pourrait présenter le même
phénomène originellement recherché dans la tricouche ABA.
Annexes
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Annexe A
Électrostatique de la tricouche
Nous décrivons ici de façon sommaire l’électrostatique de la tricouche. La conservation de la
charge est donnée par
n1 + n2 + n3 = na + nb (A.1)
En s’aidant de la figure 2.1, on obtient les champs électriques dans la direction z.
Ea = e
na
κa
, (A.2)
E1,2 = e
na − n1
κr
, (A.3)
E2,3 = e
n3 − nb
κr
, (A.4)
Eb = −enb
κb
, (A.5)
avec Ei,j le champ électrique entre les couches i, j. On voit que le champ électrique n’est
pas nécessairement uniforme au sein du système. Si on prend le zéro de potentiel à z = 0
(sur la couche du milieu), on peut écrire les potentiels électriques sur chaque couche
U1 = ed
na − n1
κr
, (A.6)
U2 = 0, (A.7)
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U3 = ed
nb − n3
κr
. (A.8)
Cela donne pour les énergies, dans le système d’unités c.g.s. avec νi = ni/(2πℓ2)
∆1 = −2d
ℓ
e2
κrℓ
(νa − ν1), (A.9)
∆2 = 0, (A.10)
∆3 = −2d
ℓ
e2
κrℓ
(νb − ν3), (A.11)
ce qu’on peut reformuler avec la conservation de la charge
∆1 = 2
d
ℓ
e2
κrℓ
(νb − ν3)− 2d
ℓ
e2
κrℓ
ν2, (A.12)
∆2 = 0, (A.13)
∆3 = 2
d
ℓ
e2
κrℓ
(νa − ν1)− 2d
ℓ
e2
κrℓ
ν2. (A.14)
Annexe B
Calcul des interactions de Hartree
et de Fock
On cherche ici à calculer explicitement les interactions de Hartree et Fock présentée au
chapitre 2. L’élément de matrice de Coulomb est
Mλ
′,λ
1,2,3,4 =
∫
dzdz′V (q)e−q|z−z′|
×
3∑
ℓ=1
Γ(ℓ)2,3,λ(q)δ(z − zℓ)eiqx(X2+X3)/2δX2,X3−qyℓ2B
×
3∑
ℓ′=1
Γ(ℓ
′)
1,4,λ′(−q)δ(z − zℓ′)e−iqx(X1+X4)/2δX1,X4+qyℓ2B (B.1)
On se souvient de la définition du paramètre d’ordre
ρn,α;m,β(q) =
1
Nφ
∑
X,X′
e−iqx(X+X
′)/2δX,X′+qyℓ2c
†
n,X,αcm,X′,β. (B.2)
Les paramètres d’ordre absorbent donc les sommes sur Xi. Commençons par Hartree.
VH =
N2φ
S
∑
1,2,3,4
∑
λ,λ′
∑
q
V (q)
∫
dz
∫
dz′e−q|z−z
′| ⟨ρ1,λ′;4,λ′(q)⟩ ρ2,λ;3,λ(−q) (B.3)
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×
3∑
ℓ=1
Γ(ℓ)2,λ;3,λ(q)δ(z − zℓ)
3∑
ℓ′=1
Γ(ℓ
′)
1,λ′;4,λ′(−q)δ(z − zℓ′)
=
N2φ
S
∑
1,2,3,4
∑
λ,λ′
∑
q
V (q)
∫
dz
∫
dz′e−q|z−z
′| ⟨ρ1,λ′;4,λ′(q)⟩ ρ2,λ;3,λ(−q)
×
(
Γ(1)2,λ;3,λ(q)δ(z − z1) + Γ(2)2,λ;3,λ(q)δ(z − z2) + Γ(3)2,λ;3,λ(q)δ(z − z3)
)
×
(
Γ(1)1,λ′;4,λ′(−q)δ(z′ − z1) + Γ(2)1,λ′;4,λ′(−q)δ(z′ − z2) + Γ(3)1,λ′;4,λ′(−q)δ(z′ − z3)
)
=
N2φ
S
∑
1,2,3,4
∑
λ,λ′
∑
q
V (q)
⟨
ρ1,λ′;4,λ′(q)
⟩
ρ2,λ;3,λ(−q)
×
(
Γ(1)2,λ;3,λ(q)Γ
(1)
1,λ′;4,λ′(−q)+Γ(2)2,λ;3,λ(q)Γ(2)1,λ′;4,λ′(−q)+Γ(3)2,λ;3,λ(q)Γ(3)1,λ′;4,λ′(−q)
+e−qd
[
Γ(1)2,λ;3,λ(q)Γ
(2)
1,λ′;4,λ′(−q) + Γ(2)2,λ;3,λ(q)Γ(1)1,λ′;4,λ′(−q)
+ Γ(2)2,λ;3,λ(q)Γ
(3)
1,λ′;4,λ′(−q) + Γ(3)2,λ;3,λ(q)Γ(2)1,λ′;4,λ′(−q)
]
+e−2qd
[
Γ(1)2,λ;3,λ(q)Γ
(3)
1,λ′;4,λ′(−q)+Γ(3)2,λ;3,λ(q)Γ(1)1,λ′;4,λ′(−q)
])
(B.4)
Changeons q pour −q :
VH =
N2φ
S
∑
1,2,3,4
∑
λ,λ′
∑
q
V (q)
⟨
ρ1,λ′;4,λ′(−q)
⟩
ρ2,λ;3,λ(q)
×
(
Γ(1)2,λ;3,λ(−q)Γ(1)1,λ′;4,λ′(q)+Γ(2)2,λ;3,λ(−q)Γ(2)1,λ′;4,λ′(q)+Γ(3)2,λ;3,λ(−q)Γ(3)1,λ′;4,λ′(q)
+e−qd
[
Γ(1)2,λ;3,λ(−q)Γ(2)1,λ′;4,λ′(q) + Γ(2)2,λ;3,λ(−q)Γ(1)1,λ′;4,λ′(q)
+Γ(2)2,λ;3,λ(−q)Γ(3)1,λ′;4,λ′(q) + Γ(3)2,λ;3,λ(−q)Γ(2)1,λ′;4,λ′(q)
]
+e−2qd
[
Γ(1)2,λ;3,λ(−q)Γ(3)1,λ′;4,λ′(q)+Γ(3)2,λ;3,λ(−q)Γ(1)1,λ′;4,λ′(q)
])
(B.5)
écrivons maintenant le terme de Fock.
VF =
−1
S
∑
1...4
∑
λ,λ′
∑
q
Mλ
′,λ,λ,λ′
1,2,3,4 (q)
⟨
c†1,λ′c3,λ
⟩
c†2,λc4,λ′ . (B.6)
Les éléments de matrice Mλ,λ
′
1234(q) étant déjà connus, il ne reste qu’à exprimer ce terme en
fonction du paramètre d’ordre. Nous savons que
c†n,X,αcn′X′β =
∑
p
ρ(n,α);(n′,β)(p)eipx(X+X
′)/2δX,X′+pyℓ2 (B.7)
Donc le terme de Fock peut être réécrit comme
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VF =
−1
S
∑
1...4
∑
λ,λ′
∑
q
∑
p,p′
Mλ
′,λ,λ,λ′
1,2,3,4 (q)eipx(X1+X3)/2δX1,X3+pyℓ2e
ip′x(X2+X4)/2
× δX2,X4+p′yℓ2
⟨
ρ1λ′;3λ(p)
⟩
ρ2λ;4λ′(p′)
= −1
S
∑
1...4
∑
λ,λ′
∑
q
∑
p,p′
⟨
ρ1λ′;3λ(p)
⟩
ρ2λ;4λ′(p′)V (q)
×
(
Γ(1)2,λ;3,λ(q)Γ
(1)
1,λ′;4,λ′(−q)+Γ(2)2,λ;3,λ(q)Γ(2)1,λ′;4,λ′(−q)+Γ(3)2,λ;3,λ(q)Γ(3)1,λ′;4,λ′(−q)
+ e−qd
[
Γ(1)2,λ;3,λ(q)Γ
(2)
1,λ′;4,λ′(−q) + Γ(2)2,λ;3,λ(q)Γ(1)1,λ′;4,λ′(−q)
+Γ(2)2,λ;3,λ(q)Γ
(3)
1,λ′;4,λ′(−q) + Γ(3)2,λ;3,λ(q)Γ(2)1,λ′;4,λ′(−q)
]
+e−2qd
[
Γ(1)2,λ;3,λ(q)Γ
(3)
1,λ′;4,λ′(−q)+Γ(3)2,λ;3,λ(q)Γ(1)1,λ′;4,λ′(−q)
])
× eipx(X1+X3)/2δX1,X3+pyℓ2eip
′
x(X2+X4)/2δX2,X4+p′yℓ2
× eiqx(X2+X3)/2δX2,X3−qyℓ2e−iqx(X1+X4)/2δX1,X4+qyℓ2
La somme sur les Xi, qui est implicite à la somme
∑
1...4 , donne∑
X1,X2,X3,X4
∑
p′
eipx(X1+X3)/2δX1,X3+pyℓ2e
ip′x(X2+X4)/2δX2,X4+p′yℓ2
×eiqx(X2+X3)/2δX2,X3−qyℓ2e−iqx(X1+X4)/2δX1,X4+qyℓ2
= Nφδp,−p′e−i(q×p) · zℓ2
On a donc
VF =
−Nφ
S
∑
1...4
∑
λ,λ′
∑
q
∑
p
⟨
ρ1λ′;3λ(p)
⟩
ρ2λ;4λ′(−p)V (q)e−i(q×p) · zℓ2
×
(
Γ(1)2,λ;3,λ(q)Γ
(1)
1,λ′;4,λ′(−q)+Γ(2)2,λ;3,λ(q)Γ(2)1,λ′;4,λ′(−q)+Γ(3)2,λ;3,λ(q)Γ(3)1,λ′;4,λ′(−q)
+ e−qd
[
Γ(1)2,λ;3,λ(q)Γ
(2)
1,λ′;4,λ′(−q) + Γ(2)2,λ;3,λ(q)Γ(1)1,λ′;4,λ′(−q)
+Γ(2)2,λ;3,λ(q)Γ
(3)
1,λ′;4,λ′(−q) + Γ(3)2,λ;3,λ(q)Γ(2)1,λ′;4,λ′(−q)
]
+e−2qd
[
Γ(1)2,λ;3,λ(q)Γ
(3)
1,λ′;4,λ′(−q)+Γ(3)2,λ;3,λ(q)Γ(1)1,λ′;4,λ′(−q)
])
Le potentiel de Coulomb étant pair sous inversion de q, nous faisons le changement q→ −q
(et ce, dans le terme de Fock comme dans celui d’Hartree) ainsi que p→ −p :
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VF =
−Nφ
S
∑
1...4
∑
λ,λ′
∑
q
∑
p
⟨
ρ1λ′;3λ(−p)
⟩
ρ2λ;4λ′(p)V (q)e−i(q×p) · zℓ2 (B.8)
×
(
Γ(1)2,λ;3,λ(−q)Γ(1)1,λ′;4,λ′(q)+Γ(2)2,λ;3,λ(−q)Γ(2)1,λ′;4,λ′(q)+Γ(3)2,λ;3,λ(−q)Γ(3)1,λ′;4,λ′(q)
+ e−qd
[
Γ(1)2,λ;3,λ(−q)Γ(2)1,λ′;4,λ′(q) + Γ(2)2,λ;3,λ(−q)Γ(1)1,λ′;4,λ′(q)
+Γ(2)2,λ;3,λ(−q)Γ(3)1,λ′;4,λ′(q) + Γ(3)2,λ;3,λ(−q)Γ(2)1,λ′;4,λ′(q)
]
+e−2qd
[
Γ(1)2,λ;3,λ(−q)Γ(3)1,λ′;4,λ′(q)+Γ(3)2,λ;3,λ(−q)Γ(1)1,λ′;4,λ′(q)
])
Ce terme a la forme
VF =
1
S
∑
q
∑
p
Λ (q)V (q)e−i(q×p) · zℓ2 ⟨ρ(−p)⟩ ρ(p) (B.9)
Interchangeons p et q :
VF =
1
S
∑
q
∑
p
Λ (p)V (p)e−i(p×q) · zℓ2 ⟨ρ(−q)⟩ ρ(q) (B.10)
= 1
S
∑
q
Veff (q)e−i(p×q) · zℓ2 ⟨ρ(−q)⟩ ρ(q)
et
Veff (q) =
1
S
∑
p
Λ (p)V (p)e−i(p×q) · zℓ2 . (B.11)
Pour rendre les résultats lisibles, je vais définir des interactions adimensionnalisées (en
utilisant Nφ = S/2πℓ2). Ce qui nous permet d’écrire
VH = Nφ
e2
κℓ
∑
1...4
∑
λ,λ′
∑
q
Hλ
′λ
1234(q)
⟨
ρ1,λ′;4,λ′(−q)
⟩
ρ2,λ;3,λ(q), (B.12)
VF = −Nφ e
2
κℓ
∑
1...4
∑
λ,λ′
∑
q
Xλ
′λ
1234(q)
⟨
ρ1λ′;3λ(−q)
⟩
ρ2λ;4λ′(q). (B.13)
avec (en cgs)
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V (q) = 2πe
2
κq
(B.14)
Notons que les interactions Hλ′λ1234(q) et Xλ
′λ
1234(q) dépendent seulement de l’indice de vallée
et non de l’indice de spin. Les sommes comprennent toutefois spin et vallée.
Annexe C
Simplification de l’hamiltonien
total en phase liquide
L’Hamiltonien décrit au chapitre 2 est le suivant
H = NφE1,λρ1,λ;1,λ(0)
− 2πe
2dNφ
κr
⟨
M1,λ,2λ
⟩
ρ1,λ,2λ(0)
−Nφ e
2
κrℓ
Xλ
′λ
1234(0)
⟨
ρ1λ′;3λ(0)
⟩
ρ2λ;4λ′(0)
+ 2πe2Sna
(
sa − d
κ1a
[n1 − n0] + sa
κ2a
[n2 − n0] + sa + d
κ3a
[n3 − n0]
)
+ 2πe2Snb
(
sb + d
κ1b
[n1 − n0] + sb
κ2b
[n2 − n0] + sb − d
κ3b
[n3 − n0]
)
− 2πe
2d
κrS
4N20 , (C.1)
Les derniers termes sont les termes capacitifs provenant des grilles et du fond positif. Le
dernier terme sera ignoré parce qu’il est constant et n’influence pas la dynamique. La
conservation de la charge donne
na + nb = n1 + n2 + n3 − 3n0. (C.2)
86
87
Le terme de Hartree s’écrit
⟨
M1,λ;2λ′
⟩
= Γ(1)1,λ;2λ′(0) [⟨n2⟩+ 2 ⟨n3⟩ − 3n0]
+ Γ(2)1,λ;2λ′(0) [⟨n1⟩+ ⟨n3⟩ − 2n0]
+ Γ(3)1,λ;2λ′(0) [⟨n2⟩+ 2 ⟨n1⟩ − 3n0] (C.3)
Si on suppose un système symmétrique, donc que la constante diélectrique dans les différents
milieux et les positions des grilles sont égales, l’hamiltonien se simplifie significativement :
H = NφE1,λρ1,λ;1,λ(0)
+ 2πe
2dS
κ
n1 (nb − na − ⟨n2 − n0⟩ − 2 ⟨n3 − n0⟩)
− 2πe
2dS
κ
n2 (⟨n1 − n0⟩+ ⟨n3 − n0⟩)
+ 2πe
2dS
κ
n3 (na − nb − ⟨n2 − n0⟩ − 2 ⟨n1 − n0⟩)
−Nφ e
2
κℓ
Xλ
′λ
1234(0)
⟨
ρ1λ′;3λ(0)
⟩
ρ2λ;4λ′(0) (C.4)
Si on exprime tout en fonction des paramètres d’ordre
H = NφE1,λρ1,λ;1,λ(0)
+ e
2dS
κℓ2
(nb − na − ⟨n2 − n0⟩ − 2 ⟨n3 − n0⟩) Γ(1)1,λ;2,λρ1,λ;2,λ(0)
− e
2dS
κℓ2
(⟨n1 − n0⟩+ ⟨n3 − n0⟩) Γ(2)1,λ;2,λρ1,λ;2,λ(0)
+ e
2dS
κℓ2
(na − nb − ⟨n2 − n0⟩ − 2 ⟨n1 − n0⟩) Γ(3)1,λ;2,λρ1,λ;2,λ(0)
−Nφ e
2
κℓ
Xλ
′λ
1234(0)
⟨
ρ1λ′;3λ(0)
⟩
ρ2λ;4λ′(0) (C.5)
Si on change d’unités pour simplifier les densités restantes avec νi = ni2πℓ2 , ce qui revient à
dire νiNφ = Sni, et qu’on exprime l’énergie en unités de e
2
κℓ , on obtient
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H/Nϕ = E˜1,λρ1,λ;1,λ(0)
+ d
ℓ
(νb − νa − ⟨ν2 − ν0⟩ − 2 ⟨ν3 − n0⟩) Γ(1)1,λ;2,λρ1,λ;2,λ(0)
− d
ℓ
(⟨ν1 − ν0⟩+ ⟨ν3 − ν0⟩) Γ(2)1,λ;2,λρ1,λ;2,λ(0)
+ d
ℓ
(νa − νb − ⟨ν2 − ν0⟩ − 2 ⟨ν1 − ν0⟩) Γ(3)1,λ;2,λρ1,λ;2,λ(0)
−Xλ′λ1234(0)
⟨
ρ1λ′;3λ(0)
⟩
ρ2λ;4λ′(0) (C.6)
Le terme à la troisième ligne peut être réécrit, utilisons la conservation de la charge afin de
simplifier, c’est-à-dire :
Γ(2)1,λ;2,λρ1,λ;2,λ(0) = νtot − Γ
(1)
1,λ;2,λρ1,λ;2,λ(0)− Γ
(3)
1,λ;2,λρ1,λ;2,λ(0). (C.7)
Ce qui nous permet d’écrire :
H/Nϕ = E˜1,λρ1,λ;1,λ(0)
+ d
ℓ
(νb − νa + ⟨ν1 − ν0⟩+ ⟨ν3 − n0⟩ − ⟨ν2 − ν0⟩ − 2 ⟨ν3 − n0⟩) Γ(1)1,λ;2,λρ1,λ;2,λ(0)
− d
ℓ
(⟨ν1 − ν0⟩+ ⟨ν3 − ν0⟩) νtot
+ d
ℓ
(νa − νb + ⟨ν1 − ν0⟩+ ⟨ν3 − n0⟩ − ⟨ν2 − ν0⟩ − 2 ⟨ν1 − ν0⟩) Γ(3)1,λ;2,λρ1,λ;2,λ(0)
−Xλ′λ1234(0)
⟨
ρ1λ′;3λ(0)
⟩
ρ2λ;4λ′(0)
= E˜1,λρ1,λ;1,λ(0)
+ 2d
ℓ
(⟨ν1 − ν0⟩ − νa)Γ(1)1¯,λ¯;1¯,λ¯ρ1¯,λ¯;1¯,λ¯(0)
− d
ℓ
⟨ν2 − ν0⟩Γ(2)1¯,λ¯;1¯,λ¯ρ1¯,λ¯;1¯,λ¯(0)
+ 2d
ℓ
(⟨ν3 − ν0⟩ − νb)Γ(3)1¯,λ¯;1¯,λ¯ρ1¯,λ¯;1¯,λ¯(0)
−Xλ′λ1234(0)
⟨
ρ1λ′;3λ(0)
⟩
ρ2λ;4λ′(0)
(C.8)
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En se rappelant que νtot = ρ1¯,λ¯;1¯,λ¯(0), on arrive au résultat final.
H/Nϕ =
(
E˜1,λ +
d
ℓ
ν2
)
ρ1,λ;1,λ(0)
+ 2d
ℓ
(⟨ν1 − ν0⟩ − νa)Γ(1)1,λ;2,λρ1,λ;2,λ(0)
+ 2d
ℓ
(⟨ν3 − ν0⟩ − νb)Γ(3)1,λ;2,λρ1,λ;2,λ(0)
−Xλ′λ1234(0)
⟨
ρ1λ′;3λ(0)
⟩
ρ2λ;4λ′(0). (C.9)
Ce résultat peut aussi s’exprimer différemment en utilisant la conservation de la charge, on
pourra aussi utiliser le même résultat mais avec les changements suivants :
νa − ⟨ν1 − ν0⟩ → −(νb − ⟨ν3 − ν0⟩), (C.10)
νb − ⟨ν3 − ν0⟩ → −(νa − ⟨ν1 − ν0⟩). (C.11)
Annexe D
Calcul numérique de l’effet de la
mer de Dirac
Pour calculer Xλλ1234, on a besoin des combinaisons
Γ(p)1,4;λ(p)Γ
(q)
2,3;λ(−p) (D.1)
A n = 0, dans la vallée +1
Γ(1)(n1j1,+);(0j′,+)(p) = c
∗(1)
n1,j1,+c
(1)
0j′,+Fn1,0(p), (D.2)
Γ(2)(n1j1,+);(0j′,+)(p) = 0, (D.3)
Γ(3)(n1j1,+);(0j′,+)(p) = c
∗(5)
n1,j1,+c
(5)
0j′,+Fn1,0(p), (D.4)
Γ(1)(0j,+);(n1j1,+)(−p) = c
∗(1)
0j,+c
(1)
n1j1,+F0,n1(−p), (D.5)
Γ(2)(0j,+);(n1j1,+)(−p) = 0 (D.6)
Γ(3)(0j,+);(n1j1,+)(−p) = c
∗(5)
0j,+c
(5)
n1j1,+F0,n1(−p), (D.7)
et dans l’autre vallée
Γ(1)(n1j1,−);(0j′,−)(p) = 0, (D.8)
Γ(2)(n1j1,−);(0j′,−)(p) = c
∗(2)
n1,j1,−c
(2)
0j′,−Fn1,0(p), (D.9)
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Γ(3)(n1j1,−);(0j′,−)(p) = 0 (D.10)
Γ(1)(0j,−);(n1j1,−)(−p) = 0, (D.11)
Γ(2)(0j,−);(n1j1,−)(−p) = c
∗(2)
0j,−c
(2)
n1j1,−F0,n1(−p), (D.12)
Γ(3)(0j,−);(n1j1,−)(−p) = 0. (D.13)
Commençons par le plus simple, la vallée K− avec j = j′.
∑
j1
X−−n1j1,0j,n1j1,0j =
∑
j1
|c(2)n1,j1,−|2|c
(2)
0j,−|2
∫
dp
2π
ℓB
p
Fn1,0(p)F0,n1(−p) (D.14)
=
∑
j1
|c(2)n1,j1,−|2
∫
dp
2π
ℓB
p
Fn1,0(p)F0,n1(−p) (D.15)
Dans le cas n1 →∞, la somme ∑j1 |c(2)n1,j1,−|2 → 1/2. Dans le modèle minimal elle vaut 1/2
pour tout niveau de Landau.
∑
n1,j1
X−−n1j1,0j,n1j1,0j =
∑
n1j1
(
|c(2)n1,j1,−|2 +
1
2 −
1
2
)∫
dp
2π
ℓB
p
Fn1,0(p)F0,n1(−p) (D.16)
= 12
∑
n1j1
∫
dp
2π
ℓB
p
Fn1,0(p)F0,n1(−p)
+
∑
n1j1
(
|c(2)n1,j1,−|2 −
1
2
)∫
dp
2π
ℓB
p
Fn1,0(p)F0,n1(−p)
= 12
∫
dy1− 34
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n1!
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(
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e
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2
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π
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j1=1
⏐⏐⏐c(2)n1j1,−⏐⏐⏐2 − 12
⎤⎦ Γ(n1 + 1/2)√
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Le premier terme est divergent. C’est lui qu’on retrouvera dans tous les termes si on prend
le modèle minimal ; autrement dit, c(2)n1j1,− = 1/2 dans le modèle minimal. Le dernier, lui, est
un peu complexe. Analysons son comportement à grand n1 pour déterminer s’il convergera.
Avec l’approximation de Stirling, on sait que
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Γ(n+ 1/2)
n! ∼
1√
n
, n→∞. (D.17)
Il faut donc que son préfacteur varie au moins comme une petite puissance positive de 1√
n
pour que la somme converge. Numériquement, on voit que ça n’est pas le cas et on a une
divergence logarithmique de la série.
Figure D.1 À gauche, croissance logarithmique de la somme avec le nombre de termes. À
droite, sa dérivée discrète (variation d’un terme à l’autre). La divergence dans
le modèle complet est claire.
Si on élimine les paramètres de saut ∆0 et γ4, la somme converge de façon convaincante à
∼ −0.117, comme c’est décrit à la figure D.2.
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Figure D.2 Convergence de la contribution en négligeant ∆0 et γ4.
Comme ce choix de paramètres est plus permissif, nous les utilisons pour la suite du calcul.
Pour n = 0 et ξ = 1, le calcul est plus corsé.
3∑
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×
∫
dp
2π
ℓB
p
Fn1,0(p)F0,n1(−p) (D.18)
+
3∑
j1=1
[
c
(5)
0j′,+c
∗(1)
0j,+c
∗(5)
n1,j1,+c
(1)
n1j1,++ c
(1)
0j′,+c
∗(5)
0j,+c
∗(1)
n1,j1,+c
(5)
n1j1,+
]
×
∫
dp
2π
ℓB
p
e−2pdFn1,0(p)F0,n1(−p) (D.19)
=
3∑
j1=1
[
c
(1)
0j′,+c
∗(1)
0j,+
⏐⏐⏐c(1)n1j1,+⏐⏐⏐2+ c(5)0j′,+c∗(5)0j,+ ⏐⏐⏐c(5)n1j1,+⏐⏐⏐2]
× 1
n1!
1
2n1
∫ ∞
0
dyy2n1
[
Ln10
(
y2
2
)]2
e
−y2
2 (D.20)
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(D.23)
Avec 1F1(a, b, c) la série hypergéométrique confluente de Kummers. Au lieu d’évaluer la
somme analytiquement, je me contenterai d’évaluer l’intégrale numériquement. Étudions les
termes tight-binding qui dépendent de n1.
lim
n1→∞
2∑
j1=0
⏐⏐⏐c(5)n1j1+⏐⏐⏐2 − 1/2→ 0 Comme ∼ 1/n1.3851 (D.24)
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c
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n1j1+ → 0 Comme ∼ 1/n0.4991 (D.26)
Décomposons le terme en trois séries.
∑
n1j1∈DS
(⏐⏐⏐c(1)n1j1+⏐⏐⏐2 − 1/2) Γ(n1 + 1/2)√2n1! = S1, (D.27)∑
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= 12
(1
2
∫
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)
+ (−1)1+δjj′ 12
(1
2
∫
dy − 34
√
π
2 + S2
)
+ (−1)δj,1 12(S3 + S
∗
3) (D.31)
Numériquement, on se rend compte que S1 = S2 ≈ 0.0078. Cependant, S3 est clairement
divergente. L’évolution des séries sont à la figure D.3.
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Figure D.3 Les sommes de ξ = 1, n = 0.
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Il apparaît donc que l’infini présent dans les éléments de matrice de K− et de K+ ne sont
pas les mêmes, ce qui est un résultat physiquement inacceptable. Ce résultat persiste même
si on néglige certains paramètres de saut qui facilitent la convergence de certains termes.
Notre modèle ne permet pas l’inclusion de la mer de Dirac à moins, comme déjà mentionné,
qu’on utilise le modèle minimal.
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