We give an algorithm that computes the genus two class polynomials of a primitive quartic CM field K, and we give a runtime bound and a proof of correctness of this algorithm. This is the first proof of correctness and the first runtime bound of any algorithm that computes these polynomials. Our algorithm uses complex analysis and runs in time e O(∆ 7/2 ), where ∆ is the discriminant of K.
Introduction
The Hilbert class polynomial HK ∈ Z[X] of an imaginary quadratic number field K has as roots the j-invariants of complex elliptic curves having complex multiplication (CM) by the ring of integers of K. These roots generate the Hilbert class field of K, and Weber [35] computed HK for many small K. The CM method uses the reduction of HK modulo large primes p to construct elliptic curves over Fp with a prescribed number of points, for example for cryptography. The bit size of HK grows exponentially with K, like e O(∆), and so does the runtime of the algorithms that compute it.
If we go from elliptic curves (genus 1) to genus 2 curves, we get the Igusa class polynomials HK,n ∈ Q[X] (n = 1, 2, 3) of a quartic CM field K. Their roots are the Igusa invariants of all complex genus 2 curves having CM by the ring of integers of K. As in the case of genus 1, these roots generate class fields and the reduction modulo large primes p yields cryptographic curves of genus 2. Computing Igusa class polynomials is considerably more complicated, in part because of their denominators. Recently, various algorithms have been developed [7, 10, 31, 33] , but no runtime or precision bounds were available. This paper describes a complete and correct algorithm that computes Igusa class polynomials HK,n ∈ Q[X] of quartic CM fields K = Q( √ ∆0, p −a + b √ ∆0), where ∆0 is a real quadratic fundamental discriminant and a, b ∈ Z are such that −a + b √ ∆0 is totally negative. The discriminant ∆ of K is of the form ∆ = ∆1∆ 2 0 for a positive integer ∆1. We may and will assume 0 < a < ∆, as Lemma 9.5 shows that each quartic CM field has such a representation. We disregard the degenerate case of non-primitive quartic CM fields, i.e., those that can be given with b = 0, as abelian varieties with CM by non-primitive quartic CM fields are isogenous to products of CM elliptic curves, which are given already by the Hilbert class polynomial. We give the following runtime bound for our algorithm.
Main Theorem. Algorithm 11.1 computes HK,n (n = 1, 2, 3) for any primitive quartic CM field K in which 2 and 3 do not ramify. It has a runtime of e O(∆ ). An essential part of the proof is the denominator bound, as provided by Goren and Lauter [15] and Goren [13, 14] . As these results assume ramification bounds on the primes 2 and 3, we have a similar restriction on K. This restriction will disappear as soon as Goren's results are extended to this case.
Yang's [38] denominator bounds are tighter than those of Goren and Lauter, but are proven only for a small class of CM fields. For that class of CM fields, we get an improvement from e O(∆ We do not claim that our runtime is optimal, but an exponential runtime is unavoidable, because the degree of the Igusa class polynomials (as with Hilbert class polynomials) is already bounded from below by a power of the discriminant.
Overview
Section 2 provides a precise definition of the Igusa class polynomials that we will work with, and mentions other definitions occurring in the literature. Our main theorem is valid for all types of Igusa class polynomials.
Instead of enumerating curves, it is easier to enumerate their Jacobians, which are principally polarized abelian varieties. We provide the necessary theory in Section 3.
Van Wamelen [33] gave a method for enumerating all isomorphism classes of principally polarized abelian varieties with CM by a given order. We give an improvement of his results in Section 4.
Section 5 shows how principally polarized abelian varieties give rise to points in the Siegel upper half space H2. Two such points correspond to isomorphic principally polarized abelian varieties if and only if they are in the same orbit under the action of the symplectic group Sp 4 (Z).
In Section 6, we analyse the algorithm that replaces points in H2 by Sp 4 (Z)-equivalent points in a fundamental domain F2.
In Section 7, we give bounds on the entries of the matrices computed in Section 6. The theory of that section also allows us to generalize muchcited results from Spallek's thesis [31] , and to give an interesting alternative for the algorithms of Section 4.
The absolute Igusa invariants can be computed from the matrices in the Siegel upper half space by means of theta constants. Section 8 introduces theta constants and gives a vast simplification of the formulas that express Igusa invariants in terms of theta constants, reducing the formulas from more than a full page to only a few lines. We then give bounds on the absolute values of theta constants and Igusa invariants in terms of the bounds from Section 7. We finish that section by showing how to evaluate the theta constants, and hence the absolute Igusa invariants, to a given precision.
Section 9 gives the bounds on the denominators of Igusa class polynomials. Section 10 shows how to reconstruct a rational polynomial from its complex roots, and the precision needed for that in terms of an upper bound on the denominator of the polynomial and the absolute values of the zeroes.
Finally, Section 11 puts all the results together into a single algorithm and a proof of the main theorem.
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Igusa class polynomials
The Hilbert class polynomial of an imaginary quadratic number field K is the polynomial of which the roots in C are the j-invariants of the elliptic curves over C with complex multiplication by the ring of integers OK of K. For a genus 2 curve, one needs three invariants, the absolute Igusa invariants i1, i2, i3, instead of one, to fix its isomorphism class.
The following theory can be found in Igusa's paper [17] . Let k be a field of characteristic different from 2. Any curve of genus 2, i.e. a projective, geometrically irreducible algebraic curve of which the genus is 2, over k has an affine model of the form y 2 = f (x), where f ∈ k[x] is a separable polynomial of degree 6. Let α1, . . . , α6 be the six distinct roots of f in k, and let a6 be the leading coefficient. For a permutation σ ∈ S6, let (ij) denote the difference (α σ(i) − α σ(j) ). We can then define the homogeneous Igusa-Clebsch invariants in compact notation that we explain below, as 
The sum is taken over all distinct expressions in the roots of f , that are obtained when σ ranges over S6. The subscript indicates the number of expressions encountered. More precisely, there are 15 ways of partitioning the six roots of f into three subsets of two. Each yields a triple f1, f2, f3 of monic quadratic polynomials over k, and the summand in I 2 is the product of their discriminants. Similarly, there are 10 ways of partitioning the six roots of f into two subsets of three, and each yields a summand in I 4 , which is the product of two cubic discriminants. For each of the 10 ways of partitioning the six roots of f into two subsets of three, there are 6 ways of giving a bijection between those two subsets, and each gives a summand for I 6 . Finally, I 10 is simply the discriminant of f , which is non-zero as f is separable. The above invariants were introduced by Igusa [17] , who called them A, B, C, D and based them on invariants of Clebsch [5] .
By the symmetry in the definition, each of the homogeneous invariants is actually a polynomial in the coefficients of f , hence an element of k.
We define the absolute Igusa invariants by are non-zero in k, then the converse also holds, that is, there exists a (unique up to isomorphism) curve C of genus 2 over k with in(C) = i 0 n (n = 1, 2, 3) and this curve can be constructed using an algorithm of Mestre [26] . We show what to do if k has characteristic 2 or 3, or if i3 is zero, in Section 2.1.
Definition 2.1. Let K be a primitive quartic CM field. The Igusa class polynomials of K are the three polynomials
where the product ranges over the isomorphism classes of genus 2 curves over C of which the Jacobian has complex multiplication (CM) by OK .
By the isomorphism class of C, we mean the isomorphism class of C as an algebraic curve over C. For definitions of the Jacobian and complex multiplication, see Section 3. We will see in Section 4 that the product in the definition is indeed finite. The polynomial is rational, because any conjugate of a CM curve has CM by the same order.
Alternative definitions
In the literature, one finds various sets of absolute Igusa invariants [4, 15, 19, 17, 26, 38] . Most notably, Igusa defined homogeneous invariants J2n (n = 1, . . . , 5) in terms of a general hyperelliptic equation and used them to define absolute invariants that have good reduction behaviour at all primes, including 2 and 3.
Another triple of invariants that seems standard [9, 31, 33, 37 ] is Spallek's j1 = I 10 . However, our choice of absolute invariants i1, i2, i3 yields Igusa class polynomials of much smaller height, both experimentally and in terms of the proven bounds of Corollary 8.9 and Theorem 9.8. See also Remark 8.3 .
If the base field k has characteristic 0, then Igusa's and Spallek's absolute invariants, as well as most of the other invariants in the literature, lie in the Q-algebra A of homogeneous elements of degree 0 of Q[I 2 , I 4 , I 6 , I −1 10 ]. Our main theorem remains true if (i1, i2, i3) in the definition of the Igusa class polynomials is replaced by any finite list of elements of A.
Cardona-Quer invariants
To deal with the case i3 = 0, we give one more alternative set of absolute invariants. This alternative set is analogous to the modifications that Cardona and Quer [4] make to Igusa's absolute invariants, hence we call them Cardona-Quer invariants. They are given by the same formula as before if I 4 = 0 and otherwise by 
Cardona-Quer invariants have the advantage that they do give a bijection between k 3 and the set of isomorphism classes of genus 2 curves over k, but the disadvantage that they are not elements of the function field of the moduli space of genus 2 curves (which the elements of the ring A above are).
Our main theorem also holds if the absolute Igusa invariants in the definition of the Igusa class polynomials are replaced by Cardona-Quer invariants.
Interpolation formulas
If we take one root of each of the Igusa class polynomials, then we get a triple of invariants and thus (if i3 = 0) an isomorphism class of curve of genus 2. That way, the three Igusa class polynomials describe d 3 triples of invariants, where d is the degree of the polynomials. The d triples corresponding to CM curves are among them, but the Igusa class polynomials give no means of telling which they are.
To solve this problem (and thus greatly reduce the number of curves to be checked during the CM method), Gaudry et al. [11] introduced polynomials
If HK,1 has no roots of multiplicity greater than 1, then the triples of invariants corresponding to curves with CM by OK are exactly the triples (i1, i2, i3) such that
Our main theorem is also valid if we replace HK,2 and HK,3 by b HK,2 and b HK,3.
Jacobians
Instead of enumerating CM curves, we enumerate their Jacobians, which are complex tori coming from lattices of a special form. Let C be a smooth projective irreducible algebraic curve over C. We give the definition of the Jacobian as in [2] . Let H 0 (ωC) be the complex vector space of holomorphic 1-forms on C and denote its dual by H 0 (ωC) * . The genus g of C is the dimension of this vector space. This paper is about the case g = 2, but we treat the general case in this section as it is not harder. The homology group H1(C, Z) is a free abelian group of rank 2g and we get a canonical injection
, where the integral is taken over any representative cycle of the class γ ∈ H1(C, Z). The image of H1(C, Z) in H 0 (ωC ) * is a lattice of rank 2g in a g-dimensional complex vector space and the quotient J(C) = H 0 (ωC ) * /H1(C, Z), which is a complex torus, is called the unpolarized Jacobian of C.
The endomorphism ring End(C g /Λ) of a complex torus C g /Λ is the ring of C-linear automorphisms of C g that map Λ into itself. A CM field is a totally imaginary quadratic extension of a totally real number field. We say that a complex torus T of (complex) dimension g has complex multiplication or CM by an order O in a field K if K has degree 2g and there exists an embedding O → End(T ). We say that a curve C has CM if J(C) does.
It turns out that J(C) is not just any complex torus, but that it comes with a natural principal polarization. A polarization of a complex torus C g /Λ is an alternating R-bilinear form E :
The degree of a polarization is √ det M , where M is a matrix that expresses E in terms of a Z-basis of Λ. We call a polarization principal if its degree is 1. If we denote by · the intersection pairing on H1(C, Z) extended R-linearly to H 0 (ωC) * , then E : (u, v) → −u · v defines a principal polarization on J(C). By the (polarized) Jacobian of C, we mean the torus together with this principal polarization.
A torus for which there exists a polarization is called an abelian variety, and a torus together with a (principal) polarization, such as the Jacobian of a curve, is called a (principally) polarized abelian variety.
We have now associated to every complex curve a principally polarized abelian variety. Next, we recall that this in fact gives a bijection between curves of genus 2 up to isomorphism and certain principally polarized abelian surfaces (dimension 2 abelian varieties) up to isomorphism.
Theorem 3.1 (Torelli). Two algebraic curves over C are isomorphic if and only if their Jacobians are isomorphic (as polarized abelian varieties).
Proof. This is Theorem 11.1.7 of [2] .
The product of two polarized abelian varieties (T1, E1) and (T2, E2) has a natural polarization (v, w) → E1(v1, w1) + E2(v2, w2) called the product polarization.
Theorem 3.2 (Weil) . Any principally polarized abelian surface over C is either a product of elliptic curves with the product polarization or the Jacobian of a smooth projective curve of genus 2.
Proof. This is [36, Satz 2] 
Abelian varieties with CM
In this section, we give an algorithm that computes a representative of every isomorphism class of complex principally polarized abelian varieties with CM by the ring of integers OK of a primitive quartic CM field K. We give statements that hold for general CM fields where they are not harder.
Ideals and polarizations
Let K be any CM field of degree 2g, i.e., a totally imaginary quadratic extension of a totally real number field K0 of degree g. We assume that K does not contain a strict CM subfield. In the case g = 2, this assumption is equivalent to the assumption that K is primitive, i.e. does not contain an imaginary quadratic subfield. Recall that we say that an abelian variety A has CM by OK if A has dimension g and there exists an embedding OK → End(A).
A CM type Φ of a CM field K is a set of g embeddings K → C such that Φ ∪ Φ is the complete set of 2g embeddings. By abuse of notation, we interpret Φ as a map Φ : K → C g by writing Φ = {φ1, . . . , φg} and setting Φ(α) = (φ1(α), . . . , φg(α)) ∈ C g for α ∈ K. Let D K/Q be the different of K. Suppose that Φ is a CM type of K, that a is a fractional OK -ideal, and that ξ ∈ K is a generator of the OKideal (aaD K/Q ) −1 such that φ(ξ) lies on the positive imaginary axis for every φ ∈ Φ. Then the map E :
is integer valued on Φ(a) × Φ(a), and can be extended uniquely R-linearly to an R-bilinear form E :
We denote the pair (C g /Φ(a), E) by A Φ,a,ξ . Theorem 4.1. Suppose that K is a CM field of degree 2g that does not contain a strict CM subfield.
1. For any triple (Φ, a, ξ) as above, we have that A Φ,a,ξ is a principally polarized abelian variety with CM by OK.
2. Every principally polarized abelian variety over C with CM by OK is isomorphic to A Φ,a,ξ for some triple (Φ, a, ξ) as above.
3. For every pair of triples (Φ, a, ξ) and (Φ ′ , a ′ , ξ ′ ) as above, the principally polarized abelian varieties A Φ,a,ξ and A Φ ′ ,a ′ ,ξ ′ are isomorphic if and only if there exist σ ∈ Aut(K) and γ ∈ K * such that 
The action of OK on a induces the embedding
which maps α ∈ K to the diagonal matrix diag Φ(α) with entries φ(α) for φ ∈ Φ. This embedding is an isomorphism by [33, Theorem 1.3] . We also have the analogous isomorphism ι
As Φ consists of distinct embeddings, we find that m is a permutation matrix and that Φ • σ = Φ ′ , which proves the claim. It now follows that A Φ,a,ξ and A Φ ′ ,a ′ ,ξ ′ are isomorphic if and only if (1) there exists an automorphism σ of K such that Φ ′ = Φ • σ and (2) A Φ,a,ξ is isomorphic to A Φ,σa ′ ,σξ ′ . By Theorem 5 of [33] (originally [31, Satz 3.19] ), the last condition is equivalent to the existence of γ ∈ K * such that σa ′ = γa and σξ ′ = (γγ)ξ, which finishes the proof of the theorem.
We call two CM types Φ and Φ ′ equivalent if there exists an automorphism σ of K such that Φ ′ = Φ • σ. Theorem 4.1 gives us the following. 1. Let T be a complete set of representatives of the equivalence classes of CM types.
2. Let U be a complete set of representatives of the group
of units of OK 0 modulo norms of units of OK .
3. Let I be a complete set of representatives of the ideal class group of K.
4. Take those a in I such that (aaD K/Q ) −1 is principal and generated by an element ξ ∈ K such that ξ 2 is totally negative in K0. For each such a, choose a ξ.
5.
For every pair (a, ξ) as in step 4 and every unit u ∈ U , take the CM type Φ consisting of those embeddings of K into C that map uξ to the positive imaginary axis.
6. Return those triples (Φ, a, uξ) of step 5 for which Φ is in T .
Proof. By part 1 of Theorem 4.1, the output consists only of principally polarized abelian varieties with CM by OK . Conversely, by part 2 of Theorem 4.1, every principally polarized abelian variety A with CM by OK is isomorphic to A Φ,a,ξ for some triple (Φ, a, ξ). We can change this triple as in part 3 of Theorem 4.1 by a unique σ ∈ Aut(K) and γ = 1 ∈ K * to get Φ ∈ T . This uniquely determines Φ and σ. In the same way, we can use σ = 1 and γ ∈ K * to get a in the set of step 4. We get that A is isomorphic to A Φ,a,uξ for some u ∈ O Let h (resp. h0) be the class number of K (resp. K0) and let h1 = h/h0. We say that an abelian variety A is of type Φ for a CM type Φ if A is of the form A Φ,a,ξ for some pair (a, ξ). Proposition 4.4. The number of pairs (Φ, A), where Φ is a CM type and A is an isomorphism class of abelian varieties over C with CM by OK of type Φ, is h1 · #O Proof. Let I be the group of invertible OK -ideals and S the set of pairs (a, ξ) with a ∈ I and ξ ∈ K * such that ξ 2 is totally negative and ξOK
* . By Theorem 4.1, the set that we need to count is in bijection with the set K * \S of orbits. We claim first that S is non-empty. Proof of the claim: Let z ∈ K * be such that z 2 is a totally negative element of K0. The norm map N : Cl(K) → Cl(K0) is surjective by [34, Theorem 10.1] . As D K/Q and xOK are invariant under complex conjugation, surjectivity of N implies that there exists an element y ∈ K * 0 and a fractional OK-ideal a0 such that ya0a0 = z
, so (a0, yz) is an element of S. Let S ′ be the group of pairs (b, u), consisting of a fractional OK -ideal b and a totally positive generator u ∈ K * 0 of bb. The group K * acts on S ′ via x(b, u) = (xb, xxu) for x ∈ K * , and we denote the group of orbits by
is exact, so K * \S has the correct order.
Quartic CM fields
We now describe, in the case g = 2, the set of equivalence classes of CM types, the group
, and the number of isomorphism classes of CM abelian varieties. We say that a CM type Φ of K is induced from a CM subfield K ′ if {φ |K ′ : φ ∈ Φ} is a CM type of K ′ , and that it is primitive if it is not induced from any strict CM subfield.
Lemma 4.5. Let K be a quartic CM field with the four distinct embeddings φ1, φ2, φ1, φ2 and let Φ = {φ1, φ2}, Φ ′ = {φ1, φ2}. Exactly one of the following holds.
1. The field K is Galois with Galois group isomorphic to C2 × C2, each CM type is non-primitive, and there are two equivalence classes of CM types {Φ, Φ} and {Φ ′ , Φ ′ }, each class induced from a different imaginary quadratic subfield of K.
2. The field K is cyclic Galois, and all four CM types are equivalent and primitive.
3. The field K is non-Galois, each CM type is primitive, and the equivalence classes of CM types are {Φ, Φ} and {Φ ′ , Φ ′ }.
In cases 2 and 3, the field K does not contain an imaginary quadratic subfield.
Proof. See [31, Section 3.2].
In particular, for a quartic CM field, either all or none of the CM types are primitive and we call the field primitive or non-primitive accordingly. This definition coincides with the definition in Section 1.
By Lemma 4.5, we can take the set T of Algorithm 4.2 to consist of a single CM type if K is cyclic and we can take T = {Φ, Φ ′ } if K is non-Galois. The following lemma gives the set U . 
where µK ⊂ O * K is the group of roots of unity and has order 2 or 10.
Proof. As K has degree 4 and does not contain a primitive third or fourth root of unity, it is either Q(ζ5) or does not contain a root of unity different from ±1. This proves that µK has order 2 or 10. A direct computation shows that the lemma is true for K = Q(ζ5), so we assume that we have µK = {±1}.
Let ǫ (resp. ǫ0) be a generator of O * K (resp. O * K 0 ) modulo torsion. Then without loss of generality, we have ǫ0 = ǫ k for some positive integer k. By taking the norm N K/K 0 , we find ǫ
k , so either k = 1 and we are done, or k = 2.
Suppose that k = 2. As K = K0( √ ǫ0) is a CM field, we find that ǫ0 is totally negative, and hence ǫ
where c is the class of the fundamental unit ǫ.
Proof. This follows form Lemma 4.6. 
Implementation details
In practice, Algorithm 4.2 takes up only a very small portion of the time needed for Igusa class polynomial computation. The purpose of this section is to show that, for g = 2, indeed Algorithm 4.2 can be run in time e O(∆) and to show that the size of the output for each isomorphism class is small: only polynomial in log ∆. It is well known that class groups of number fields K of fixed degree can be computed in time e O(|∆| 1 2 ), where ∆ is the discriminant of K (see for example [23, 29] ). The representatives of the ideal classes that are given in the output will be integral ideals of norm below the Minkowski bound, which is 3/(2π 2 ) |∆| 1/2 for a quartic CM field. The class group algorithms show that for each a, we can check in time e O(|∆| 1 2 ) if aaD K/Q is principal and, if so, write down a generator ξ.
, it suffices to check if ζξ is totally imaginary for any of the roots of unity ζ in K (note that Q(ζ5) is the only primitive quartic CM field with more than 2 roots of unity). Then the set T and the
are already given below Lemma 4.5 and in Corollary 4.7 respectively, where the fundamental unit ǫ is a by-product of the class group computations. In particular, it takes time at most e O(|∆|) to perform all the steps of Algorithm 4.2.
A priori, the bit size of ξ can be as large as the regulator of K, but we can easily make it much smaller as follows. We identify K ⊗ R with C 2 via the embeddings φ1, φ2 in the CM type Φ, and we consider the standard Euclidean norm on C 2 . Then we find a short vector
in the lattice OK |ξ| −1/2 ⊂ C 2 using the LLL-algorithm (see [24] ) and replace a by ba and ξ by (bb) −1 ξ. By part 3 of Theorem 4.1, this does not change the corresponding isomorphism class of principally polarized abelian varieties. This also doesn't change the fact that ξ −1 is in OK and that a is an integral ideal. Finally, we compute an LLL-reduced basis of a ⊂ OK ⊗ R = C 2 . We get the following result.
for integers a, b, ∆0 with 0 < a < ∆, Algorithm 4.2 can be run in time e O(∆) in such a way that for each triple (Φ, a, ξ) in the output, the ideal a is given by an LLL-reduced basis, and both ξ ∈ K and the basis of a have bit size O(log ∆).
Proof. We run Algorithm 4.2 as described above the lemma. For each triple (Φ, a, ξ), before we apply the LLL-reduction, we can assume that a is an integral ideal of norm below the Minkowski bound, hence
for some constant C. The covolume of the lattice
size O(log ∆) and norm at most C ′8 N K/Q (ξ −1 )∆, so b has norm at most
. This implies that ba has norm at most C ′′ ∆, so an LLL-reduced basis has bit size O(log ∆).
All elements x ∈ K that we encounter can be given (up to multiplication by units in O * K 0 ) with all absolute values below p N K/Q (a) |ǫ| Therefore, the bit size of the numbers in the LLL-algorithm is e O(Reg K ) = e O(∆ 1/2 ), hence the LLL-steps take time only e O(∆ 1/2 ) for each ideal class.
Symplectic bases and the Siegel upper half space
Let (C g /Λ, E) be a principally polarized abelian variety. For any basis b1, . . . , b2g of Λ, we associate to the form E the matrix M = (mij)ij ∈ Mat2g(Z) given by E(bi, bj) = mij . We say that E is given with respect to the basis b1, . . . , b2g by the matrix M .
The lattice Λ has a basis that is symplectic with respect to E, i.e., a Z-basis e1, . . . , eg, v1, . . . , vg with respect to which E is given by the matrix Ω, given in terms of (g × g)-blocks as
The vectors vi form a C-basis of C g and if we rewrite C g and Λ in terms of this basis, then Λ becomes ZZ g + Z g , where Z is a period matrix, i.e. a symmetric matrix over C with positive definite imaginary part. The set of all g × g period matrices is called the Siegel upper half space and denoted by Hg. It is a topological subspace of the Euclidean 2g
There is an action on this space by the symplectic group
given in terms of (g × g)-blocks by
gives a bijection between the set of orbits Sp 2g (Z)\Hg and the set of principally polarized abelian varieties over C up to isomorphism.
A symplectic basis for Φ(a)
Now it is time to compute symplectic bases. In Algorithm 4.2, we computed a set of abelian varieties over C, each given by a triple (Φ, a, ξ), where a is an ideal in OK , given by a basis, ξ is in K * and Φ is a CM type of K. We now identify a with the lattice Λ = Φ(a) ⊂ C g and recall that the bilinear form E : a × a → Z is given by E : (x, y) → Tr K/Q (ξxy). We can write down the matrix A ∈ Mat2g(Z) of E with respect to the basis of A. Computing a symplectic basis of a now comes down to computing a change of basis M ∈ GL2g(Z) of a such that M t AM = Ω, with Ω as in (2) . This is done by the following algorithm.
For i = 1, . . . , g, do the following.
Let e
′ i ∈ Z 2g be a unit vector linearly independent of {e1, . . . , ei−1, v1, . . . , vi−1}.
Let
where k is the largest positive integer such that the resulting vector ei is in Z 2g .
Let v
′ i be such that e t i Av ′ i = 1. We will explain this step below.
Output the matrix M with columns e1, . . . , eg, v1, . . . , vg.
Algorithm 5.1 is very similar to Gram-Schmidt orthogonalization, except for step 3. Existence of v ′ i as in that step follows from the facts that A is invertible and that ei ∈ Z 2g is not divisible by integers greater than 1. Actually finding v ′ i means finding a solution of a linear equation over Z, which can be done using the LLL-algorithm as in [24, Section 14] .
If we apply the Algorithm 5.1 to the matrix A mentioned above it, then the output matrix M is a basis transformation that yields a symplectic basis of Λ with respect to E. For fixed g, Algorithm 5.1 takes time polynomial in the size of the input, hence polynomial time in the bit sizes of ξ ∈ K and the basis of a. Lemma 4.9 tells us that for g = 2, we can make sure that both ξ ∈ K and the basis of a have a bit size that it polynomial in log ∆, so obtaining a period matrix Z from a triple (Φ, a, ξ) takes time only polynomial in log ∆. This implies also that the bit size of Z (as a matrix with entries in a number field) is polynomial in log ∆.
The fundamental domain of the Siegel upper half space
In the genus 1 case, to compute the j-invariant of a point z ∈ H = H1, one should first move z to the fundamental domain for SL2(Z), or at least away from Im z = 0, to get good convergence. We use the term fundamental domain loosely, meaning a connected subset F of Hg such that every Sp 2g (Z)-orbit has a representative in F, and that this representative is unique, except possibly if it is on the boundary of F.
In genus 2, when computing θ-values at a point Z ∈ H2, as we will do in Section 8, we move the point to the fundamental domain for Sp 4 (Z).
The genus 1 case
For g = 1, the fundamental domain F ⊂ H is the set of z = x + iy ∈ H that satisfy
One usually adds a third condition x ≥ 0 if |z| = 1 in order to make the orbit representatives unique, but we will omit that condition as we allow boundary points of F to be non-unique in their orbit. To move z into this fundamental domain, we simply iterate the following until z = x + iy is in F:
We will also phrase this procedure in terms of positive definite (2 × 2)-matrices Y ∈ Mat2(R), which will come in handy in the genus 2 case. We identify such a matrix
« with the positive definite binary quadratic form f = y1X
Let φ be the map that sends Y to the unique complex number z ∈ H such that f (z, 1) = 0.
Note that SL2(Z) acts on Y via (U, Y ) → U Y U t . Now φ induces an isomorphism of SL2(Z)-sets from the set of positive definite (2 × 2)-matrices Y ∈ Mat2(R) up to scalar multiplication to H.
Note that φ −1 (F) is the set of matrices Y such that
where the first two inequalities correspond to (F1), and the third inequality to (F2). We say that the matrix Y is SL2(Z)-reduced if it satisfies (4). We phrase and analyse algorithm (3) in terms of the matrices Y . Even though we will give some definitions in terms of Y , all inequalities and all steps in the algorithm will depend on Y only up to scalar multiplication.
t such that Y is SL2-reduced. Start with Y = Y0 and U = 1 ∈ SL2(Z) and iterate the following two steps until Y is SL2-reduced.
Let
We can bound the runtime in terms of the minima of the matrix Y0. We define the first and second consecutive minima m1(Y ) and m2(Y ) of a symmetric positive definite (2×2)-matrix Y as follows. Let m1(Y ) = p t Y p be minimal among all column vectors p ∈ Z 2 different from 0 and let m2(Y ) = q t Y q be minimal among all q ∈ Z 2 linearly independent of p. Note that the definition of m2(Y ) is independent of the choice of p. We call m1(Y ) also simply the minimum of Y . If Y is SL2-reduced, then we have
so for every positive definite symmetric matrix Y , we have
As we have
For any matrix A, let |A| be the maximum of the absolute values of its entries.
Lemma 6.2. Algorithm 6.1 is correct and takes O(log(|y1| /m1(Y0))) additions, multiplications, and divisions in R. The inequalities
hold for the output, and also for the values of Y and U throughout the execution of the algorithm.
Proof. The upper bound log(|Y0| /m1(Y0))/ log(3) + 2 on the number of iterations is proven on the last page of Section 7 of [24] . Each iteration consists of an absolutely bounded number of operations in R, which proves our bound on the number of operations. Next, note that |Y | is decreasing throughout the algorithm. Indeed, step 2 only swaps entries and changes signs, while step 1 decreases |y3| and leaves y1 and det Y = y1y2 − y 2 3 invariant, hence also decreases |y2|. This proves that we have |Y | ≤ |Y0| throughout the course of the algorithm. Now let C0 ∈ Mat2(R) be such that C0C t 0 = Y0. Then we have |C0| ≤ |Y0| 1/2 and hence˛C
As we have U C0(U C0)
The fundamental domain for genus 2
For genus 2, the fundamental domain F2 is defined to be the set of Z = X + iY ∈ H2 for which (S1) the real part X is reduced, i.e., − 1 2
the imaginary part Y is (GL2-)reduced, i.e., 0 ≤ 2y3 ≤ y1 ≤ y2, and
Every point in H2 is Sp 4 (Z)-equivalent to a point in F2, and we will compute such a point with Algorithm 6.3 below. This point is unique up to identifications of the boundaries of F2 as we will see in Lemma 6.12.
Reduction of the real part is trivial and obtained by X → X + B, for a unique B ∈ Mat2(Z). Here X → X + B corresponds to the action of
Reduction of the imaginary part is reduction of positive definite symmetric matrices as in Algorithm 6.1, but with the extra condition y3 ≥ 0, which can be obtained by applying the GL2(Z)-matrix
It follows that U Y U t is reduced for some U ∈ GL2(Z), and to reduce the imaginary part of Z, we replace Z by
Condition (S3) has a finite formulation. Let G consist of the 38 matrices 0
in Sp 4 (Z), where d ranges over {0, ±1, ±2} and each ei over {0, ±1}.
Gottschling [16] proved that, under conditions (S1) and (S2), condition (S3) is equivalent to the condition
Actually, Gottschling went even further and gave a subset of 19 elements of G of which he proved that it is minimal such that (G) is equivalent to (S3), assuming (S1) and (S2). For our purposes of bounding and computing the values of Igusa invariants, it suffices to consider the set B ⊂ H2, given by (S1), (S2), and
The condition (B) follows immediately from (S1) and |z1| ≥ 1, which is equivalent to |det(N * 0 (Z))| ≥ 1 for the single matrix
so B contains F2.
The reduction algorithm for genus 2
The reduction algorithm that moves Z ∈ H2 into F2 is as follows.
Algorithm 6.3. Input: Z0 ∈ H2. Output: Z in F2 and a matrix
such that we have Z = M (Z0) = (AZ0 + B)(CZ0 + D) −1 . We start with Z = Z0 and iterate the following 3 steps until Z is in F2. During the course of the algorithm, we keep track of M ∈ Sp 4 (Z) such that Z = M (Z0), as we did with U in Algorithm 6.1.
1. Reduce the imaginary part as explained in Section 6.2.
2. Reduce the real part as explained in Section 6.2.
The algorithm that moves Z ∈ H2 into B is exactly the same, but with F2 replaced by B everywhere and with G replaced by {N0}. We will give an analysis of the runtime and output of Algorithm 6.3 below. The only property of the subset G ⊂ Sp 4 (Z) that this analysis uses is that it contains N0, hence the analysis is equally valid for the modification that moves points into B.
We will bound the number of iterations by showing that det Y is increasing and bounded in terms of Y0, that we have an absolutely bounded number of steps with |y1| ≥ 1 2 , and that every step with |y1| < 
Taking determinants on both sides proves the result.
Steps 1 and 2 of Algorithm 6.3 do not change det Y , and Lemma 6.4 shows that step 3 increases det Y , so det Y is increasing througout the algorithm.
The following result allows us to bound m2(Y ) and det Y during the algorithm. It will also be very important in Section 7, where we bound the entries of the output of Algorithm 6.3.
Lemma 6.5. For any point Z = X + iY ∈ H2 and any matrix M ∈ Sp 4 (Z), we have
Proof. We imitate part of the proof of [18, Lemma 3.1]. If we replace M by
−1 U t , so we can assume without loss of generality that (Im M (Z)) −1 is reduced. By (8), we have
where
As the left hand side of (9) is reduced, we have that m1((Im M (Z)) −1 ) is its upper left entry. Let (c1, c2, d1, d2) ∈ Z 4 be the third row of M and let c = (c1, c2), d = (d1, d2) ∈ Z 2 . We compute that the upper left entry of (9) 
The matrix M is invertible, so if c is zero, then d is non-zero. As both Y −1 and Y are positive definite, this implies that
By (5) and (6), we get
which proves the result.
Lemma 6.6. There is an absolute upper bound c, independent of the input Z0, on the number of iterations of Algorithm 6.3 in which Z satisfies y1 ≥ 1 2 at the beginning of step 3.
Proof. Let C be the set of points in H2 that satisfy (S1), (S2) and y1 ≥ 1 2
. At the beginning of step 3, both (S1) and (S2) hold, so we need to bound the number of iterations for which Z is in C at the beginning of step 3. Suppose that such an iteration exists, and denote the value of Z at the beginning of step 3 of that iteration by Z ′ . As det Y increases during the algorithm, each iteration has a different value of Z, so it suffices to bound the number of Z ∈ Sp 4 (Z)(Z ′ ) ∩ C. By [18, Theorem 3.1], the set
, we get the absolute upper bound #C on the number of iterations with Z ∈ C.
Lemma 6.7. At every iteration of step 3 of Algorithm 6.3 in which we have y1 < 1 2 , the value of det Y increases by a factor of at least 2.
Proof. If y1 < 1 2 , then for the element N0 ∈ G, we have |det
, so by Lemma 6.4, the value of det Y increases by a factor ≥ 2.
We can now bound the number of iterations. For any matrix Z = X + iY ∈ H2, let t(Z) = log max{m1(Y ) −1 , m2(Y )}.
Proposition 6.8. The number of iterations of Algorithm 6.3 is at most O(t(Z0)) for every input Z0.
Proof. Let c be the constant of Lemma 6.6, let Z0 be the input of Algorithm 6.3 and let Z be the value after k iterations. By Lemmas 6.7 and 6.5, we have
To avoid a laborious error analysis, we assume that all computations are performed inside some number field F ⊂ C of absolutely bounded degree. Indeed, for an abelian surface A with CM by OK and any period matrix Z ∈ H2 that represents A, we have that Z is in Mat2(F ), where F is the normal closure of K, which has degree at most 8. For a runtime analysis, we need to bound the height of the numbers involved. Such height bounds are also used for lower bounds on the off-diagonal part of the output Z, which we will need in Section 8.
The height h(x) of an element x ∈ F * is defined as follows. Let S be the set of absolute values of F that extend either the standard archimedean absolute value of Q or one of the non-archimedean absolute values |x| = p −ordp(x) . For each v ∈ S, let deg(v) = [Fv : Qv] be the degree of the completion Fv of F at v. Then
We denote the maximum of the heights of all entries of a matrix Z ∈ H2 by h(Z). Next, we give bounds on the value of |M | during the execution of the algorithm. This will provide us with a bound on the height of the entries of Z. Indeed, if we have Z = M (Z0), then it follows that h(Z) ≤ 2(log |M | + h(Z0) + log 4). Lemma 6.9. There exists an absolute constant c > 0 such that the following holds. The value of log |M | is at most c max{log |Z0| , 1} during the first iteration of Algorithm 6.3 and increases by at most c max{t(Z0), 1}, where t is as above Proposition 6.8.
Proof. For step 1, it follows from equation (7) and Lemma 6.2 that the value of log |M | increases by at most log |Z| + t(Z) + log 8. In step 2, the value of log |M | increases by at most log(1 + 2 |Z|). In step 3, the value of log |M | increases by at most log 4 by the definition of G.
Therefore, it suffices to bound log |Z| appropriately at the beginning of steps 1 and 2. Note that log |Y | decreases during step 1, while log |X| increases by at most max{log |Z| , 0} + log 16. Therefore, it suffices to give a bound for log |Z| only at the beginning of step 1. Note that for the first iteration, the bound log |Z| = log |Z0| suffices.
At the beginning of step 3, we have |xi| ≤ 1 2 , and Y is reduced. We can thus use Lemma 6.5 to bound the coefficients of Y , and get |Y | ≤ 4e t(Z 0 ) /3. This proves that we have log |Z| ≤ 3 max{t(Z0), 1}. During step 3, the matrix Z gets replaced by
We have already bounded |Z|, and we also have |N | ≤ 4, so we only need to bound |det(CZ
′ , then Lemma 6.5 tells us that the numerator is at most 4 max{m1(Y0) −1 , m2(Y0)}/3. Applying the fact that the determinant of Im(Z) increases during the execution of the algorithm, we thus find
which is at most 16/9 max{m1(Y0), m2(Y0)} 3 by (5). Therefore, for Z and N as in step 3, we have log |N (Z)| = c ′ max{t(Z0), 1}, hence we find that c ′ max{t(Z0), 1} is an upper bound for log |Z| at the beginning of step 1 for every iteration but the first. Theorem 6.10. Let F ⊂ C be a number field. Algorithm 6.3, on input Z0 ∈ Mat2(F ) ∩ H2, returns an Sp 4 (Z)-equivalent matrix Z ∈ F2. The runtime is e O(h(Z0) log |Z0|) + e O(t(Z0) 4 ). Moreover, the output Z satisfies h(Z) = c ′ max{h(Z0), t(Z0) 2 , 1}, for some absolute constant c ′ .
Proof. By Proposition 6.8 and Lemma 6.9, the value of log |M | is bounded by O(log |Z0|) + O(t(Z0) 2 ) throughout the algorithm, so the height of every entry of Z is bounded by O(t(Z0)
2 )+O(h(Z0)). This implies that each basic arithmetic operation in the algorithm takes time at most e O(t(Z0) 2 )+ e O(h(Z0)). By Lemma 6.2, the first iteration takes O(log |Z0|) + O(t(Z0)) such operations, and all other O(t(Z0)) iterations take O(t(Z0)) operations, so there are O(log |Z0|) + O(t(Z0)
2 ) arithmetic operations, yielding a total run time for the algorithm of e O(t(Z0)
In Section 8, we bound the Igusa invariants in terms of the entries of the period matrix Z. One of the bounds that we need in that section is a lower bound on the absolute value of the off-diagonal entry z3 of Z. It is supplied by the following corollary.
Corollary 6.11. Let Z0 ∈ Mat2(F ) ∩ H2 be the input of Algorithm 6.3 and let z3 be the off-diagonal entry of the output. Then either z3 is zero or we have − log |z3| ≤ c ′ max{h(Z0), t(Z0) 2 , 1} for an absolute constant c ′ .
Proof. The field F is a subfield of C, which gives us a standard absolute value v. If z3 is non-zero, then the product formula tells us that we have − log |z3| = − log |z3| v = P w =v log |z3| w ≤ h(z3), which is at most c ′ max{h(Z0), t(Z0) 2 , 1} by Theorem 6.10.
Identifying points on the boundary
Now that we know how to move points to the fundamental domain F2, the following lemma shows how to see if two points in F2 are Sp 4 (Z)-equivalent. Using this lemma, one could, for example, eliminate duplicate abelian varieties if one chooses to use a non-proven alternative method for the class group computations in Algorithm 4.2. We do not need this lemma for the proof of the main theorem.
Lemma 6.12. For every element Z of F2, the set Sp 4 (Z)(Z) ∩ F2 can be computed as follows.
We can compute S Z ′′′ as follows.
(a) Let U be one element of S Z ′′′ , which can be found using GL2(Z)-reduction of Im Z ′′′ as explained in Section 6.2, and let
and let V be the subset of GL2(Z) that contains and no other elements, so V has 0, 1, or 2 elements. (c) Let G be the subgroup of SL2(Z)/{±1} generated by V , so G has order 1, 2, 4, or 6.
We have S1 = Sp 4 (Z)(Z) ∩ F2.
Proof. Let Z ′ be an element of S1 and let M ∈ Sp 4 (Z) be the matrix
where N , U , and T = T (Z ′′ ) are as in steps 1, 2, and 3, hence we have M (Z) = Z ′ . By construction, Z ′ is Sp 4 (Z)-equivalent to Z and satisfies (S1) and (S2). Moreover, we have |det M * (Z)| = |det N * (Z)| = 1, and Z satisfies (S3), so for any M ′ ∈ Sp 4 (Z), we computę
Therefore, Z ′ also satisfies (S3) and we have S1 ⊂ Sp 4 (Z)(Z) ∩ F2.
be the lower half of M ′ , i.e. the (2 × 4)-matrix having as rows the third and fourth row of M ′ . As both Z and M (Z) lie in F2, we have |det M * (Z)| = 1, and Z satisfies (S1), (S2), and |z1| , |z2| ≥ 1. The proof of [16, Satz 1] shows that this implies that we have l(M ) = (U t ) −1 l(N ) for some U ∈ GL2(Z) and some N ∈ G. Now M and
« N are symplectic matrices with the same lower half, and this implies that (10) holds for some symmetric integer matrix T . In particular, the matrix
Finally, by uniqueness of T (Z ′′ ), we have T = T (Z ′′ ) and hence M (Z) is an element of S1.
It remains to show that the set S Z ′′′ computed in steps a-d is correct. This follows from the fact that if both U Y U t and Y are reduced, then (U mod ±1) is in the group G corresponding to Y .
Bounding the period matrix
In Sections 4 -6, we gave an algorithm that computes one period matrix Z in the fundamental domain F2 of the Siegel upper half space H2 for every isomorphism class of principally polarized abelian surface over C with CM by OK . In Section 8, we give bounds on the Igusa invariants in terms of the entries of Z. The purpose of the current section is therefore to bound the entries of Z.
The period matrix Z was computed via a reduction algorithm, starting from the fairly arbitrary period matrix obtained in Algorithm 5.1. As a result, we cannot obtain optimal bounds via an analysis of the way Z was computed. Instead, we show the existence of an Sp 4 (Z)-equivalent matrix Z ′ on which we can get certain bounds, and transfer those bounds to Z using Lemma 6.5. Working directly with the period matrix Z ′ instead of Z in our algorithms is not an option, because Z ′ will not always be in the fundamental domain F2, where Section 8 needs it to be.
The bounds on Z and Z ′ are given by the following two results. For a quartic CM field K, let ∆ be the discriminant of K and let ∆0 be the discriminant of its real quadratic subfield K0, so we have ∆ = ∆ 1 ∆ 2 0 , where ∆1 is the norm of the relative discriminant of K/K0. Proposition 7.1. Let K be a primitive quartic CM field. Every principally polarized abelian surface with complex multiplication by OK has a symplectic basis for which the period matrix
4 and
We will prove Proposition 7.1 later. 
Relative quadratic extensions
We will now show that, for a primitive quartic CM field K, every abelian variety with CM by OK is isomorphic to A Φ,a,ξ as in Section 4, where a is of the form a = zb + b −1 for some z ∈ K and some fractional OK 0 -ideal b. We will see that every such representation provides us with a symplectic basis, and hence a period matrix. We will obtain the period matrix of Proposition 7.1 by finding a 'good' pair (z, b). We state results for a general CM field where they are not harder.
Let K be a CM field of degree 2g and K0 its maximal real subfield. We assume that the different D K 0 /Q of K0 is principal and generated by δ. If g = 2 and K0 has discriminant ∆0, then this is automatic and we can take δ = √ ∆0. For the general case, where D K 0 /Q may not be principal, see Remark 7.5. Theorem 7.3. Let K be a CM field and K0 its maximal real subfield and suppose that D K 0 /Q is principal and generated by δ. For every complex abelian variety A with CM by OK , there exists an element z ∈ K such that a = zOK 0 + OK 0 ⊂ K is an OK -module and for ξ = (z − z)
and Φ = {φ : K → C | Im φξ > 0}, we have A ∼ = A Φ,a,ξ as in Section 4.
Proof. By part 1 of Theorem 4.1, we have A ∼ = A Φ,a,ξ for some a ⊂ K and ξ ∈ K. As a is a projective module of rank 2 over the Dedekind domain OK 0 , we can write it as a = zc + yOK 0 for some OK 0 -ideal c and z, y ∈ K. By part 3 of Theorem 4.1, we can replace a by y −1 a and ξ by yyξ, hence we can assume without loss of generality that we have y = 1.
Recall that we have an alternating Z-bilinear form E ξ : a × a → Z, given by (u, v) → Tr K/Q (ξuv). This form is trivial on zc × zc and OK 0 × OK 0 , and is alternating, hence is completely defined by its action on zc × OK 0 . Let T : K0 × K0 → Q be the Q-linear trace form (a, b) →
Note that here ξ(z − z) is an element of K0.
The fact that E ξ is principal (i.e. has determinant 1) implies that ξ(z − z)c is the dual of OK 0 with respect to the form T , which is D −1
It follows that c is principal, so without loss of generality we have c = OK 0 and hence ξ = (z − z)
The following result gives the converse, and also shows how to write down a symplectic basis of a in terms of z. Let T : K0 × K0 → Q be the Q-linear trace form (a, b) → Tr K 0 /Q (ab). For z ∈ K, let I(z) = Q φ |Im φz|, where the product ranges over the embeddings φ : K → C up to complex conjugation, so I(z)
The following lemma bounds the consecutive minima of the imaginary part of the period matrix corresponding to the symplectic basis of Theorem 7.4 in the case g = 2.
Lemma 7.6. Suppose that we have g = 2 and let (z, b) be as in Theorem 7.4. Let Z = X + iY be the period matrix corresponding to the symplectic basis of that theorem. Then we have det
Proof. Let b1, b2 be a basis of b. Let c be the non-trivial automorphism of K0. Then b1b 
Let Ω ∈ Mat2(C) have the first two vectors as columns and Ω ′ ∈ Mat2(R) the last two, so Z = Ω ′−1 Ω. Then we have that det
« and hence
Let Y = Im Z. Recall that the first minimum m1(Y ) of Y is the minimal value of (m,
As Ω ′ is real, we also get that Y = Ω ′−1 Im Ω and hence that det
det Y gives the upper bound on m2(Y ).
To prove Proposition 7.1, we need to find a pair (z, b) for which we have both a good upper and a good lower bound on I(z)N (b) 2 . We first give an upper bound that holds for every pair (z, b). Then we show how to find (z, b) such that I(z)N (b)
2 is large and we give a lower bound on I(z)N (b) 2 for that particular pair. We do this for the general case where K is a CM field of degree 2g. Lemma 7.7. Let K be a CM field of degree 2g with maximal totally real subfield K0. Suppose that
Proof. For any α ∈ OK , we have αw ∈ zb+b −1 for all w ∈ b −1 . Therefore, we have α = uz + v with u ∈ b 2 and v ∈ OK 0 . We thus find that
2 for all α ∈ OK . The set of all α − α as α ranges over K generates the relative different D K/K 0 as an OK -ideal, which proves the inclusion of ideals.
Taking the norm N K/Q of this inclusion, we find exactly the bound
The following lemma gives the lower bound.
Lemma 7.8. Let K be a CM field of degree 2g and K0 its maximal real subfield and suppose that D K 0 /Q is principal and generated by δ.
There exists a constant C, depending only on g, such that for every complex abelian variety A with CM by OK , there exist an element z ∈ K and an integral OK 0 -ideal b ⊂ OK 0 such that the following holds. The subset a = zb + b −1 ⊂ K is an OK -submodule, we have I(z) ≥ C∆ .
Proof. By Theorem 7.3, we have
Identify a with its image Φ(a) inside C g . Then a is a lattice of covolume ∆0I(z ′ ). For B ≥ 0, define the set S by
Then S has volume BC ′ for some constant C ′ depending only on g. Take B = 2 2g C ′−1 ∆0I(z ′ ), so that by Minkowski's convex body theorem, there exists a non-zero element y = bz
As we have y ∈ S, we find
Then a = y −1 a ′ and ξ = yyξ ′ , so A ∼ = A Φ,a,ξ by part 3 of Theorem 4.1. Finally, for i = 1, . . . , g, we have
Taking the product over all i, we find
Proof of Proposition 7.1. Given a CM abelian surface A, let z ∈ K and the ideal b ⊂ OK 0 be as in Lemma 7.8. By Lemmas 7.7 and 7.8, we have
Let Z be the period matrix corresponding to the symplectic basis of Theorem 7.4. Then Lemma 7.6 proves the bounds that we need to prove.
Remark 7.9. The element z ∈ K can be interpreted as a point
in the Hilbert upper half space H g , which is the g-fold cartesian product of the upper half plane H = H1 = {z ∈ C | Im z > 0}.
The Hilbert moduli space SL2(OK 0 )\H g parametrizes abelian varieties with real multiplication by OK 0 , of which abelian varieties with complex multiplication are special cases.
It is possible to formulate the theory above in terms of the Hilbert moduli space. Lemma 7.8 is inspired by Lemma 2.2 of [32] , which is formulated in that language.
Generalization of Spallek's results
Spallek, in her thesis [31] , gave a formula for the period matrices of a complete set of reprentatives of the isomorphism classes of abelian surfaces with CM by a given primitive quartic CM field K of which the real quadratic subfield K0 has class number one. This formula has been the method of choice of various authors ( [8, 37] ). The theory of the preceding section allows us to simplify Spallek's results and to generalize them to arbitrary primitive quartic CM fields. We will not need anything from Section 7.2 in the rest of the text.
Let K be a primitive quartic CM field with real quadratic subfield K0 and let ω ∈ K0 be such that
Lemma 7.10. Suppose that z ∈ K is such that zOK 0 + OK 0 is an OKideal. Let φ1, φ2 be the embeddings of K into C given by φ1ω > φ2ω and Im φ1(z) > 0 > Im φ2(z). Then the period matrix corresponding to the symplectic basis of Theorem 7.4 is Zz = (φ1 + φ2)(zδ
Proof. Choose b1 = ω and b2 = 1 in (11).
Theorem 7.11. Let K be a primitive quartic CM field. A complete set of representatives for the equivalence classes of abelian varieties over C with CM by OK can be given as follows.
1. Let Φ = {φ1, φ2} be a CM type of K.
Let ǫ ∈ O
is a complete set of representatives of the ideal classes of K that contain an ideal of the form zOK 0 + OK 0 .
Let
Proof. A similar result holds for arbitrary g with zOK 0 + OK 0 replaced by zD
Alternative algorithm
The theory of Section 7.1 allows us to give an alternative to Algorithm 4.2 for computing a complete set of representatives of the abelian varieties with CM by the ring of integers OK of a CM field K of degree 2g. This is not important for the rest of the text, since computing this set of representatives makes up a negligible part of the run time in our main theorem.
Here is how to enumerate all abelian varieties with CM by OK directly in terms of pairs (z, b) as in Section 7. for an effective constant C depending only on g. We start by computing a set of representatives of the ideal classes of K0, and we can restrict to b that are in this set, because we have z(ub) + (ub)
, and note that for every pair (z, b), we have √ D = az+b with a ∈ b 2 , b ∈ OK 0 . Therefore, for each b, we will enumerate a list of such pairs a, b and set z = a −1 ( √ D −b). For each b, we compute a fundamental parallelogram in K0 ⊗ R for translation by b −1 , and we restrict to z that are in this fundamental parallelogram. This makes the list of b's finite for each a.
We also compute a fundamental parallelogram in the coordinate-sum-0 subspace of R g for translation by vectors (log |φiu|)
. We restrict to z such that (log |φiz|) g i=1 = rv for some r ∈ R and v in this parallelogram. This final restriction, together with the fact that we have
makes the set of a's finite for each b.
We have now narrowed the search down to a finite set of pairs (z, b), and we can compute this set of pairs if we can compute the class group and unit group of K0 and know how to enumerate elements of OK 0 of bounded norm.
Once we have our list of pairs (z, b), Theorem 7.4 provides us with symplectic bases, and hence period matrices, Algorithm 6.3 shows how to move the period matrices to a fundamental domain, and Lemma 6.12 shows how to eliminate duplicates from our list.
We can also eliminate duplicates from our list by enumerating all elements of norm 1 in zb + b −1 ⊂ K up to multiplication by O * K 0
. For each such element, the proof of Lemma 7.8 shows how to find another pair (z, b), corresponding to the same principally polarized abelian variety. If g = 2, then the class group and the fundamental unit of K0 can be computed using the theory of reduced ideals as described for example by Lenstra [22] . It is not hard to derive from that theory a method for enumerating the elements of OK 0 of norm below a given bound.
Remark 7.12. In the language of the Hilbert upper half space of Remark 7.9, our finite list of pairs (z, b) corresponds exactly to the set of CM-by-OK-points in the fundamental domain described in Section I.3 of [32] .
Theta constants
To compute the absolute Igusa invariants corresponding to a point Z ∈ H2, we use theta constants. For z ∈ C, let E(z) = e πiz . We call an element c ∈ {0, 
}
4 a theta characteristic and write c = (c1, c2, c3, c4), c ′ = (c1, c2) and c ′′ = (c3, c4). We define the theta constant of characteristic c to be the function θ[c] : H2 → C given by
and following Dupont [6] , we use the hort-hand notation
We call a theta characteristic -and the corresponding theta constanteven or odd depending on whether 4c ′ c ′′t is even or odd. The odd theta constants are zero by the anti-symmetry in the definition, and there are exactly 10 even theta constants θ0, θ1, θ2, θ3, θ4, θ6, θ8, θ9, θ12 and θ15.
Igusa invariants in terms of theta constants
Let T be the set of even theta characteristics and define
Then S consists of 15 subsets of T , each consisting of 6 even theta characteristics, and we define
so each h k is a sum of t k monomials of degree 2k in the 10 even theta constants, where t4 = 10, t10 = 1, t12 = 15 and t16 = 60.
Lemma 8.1. Let Z be a point in H2. If h10(Z) is non-zero, then the principally polarized abelian variety corresponding to Z is the Jacobian of a curve C/C of genus 2 with invariants
Proof. Thomae's identities [27] give an equation for such a curve C in terms of the theta constants. If we use these formulas to write out the definition of I 2 , I 4 , I 6 , and I 10 , and use standard identities between the theta constants, then Lemma 8.1 follows. This was done by Spallek [31] , who gave a page-filling explicitly written-out definition of the h k , that contains a few misprinted exponents. The same result with the correct exponents can be found in [37] and [8] , and, in a form that fills 'only' half a page, in [6, Section 6.3.3] . Our version of the result is equivalent to the versions in [6, 8, 37] . 10 ] can be expressed as a polynomial in the theta constants divided by a power of the product of all even theta constants.
This corollary implies that if we give upper and lower bounds on the absolute values of the theta constants, then we get upper bounds on the absolute values of the absolute invariants. Furthermore, we can bound the precision needed for the theta constants in terms of the precision needed for the absolute invariants. 
Bounds on the theta constants
For Z ∈ H2, denote the real part of Z by X and the imaginary part by Y , write Z as
and let xj be the real part of zj and yj the imaginary part for j = 1, 2, 3.
Recall that B ⊂ H2 is given by (S1) X is reduced, i.e., −1/2 ≤ xi < 1/2 for i = 1, 2, 3, (S2) Y is reduced, i.e., 0 ≤ 2y3 ≤ y1 ≤ y2, and
Proposition 8.4. For every Z ∈ B, we have
Proof. The proof of Proposition 9.2 of Klingen [18] gives infinite series as upper bounds for the left hand sides. A numerical inspection shows that the limits of these series are less than 0.553, 0.623, 0.623 and 0.438. Klingen's bounds can be improved by estimating more terms of the theta constants individually and thus getting a smaller error term. This has been done in Propositions 6.1 through 6.3 of Dupont [6] , improving the first three bounds to 0.405, 2 |E(z1/2)| ≤ 0.514 and 2 |E(z2/2)| ≤ 0.514. The proof of [6, Proposition 6.2] shows that for the second and third bound, we can also take 0.348. . Then we have |1 − E(z3)| ≥ min{ 1 4 , |z3|}.
Proof. If |Re(z3)| ≥ 1 6 , then˛1 − e πiz 3˛≥ sin(π/6) = and Im(z3) < 1 10 , then let a = πiz3, sǫ
Lemma 8.8. For every Z ∈ B, we have
where ν = min{ 1 4 , |z3|}.
Proof. This follows from Proposition 8.4 if we use Lemma 8.7 to estimate |1 − E(z3)| from below and we use the bounds
Corollary 8.9. For every Z ∈ B, we have log 2 |h4(Z)| < 8, log 2 |h10(Z)| < 11, log 2 |h12(Z)| < 17, log 2 |h16(Z)| < 23, − log 2 |h10(Z)| < 3 + π(y1 + y2 − y3) + max{2, − log 2 |z3|}, log 2 |in(Z)| < 46 + 2π(y1 + y2 − y3) + 2 max{2, − log 2 |z3|} (n ∈ {1, 2, 3}).
Proof. The upper bounds on h4, h10, h12, and h16 follow from the bounds of Corollary 8.6. The lower bound on h10 follows from the bounds of Lemma 8.8. The upper bounds on in follow from the formulas of Lemma 8.1 and the bounds on h k .
Remark 8.10. Lemma 8.1, together with Corollary 8.9, gives a constructive version of Theorem 3.2. Indeed, if z3 = 0, then the principally polarized abelian surface A(Z) corresponding to Z is the product of the polarized elliptic curves C/(z1Z + Z) and C/(z2Z + Z), while if z3 = 0, then Corollary 8.9 shows that h10(Z) = 0, so A(Z) is the Jacobian of the curve of genus 2 given by Lemma 8.1.
Evaluating Igusa invariants
We get the following algorithm for evaluating the absolute Igusa invariants from the theta constants. We show how to evaluate theta constants in Algorithm 8.13. Let z ∈ C be a complex number and n a non-negative integer. An approximation e z of z of absolute precision n is an element of 2 −n Z[i] ⊂ C. The (absolute) error of e z is ǫ(e z) = |e z − z|. Let k be a non-negative integer and f : C k → C a map. For example, for k = 2, we have addition and multiplication, for k = 0, we have the constant π, and for k = 1, we have the exponential map exp, and for every fixed m ∈ Z, the exponentiation x → x m . For elements z1, . . . , z k ∈ C with approximations e z1, . . . , e z k , let z = f (z1, . . . , z k ) and let e z be f ( e z1, . . . , e z k ), rounded to a nearest element of 2 −n Z[i]. For each of the examples f above, the approximation e z of z can be computed from e z1, . . . , e z k in time e O(n + max{0, log |e z| , log |e zi| | i = 1, . . . , k})
using "fast multiplication" techniques (see e.g. [1] ). The error ǫ(e z) is at most |z − f (e z1, . . . , e z k )| + 2 −n .
Actually, the advantage of using absolute precision is that we don't have a rounding error in the case of addition, so that we can leave out the term 2 −n and get ǫ(e z) ≤ ǫ(e z1) + ǫ(e z2). For multiplication, we have ǫ(e z) ≤ ǫ(e z1) |z2| + ǫ(e z2) |z1| + ǫ(e z1)ǫ(e z2) + 2 −n .
Algorithm 8.11. Input: A positive integer s and approximations e θj(Z) of all even theta constants θj (Z) for some Z ∈ B with an absolute error of at most 2 −s . Output: Approximations e in(Z) of the Igusa invariants in(Z) for n = 1, 2, 3.
1. Evaluate each of the products A in the definition (12) of the functions h4, h10, h12, and h16 by factor-by-factor multiplication with an absolute precision of s, i.e. start with A ← 1 and let A ← AB for every factor B.
2. Evaluate each of the sums of in the definitions of h4, h10, h12, and h16 by term-by-term addition with an absolute precision of s.
Evaluate
10 , and i3 = h with an absolute precision of s.
Proposition 8.12. Let u = 3 + π(y1 + y2 − y3) + max{2, − log 2 |z3|}. If s is > 13 + 2u, then the output of Algorithm 8.11 has an error of at most 2 100+3u−s . The runtime is e O(s) as s tends to infinity, where the implied constants do not depend on the input.
Proof. For any term A in step 1, let Ai be A after i factors have been multiplied together, so |Ai| ≤ 1.56
i . Let e Ai be the approximation of Ai that is computed in the algorithm, and let e A = e A 2k be the approximation of A obtained in this way. Then for the error, we have ǫ( e A0) = 0 and ǫ( e Ai+1) = 1.56ǫ( e Ai)+1.56 i 2 −s +2 −s . By induction, we get ǫ( e Ai) < 2 2+i−s , so that the approximation e A of each term A in h k has an error of at most ǫ( e A) < 2 2+2k−s . The error of e h k itself will therefore be less than t k 2 2+2k−s < 2 40−s , where t4 = 10, t10 = 1, t12 = 15 and t16 = 60. Next, we evaluate h −2 10 . Let let e h10 be the approximation that we have just computed, so |h10 − e h10| < 2 12−s and |h10| > 2 −u . As we have s > 13 + u, we find
so we find an approximation of h
10 with an error of at most 2 14+3u−s . Finally, we evaluate i1, i2, and i3, and the bound on their errors follows from the absolute value and error bounds on h k and h 
Evaluating theta constants

Compute
2. With an absolute precision of t = s + 1 + ⌊2 log 2 (2R + 1)⌋, compute an approximation e A of
Theorem 8.14. The output of Algorithm 8.13 is correct if the input is given with an absolute error of at most 2 −t−1 . The algorithm takes time e O(s 2 ).
Proof. A precision of t in the input and the evaluation ensures that each term of the output approximation e A of A has an error of at most 2 −t , so that we have˛A − e A˛≤ (2R + 1) 2 2 −t ≤ 2 −s−1 .
Next, we have
(n 2 1 y1 + n 2 2 y2) for all n ∈ R 2 . Now for positive real numbers t and non-negative integers l, let
so that we find
If t ≥ p 3/4, then we have
Therefore,˛e
For each term, it takes time e O(t) = e O(s) to evaluate the term and add it to the result. The number of terms is (2R + 1) 2 = e O(s), which proves the runtime.
Improvements
It may be possible that variations of Algorithm 8.13, such as evaluation of multiple theta constants at once or evaluation of a theta constant at multiple points in H2 at once, improve upon the (quasi-quadratic) complexity given by Theorem 8.14. We will not go into the details of any of these possibilities, because they do not seem to give anything that is as good as the quasi-linear-time conjectural method described by Dupont in his thesis [6] . Dupont gives a method for computing theta constants in genera 1 and 2 using Newton iterations and (a generalization of) the arithmetic-geometric mean (AGM). Proving results for the genus 2 version of Dupont's method is beyond the scope of this paper, partially because there is no error analysis yet, even for the genus 1 method, and partially because the correctness of the genus 2 method depends on a few unproven assumptions.
Denominators
Let K be a primitive quartic CM field. In this section we give bounds on the degree and the denominators of Igusa class polynomials of K. We will give our bounds in terms of the discriminant ∆0 of the real quadratic subfield K0 and the norm ∆1 = N K 0 /Q (∆ K/K 0 ) of the relative discriminant ∆ K/K 0 of K/K0. Note that we have ∆ = ∆1∆ 2 0 . By the denominator of a polynomial f ∈ Q[X], we mean the minimal positive integer c such that cf ∈ Z[X].
We start by bounding the degree. Denote the class numbers of K and K0 by h and h0 respectively, and let h1 = h/h0. The degree of the Igusa class polynomials HK,n for n = 1, 2, 3 is the number h ′ of isomorphism classes of curves of genus 2 with CM by OK , and by Lemma 4.8 we have h ′ = h1 if K is cyclic and h ′ = 2h1 otherwise. The following result bounds h1 and hence this degree h ′ .
Lemma 9.1 (Louboutin [25] ). There exist effective constants d > 0 and N such that for all primitive quartic CM fields K with ∆ > N , we have
Proof. Louboutin [25, Theorem 14] gives bounds log h1 log(∆1∆0) − 1 2˛≤ d log log ∆ log ∆ for ∆ > N . As we have ∆ > ∆0∆1, this proves the result.
The main result of this section is the following.
Theorem 9.2. Let K be a primitive quartic CM field of discriminant ∆. If 2 and 3 do not ramify in K, then the denominator of each of the Igusa class polynomials of K divides
where c1, c2 > 0 are integral constants, and h ′ ∈ {h1, 2h1} is the degree of the Igusa class polynomials of K.
Furthermore, we have log
The small constants c1 and c2 will be explicit in a future publication of Eyal Goren. The theorem as stated holds for the absolute Igusa invariants i1, i2, i3 of Section 2. For another choice of a set of Igusa invariants S, one needs to multiply D by c We will now prove Theorem 9.2. We write the field K as K = Q(
, where a and b are positive integers. Primes that may occur in the denominators of the coefficients of class polynomials can be bounded in terms of a and ∆0. Lemma 9.3 (Goren and Lauter [15] ). The coefficients of each of the polynomials HK,n(X) for K = Q( p −a + b √ ∆0) are S-integers, where S is the set of primes smaller than 4∆0a 2 .
Proof. Corollary 5.2.1 of [15] is this result with ∆0 replaced by ∆ 2 0 . We can however adapt the proofs to remove a factor ∆0. In [15, Corollary 2.1.2], it suffices to have only N (k1)N (k2) < p/4 in order for two elements k1 and k2 of the quaternion order to commute. Then, in the proof of [15, Theorem 3.0.4] , it suffices to take as hypothesis only p > d(Tr(r))
2 . As we have d(Tr(r)) 2 ≥ dδ1δ2 ≥ N (x)N (by ∨ ), this implies that x and by ∨ are in the same imaginary quadratic field K1. As in the original proof, this implies that ywy ∨ is also contained in K1 and hence ψ( √ r) ∈ M2(K1), 
, we may choose a, b such that a is minimal. The following result shows how good a can be.
Lemma 9.5. Let K be a quartic CM field with discriminant ∆ and let ∆0 be the discriminant of the real quadratic subfield K0.
Proof. The first bound is trivial, because ∆1 divides a 2 − b 2 ∆0 ≤ a 2 . For the bound in the other direction, we show the existence of a suitable element −a + b √ ∆0 using a geometry of numbers argument. We identify K ⊗Q R with C 2 via its pair of infinite primes. Then OK is a lattice in C 2 of covolume 2 
We define the open convex symmetric region
Then vol(VY ) = 4π √ ∆0Y and by Minkowski's convex body theorem, VY contains a non-zero element α ∈ OK if vol(VY ) > 2
2 , which is of the form −a+b √ ∆0 with integers a and b.
. As a is in the discrete set Z, and we can take ǫ arbitrarily close to 0, we find that there is an a ∈ Z with a ≤ 8 √ ∆1∆0π −1 and hence
Recent
, not yet published, results by Eyal Goren bound the exponents to which primes may occur in the denominator. The reflex field K r of K (see Shimura [30] ) is K itself if K is cyclic Galois. If K is quartic nonGalois, then K r is the unique (up to conjugacy) quartic CM subfield of the normal closure of K that is not conjugate to K itself. In particular, it has the same normal closure as K. 
Proof of Theorem 9.2. Lemmas 9.3 and 9.5 prove that the denominator of the Igusa class polynomials is divisible only by primes dividing D. As H r is unramified over K r , we have e(p/p) ≤ 4, so the condition e(p/p) < p is satisfied automatically for p ≥ 5, is equivalent to e ≤ 2 for p = 3, and equivalent to e = 1 for p = 2.
Now let f ∈ Q[x] be a monic irreducible factor of an Igusa class polynomial of K. Let p be any prime number and assume that 2 and 3 are unramified in K. Then the prime p occurs in denominators of coefficients of f to a power at most deg(f ) · (c1 + c2
). Indeed, let j be any root of f in H r and let L = Q(j). Let p = Q pi be the decomposition of p in L. Write B = c1 + c2log(∆0a)/log p. By Lemma 9.6, we have vp i (j) ≥ −B for every i. Therefore, p B j is pi-integral and hence so is p Bdeg(f ) f . This concludes the proof that DHK,n is in Z[X] for n = 1, 2, 3. Next, we bound D. Note that the exponent of every prime in D Remark 9.7. In order to have results that hold regardless of the decomposition of 2 and 3, one should generalize Lemma 9.6 to the case e(p/p) ≥ p, at least for p = 2, 3.
There is also the possibility of reducing the number of "bad" decomposition types by generalizing results of Goren [12] . For example, [10, Theorem 3.5] shows that if p decomposes as p1p2p 2 3 in K, then the reduction of a CM abelian surface modulo any prime over p has p-rank 1 and hence is not the product of two supersingular elliptic curves with the product polarization. This shows that in that case, p will not occur in the denominator.
Improvements
In this section, we give an improvement of the bounds in Theorem 9.2, which is proven only for a relatively small subset of the set of CM fields.
Let K r 0 be the real quadratic subfield of the reflex field K r of K. Then we have K r 0 = Q( √ ∆1).
Theorem 9.8 (Yang) . Let K be a primitive quartic CM field such that ∆0 and ∆1 are prime and OK is monogenic over OK 0 , i.e. of the form OK = OK 0 [α] for some α ∈ K.
For any fractional OK 0 -ideal a, let
be the relative discriminant of K r /K r 0 , and for any
Let S be the set of pairs (n, k) ∈ Z 2 such that n is positive, odd, and less than √ ∆0, that k satisfies 4 |k| < (∆0 − n 2 ) √ ∆1, and that u(k, n) = (4k + (∆0 − n 2 ) √ ∆1)/8 ∈ K0 is an element of d. Then the denominator of each Igusa class polynomial of K divides
We have log D ′ = O((∆0∆1) 1/2+ǫ ) as ∆ tends to infinity.
For comparison, recall that we have log
Proof. Note first that D ′ is indeed finite, because ρ(up −1 ) is zero unless p divides u. This observation, together with the fact that we have ρ(up
For K = Q(ζ5), the curve C : y 2 = x 5 + 1 over C has CM by OK . Since we have h ′ = h1 = 1, this is the only such curve up to isomorphism. We compute in(C) = 0 and hence HK,n = X ∈ Z[X] for n = 1, 2, 3, which proves the result for K = Q(ζ5).
As OK is monogenic over OK 0 , the relative discriminant of K/K0 is a square modulo 4, hence the same holds for its norm ∆1. As ∆1 is prime, this implies that it is 1 modulo 4, and hence all conditions of Theorem 9.1 of [38] are satisfied. If furthermore, K is not isomorphic to Q(ζ5), then its number of roots of unity WK is equal to 2.
Theorem 9.1 of [38] states the analogue of what we need to prove for Spallek's absolute invariants, but only for the constant coefficient of the Igusa class polynomials. The result can be generalized to all coefficients and to more general absolute invariants. For our absolute Igusa invariants, we can replace the factors 3WK and 2WK in that result by WK, which is 2 for all primitive quartic CM fields that are not isomorphic to Q(ζ5). This proves that D ′ HK,n is in Z[X] for n = 1, 2, 3. Finally, for (n, k) ∈ S, there are at most ⌊ √ ∆0 − 1⌋ possible values for n. As k is an integer in an interval of length less than ∆0 √ ∆1/2 that is (∆0 − n 2 ) √ ∆1/4 modulo the ideal 2d of norm 4∆0, there are at most ⌈ √ ∆1/8⌉ possibilities for k. This proves that S has less than √ ∆0∆1 elements.
For the final bound, note that D ′ has less than √ ∆0∆1 factors Cu, each of which has a logarithm that is at most
, and N K r 0 /Q (u) is bounded by a polynomial in ∆0∆1. Together with the bound on h1 of Lemma 9.1 and the fact that h ′ ≤ 2h1, this proves the final bound.
As with Theorem 9.2, the result is stated only for our choice of absolute invariants. For other invariants, one needs to adapt the constant 32 and the exponent 2 of Cu appropriately. For example, with Spallek's absolute invariants, the exponent 2 needs to be 6.
If the Bruinier and Yang's Conjecture 1.1 of [38] is true, then the conditions that ∆1 is prime and that OK is monogenic over OK 0 are not needed in Theorem 9.8.
A conjecture of Lauter [21] also bounds the primes dividing the denominators of Igusa class polynomials by stating that each such prime divides ∆ − x 2 for some non-negative integer x < ∆ 1/2 . However, the field K = Q[X]/(X 4 + 558X 2 + 31873) with ∆0 = 17 and ∆1 = 31873 is a counterexample, as demonstrated by the corresponding entry in the ECHIDNA database [19] . The prime 7499 divides the denominator of the class polynomials, but it does not divide ∆ − x 2 for any small enough x. The conjecture did not go down without a fight: our search of the database reveiled only 17 counterexamples among thousands of CM fields, and we found no counterexamples with class number h ≤ 14.
Recovering a polynomial from its roots
In this section, we show how to compute a polynomial from complex approximations of its roots. This will tell us the precision to which we need to know these roots. The rest of the paper will be about approximating these roots for the case of Igusa class polynomials. The algorithms in this section are well known to the experts, but we did not find an error analysis in the literature.
We will compute an approximation of a polynomial from approximations of its roots in Sections 10.1 and 10.2. Then in Section 10.3, we compute numerators and denominators of the coefficients from their approximations.
Polynomial multiplication
For a complex polynomial g, let |g| 1 (resp. |g| ∞ ) be the sum (resp. maximum) of the absolute values of the coefficients of g. We find |g1g2| ∞ ≤ |g1| ∞ |g2| 1 and |g| 1 ≤ (deg(g) + 1) |g| ∞ .
The following algorithm computes products of integer polynomials.
Algorithm 10.1. Input: Polynomials g1, g2 ∈ Z[X], given by the binary expansions of their coefficients. Output: The product g1g2 ∈ Z[X].
2. Evaluate the polynomials at 2 k by writing the binary expansions of their coefficients after each other with the appropriate number of zeroes between them.
1. Build a binary tree of depth l = ⌈log 2 n⌉ with at n of the leaves the n linear polynomials X − e zi, and at the remaining 2 l − n leaves the constant polynomial 1.
2. From the leaves up to the root, at every node t of the tree, put the product e gt of the two nodes below it, computed by Algorithm 10.2 with absolute precision p = u + P j =i log 2 sj + 3 log 2 n + 3. 3. Output the root of the tree. where m = max{u, log n, log s}.
Proof of Theorem 10.5. For every node t of the tree, denote by d(t) the set of leaves i below t. For every node t of the tree, let gt be the polynomial
of which the polynomial e gt computed in the algorithm is an approximation. Let b k be the maximum over all nodes t at distance at most k to the leaves of
Similarly, let κ k be the maximum over all nodes t at distance at most k to the leaves of max{2 If κ0 ≤ n −3 , then by induction this implies that κ k ≤ 4 k κ0 for all k, so κ l < (2n) 2 κ0. In particular, the error of each coefficient of the output is at most (2n) 2 κ0s. This means that κ0 = 2 −u−3 log n−3−log 2 s is sufficient. At the k-th level of the tree, there will be 2 l−k polynomial multiplications of degree at most 2 k where each coefficient has a bit size of O(m), so each of the l < 1+log 2 n levels takes time O(M (nm)), which proves the complexity.
Recognizing rational coefficients
There are various ways of recognizing a polynomial f ∈ Q[X] from an approximation e f . If one knows an integer D such that the denominator of f divides D, and the error ǫ( e f ) is less than (2D) −1 , then Df is obtained from D e f by rounding the coefficients to the nearest integers. Other methods to compute f from e f are based on continued fractions, where the coefficients of f are obtained via the continued fraction expansion of the coefficients of e f , or on the LLL-algorithm, where the coefficients of an integral multiple of f arise as coordinates of a small vector in a lattice [24, Section 7] . Such methods have the advantage that only a bound B on the denominator needs to be known, instead of an actual multiple D. This is very useful in practical implementations, because one can guess a small value for B, which may be much smaller than any proven D. In the case of Igusa class polynomials, there exist a few good heuristic checks of the output when using a non-proven bound D, such as smoothness of the denominators, and successfulness of the CM method.
For our purposes of giving a proven runtime bound, however, we prefer the first method of rounding D e f , since it is easy to analyze and asymptotically very fast. The following algorithm computes D for the case of Igusa class polynomials. 5. Let p = ⌈log 2 D+3 log 2 h ′ +4⌉+ P h ′ j=1 (2uj +40). This is the precision with which we will approximate the Igusa invariants.
6. For j = 1, . . . , h ′ , do the following.
(a) Evaluate the theta constants in Zj , using Algorithm 8.13, to a precision rj = 101 + 7uj + p. (b) Use Algorithm 8.11 to evaluate in(Aj) for (n = 1, 2, 3) to precision p.
7. For n = 1, 2, 3, do the following. 2. If P1(0) = 0, which is 'usually' true, then output P1, P2, P3 and stop.
3. Otherwise, perform the above algorithm with the Cardona-Quer invariants. At
Step 6b, decide whether I 4 (Zj) is zero by deciding if i3(Zj) of P1 is zero. This can be done using the height of P1, the absolute value bounds on i3(Z k ) with k = j, and a suitable approximation of i3(Zj ). In the same way, if I 4 (Zj ) is zero, then we need to decide if I 2 (Zj ) is zero, which can be done using P4.
To compute the polynomials b HK,n (n = 2, 3) of Section 2.1, modify step 7a as follows:
1. Evaluate each summand in the definition of the polynomial b HK,n using Algorithm 10.4.
Evaluate e
HK,n using a binary tree as in Algorithm 10.4 with addition instead of multiplication.
We now recall and prove the main theorem. Proof. We start by proving that the output is correct. By Proposition 8.12, the precision rj for the theta constants suffices to get the absolute Igusa invariants with precision p. Corollary 8.9 tells us that we have |in(Zj )| ≤ 2 6u j +77 . These bounds and Theorem 10.5 show that it suffices to know the absolute Igusa invariants to precision p in order to get a precision of 1 + log 2 D bits for the coefficients of HK,n. By Theorem 9.2, the polynomials DHK,n have integer coefficients, so a precision of 1 + log 2 D for the coefficients of HK,n suffices for recognizing these coefficients and getting a correct output. This proves that the output of Algorithm 11.1 is correct.
Next, we bound the precisions p and rj. We start by bounding uj , for which we need an upper bound on y1 + y2 − y3 and a lower bound on z3. We have y2 ≥ y1 and y3 ≥ 0, and Corollary 7.2 gives the upper bound y2 ≤ 0 , which bounds y1 + y2 − y3 from above. We claim that the off-diagonal entry z3 of Zj ∈ H2 is non-zero. Indeed, if z3 = 0, then Zj = diag(z1, z2) with z1, z2 ∈ H = H1 and Aj is the product of the elliptic curves corresponding to z1 and z2, contradicting the fact that Aj is simple (Theorem 4.1). The claim and Corollary 6.11 together now give an upper bound on log(1/z3), which is polynomial in log ∆ by Lemma 4.9.
We now have uj = e O(∆ ). This proves the main theorem, except when using the polynomials b HK,n (n = 2, 3) of Section 2.1. However, it takes only e O(h1) times as much time to evaluate e HK,n from the Igusa invariants as it does to evaluate HK,n. This is still dominated by the runtime of the rest of the algorithm.
It also follows that using Dupont's [6] alternative method of evaluating theta constants as in Section 8.5, the heuristic runtime of Algorithm 11.1 is e O(∆ Note that the time for computing D ′ (or possibly a multiple of D ′ that is easier to compute and asymptotically not much worse) is dominated by this runtime.
