Implicit noniterative finite-difference schemes have recently been developed by several authors for multidimensional systems of nonlinear hyperbolic partial differential equations. When applied to linear model equations with periodic boundary conditions those schemes are unconditionally stable (A-stable). As applied in practice the algorithms often face a severe time-step restriction. A major source of the difficulty is the treatment of the numerical boundary conditions. One conjecture has been that unconditional stability requires implicit numerical boundary conditions. An apparent counterexample was the space-time extrapolation considered by Gustafsson, Kreiss, and Sundstrom. In this paper we examine space (implicit) and space-time (explicit) extrapolation using normal mode analysis for a finite and infinite number of spatial mesh intervals. The results indicate that for unconditional stability with a finite number of spatial mesh intervals the numerical boundary conditions must be implicit.
1. INTRODUCTION The boundary condition analysis described in this paper was motivated by the application of implicit finite difference algorithms to hyperbolic partial differential equations. As a simple example, consider the quasi-one-dimensional inviscid flow described by the gasdynamic equations in conservative form oU + oF(U) + H(U) = O.
at ax purely supersonic flow. For a well-posed problem, U is specified on the inflow boundary (x = 0) and nothing is given on the supersonic outflow boundary. Algorithm (1.2) with central spatial differencing requires "numerical" boundary conditions on the right boundary at x = xJ. One way of providing the numerical boundary condition is by simply setting
on the right boundary and, after the interior solution is computed (by a block tridiagonal inversion), extrapolating the numerical solution to J ( 1.3b)
For the backward Euler temporal differencing used in (1.2), procedure (1.3) is linearly equivalent to using zeroth-order space-time extrapolation
( 1. 4) as the numerical boundary condition. There are two good reasons for using (1.3), or (1.4), as the numerical boundary scheme: it is extremely simple to implement and the interior scheme (1.2) with either ( 1.3) or (1.4) is stable for the initial-boundary-value problem according to a (linear) normal mode analysis of Gustafsson eta!. [2] .
To test the stability of scheme (1.2), (1.3) we computed the steady state solution to the nozzle flow ( Fig. 1.1 ) using various CFL numbers. The number of time steps to converge is tabulated in Table I . We found the following peculiar results: Let J be the number of spatial intervals. For an odd value of J the scheme is unconditionally stable but if J is even there is a finite stability limit. For even J, the stability limit depends on J. In addition, if we replace the zeroth-order extrapolation (I .4) by a linear space-time extrapolation (1. 5) we obtain similar results but with a lower CFL limit (for the case of J even).
The linear stability analysis of Gustafsson, Kreiss, and Sundstrom (GKS) [2] for the above problem is based on a theorem due to Kreiss [ 3] which relates the stability of the initial-boundary-value problem on a finite interval to the stability of the difference approximation applied to the Cauchy problem and the related right and left quarter-plane problems. From the GKS-analysis it is clear that the results of a quarter plane problem cannot predict either the stability dependence on the number of mesh intervals (odd or even) or the dependence of the stability limit on the order of the space-time extrapolation. In this paper we analyze the initial-boundary-value problem on the finite interval with a finite number of mesh points. This leads to a more restrictive definition of stability (than GKS-stability) which we call P-stability.
In Section 2 we give the difference approximations for the model scalar hyperbolic equation. We use a central spatial difference approximation and a linear multistep formula for the time integration. The extra numerical boundary condition is approximated by the qth order space or space-time extrapolation. In Section 3 we review the definition of A-stability and define GKS-stability and P-stability. In addition, we delineate the normal-mode analysis for a quarter-plane problem.
Section 4 contains the stability analysis and the main results of this paper. We prove three theorems regarding the GKS-stability and P-stability of A-stable linear multistep methods and space or space-time boundary extrapolation. To simplify the proofs we make use of known properties of the stability regions of A-stable linear multistep methods. In the Appendix we present a more detailed analysis of the necessary and sufficient P-stability conditions for the class of one-step methods and space-time boundary extrapolation. The results show, for example, that the backward Euler method has a P-stability bound that depends on the number of spatial intervals: [or an odd number of spatial intervals it is unconditionally P-stable; for an even number of spatial intervals it is conditionally P-stable with the bound being a function of the number of spatial intervals ( Fig. 1.2 ). Our analysis explains the peculiar computational results of Table I .
We give a P-stability analysis for the class of all A-stable interior algorithms with all orders of space extrapolation as the numerical boundary condition, for example, zeroth-order space extapolation (1. 6) and first-order space extrapolation
We show that all of these schemes are unconditionally P-stable. As a numerical test, Table II presents results of the nozzle problem when (1.6) is used as the numerical boundary condition.
A more detailed discussion of the implementation of the boundary conditions for the equations of gas dynamics is presented in [ 1].
DIFFERENCE APPROXIMATIONS AND BOUNDARY CONDITIONS
In this paper we consider the numerical stability of finite difference approximations for the scalar hyperbolic initial-boundary-value problem In (2.3 ), un is the numerical solution at t = tn = nL1t and L1t is the time step. As an example, the most general consistent two-step formula (i.e., k = 2 in (2.4)) can be written as
where ( 8, ¢, ¢) are arbitrary real numbers. The operators p(E) and a(E) are
If we apply the linear k-step formula (2.3) to (2.2) we obtain To complete the computational algorithm we need, in addition to (2.8) and (2.9), a method for computing the values of uJ at the boundary j = 0, i.e., u~; and a prescription for initial values uJ, n = 0, 1, ... , k-1, j = 1, 2, ... , J-1. For the calculation of the boundary values u~ we consider two extrapolation techniques: space extrapolation j = 0, q = 1' 2,. 00; (2.10) and space-time extrapolation
where F is the spatial shift operator The initial values uJ are obtained from the analytical initial condition (2.1 b), i.e.,
(2.15)
For higher-order k-step methods (k > 1) we assume that additional levels of initial data are given or they are calculated using an alternate numerical method.
In the following sections we investigate the numerical stability of the algorithm defined by (2.8), (2.9), and (2.10) or (2.11).
NUMERICAL STABILITY DEFINITIONS
In this section we first review the definition of A-stable linear multistep methods.
Next, we review the normal mode stability analysis of Kreiss ]3] and Gustafsson et a!. [2] and define GKS-stability. Finally we add an additional constraint to the GKS, stability and define what we believe is a stability definition applicable to many prac--tical calculations.
A-Stability
If the linear k-step formula (2.3) is used to integrate the first-order ordinary differential equation
one obtains the linear multistep method (LMM)
The linear stability of an LMM is analyzed by applying (3.1) to the linear test equation
where, in general, A is a complex constant. The stability region of an LMM consists of the set of all values of .A.At for which the characteristic equation
satisfies the root condition; that is, its roots ( 1 all satisfy I ( 1 1 ~ I and the roots of unit modulus are simple [4] . An LMM is said to be A-stable [ 5] if its stability region contains all of the left half of the complex ALit plane including the imaginary axis. It can be shown [6] that a linear two-step method, i.e., (2.6), is A-stable if and only if o~~+L ~~-!,
In this paper, for the stability analysis, we assume that temporal difference approximation (2.3) would produce an A-stable LMM. In part of the analysis a stronger stability definition is required.
An LMM is said to be strongly A-stable if:
(ii) its stability boundary locus is tangent to the imaginary axis only at the origin, and (ii) or (iii).
GKS-Stability
Kreiss [3] has shown that the stability of a difference approximation for initialboundary-value problem (2.I) is related to the stability of the difference approximation applied to the initial-value, or Cauchy, problem (3.5a) and to the related quarter-plane problems: the related right quarter-plane problem
and the related left quarter-plane problem
Gustafsson et al. [ 2] developed a normal mode stability theory for general difference approximations to mixed initial-boundary-value problems, e.g., (3.5) . For the purposes of this paper we make the following definition:
A difference scheme for an initial-boundary-value problem on a finite domain is said to be GKS-stable if it is stable (by the von Neumann 1 method) for the Cauchy problem and stable (according to [2, Definition 3.3] ) for the related left and right quarter-plane problems.
Normal Mode Analysis
In some of the proofs in Section 4 we rely on the previous work of Gustafsson and Oliger [7] ; they provide a concise description of the application of the normal mode analysis. We repeat those parts required in the present analysis.
Results obtained by means of the normal-mode analysis are based upon the behavior of the so-called resolvent equations. These are formally derived (for the right quarter-plane problem) from (2.8) and (2.10), or (2.11 ), by substituting uj = znv;, where z is a complex number. We obtain, respectively, The general solution of (3.6) which is bounded as j---+ oo for 1 z 1 > 1 can be written in the form (3.9) where K is the root of the characteristic equation
Equation (3.10) is formally obtained from (3.6) by substituting vj = Kj. Only one root of the quadratic in K, (3.10), has modulus less than one. This is an immediate consequence of the stability of (2.8) for the Cauchy problem (which is assured since the temporal integration scheme is assumed to be A-stable) and justifies (3.9). It is proved in [2, Lemma 10.3 and the following sentence] that the approximations are stable for the (right quarter-plane) initial-boundary-value problem if and only if (3.6) with boundary condition (3. 7) or (3.8) has no nontrivial bounded solutions of form (3.9) for I= I) l. (Note that one must include I= I= 1.) This is established by substituting (3.9) into (3.7) or (3.8) and showing that v 0 =0. When 1=1= 1, one or both of the roots of (3.10) may have modulus one. If this is the case, the Kin (3.9) is defined by continuity to be that root which is the limit of the root K(z 1 ), I K(z 1 )I < I for 1= 1 1 > 1, as 1= 1 1---> 1. A nontrivial solution when 1=1 > 1 and IKI < 1 is said to be an eigensolution and the corresponding z an eigenvalue. A nontrivial bounded solution when I z I = 1 and I K I = 1 is said to be a generalized eigensolution and the corresponding z a generalized eigenvalue.
P-Stability
The stability analyses that provide GKS-stability bounds are very useful since they are relatively simple for scalar equations (with low order spatial difference approximations) and provide CFL limits that are directly applicable for many calculations which use explicit temporal difference approximations. They also provide a convenient method for eliminating undesirable numerical boundary schemes. They fail, however, to provide a sufficient stability condition for some practical calculations with implicit schemes. This is a result of the stability definition [ 2, Definition 3.3] which allows growing solutions if the mesh interval, Lft or Lfx, is not sufficiently small for a fixed value of Lft/ Lfx. Possible growing solutions for the classical wave equation are discussed in [2] . Therefore, it is desirable to have a more restrictive stability definition. We incorporate GKS-stability as a necessary condition and make the following definition:
A difference scheme for an initial-boundary-value problem is said to be Pstable if it is GKS-stable and all eigenvalues (corresponding to nontrivial eigenvectors) of the resolvent equations for a finite number of spatial mesh intervals have modulus less than or equal to unity.
The resolvent equations are obtained by substituting uj = znvj into the difference approximation for the initial-boundary-value problem on the finite domain, e.g., (2.8), and the homogeneous boundary conditions, e.g., (2.9) with g = 0, and (2.10) or (2.11 ). Note that these resolvent equations, which include both boundary conditions, differ from the resolvent equations in the GKS normal mode analysis, which includes only one boundary condition (in the analysis of each quarter-plane problem).
STABILITY ANALYSIS
In this section we present our principal results. First we consider the space extrapolation boundary conditions and the general class of all A-stable temporal difference schemes. Next we consider the space-time extrapolation boundary condition for the more restricted class of strongly A-stable temporal schemes.
Space Extrapolation Boundary Scheme
We shall prove The GKS-stability for a limited class of two-step LMMs was investigated by
Gustafsson and Oliger [7) . The extension to the general class of all A-stable LMMs requires only minor modifications which we consider here. As mentioned previously, the von Neumann stability of the Cauchy problem is assured since the temporal integration scheme is assumed to be A-stable. The GKS analysis of the left quarterplane problem is trivial. For the right quarter-plane problem we substitute (3.9) into boundary condition (3. 7) and find that v 0 = 0 unless K = 1, which can only happen when I z I = 1. Therefore, we need only check for a generalized eigenvalue and the generalization of the Gustafsson and Oliger analysis of the right quarter-plane problem requires only the following lemma:
LEMMA 4.1. Assume the polynomials p(z) and a(z) correspond to an A-stable
Re{v[K-(1/K))} < 0 and the polynomials p(z), a(z) correspond to an A-stable LMM, it follows that I z I ~ 1, or J ~ 0.
We have proven GKS-stability. To complete the P-stability analysis and the proof of Theorem 4.1 we must prove that the eigenvalues of the resolvent equations have modulus less than or equal to unity. We obtain the eigenvalue equation by substituting u'J = znKj into Eq. (2.8) and eliminating K by using homogeneous boundary conditions (2.9), with g = 0, and (2.10). From (2.8) we obtain
which is a quadratic with two roots K, -K -I. Let Remark. Polynomial (4.4) has 21 roots and, at first glance, it appears that we have "too many" K's for the size of the original linear system, i.e., J-1 unknowns at the interior points j = I, 2, ... , J-1. It is easy to show that ( 4.4) has roots ± i which correspond to the trivial solution uJ = 0 (Eq. (4.3) ). There remain 2(J-1) distinct K roots. Recall that if K* is a particular root so is -1/K*, and both K* and -1/K* give the same value of (K-1/K). Hence there are only J-1 distinct values of (K-1/K).
As a preliminary to the remaining proofs of this section we note the following. The characteristic equation ( 4.1) can be rewritten as
where
(3.3)). An LMM is A-stable if and only if
therefore, since the LMM is assumed to be A-stable, Proof The proof of the lemma follows from (4.10) and (4.8).
If K is a root of (4.4), then -K-1 is also a root; however, each produces the same value of K-(1/K). Therefore we need only consider value of I Kl ~ 1. To complete the proof of Theorem 4.1 we need only prove The LHS of ( 4.11) has 21-q zeros at K = 0, q zeros at K = -1, and q poles at K = 1 as shown in Fig. 4.2 . The modulus of the LHS of ( 4.11) must equal unity if K is a root of ( 4.11 ), i.e., using the vectors defined in Fig. 4.2 ( 4.12) If I Kl < 1, Re(K) ~ 0, then I r 1 1 < 1, I r 2 1 !(I r 3 1; therefore K cannot be a root of (4.4 ).
Consequently, the roots of (4.4) must fall in the shaded region of the K-plane of This completes the proof of Theorem 4.1.
Space-Time Extrapolation Boundary Scheme
For these boundary schemes it is convenient to first consider GKS-stability and prove Proof Since p(z) and a(z) correspond to a strongly A-stable LMM, the stability region (I z I ~ 1) includes the entire left half of the complex p(z )/a(z) plane plus a region to the right of the imaginary axis except at the origin (Fig. 4.3 This completes the proof of Theorem 4.2.
Next we prove that the space-time extrapolation boundary scheme leads to a conditional P-stability bound. where
( 4.14)
Remark. Inequality ( 4.13) implies a necessary conditional stability bound of the type sketched in Fig. 4 .4.
We proceed as in the case of space extrapolation, i.e., by substitution of uj from would require solving (4.15) for K(z) and eliminating K from (4.1).) Note that (4.15) can be rewritten
and (4.1) can be rewritten (voFO, a(z)oFO) In order to prove that (4.16) and (4.17) produce the necessary stability condition ( 4.13) and ( 4.14) when z is set equal to -1 and J is even, we seek solutions of ( 4.16) and ( and clearly for each value of K, -1 < K < 0, J has a positive real value. From the derivative dvjdJ (obtained from Eqs. (4.13) and (4.14)) it is easily shown that v(J) is a monotonically increasing function, e.g., Fig. 4 .4. The direction of inequality ( 4.13)
follows from GKS-stability of the scheme, i.e., for fixed v no values I z I > 1 as J--+ ro.
This completes the proof of Theorem 4.3
Remark. Equations (4.13) and (4.14) provide a necessary P-stability condition. In the Appendix we consider necessary and sufficient P-stability conditions for the class of one-step methods.
CONCLUDING REMARKS
In the analysis of the scalar hyperbolic initial-boundary-value problem, we have shown that if one combines the implicit space extrapolation boundary schemes with an unconditionally stable interior scheme, the combined scheme is unconditionally stable. If one combines the explicit space-time extrapolation boundary scheme with an unconditionally stable interior scheme, however, the combined scheme will be conditionally stable (if both odd and even numbers of mesh intervals are allowed) and the stability condition will depend on the number of mesh intervals. We have confirmed these results by numerical example for special cases of the quasi-onedimensional equations of gas dynamics.
APPENDIX

P-Stability Conditions for One-Step Methods and Space-Time Extrapolation Boundary Scheme
In Section 4.2 we found a necessary P-stability condition for the general A-stable LMM and space-time extrapolation boundary scheme (2.11 ). In this appendix we investigate the necessary and sufficient P-stability conditions for the class of one-step methods.
The class of one-step or () methods is (~ = ¢ = 0 in (2. 7) with the temporal index shifted down by one)
and they are A-stable if and only if (Eq. (3.4))
GKS-Stability Analysis
The GKS-stability analysis for the one-step methods is included in the general analysis of Section 4. It is useful, however, to reexamine the details of the right quarter-plane analysis before procedding with the P-stability analysis. where e and 'II are to be considered small. The RHS of (A.6) with K from (A. 7) and substitute into (A.3)
For large values of v
We choose the negative sign to ensure K ---> -1
where e > 0 and K---> -1 + as v---> oo. We conclude that z = K = -1 is a generalized eigenvalue for A---> oo. There are, however, no generalized eigenvalues for A < oo and the scheme is GKS-stable, in agreement with Theorem 4.2.
P-Stability Analysis
The necessary P-stability condition of Theorem 4.3, Eqs. (4.13) and (4.14), has (as the asymptotic limit J---> oo) the generalized eigenvalue just considered in the GKS-stability analysis (z = K = -1 ). For the finite values of J we no longer have the condition z = K and must consider the more complicated relation (4.15). To simplify the investigation we seek only the asymptote (J large) of the P-stability bound.
First we rewrite characteristic equation (A.3) and boundary condition polynomial ( 4.15 ), i.e., From (A.12) we have
therefore for large J, (A.15) becomes
Note that the choice of the sign before the radicand is arbitrary due to the special form of (A.12) and (A.13). We have chosen the positive sign. If we introduce K from ( A.16) into ( A.13) and assume J 't> 1, we obtain
(A.17)
Thus, we have replaced Kin (A.12) and (A.13) by A.* in (A.14) and (A.17). At the stability boundary I z I = 1. We set z = e 1 "' and substitute in characteristic equation (A.14)
A. and the schemes are unconditionally P-stable. Note that the values (A.25) and (A.26) were derived for large J and may not apply for J near unity.
