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Given a dynamical system (X, f ) with X a compact metric space and a free ultraﬁlter p
on N, we deﬁne f p(x) = p- limn→∞ f n(x) for all x ∈ X . It was proved by A. Blass (1993)
that x ∈ X is recurrent iff there is p ∈ N∗ = β(N) \ N such that f p(x) = x. This suggests
to consider those points x ∈ X for which f p(x) = x for some p ∈ N∗, which are called
p-recurrent. We shall give an example of a recurrent point which is not p-recurrent for
several p ∈ N∗. Also, A. Blass proved that two points x, y ∈ X are proximal iff there is
p ∈ N∗ such that f p(x) = f p(y) (in this case, we say that x and y are p-proximal). We
study the properties of the p-proximal points of the following continuous self maps of the
Cantor set:
For an arbitrary function f :N→N, we deﬁne σ f : {0,1}N → {0,1}N by σ f (x)(k) = x( f (k))
for every k ∈ N and for every x ∈ {0,1}N (the shift map on {0,1}N is obtained by the
function k → k + 1).
Let E(X) denote the Ellis semigroup of the dynamical system (X, f ). We prove that if
f :N→N is a function with at least one inﬁnite orbit, then E({0,1}N,σ f ) is homeomor-
phic to β(N). Two functions g,h : N→ N are deﬁned so that E({0,1}N,σg) is homeomor-
phic to the Cantor set, and E({0,1}N,σh) is the one-point compactiﬁcation of N with the
discrete topology.
© 2011 Elsevier B.V. All rights reserved.
1. Preliminaries
The pair (X, f ) will stay for a dynamical system where X is a compact metric space and f : X → X is a continu-
ous function. Given a function f : X → X , we let f n denote the n-iterate of f , for each natural number n ∈ N. If x ∈ X ,
then N (x) will denote the set of all neighborhoods of x. A sub-basic open subset of the product X I is the set [i, V ] =
{x ∈ X I : x(i) ∈ V }, where i ∈ I and V is a nonempty open subset of X . For a function f : X → X , the orbit of x ∈ X is the
set O f (x) = { f n(x): n ∈ N}. The Stone–Cˇech compactiﬁcation β(N) of the natural numbers N with the discrete topology
will be identiﬁed with the set of all ultraﬁlters on N, and its remainder N∗ = β(N) \ N with the set of all free ultraﬁlters
on N. If A ⊆ N, then Â = clβ(N)A = {p ∈ β(N): A ∈ p} is a basic clopen subset of β(N), and A∗ = Â \ A = {p ∈ N∗: A ∈ p}
is a basic clopen subset of N∗ . The symbol A ⊆∗ B means that A \ B is ﬁnite. If A ⊆ X , then χA : X → {0,1} will denote
the characteristic function of A. If n ∈ N and A ⊆ N, then −n + A = {k ∈ N: k + n ∈ A}. A subset A ⊆ N is called thick if
for every n ∈ N there is a ∈ A such that a + i ∈ A for all i < n. A ⊆ N is said to be syndetic if there is n ∈ N such that
N =⋃in(−i + A). Observe that A ⊆ N is thick iff N \ A is not syndetic. For an inﬁnite set X , the symbol [X]ω will denote
the family of countably inﬁnite subsets of X .
Let (X, f ) be a dynamical system and let x ∈ X . We say that x is periodic if there is k ∈ N \ {0} such that f k(x) = x.
The period of a periodic point x ∈ X is the smallest integer n ∈ N for which f n(x) = x. The point x is called eventually
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1720 S. Garcia-Ferreira / Topology and its Applications 159 (2012) 1719–1733periodic if there is n ∈ N \ {0} such that f n(x) is periodic. A point x is said to be almost periodic if for every V ∈ N (x) there
is m ∈ N such that for each n ∈ N exists k <m for which f n+k(x) ∈ V . x ∈ X is called recurrent if for each V ∈ N (x), the set
{n ∈ N: f n(x) ∈ V } is inﬁnite.
Let X be space. Given p ∈ N∗ , a point x ∈ X is said to be the p-limit point of a sequence (xn)n∈N in X (x= p-limn→∞ xn)
if for every neighborhood V of x, {n ∈ N: xn ∈ V } ∈ p. We remark that a point x ∈ X is an accumulation point of a countable
set {xn: n ∈ N} iff there is p ∈ N∗ such that x = p- limn→∞ xn and x = xn for ﬁnitely many n’s. It is well known that each
sequence of a compact space always has a p-limit point for every p ∈ N∗ , and that p-limit points are preserved under
continuous functions. This notion of p-limit point has been introduced by several mathematicians in different contexts, for
instance we can mention R.A. Bernstein [2], H. Furstenberg [5, p. 179] and E. Akin [1, p. 5, 61]. The p-limit points have plied
a very important role in the construction of certain countably compact spaces, and they also have several useful applications
in Analysis.
If A ∈ [N]ω and (xn)n∈A is a sequence in a space X which is indexed by A, then x = limn∈A xn will mean that the set
{n ∈ A: xn /∈ V } is ﬁnite for all V ∈ N (x). The proof of the following useful lemma is left to the reader.
Lemma 1.1. Let X be a metric space, A ∈ [N]ω and (xn)n∈A a sequence in X. Then, x = limn∈A xn iff x = p-limn∈A xn for all p ∈ A∗ .
In the second section, we deﬁne the p-iterate of the function f for each p ∈ N∗ . By using these p-iterations of the
function f , we deﬁne the notion of p-recurrent point of (X, f ) and give some of their basic properties in the third section.
Mainly, every p-recurrent point, for each p ∈ N∗ , is recurrent and every recurrent point is p-recurrent for some p ∈ N∗ . The
notion of p-proximal points is studied in the forth section, and we give an example of two p-proximal points, for certain
p ∈ N∗ , that are not q-proximal for several q ∈ N∗ . The shift map on {0,1}N is the function σ : {0,1}N → {0,1}N deﬁned by
σ(x)(k) = x(k + 1), for every k ∈ N and for every x ∈ {0,1}N . This function has a trivial generalization:
For an arbitrary function f : N → N we deﬁne
σ f : {0,1}N → {0,1}N
by σ f (x)(k) = x( f (k)) for every k ∈ N and for every x ∈ {0,1}N . These functions are studied in the ﬁfth section. In the last
section, we prove that if the function f : N → N has at least one inﬁnite orbit, then the Ellis semigroup E({0,1}N, σ f )
is homeomorphic to β(N). Besides, two functions g,h : N → N are deﬁned so that E({0,1}N, σg) is homeomorphic to the
Cantor set and E({0,1}N, σh) is the one-point compactiﬁcation of N.
2. p-Iterates
We start with the deﬁnition of the p-iterate of a function f : X → X for a free ultraﬁlter p on N.
Deﬁnition 2.1. Let f : X → X be a function and assume that X is a compact space. For each p ∈ N∗ , we deﬁne f p : X → X
as f p(x) = p- limn→∞ f n(x) for all x ∈ X . f p is called the p-iterate of f , for p ∈ N∗ .
Contrary to the n-iterates, for n ∈ N, of a continuous function f , the function f p is not in general continuous. For
instance, let X = [0,1] and deﬁne f : X → X by f (x) = x2 for all x ∈ X . If p ∈ N∗ , then f p(x) = 0, for every x ∈ [0,1), and
f p(1) = 1. Hence, it follows that f p is discontinuous at 1, for all p ∈ N∗ . We still do not have any example of a function
f : X → X and two ultraﬁlters p,q ∈ N∗ so that f p is continuous and f q is discontinuous (Question 5.1 of [7]).
To extend the ordinary addition on the set of natural numbers to the whole β(N) we may use p-limit points as fol-
lows:
For p ∈ β(N) and n ∈ N, we deﬁne p+n = p-limm→∞(m+n) and if p,q ∈ β(N), then we deﬁne p+q = q- limn→∞ p+n.
We know that β(N) with this operation + is a semigroup (we refer the reader to the book [8] for several combinatorial and
topological properties of this semigroup). The relationship between the operation + on β(N) and a dynamical system is the
following (for a proof see [3,6]):
Theorem 2.2. Let (X, f ) be a dynamical system. Then,
f p ◦ f q = f q+p,
for every p,q ∈ β(N).
Finally we remark from Lemma 1.1 that f p(x) = y for all p ∈ A∗ iff y = limn∈A f n(x).
3. p-Recurrence
For a family ϕ of subsets of N with the ﬁnite intersection property, the notion of ϕ-recurrence was introduced by
H. Furstenberg in [5, Deﬁnition 9.2]. In this section, we shall consider this notion only for ultraﬁlters on N:
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if f p(x) = x.
By Theorem 2.2, if p ∈ N∗ is an idempotent (for a proof of the existence of idempotents see the book [8]), then f p(x) is
p-recurrent for every x ∈ X , and if x ∈ X is p-recurrent and q-recurrent for some p,q ∈ N∗ , then x is (p + q)-recurrent.
It was shown in [3] that p-recurrence is a property of recurrent points:
Theorem 3.2. Let (X, f ) be a dynamical system with X a compact space. A point x ∈ X is recurrent iff there is p ∈ N∗ such that
f p(x) = x.
Thus, every recurrent point is a p-recurrent point for some p ∈ N∗ , and every p-recurrent point is recurrent. It is not
hard to see that a point x ∈ X is p-recurrent, for all p ∈ N∗ , iff f (x) = x. In the sixth section, we shall describe a point that
is p-recurrent for some p ∈ N∗ and it is not q-recurrent for another q ∈ N∗ .
Let G be a compact topological group and g ∈ G . Deﬁne lg : G → G by lg(x) = gx for each x ∈ G . Consider the dynamical
system (G, lg) which is known as the Kronecker system. We have that lng = lgn for every n ∈ N. Now, ﬁx p ∈ N∗ and let
gp = p- limn→∞ gn . By the continuity of the operation of G , we have that gpx = (p- limn→∞ gn)x = p- limn→∞ gnx = lpg (x),
for every x ∈ X . Thus, the p-iterates of the function lg are determined. Let x ∈ G and let p ∈ N∗ be an idempotent. Then,
lpg (l
p
g (x)) = gp(gpx) = gpx = lpg (x). This implies that gpx = x for every x ∈ G . Therefore, each point x ∈ G is p-recurrent for
every idempotent p ∈ N∗ .
Next, we characterize the p-recurrent points following the deﬁnition of recurrence.
Lemma 3.3. Let (X, f ) be a dynamical system with X a compact space. Then, x ∈ X is p-recurrent, for some p ∈ N∗ , iff for every
V ∈ N (x), {n ∈ N: f n(x) ∈ V } ∈ p.
Let (X, f ) be a dynamical system. The ω-limit set of x ∈ X is
ω(x) = ω f (x) =
⋂
n∈N
clX
({
f k(x): n k ∈ N}).
In other words, x ∈ ω(x) iff there is an increasing sequence (nk)k∈N of natural number such that x = limk→∞ f nk (x).
Theorem 3.4. Let (X, f ) be a dynamical system, x ∈ X. Then, x ∈ ω(x) iff there is an increasing sequence (nk)k∈N in N such that x is
p-recurrent, for all p ∈ {nk: k ∈ N}∗ . This sequence can be chosen so that limk→∞ f nk (x) = x.
Proof. Necessity. Assume that x ∈ ω(x). Then, there is an increasing sequence (nk)k∈N of natural numbers such that x =
limk→∞ f nk (x). It clear that f p(x) = limk→∞ f nk (x) = x, for all p ∈ {nk: k ∈ N}∗ .
Suﬃciency. Let V ∈ N (x). By assumption, the set AV = {nk: f nk (x) /∈ V } must be ﬁnite. Otherwise, we can ﬁnd
p ∈ {nk: k ∈ N}∗ with AV ∈ p, but this contradicts the equality f p(x) = limk→∞ f nk (x) = x. The conclusion follows from
Lemma 1.1. 
The periodic points can be characterized by using p-recurrence:
Theorem 3.5. Let (X, f ) be a dynamical system. Then, x ∈ X is periodic iff there is a syndetic set A of N such that x is p-recurrent for
all p ∈ A∗ .
Proof. Necessity. Assume that f k(x) = x and that k is the period of x. Let A = kN = {kn: n ∈ N}. It is evident that A is
syndetic and f kn(x) = x, for all n ∈ N. Hence, we have that f p(x) = p- limn→∞ f n(x) = p- limn→∞ f kn(x) = x, for every
p ∈ A∗ . That is, x is p-recurrent for each p ∈ A∗ .
Suﬃciency. Let A be a syndetic subset of N such that x is p-recurrent for each p ∈ A∗ . Enumerate A increasingly as
{nk: k ∈ N}. Then, by Lemma 1.1, we have that x = limk→∞ f nk (x). From the deﬁnition of syndetic set we can ﬁnd m ∈ N
such that nk+1 − nk m, for each k ∈ N. Choose j m so that B = {nk: nk+1 − nk = j} is inﬁnite. Without loss of generality,
we replace A by B and then assume nk+1 − nk = j, for all k ∈ N. As f nk (x) → x, we obtain that f nk+ j(x) → f j(x) and then
f nk+1 (x) → f j(x). Since f nk+1 (x) → x, f j(x) = x. Therefore, x is periodic. 
It follows directly from the previous characterization that x ∈ X is eventually periodic iff there are a syndetic set A of N
and l ∈ N such that f l(x) is p-recurrent, for all p ∈ A∗ . I could not ﬁnd a nice characterization of the eventually periodic
points in terms of p-recurrence, but I found the following nice property:
Theorem 3.6. Let (X, f ) be a dynamical system. If x ∈ X is eventually periodic, then there is a syndetic subset A of N such that f p(x)
is periodic for every p ∈ A∗ .
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A = kN and p ∈ A∗ , then
f n
(
f p(x)
)= f n(p- lim
m→∞ f
m(x)
)
= f n
(
p- lim
m→∞ f
km(x)
)
= p- lim
m→∞ f
n( f km(x))= p- lim
m→∞ f
km(x)
= p- lim
m→∞ f
m(x) = f p(x).
So, f p(x) is periodic for each p ∈ A∗ and A is syndetic. 
Example 3.7. Let X = {0} ∪ { 1n : n ∈ N \ {0}} be a convergent sequence with its limit point and deﬁne f : X → X by
f (x) =
{
x if x = 0,
1
n+1 if x = 1n and 1 n ∈ N.
It is evident that 0 is the unique eventually periodic point. But, f p(x) = 0 for every p ∈ N∗ and for every x ∈ X . This shows
that the inverse of Theorem 3.6 is not true in general.
It is natural to consider the following notion.
Deﬁnition 3.8. Let (X, f ) be a dynamical system with X . A point x ∈ X is called eventually p-periodic if f p(x) is periodic.
It is clear that every eventually periodic point is eventually p-periodic for some p ∈ N. In Example 3.7, we can ﬁnd
eventually p-periodic points which are not periodic.
Next, we shall stated the characterization of the almost periodic points by using the p-iterates. It follows directly from
the deﬁnition that x ∈ X is almost periodic iff for each V ∈ N (x), the set {n ∈ N: f n(x) ∈ V } is syndetic.
Theorem 3.9. ([3]) Let (X, f ) be a dynamical system. Then, x ∈ X is almost periodic iff for every p ∈ N∗ exists q ∈ N∗ such that
f q( f p(x)) = x.
Corollary 3.10. Let (X, f ) be a dynamical system. Then, x ∈ X is almost periodic iff for every p ∈ N∗ exists q ∈ N∗ such that x is
(p + q)-recurrent.
To give a characterization of almost periodic, non-periodic points we need the following class of subsets of N∗ .
Deﬁnition 3.11. A non-empty subset C of N∗ is called syndetic if the free ﬁlter FC = {A ⊆ N: C ⊆ A∗} has a base consisting
of syndetic subsets of N.
Theorem 3.12. Let (X, f ) be a dynamical system and let x ∈ X be non-periodic. Then, x is almost periodic iff there is a closed syndetic
subset C of N∗ such that x is p-recurrent, for all p ∈ C.
Proof. Necessity. Suppose that x is almost periodic. From the deﬁnition it is evident that {{n ∈ N: f n(x) ∈ V }: V ∈ N (x)} is
a ﬁlter base whose elements are syndetic subsets of N. Our set is
C =
⋂{{
n ∈ N: f n(x) ∈ V }∗: V ∈ N (x)}.
As the ﬁlter FC has a base of syndetic subsets of N, C is a closed syndetic subset of N∗ . Let p ∈ C . Since {n ∈ N: f n(x) ∈
V } ∈ p, for all V ∈ N (x), by Lemma 3.3, x is p-recurrent.
Suﬃciency. Let V ∈ N (x) and consider the set AV = {n ∈ N: f n(x) ∈ V }. By Lemma 3.3, we know that AV ∈ p for each
p ∈ C . This implies that AV ∈ FC and so it contains a syndetic subset of N. Thus, AV is also syndetic. Therefore, x almost
periodic. 
We end this section with the following remark:
Theorem 3.13. Let (X, f ) be a dynamical system. For each recurrent point x ∈ X,
Rx =
{
p ∈ N∗: x is p-recurrent}
is a closed subsemigroup of (N∗,+).
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not q-recurrent. Then, we can ﬁnd V ∈ N (x) so that B = {n ∈ N: f n(x) /∈ V } ∈ q. If p ∈ B∗ ∩ Rx , then {n ∈ N: f n(x) ∈ V } ∈ p
since x is p-recurrent, but this is a contradiction. So, Rx is a closed subset of N∗ . 
The following corollary follows from the previous theorem and Theorem 2.5 of [8].
Corollary 3.14. Let (X, f ) be a dynamical system. Then, for each recurrent point x ∈ X there is an idempotent p ∈ N∗ such that
f p(x) = x.
By a theorem of Auslander and Ellis (see Theorem 8.7 from [5]), we know that every point of a dynamical system is
proximal to a uniformly recurrent point. This makes natural to ask:
Question 3.15. Given a dynamical system (X, f ) and p ∈ N∗ , is there a p-recurrent point in X?
Question 3.16. Given two distinct ultraﬁlters p,q ∈ N∗ , is there a dynamical system (X, f ) that contains a point that is
p-recurrent and is not q-recurrent?
4. p-Proximality
Let us recall the deﬁnition of proximal points of a dynamical system.
Deﬁnition 4.1. Let (X, f ) be a dynamical system. We say that two points x, y ∈ X are proximal if for every  > 0, the set
{n ∈ N: d( f n(x), f n(y)) < } is inﬁnite.
The following characterization of proximality is taken from H. Furstenberg [5, Lemma 8.1].
Theorem 4.2. Let (X, f ) be a dynamical system and x, y ∈ X. If x and y are proximal, then for every  > 0 the set
{n ∈ N: d( f n(x), f n(y)) < } is thick.
The proximality can be deﬁned by using ultraﬁlters on N as follows:
Theorem 4.3. ([3]) Let (X, f ) be a dynamical system. For x, y ∈ X, the following are equivalent:
(1) x and y are proximal.
(2) There is p ∈ N∗ such that f p(x) = f p(y).
The following deﬁnition is taken from [7].
Deﬁnition 4.4. Let (X, f ) be a dynamical system and let p ∈ N∗ . We say that two points x, y ∈ X are p-proximal if f p(x) =
f p(y).
The next result is a very useful characterization of p-proximity which was used in [7] as the deﬁnition of p-proximal
points.
Theorem 4.5. Let (X, f ) be a dynamical system. For two points x, y ∈ X and p ∈ N∗ , the following are equivalent:
(1) x and y are p-proximal.
(2) For every  > 0, {n ∈ N: d( f n(x), f n(y)) < } ∈ p.
In the article [7], the authors give an example of two points that are p-proximal for some p ∈ N∗ and are not q-proximal
for some q ∈ N∗ . We shall give a much simpler example of such points in the sixth section. The common idea of these two
examples is that ﬁrst we give the points and then we ﬁnd the ultraﬁlters. In the opposite direction, we have the following
question.
Question 4.6. Given two distinct ultraﬁlters p,q ∈ N∗ , is there a dynamical system (X, f ) that contains two points which
are p-proximal and are not q-proximal?
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Given a dynamical system (X, f ) and x ∈ X , we deﬁne fx : β(N) → X by fx(p) = f p(x) for each p ∈ β(N). This function
is continuous since it is the Stone extension of the function n → f n(x) : N → X .
Theorem 4.7. Let (X, f ) be a dynamical system. For each pair of proximal points x, y ∈ X we have that
Ix,y =
{
p ∈ N∗: x and y are p-proximal}
is a closed right ideal of the semigroup (N∗,+) such that
(1) intN∗ (Ix,y) is dense in Ix,y , and
(2) Ix,y ∩ I y,z ⊆ Ix,z .
Proof. Theorem 4.3 guarantees that {p ∈ N∗: fx(p) = f y(p)} = Ix,y which is a closed subset of β(N) since fx and f y are
continuous functions. From Theorem 2.2 we can prove easily that Ix,y is a right ideal of (N∗,+). Suppose that x and y are
p-proximal for some p ∈ N∗ and ﬁx B ∈ p. By Theorem 4.5, for each k ∈ N we have that Ak = {n ∈ N: d( f n(x), f n(y)) <
1
k+1 } ∩ B ∈ p. Choose A ∈ [N]ω so that A ⊆∗ Ak ∩ B for all k ∈ N. Choose q ∈ A∗ . Then, Ak ∈ q for every k ∈ N, and q ∈ B∗ .
This implies, by Theorem 4.5, that x and y are q-proximal. So, A∗ ⊆ Ix,y . 
As a direct application of Theorem 4.7 and Theorem 2.5 of [8] we have the following.
Corollary 4.8. Let (X, f ) be a dynamical system. Then, x, y ∈ X are proximal iff there is exists an idempotent p ∈ N∗ such that
f p(x) = f p(y).
5. Generalizing the shift on the Cantor set
The Cantor set will be identiﬁed with the product space {0,1}N . Also, we shall consider the Baire metric on {0,1}N
which is compatible with its topology:
d(x, y) =
{
0 if x = y,
1
2l
where l =min{k ∈ N: x(k) = y(k)}.
Observe that x, y ∈ {0,1}N satisfy d(x, y) < 1
2l
iff x(k) = y(k), for all k l. The Cantor set {0,1}N is a topological group with
the addition χA + χB = χAB for A, B ⊆ N, where AB = (A \ B) ∪ (B \ A).
The shift is the function σ : {0,1}N → {0,1}N which is deﬁned by σ(x)(n) = n + 1, for all n ∈ N and for all x ∈ {0,1}N .
The dynamical system ({0,1}N, σ ) has very important properties and many applications in combinatorial number theory.
Let us generalize the shift as follows:
For an arbitrary function f : N → N we deﬁne
σ f : {0,1}N → {0,1}N
by σ f (x) = x ◦ f for every x ∈ {0,1}N . More precisely, if x ∈ {0,1}N , then σ f (x)(k) = x( f (k)) for every k ∈ N. If f : N → N is
the function deﬁned by f (n) = n + 1 for each n ∈ N, then σ f agrees with the shift map σ .
Theorem 5.1. For every function f : N → N, the function σ f : {0,1}N → {0,1}N is a continuous homomorphism.
Proof. For every i ∈ N, let πi : {0,1}N → {0,1}N denote the projection map on the i-coordinate. If x ∈ {0,1}N , then
πi(σ f (x)) = σ f (x)(i) = x( f (i)) = π f (i)(x) for every i ∈ N. Hence, we obtain that the function σ f is continuous. To prove
that σ f is a homomorphism we ﬁx x, y ∈ {0,1}N . Then, σ f (x+ y) = (x+ y) ◦ f = x ◦ f + y ◦ f = σ f (x) + σ f (y). Thus, σ f is
a continuous homomorphism. 
Next, we list some basic properties of the function σ f .
Theorem 5.2. Let f : N → N be a function.
(1) For every A ⊆ N, σ f (χA) = χ f −1(A) .
(2) For every A, B ⊆ N, σ f (χA) = χB iff f −1(A) = B.
(3) For A, B ⊆ N, σ f (χA) = σ f (χB) iff f −1(A) = f −1(B).
(4) For A ⊆ N, χA ∈ ker(σ f ) iff f [N] ∩ A = ∅.
(5) If f is onto, then σ f is injective.
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(7) σ f ◦g = σg ◦ σ f , for every function g : N → N.
(8) σ nf = σ f n , for every n ∈ N.
Our next task is to describe the p-iterates of the function σ f .
Theorem 5.3. For every p ∈ N∗ , we have that
σ
p
f (x) = p- limn→∞σ
n
f (x) = p- limn→∞ x ◦ f
n,
for all x ∈ {0,1}N , where the p-limit point is taken inside of the Cantor set.
As we have seen that a p-iterate, for p ∈ N∗ , of a continuous function is not necessarily continuous. The p-iterates of the
function σ f will be always homomorphism:
Theorem 5.4. Let f : N → N be a function. For every p ∈ N∗ , the p-iterate σ pf : {0,1}N → {0,1}N of the function σ f is a homomor-
phism.
Proof. Fix x, y ∈ {0,1}N . From Theorems 5.1, 5.2 and 5.3 follow that
σ
p
f (x+ y) = p- limn→∞σ
n
f (x+ y) = p- limn→∞(x+ y) ◦ f
n
= p- lim
n→∞ x ◦ f
n + p- lim
n→∞ y ◦ f
n
= p- lim
n→∞σ
n
f (x) + p- limn→∞σ
n
f (y)
= σ pf (x) + σ pf (y). 
As a direct consequence of the previous theorem, we have the following.
Corollary 5.5. Let f : N → N be a function. For every p ∈ N∗ , the set of p-recurrent points of ({0,1}N, σ f ) is a subgroup of {0,1}N .
Our next task is to give conditions on the function f to guaranty the continuity of all p-iterates of the function σ f .
Lemma 5.6. Let f : N → N be a function. If the orbit O f (k) is ﬁnite for k ∈ N, then the composition πk ◦ σ pf is continuous for all
p ∈ N∗ .
Proof. Let p ∈ N∗ . Choose l ∈ N so that max(O f (k)) < l. Now, ﬁx A ⊆ N. If χB |[0,l] = χA |[0,l] , then{
n ∈ N: f n(k) ∈ A}= {n ∈ N: f n(k) ∈ B}.
Hence and by Theorems 5.2 and 5.3, we obtain that
πk
(
σ
p
f (χA)
)= πk(p- lim
n→∞σ
n
f (χA)
)
= p- lim
n→∞πk
(
σ nf (χA)
)= p- lim
n→∞σ
n
f (χA)(k) = p- limn→∞χA
(
f n(k)
)
= p- lim
n→∞χB
(
f n(k)
)= p- lim
n→∞σ
n
f (χB)(k) = p- limn→∞πk
(
σ nf (χB)
)= πk(p- lim
n→∞σ
n
f (χB)
)
= πk
(
σ
p
f (χB)
)
.
Therefore, πk ◦ σ pf is continuous. 
Applying the previous lemma we obtain the following.
Theorem 5.7. If the function f : N → N has ﬁnite orbits, then the function σ pf : {0,1}N → {0,1}N is continuous for all p ∈ N∗ .
Next, we shall consider the case when the function has at least an inﬁnite orbit.
Lemma 5.8. If f : N → N is a function with the orbit O f (k) inﬁnite, for some k ∈ N, then the composition πk ◦ σ pf is not continuous
for any p ∈ N∗ .
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is inﬁnite and D ∈ p. Consider the characteristic function χA , where A = { f n(k): n ∈ D}, and πk ◦ σ pf (χA). We know that
πk ◦ σ pf (χA) = p- limn→∞ χA( f n(k)) = 1. Let 0 < l ∈ N. Choose an inﬁnite set B ⊆ N such that χB |[0,l] = χA |[0,l] and B ⊆∗
O f (k) \ { f n(k): n ∈ D}. It is evident that {n ∈ N: f n(k) ∈ B} ∩ D is ﬁnite and so πk(σ pf (χB)) = p- limn→∞ χB( f n(k)) = 0.
Thus, πk ◦ σ pf cannot be continuous at χA . 
Theorem 5.9. If one orbit of the function f : N → N is inﬁnite, then the function σ pf : {0,1}N → {0,1}N is not continuous for any
p ∈ N∗ .
Theorems 5.7 and 5.9 imply the following corollary.
Corollary 5.10. If f : N → N is an arbitrary function, then either all functions σ pf ’s are continuous or all functions σ pf ’s are discontin-
uous.
Now, we shall give some properties of the p-iterates of the function σ f related to the iterates of the original function
f : N → N.
Let f : N → N be an arbitrary function. If fˆ : β(N) → β(N) is the Stone extension of f , then f̂ n = fˆ n for all n ∈ N. Now,
for each p ∈ N∗ , we deﬁne f p : N → β(N) by f p(n) = p- limk→∞ f k(n) for all n ∈ N. Let f̂ p : β(N) → β(N) be the Stone
extension of f p , for each p ∈ N∗ . Let us consider the particular case when f : N → N is the function given by f (n) = n + 1
for all n ∈ N. Then, we have that
f p(n) = p- lim
k→∞
f̂ k(n) = p- lim
k→∞
f k(n) = p- lim
k→∞
n+ k = p + n,
for all p ∈ β(N) and for all n ∈ N. Hence, f̂ p(q) = q- limk→∞ f p(k) = q- limk→∞ p + k = p + q. All these results suggest the
following operation on β(N):
Deﬁnition 5.11. If f : N → N is an arbitrary function and p,q ∈ β(N), then we deﬁne p + f q = f̂ p(q).
In particular, if n,m ∈ N, then n + f m = f̂ n(m) = f n(m). Let us state some properties of this operation.
Lemma 5.12. For every function f : N → N we have that f̂ p+k = f̂ p ◦ fˆ k = fˆ k ◦ f̂ p , for all p ∈ N∗ and for all k ∈ N.
Proof. Let p ∈ N∗ and k ∈ N. Fix n ∈ N. Put s = f̂ p+k(n) = (p + k)- limi→∞ f i(n) and t = f̂ p ◦ fˆ k(n) = f̂ p( f k(n)) =
p- limi→∞ f i( f k(n)). Then,
A ∈ s ⇔ {i ∈ N: f i(n) ∈ A} ∈ p + k ⇔ { j ∈ N: f k+ j(n) ∈ A} ∈ p.
On the other hand, we have that
A ∈ t ⇔ { j ∈ N: f j( f k(n)) ∈ A}= { j ∈ N: f j+k(n) ∈ A} ∈ p.
Thus, we obtain that f̂ p+k(n) = f̂ p ◦ fˆ k(n), for all n ∈ N. Now, we can see that
f̂ p ◦ fˆ k(n) = f̂ p( f k(n))= p- lim
i→∞
f i
(
f k(n)
)= p- lim
i→∞
f k
(
f i(n)
)
= p- lim
i→∞ fˆ
k( f i(n))= fˆ k(p- lim
i→∞ f
i(n)
)
= fˆ k ◦ f̂ p(n).
This shows that f̂ p ◦ fˆ k = fˆ k ◦ f̂ p . 
Lemma 5.13. For every function f : N → N we have that f̂ p+q = f̂ p ◦ f̂ q , for all p,q ∈ N∗ .
Proof. Let p,q ∈ N and ﬁx n ∈ N. Put s = f̂ p+q(n) = (p + q)- limi→∞ f i(n) and t = f̂ p ◦ f̂ q(n) = f̂ p( f̂ q(n)) =
f̂ p(q- limi→∞ f i(n)) = q- limi→∞ f̂ p( f i(n)) = q- limi→∞ f̂ p+i(n) (by Lemma 5.12). Then,
A ∈ s ⇔ {i ∈ N: f i(n) ∈ A} ∈ p + q ⇔ {i ∈ N: {k ∈ N: f k(n) ∈ A} ∈ p + i} ∈ q
⇔ {i ∈ N: { j ∈ N: f j+i(n) ∈ A} ∈ p} ∈ q.
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A ∈ t ⇔ {i ∈ N: A ∈ f̂ p( f i(n))}= {i ∈ NA ∈ f̂ p+i(n)} ∈ q ⇔ {i ∈ N: {k ∈ N: f k(n) ∈ A} ∈ p + i} ∈ q
⇔ {i ∈ N: { j ∈ N: f i+ j(n) ∈ A} ∈ p} ∈ q.
Therefore, f̂ p+q = f̂ p ◦ f̂ q , for all p,q ∈ N∗ . 
Theorem 5.14. For any function f : N → N, (β(N),+ f ) is a semigroup and the operation + f is right continuous.
Proof. By Lemmas 5.12 and 5.13, we have that
p + (q + r) = f p(q + r) = f p( f q(r))= f p+q(r) = (p + q) + r,
for all p,q, r ∈ β(N). Therefore, + f is an associative operation. Since the function f p : β(N) → β(N) is continuous, for each
p ∈ β(N), + f is right continuous. 
The proof of the following theorem is straightforward.
Theorem 5.15. Let f : N → N be a function. If xˆ : β(N) → {0,1} is the Stone extension of x ∈ {0,1}N , then σ pf (x) = xˆ ◦ f p for all
p ∈ N∗ .
Before to stay the next corollary, we remark that χ̂A = χ Â : β(N) → β(N) for each A ⊆ N.
Corollary 5.16. Let f : N → N be a function and p ∈ N∗ . For A, B ∈ [N]ω , the following conditions are equivalent:
(1) σ pf (χA) = χB .
(2) χ Â ◦ f p = χB .
(3) n ∈ B iff {k ∈ N: f k(n) ∈ A} ∈ p.
6. Some peculiar points of ({0,1}N,σ f )
To study the proximal points of the dynamical system ({0,1}N, σ f ) we need to consider the following class of subsets
of N:
Deﬁnition 6.1. Let f : N → N be a function. We say that A ⊆ N is f -thick if for every k ∈ N the set {n ∈ N: ∀i  k( f n(i) ∈ A)}
is not empty.
If f : N → N is the function deﬁned by f (n) = n + 1, for all n ∈ N, then every f -thick set is thick and vice versa. It is
trivial to see that if A ⊆ N and f : N → A is an arbitrary function, then A is f -thick. In particular, f [N] is f -thick for every
function f : N → N.
Lemma 6.2. Let f : N → N be a function. If A ⊆ N is f -thick, then the set {n ∈ N: ∀i  k ( f n(i) ∈ A)} is inﬁnite, for each k ∈ N.
Proof. Fix k ∈ N and let B = {n ∈ N: ∀i  k ( f n(i) ∈ A)}. Assume that n0 ∈ N satisﬁes the condition f n0 (i) ∈ A for each
i  k. For k1 = max{ f n0 (i): i  k} + 1 there is n1 ∈ N such that f n1 (i) ∈ A for every i  k1. In particular, we have that
f n1 ( f n0 (i)) = f n0+n1 (i) ∈ A for every i  k. Then, n0,n0+n1 ∈ B . By induction we can ﬁnd inﬁnitely many elements of B . 
For x, y ∈ {0,1}N , we set I(x, y) = {k ∈ N: x(k) = y(k)}.
Theorem 6.3. Let f : N → N be a function and consider the dynamical system ({0,1}N, σ f ). Two points x, y ∈ {0,1}N are proximal
iff the set I(x, y) is f -thick.
Proof. Necessity. Assume that x and y are proximal. Let k ∈ N. By deﬁnition, the set {n ∈ N: d(σ nf (x),σ nf (y)) < 12k } is inﬁnite.
Hence, there is n ∈ N such that σ nf (x)(i) = x( f n(i)) = y( f n(i)) = σ nf (x)(i), for every i  k. That is, f n(i) ∈ I(x, y), for every
i  k. This shows that I(x, y) is f -thick.
Suﬃciency. Suppose that I(x, y) is f -thick. Let  > 0 and ﬁx k ∈ N so that 1
2k
<  . By deﬁnition, there is n ∈ N
such that f n(i) ∈ I(x, y) for each i  k. Thus, each one of these numbers n satisﬁes the condition σ n(x)(i) = x( f n(i)) =f
1728 S. Garcia-Ferreira / Topology and its Applications 159 (2012) 1719–1733y( f n(i)) = σ nf (y)(i), for all i  k. Hence, d(σ nf (x),σ nf (y)) < 12k <  for inﬁnitely many natural numbers n’s (this follows from
Lemma 6.2). Therefore, x and y are proximal. 
Theorem 6.3 generalizes Lemma 8.2 of the book [5].
Corollary 6.4. Let f : N → N be a function and consider the dynamical system ({0,1}N, σ f ). Given an f -thick subsets A of N and
x ∈ {0,1}N , the point y ∈ {0,1}N deﬁned as
y(k) =
{
x(k) if k ∈ A,
x(k) + 1 if k /∈ A,
is proximal to x and I(x, y) = A.
To study the p-proximal points of the dynamical system ({0,1}N, σ f ) we need the following notion.
Deﬁnition 6.5. Let f : N → N be a function and p ∈ N∗ . We say that A ⊆ N is ( f , p)-thick if {n ∈ N: f n(k) ∈ A} ∈ p for every
k ∈ N.
If ∅ = A ⊆ N, then A is ( f , p)-thick for each function f : N → A and for every p ∈ N∗ . If ∅ = A, B ⊆ N and a ∈ A \ B ,
then the constant function f : N → N with value a satisﬁes that A is ( f , p)-thick for all p ∈ N∗ , but B is not ( f , p)-thick
for any p ∈ N∗ . It is easy to see that every ( f , p)-thick set is f -thick, for each function f : N → N and for each p ∈ N∗ .
Theorem 6.6. Let f : N → N be a function and consider the dynamical system ({0,1}N, σ f ). Two points x, y ∈ {0,1}N are p-proximal,
for some p ∈ N∗ , iff the set I(x, y) is ( f , p)-thick.
Proof. Necessity. By hypothesis, there is p ∈ N∗ such that σ pf (x) = σ pf (x). Thus, by Theorem 5.3, σ pf (x) = p- limn→∞ x ◦ f n =
p- limn→∞ y ◦ f n = σ pf (y). By continuity, we obtain the following:
ik = πk
(
p- lim
n→∞ x ◦ f
n
)
= p- lim
n→∞πk
(
x ◦ f n)= p- lim
n→∞ x
(
f n(k)
)
= p- lim
n→∞ y
(
f n(k)
)= p- lim
n→∞πk
(
y ◦ f n)= πk(p- lim
n→∞ y ◦ f
n
)
,
for all k ∈ N. So, we obtain that{
n ∈ N: x( f n(k))= ik} ∈ p and {n ∈ N: y( f n(k))= ik} ∈ p,
for each k ∈ N. Hence, {n ∈ N: f n(k) ∈ I(x, y)} ∈ p, for each k ∈ N. This shows that I(x, y) is ( f , p)-thick.
Suﬃciency. By assumption, we know that {n ∈ N: f n(k) ∈ I(x, y)} ∈ p, for all k ∈ N. So, {n ∈ N: x( f n(k)) = y( f n(k))} ∈ p
for each k ∈ N. This implies that
p- lim
n→∞ x
(
f n(k)
)= p- lim
n→∞ y
(
f n(k)
)
,
for every k ∈ N. From this and Theorem 5.3, we obtain that
σ
p
f (x) = p- limn→∞ x ◦ f
n = p- lim
n→∞ y ◦ f
n = σ pf (y).
That is, x and y are p-proximal. 
Corollary 6.7. Let f : N → N be a function and consider the dynamical system ({0,1}N, σ f ). Suppose that A ⊆ N is ( f , p)-thick, for
some p ∈ N∗ . If x, y ∈ {0,1}N satisfy that I(x, y) = A, then x and y are p-proximal.
Corollary 6.8. Let f : N → N be a function. If A ⊆ N is ( f , p)-thick for some p ∈ N∗ and x ∈ {0,1}N is arbitrary, then the point
y ∈ {0,1}N deﬁned as
y(k) =
{
x(k) if k ∈ A,
x(k) + 1 if k /∈ A,
is p-proximal to x and I(x, y) = A.
Corollary 6.9. Let f : N → N be a function and A ⊆ N. Then, A is f -thick iff A is ( f , p)-thick for some p ∈ N∗ .
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By the same corollary, x and y are proximal and I(x, y) = A. On the other hand, Theorem 4.3 asserts the existence of an
ultraﬁlter p ∈ N∗ for which x and y are p-proximal. By Theorem 6.6, A is ( f , p)-thick.
Suﬃciency. Let k ∈ N and assume that A is ( f , p)-thick for some p ∈ N∗ . We know that Ai = {n ∈ N: f n(i) ∈ A} ∈ p, for
each i  k. If n ∈⋂ik Ai , then f n(i) ∈ A for each i  k. Therefore, A is f -thick. 
Corollary 6.10. Let f : N → N be a function and consider the dynamical system ({0,1}N, σ f ). If x, y ∈ {0,1}N are proximal, then
I(x, y) is ( f , p)-thick for some p ∈ β(N).
Consider the shift f : N → N (that is, f (n) = n + 1, for each n ∈ N). If A ⊆ N is thick, by Corollary 6.9, then we can ﬁnd
p ∈ N∗ so that A is ( f , p)-thick. This remarks that the notion of ( f , p)-thick set generalizes the notion of thick set.
Next, we shall state some combinatorial properties of the ( f , p)-thick subsets.
Given a function f : N → N and an f -thick subset A ⊆ N, we deﬁne
G f ,A =
{
p ∈ N∗: A is ( f , p)-thick}.
It follows from Corollary 6.9 that G f ,A = ∅.
Theorem 6.11. For each function f : N → N and for each f -thick set A ⊆ N, G f ,A is a closed right ideal of (N∗,+).
Proof. Choose x, y ∈ {0,1}N so that I(x, y) = A. The conclusion follows from Theorem 4.7. 
In the language of ﬁlters, we have the following:
Theorem 6.12. If f : N → N is a function and p ∈ β(N), then,
F f ,p =
{
A ⊆ N: A is ( f , p)-thick}
is a ﬁlter on N.
Proof. It is clear that N ∈ F f ,p . Let A, B ∈ F f ,p . As {n ∈ N: f n(k) ∈ A} ∈ p and {n ∈ N: f n(k) ∈ B} ∈ p, it follows that
{n ∈ N: f n(k) ∈ A ∩ B} ∈ p, for every k ∈ N. Thus, A, B ∈ F f ,p . It is evident that if A ∈ F f ,p and A ⊆ B , then B ∈ F f ,p . 
The proof of the next theorem is left to the reader.
Theorem 6.13. If f : N → N is a function, then,
f̂ p
[
β(N)
]= ⋂
A∈F f ,p
Â,
for every p ∈ G f ,A .
We shall see that the combinatorial properties of ( f , p)-thick sets, sometimes, will depend on properties of the orbits of
the function f : N → N.
For each m ∈ N and for each i < m, we deﬁne Pmi = {n ∈ N: n ≡ i mod(m)} Recall that {Pmi : i < m} is a partition
of N, for each m ∈ N. If f : N → N is a function and k ∈ N is a periodic point of f with period m ∈ N, then O f (k) =
{k, f (k), . . . , f m−1(k)}, f m(k) = k and f i(k) = f j(k) whenever i < j <m. Fix i <m and assume that f i(k) = f j(k) for some
m < j ∈ N. Put j =ml + r, where l, r ∈ N and r <m. Then, f i(k) = f j(k) = f ml+r(k) = f r(k), and so r = i. Thus, j ∈ Pmi . It is
clear that if j ∈ Pmi , then f i(k) = f j(k).
Lemma 6.14. Let f : N → N be a function and let k ∈ N be a periodic point of f . If A is ( f , p)-thick for some p ∈ N∗ , then O f (k) ⊆ A.
Proof. Let m ∈ N be the period of k. Then, we have that O f (k) = {k, f (k), . . . , f m−1(k)}, f m(k) = k and m ∈ N is the
smallest positive integer with this property. Choose l < m so that Pml ∈ p. Fix i ∈ N. Since A is ( f , p)-thick, then
B = {n ∈ N: f n( f i(k)) ∈ A} ∈ p. Hence, it is possible to ﬁnd n ∈ Pml ∩ B . As n ∈ Pml , n = l + mr for some r ∈ N and so
f n( f i(k)) = f n+i(k) = f l+mr+i(k) = f l+i(k) ∈ A. Let j <m. Since i is arbitrary, we may choose it so that
i =
{
j − l if l j,
j − l +m if j < l.
This shows that O f (k) ⊆ A. 
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thick for all q ∈ N∗ .
Proof. Suppose that A is ( f , p)-thick for some p ∈ N∗ . Fix k ∈ N. By hypothesis, we know that O f (k) = {k, f (k), . . . ,
f m−1(k)}. Choose the smallest positive integer i < m so that f m(k) = f i(k). Hence and by Lemma 6.14, O f ( f i(k)) ⊆ A.
So, N \ {0,1, . . . , i − 1} ⊆ {n ∈ N: f n(k) ∈ A}. Therefore, A is ( f ,q)-thick for all q ∈ N∗ . 
We omit the proof of the following result.
Theorem 6.16. Let f : N → N be a function. The set A ⊆ N is ( f , p)-thick, for all p ∈ N∗ iff {n ∈ N: f n(k) /∈ A} is ﬁnite for all k ∈ N.
It is evident that χ∅ and χ f [N] are recurrent points of ({0,1}N, σ f ), for any function f : N → N. Now, suppose that
f : N → N is a function and that k ∈ N is a periodic point of f with period m, and let p ∈ N∗ . Consider the dynamical
system ({0,1}N, σ f ). It follows from Corollary 5.16 that χ{ f j(k)} is p-recurrent iff Pmj ∈ p, for each j <m. Hence, if p ∈ (Pmi )∗
and q ∈ (Pmj )∗ for distinct i, j <m, then χ{ f i(k)} is an example of a p-recurrent point that is not q-recurrent. Let us construct
another example with similar properties:
Example 6.17. Let σ : {0,1}N → {0,1}N be the shift and let f : N → N be deﬁne by f (n) = n + 1, for every n ∈ N. Then,
σ = σ f . We know that f k(n) = n + k, for each n,k ∈ N. Observe that σ kf (χ2N) = χ2N ◦ f k = χ2N for all k ∈ 2N. Hence,
σ
p
f (χ2N) = χ2N for every p ∈ 2̂N. So, the point χ2N is p-recurrent for all p ∈ 2̂N. Next, ﬁx q /∈ 2̂N and assume that
σ
q
f (χ2N) = χ2N . From Corollary 5.16 we have that n ∈ 2N iff {k ∈ N: n + k ∈ 2N} ∈ q. Fix n ∈ 2N. Then, there is an odd
integer k ∈ N such that n+k ∈ 2N, but this is impossible. So, χ2N cannot be q-recurrent for any q /∈ 2̂N. Thus, the point χ2N
of the dynamical system ({0,1}ω,σ ) is p-recurrent, for each p ∈ 2̂N, and it is not q-recurrent, for any q /∈ 2̂N.
Next, we shall state another example.
Example 6.18. Let (ni)i∈N be an inﬁnite sequence of N so that n0 = 0 and A = FS((ni)i∈N).2 Suppose that f : N → N is a
one-to-one function so that there is k ∈ N with inﬁnite orbit and k /∈ f [N], O f (k) ∩ O f (m) = ∅ iff m ∈ O f (k). Consider the
set E = { f a(k): a ∈ A}. Fix p ∈ A∗ so that A \ FS((n j) j∈N\F ) ∈ p, for all F ∈ [N]<ω . By the choice of the function f and the
deﬁnition, we can show that l ∈ E iff {n ∈ N: f n(l) ∈ E} ∈ p. So, by Corollary 5.16, χE is p-recurrent. Now, ﬁx q ∈ N∗ so
that (−a + A) /∈ q for all a ∈ A. Suppose that l ∈ E satisﬁes that {n ∈ N: f n(l) ∈ E} ∈ q. Choose a ∈ A such that l = f a(k). As
N \ (−a + A) ∈ q, there are n ∈ N and b ∈ A such that f n(l) = f n( f a(k)) = f n+a(k) = f b(k) and n + a /∈ A. Hence, a + n = b
which is a contradiction. This shows that χE cannot be q-recurrent. As in the previous example, it is also possible to identify
the ultraﬁlters p’s for which χE is p-recurrent and those ultraﬁlters q’s for which χE is not q-recurrent.
The next example witnessing that p-proximality could distinguish proximal points of a dynamical system.
Example 6.19. Let σ : {0,1}N → {0,1}N be the shift and f : N → N the shift on N. Put a0 = 0 and ﬁx b0 ∈ N such that
a0 < b0. Then, choose a1,b1 ∈ N so that b0 < a1 < a1 + 1 < b1. Inductively, for each k ∈ N choose ak,bk ∈ N so that bk−1 +
k− 1< ak < ak + k < bk . Deﬁne A = {ak + i: i  k ∈ N}. If i ∈ N, then ak ∈ {n ∈ N: f n(i) = n+ i ∈ A}, for all k ∈ N with i  k.
Let p ∈ {ak: k ∈ N}∗ . We then have that A is ( f , p)-thick. Now, deﬁne B = {bk: k ∈ N}. If k ∈ N, then bk + i /∈ A, for every
i ∈ N with i < k. Hence, the intersection
B ∩ {n ∈ N: f n(i) = n + i ∈ A}
is ﬁnite, for each i ∈ N. This implies that A cannot be ( f ,q)-thick, for any q ∈ B∗ . Choose x, y ∈ {0,1}N in such a way that
I(x, y) = A. By Theorem 6.6, we obtain that x and y are p-proximal, for all p ∈ {ak: k ∈ N}∗ and cannot be q-proximal, for
any q ∈ B∗ .
7. Ellis semigroup
In this section, we shall study some properties of the Ellis semigroup of a dynamical system of the form ({0,1}N, σ f ),
where f : N → N is a function. We recall that the Ellis semigroup E(X, f ) = E(X) of a dynamical system (X, f ) is the closure
of { f n: n ∈ N} in the product space X X with the composition as operation. It is known that E(X) = { f p: p ∈ β(N)} and its
operation, as it is stated in Lemma 2.2, is given by f p ◦ f q = f q+p , for p,q ∈ β(N). As a space E(X) is compact and separable.
For every dynamical system (X, f ), observe that the function p → f p : β(N) → E(X, f ) is a continuous surjection since it
2 If (ni)i∈N is an inﬁnite sequence of N, then FS((ni)i∈N) = {∑i∈F ni : F ∈ [N]<ω \ {∅}}.
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every function f : N → N.
Lemma 7.1. Let f : N → N be a function and let p,q ∈ β(N). Then, σ pf = σ qf iff f p = f q .
Proof. Necessity. We know, by Corollary 5.16, that σ pf (x) = xˆ ◦ f p = xˆ ◦ f q = σ qf (x), for all x ∈ {0,1}N . If n ∈ N, then χ̂{ f p(n)} ◦
f p(n) = 1= χ̂{ f q(n)} ◦ f q(n). That is, f p(n) = f q(n), for all n ∈ N.
Suﬃciency. If f p = f q , then σ pf (x) = xˆ ◦ f p = xˆ ◦ f q = σ qf (x), for all x ∈ {0,1}N . 
Theorem 7.2. If f : N → N is a function, then E({0,1}N, σ f ) is homeomorphic to the subspace { f p: p ∈ β(N)} of β(N)N .
Proof. We deﬁne h : E({0,1}N, σ f ) → β(N)N by h(σ pf ) = f p , for every p ∈ β(N). According to Lemma 7.1, h is injective and
h[E({0,1}N, σ f )] = { f p: p ∈ β(N)}. Let [n, Â] be a sub-basic open subset of β(N)N , where A ⊆ N. Then,
σ
p
f ∈
[
χA, [n,1]
] ⇔ σ pf (χA)(n) = χ̂A( f p(n))= 1 ⇔ f p(n) ∈ Â ⇔ f p ∈ [n, Â].
Hence, we deduce that h is a homeomorphism. 
Theorem 7.3. If f : N → N has an inﬁnite orbit, then E({0,1}N, σ f ) is homeomorphic to β(N).
Proof. Let l ∈ N be with inﬁnite orbit. First, observe f m(l) = f n(l) whenever n,m ∈ N with n < m, and hence have that
[l, { f n(l)}] ∩ { f k: k ∈ N} = { f n} for each n ∈ N. This shows that E({0,1}N, σ f ) is a compactiﬁcation of N with the discrete
topology. Now consider the Stone extension gˆ : β(N) → β(N) of the function g : N → β(N) given by g(k) = f k(l) for all
k ∈ N. Clearly gˆ is an embedding and hence if p,q ∈ β(N) are distinct, then
f p(l) = p- lim
k→∞
f k(l) = gˆ(p) = gˆ(q) = q- lim
k→∞
f k(l) = f q(l).
That is f p = f q and, by Lemma 7.1, σ pf = σ qf . Therefore, E({0,1}N, σ f ) and β(N) are homeomorphic. 
It is evident that if f : N → N has ﬁnite image, then E(0,1N, σ f ) is a ﬁnite set. Next, let us consider the case when all
orbits of f : N → N are ﬁnite.
Theorem 7.4. If f : N → N is a function with ﬁnite orbits, then∣∣E({0,1}N,σ f )∣∣ c.
Proof. It is evident from the hypothesis that for very p ∈ β(N) we have that f p(n) ∈ O f (n), for all n ∈ N. Thus, { f p: p ∈
β(N)} ⊆∏n∈NO f (n). Hence, |E({0,1}N, σ f )| c. 
From the proof of the previous theorem we have the following:
Corollary 7.5. If f : N → N is a function with ﬁnite orbits, then E({0,1}N, σ f ) is metrizable.
By applying Theorems 5.7, 5.9, 7.3 and Corollary 7.5 we obtain the following corollaries.
Corollary 7.6. For a function f : N → N the following are equivalent:
(1) f has an inﬁnite orbit.
(2) Every function σ p is discontinuous for all p ∈ N∗ .
(3) E({0,1}N, σ f ) is homeomorphic to β(N).
Corollary 7.7. For a function f : N → N the following are equivalent:
(1) All orbits of f are ﬁnite.
(2) Every function σ p is continuous for all p ∈ N∗ .
(3) E({0,1}N, σ f ) is metrizable.
The proofs of the following two lemmas are evident.
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then f p(n) = f i(n).
Lemma 7.9. Let f : N → N be a function and n ∈ N. If f j(n) is a periodic point of f with period l, and p ∈ ( j + Pli)∗ for some i < l,
then f p(n) = f i( f j(n)).
Lemma 7.9 implies the following:
Theorem 7.10. Let f : N → N be a function with ﬁnite orbits. Then, for every n ∈ N there are in,kn ∈ N such that if p ∈ (in + Pknj ) for
some j < kn, then f p(n) = f j( f in (n)).
The following characterization is very interesting.
Theorem 7.11. Let f : N → N be a function and n ∈ N. Then, the orbit O f (n) is ﬁnite iff there exists A ∈ [N]ω such that f p(n) = f q(n)
for all p,q ∈ A∗ .
Proof. Necessity. If f (x) = x, then f p(x) = x for all p ∈ N∗ . Assume that O f (n) has cardinality strictly bigger that 1. Then,
there are i,k ∈ N such that f k( f i(n)) = f i(n) and k is the period of f i(n). Thus, if p ∈ (i + Pkk−1)∗ , by Lemma 7.9, then
f p(n) = f k−1( f i(n)). Our set A is i + Pkk−1.
Suﬃciency. If f p(n) = f q(n) for all p,q ∈ A∗ for some A ∈ [N]ω , then
f p(n) = p- lim
k→∞
f k(n) = p- lim
k∈A
f k(n) = q- lim
k∈A
f k(n)
= q- lim
k∈A
f k(n) = f q(n),
for all p,q ∈ Â. By Lemma 1.1, ( f k(n))k∈A is a convergent sequence in β(N), but since β(N) has non-trivial convergent
sequences, the set { f k(n): n ∈ A} must be ﬁnite. Hence, there are distinct i, j ∈ N for which f i(n) = f j(n). Therefore, O f (n)
is ﬁnite. 
We improve the previous theorem as follows:
Lemma 7.12. Let f : N → N be a function and n ∈ N. If O f (n) is ﬁnite, then there are i,k ∈ N such that for every p ∈ N∗ there is j < k
such that f p(n) = f q+i(n) for all q ∈ (Pkj )∗ .
Proof. As in the previous proof, we can ﬁnd i,k ∈ N such that f k( f i(n)) = f i(n) and k is the period of f i(n) and i is
the smallest with this property. Thus, O f (n) = {n, f (n), . . . , f i(n), . . . , f k−1( f i(n))}. Fix p ∈ N∗ . Then, there is j < k such
that f p(n) = p- limm→∞ f m(n) = f j( f i(n)). Hence, if q ∈ (Pkj )∗ , by Lemma 7.8, then f q+i(n) = q- limm→∞ f m( f i(n)) =
f j( f i(n)) = f p(n). 
If f k ◦ f i = f i for some i,k ∈ N and i and k are the smallest with this property, it is then evident that E({0,1}N, σ f ) is
a ﬁnite set with k + i elements.
If f : N → N is a function, then P f will denote the set of periodic points of f .
Lemma 7.13. Let f : N → N be a function. For every n ∈ P f , let ln be the period of n. Then, for every p ∈ N∗ there is γ ∈∏n∈P ln such
that f p(n) = f γ (n)(n) for every n ∈ P f .
Proof. Fix p ∈ N∗ . Now, for each n ∈ P f choose γ (n) < ln so that Plnγ (n) ∈ p. The conclusion follows directly from
Lemma 7.8. 
Lemma 7.14. Let f : N → N be a function with ﬁnite orbits and, for every n ∈ P f , let ln be the period of n. If G f = {γ ∈∏
n∈P f ln: {Plnγ (n): n ∈ P f } has the ﬁnite intersection property}, then |G f | |E({0,1}N, σ f )|.
Proof. For every γ ∈ G f choose pγ ∈ N∗ so that Plnγ (n) ∈ pγ for each n ∈ P f . If γ , δ ∈ G f and γ (n) = δ(n) for some n ∈ P f ,
then f pγ (n) = f γ (n)(n) = f δ(n)(n) = f pδ (n). This shows that |G f | |E({0,1}N, σ f )|. 
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do that we need the following easy lemma.
We remark that if i, j < l and j < i, then Plj−i = Plj−i+l .
Lemma 7.15. Let f : N → N be a function. Suppose that k ∈ N is a periodic point of period l ∈ N. If i, j < l, then Plj−i =
{m ∈ N: f m( f i(k)) = f j(k)}.
Example 7.16. Let f : N → N be a function for which there is a sequence (nk)k∈N in N with the following properties:
(1) nk is a periodic point of f with period 2k for each k ∈ N.
(2) {O f (nk): k ∈ N} is a partition of N.
Observe that if i, j ∈ N satisfy i < j and P2im ∩ P2 jn = ∅ for some m < 2i and some n < 2 j , then P2 jn ⊆ P2im . Hence,
G f = {γ ∈∏k∈N 2k: ∀k ∈ N(P2k+1γ (k+1) ⊆ P2kγ (k))}. We should mention that each equivalent class P2kn , for n < 2k , is the union
of two equivalent classes modulo 2k+1. It is not diﬃcult to see that |G f | = c. By Lemmas 7.4 and 7.14, we obtain that
|E({0,1}N, σ f )| = c.
Claim. E({0,1}N, σ f ) does not have isolated points.
Proof. As f has ﬁnite orbits, we know that f p[N] ⊆ N for all p ∈ N∗ . Fix p ∈ β(N). Assume that f p ∈ V =⋂ml[m, f p(m)],
where l ∈ N. For each m  l choose km ∈ N so that m ∈ O f (nkm ). Then, for each m  l, there are im, jm < 2km for which
f im (nkm ) = m and f p(m) = f jm (nkm ). It follows from Lemma 7.15 that P2
km
jm−im ∈ p. Let k = max{k0,k1, . . . ,kl}. Choose t <
2k+1 so that P2k+1t ⊆ P2kmjm−im , for all m  l, and P2
k+1
t /∈ p. Now, pick q ∈ N∗ so that P2k+1t ∈ q and P2kmjm−im ∈ q, for all m  l.
Then, we have that p = q and, by Lemma 7.8, we have that f q(m) = f q( f im (nkm )) = f jm (nksm) = f p(m) for every m  l.
Thus, f q ∈ V and f q(nk+1) = f p(nk+1). Therefore, E({0,1}N, σ f ) does not have isolated points. 
As f has ﬁnite orbits, we know that { f p: p ∈ β(N)} ⊆ NN and hence it is metrizable. So, E({0,1}N, σ f ) is also metrizable.
By the characterization of Brouwer (see [4, Example 6.2.A(c)]), E({0,1}N, σ f ) is isomorphic to the Cantor set.
In the next example, we shall see how to get the Alexandroff compactiﬁcation of N with the discrete topology as the
Ellis semigroup of a dynamical system of the form E({0,1}N, σ f ).
Example 7.17. Let f : N → N be a function for which there is a strictly increasing sequence (an)n∈N of positive integers such
that:
(1) a0 = 0;
(2) an = an−1 + n + 1 for every positive n ∈ N;
(3) f (an) = an for every n ∈ N; and
(4) f (k) = k + 1 if an−1 < k < an for every positive n ∈ N.
From the deﬁnition we have that f n(k) = an whenever an−1 < k < an , for every positive n ∈ N. Hence, if p ∈ N∗ and k ∈ N,
then f p(k) = p- limm→∞ f m(k) = an whenever an−1 < k < an for some n ∈ N. So, f p = f q for all p,q ∈ N. If n ∈ N, then
{ f n} = [an + 1,an+1 − 1] ∩ { f m: m ∈ N}. Thus, { f m: m ∈ N} is a discrete subset of { f p: p ∈ β(N)} and so E({0,1}N, σ f ) is
the Alexandroff compactiﬁcation of N.
Question 7.18. Which compact, zero-dimensional metric spaces are of the form E({0,1}N, σ f ) for some function f : N → N?
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