Mobile cloud computing with colossal prerequisites of infrastructure along with resources. In cloud computing environment, load balancing a vital aspect. Cloud load balancing way toward disseminating workloads across numerous computing resources. Proficient load balancing plan guarantees effective resource usage by the supply of resources to cloud user's on-demand premise and it might even help organizing clients by applying fitting planning criteria the current paper discusses and implements the concept of load balancers, which are the lifeblood of any cloud computing network. In this paper, a new load balancing system is presented Focal Load Balancer (F-LB), which has been developed to reduce the traffic in the Cloud, whilst assuring a smooth flow of data in the cloud network. The proposed algorithm takes advantage of the dynamic load balancing characteristics over static balancing, and avoids the damage that a static load balancer causes if it fails. Simulation results show that the proposed algorithm operates efficiently and effectively, and it provides a significantly improved performance over existing algorithms. Comparisons with the krill-LB and agent-based algorithms show that the new system provides a reduction in average wait time, a significant increase in throughput, and a dramatic reduction in CPU time consumption.
INTRODUCTION
Load balancing is one of the techniques employed to optimize resource allocation and ensure high availability and performance of cloud computing. Cloud Computing is a model for enabling ubiquitous network access to a shared pool of configurable computing resources. A Cloud based architecture should provide some form of elasticity, the ability to expand and contract capacity on demand. To achieve the above goal, some mechanism in place to balance requests between two or more instances of an application. This is achieved using a 'Load Balancer'. Cloud servers experience sudden bursts in requests. In order to process such requests, it is important to have dynamic resource allocation and also load balancing provisions. When more resources are allocated, it results in wastage of resources [1] . This is an age where internet access Is an absolute necessity. From multinational corporations to new startups, from military to primary school services, everyone is dependent on the internet [2] . It is a known fact that the internet is a vast place where billions of resources can be accessed by a single click of a button and such is its enormity that it is impossible to fathom its size. So the question arises, is it physically possible to store all this information in one place the answer is certainly no, but it is possible to remotely share and access all these resources. This gives rise to cloud computing as mentioned in the article "A Novel Approach for Load Balancing in Cloud Cloud" by Gulshan Soni and Mala Kalra [3] .
Cloud computing is an on demand computing service that allows users to share data and services from a shared pool of collective and organized resources. The cloud is a service that is provided by certain organizations (Amazon Web Services, Microsoft Azure, etc.) that ensure that a minimal amount of time and money are utilized for the end users (clients) to store data, compute their data, to address this problem, engineers devised the technique of load balancing to handle the enormous load on the servers [4] .
Load balancing reduces the overbearing load on the servers by distributing the load to various servers [5] .It distributes the traffic to avoid overloading on one resource, which reduces the congestion on the servers [6] . Figure 1 demonstrates the concept of load balancing FIGURE 1. Representation of a load balancer. As shown in Figure 1 , the cloud service consumers (on the left side) send millions of requests to the servers through the load balancer. The load balancer distributes this incoming traffic either statically or dynamically to the virtual servers (on the right side) and does not cause any of the servers to overload with the incoming requests [7] . However, if these requests are fed directly into the system without a load balancer, the cloud service consumer would have randomly directed all the requests to server A, effectively crashing it, while server B sits idle. In real world applications, where there are millions of incoming requests per second, the load balancers are a true necessity for the smooth performance of the network [8, 9] .
Load balancing can be implemented in both hardware and software. Hardware load balancers are generally the dedicated System on Chip devices, which are physically integrated into the cloud. Some widely used hardware load balancers are the Barracuda Load Balancer, KEMP Load Master, and Cisco Global Site Selector 4492R -Load Balancing Device (J91361). However, these load balancers are expensive (they can cost up to $65,000) and are thus not cost effective when used at a massive scale. For this reason, software load balancing is generally preferred, and it uses algorithms coded into the system. Although software load balancers have a lower reliability than their hardware counterparts, their benefits, such as the low cost and ease of implementation, outweigh this limitation. There are two types of software load balancers: static and dynamic. The following chapter discusses these two types of software load balancers in more detail [10, 11] .
II. RELATED WORK
This section focuses on four critical points: the advantage of dynamic load balancers over their static counterparts, having a practical overview on the damage caused by the failures of a static routing system, how a dynamic routing system can amend the faultiness of the static load balancing policy, and the points are concluded by suggesting a new algorithm. Additionally, this literature review criticizes the Focal load balancer algorithm and leads to the development of the correction algorithm for this flawed yet efficient load balancing system. "CloudAnalyst: Survey of Load Balancing Policies" [14] by Sandip Patel et al. is implemented and executed to demonstrate the efficiency of the dynamic load balancers over its counterpart the static load balancers This will prove the advantage of the dynamic load balancing system over the static load balancing system. In this illustration, one static load balancing algorithm (round robin algorithm) and a dynamic load balancing algorithm ( To further define load balancing in a cloud, this report will focus on two of its major subdivisions: Static Load Balancing: The static load balancing has prior information of the system. Before the system is booted, the load balancer allocates the incoming traffic to the servers, which have the processing units. This nature of the static load balancing system is called non-preemptive. The system is unaware of the status of the load, thus it will only allocate the load to the server, which was assigned by the system's algorithm, meaning that once the load has been allocated to a server it cannot be transferred to another server. The execution time, or the total time taken by the algorithm to run, of this system is significantly less than the dynamic load balancing system; however, the static load balancing system fails to efficiently utilize the complete system. It is also known to be an un-intelligent system that cannot adapt according to the needs of the load [12] . Dynamic Load Balancing: Dynamic load balancing algorithm is fully aware of the system load and hence, is very active. It monitors the load on the system and can redistribute the load if it finds that the server is overloaded. Unlike the static load balancing, the dynamic load balancing tracks the load on the server and the remaining capacity so that it can make decisions to allocate the load efficiently. For example, if it finds that one server is experiencing performance issues, it reduces the load on that server by redistributing the load among the other servers [5, 13] . The advantages and disadvantages of the static and the dynamic load balancing systems are outlined in Table 1 and Table 2 . 
III. ENHANCED METHODOLOGY
To counteract the failures of the Focal-Load Balancer model (F-LB) a new load balancing methodology has been implemented, which will not only eliminate the single point failure but also provide better throughput, lower CPU time consumption, and lower average waiting time.
The Enhanced algorithm takes advantage of the dynamic load balancing characteristics over static balancing, and avoids the damage that a static load balancer causes if it fails. The Simulation results show that the proposed algorithm operates efficiently and effectively, and it provides a significantly improved performance over existing algorithms. The focal load balancer will allocate the tasks according to the priorities assigned by the controller 5.
ADVANTAGES DISADVANTAGES
The priorities are assigned according to system performance 6. The controller will check the status of the VM with the highest priority 7. If a VM is busy then it will move to the next VM 8. If the VM is available, then it will put the task into that VM and then go to step 6 
Stop if there are no available VMs
According to the article "A New Approach for Dynamic Load Balancing in Cloud Computing" by Anjali et al. [8] , the performance of the algorithms has been compared with three critical parameters, which are sufficient in judging the overall performance of a cloud network. 
III. RESULTS
The use of the suggested focal herd load balancing with viable algorithms. To assess the performance of the suggested model, different parameters such as average waiting time, throughput, and CPU time consumption were measured and compared to the prevailing strategies.
A-Throughput:
The throughput is the rate at which tasks are computed per unit of time by the cloud. In this novel algorithm, the tic toc timer, is used to measure the time taken by a particular task to be completed by a VM. The throughput is a powerful tool that is used to compare the system performance of the cloud. The cloud network that provides fast outputs at a regular basis is the result of a high throughput. The throughput of the system is taken into consideration in this project because it is a parameter that is used by almost all the leading industries as a measure of performance of cloud services. Therefore, this parameter has a direct correlation with the performance of the system. (graphically represents that the throughput of the focal load balancer algorithm is higher than the throughput of krill-LB algorithm the Agent based algorithm).
B-CPU time unit consumption:
The CPU time is the time taken to compute a particular task. This parameter is used to measure the performance of a system on a small (chip) level. If the CPU time consumption is less, the performance of the cloud is optimal. A CPU that consumes more time deteriorates the performance of the cloud. Thus, the CPU time consumption has an inverse relation with the performance of the system. FIGURE 6. CPU time consumption with three VMs.
C-Average waiting time:
The average waiting time is defined as the time taken by the cloud to deliver data to the clients. The average waiting time is a symbiotic product of the throughput and CPU time consumption, meaning that a system has a low average waiting time if the throughput is high and the CPU time consumption is low. This parameter states that the focal load balancer algorithm performs better than krill-LB and the agentbased load balancing algorithm, since one of the main objectives of a cloud is to deliver data at a brisk rate to the clients. IV. CONCLUSION This paper emphasis has been given to the need of a load balancer that would reduce the stress on cloud networks. The suggested procedure using the Focal Load Balancer Algorithm (F-LB) that has the capability to do two crucial things: remove the single point failure and improve the performance of the algorithm is implemented. This algorithm uses a two loop strategy to complete its load balancing. The first loop calculates the capacity of a system. If the capacity of the system is more than average, the second loop then reduces the load on that system and transfers the extra load to another relatively lightly loaded system. The usage of the suggested algorithm lessens many issues of average waiting time, CPU time unit consumption and a significant increase in throughput which demonstrates the better performance of framework. Finally, the calculation of improved load balancing completed and the demand aimed at the most maximum throughput is gone before to data center. By using F-LB can accomplish phenomenal performance over past methodologies. It additionally lessens the computational complication through enhancing the computing ability of processing features.
