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Inrroducrion. Significant advances are being made in the theoretical treatment of the conformation 
and dynamics of biological molecules. Several recent convergent developments are responsible for 
opening up new fields of investigation. They include: 
1. The development and application of powerful theoretical techniques taken from statistical physics 
such as Monte Carlo and molecular dynamics simulations to biological systems. 
2. The development of powerful computational hardware such as the Cyber 205. 
3. The development of interactive graphics systems. 
4. The increasing availability of experimental structural and dynamic data such as the ever-growing 
data base of protein crystal structures, small peptide crystal structures and the structural and 
dynamic properties of these same molecules in solution. 
These developments enabled us to undertake the project of studying ligand binding to dihydro- 
folate reductase (DHFR). This is an extremely important enzyme. as it is the target of several drugs 
(inhibitors) which are used clinically as antibacterials. antiprotozoals and in cancer chemotherapy. I. z 
DHFR catalyzes the NADPH (reduced nicotinamide adenine dinucleotide phosphate) dependent reduc- 
tion of dihydrofolate to tetrahydrofolate, which is used in several pathways of purine and pyrimidine 
biosynthesis. including that of thymidylate. 3 Since DNA synthesis is dependent on a continuing supply 
of thymidylate. a blockade of DHFR resulting in a depletion of thymidylate can lead to the cessation of 
growth of a rapidly proliferating cell line. 
DHFR exhibits a significant species to species variability in its sensitivity to various inhibitors. 
For example, trimethoprim. an inhibitor of DHFR. binds to bacterial DHFR’s 5 orders of magnitude 
greater than to vertebrate DHFR’s. 4.3 We were interested in studying the structural mechanics. dynam- 
ics and energetics of a family of dihydrofolate reductases to rationalise the basis for the inhibition of 
these enzymes and to understand the molecular basis of the difference in the binding constants between 
the species. This involves investigating the conformational changes induced in the protein on binding 
the ligand. the internal strain imposed by the enzyme on the ligand. the restriction of fluctuations in 
atom positions due to binding and the consequent change in entropy. X-ray crystallographic structures 
of DHFR from a few species, in complex with various Iigands, are known.6-8 as well as partial data 
about the structures in solution. 9-i1 The availability of the structure. in the form of atomic coordinates 
for the enzyme system. is a prerequisite for performing’any kind of energy calculations. In addition. 
due to the size of these systems as discussed below, only the availability of supercomputers such as the 
Cyber 205 make this project feasible. 
Computational Techniques.. The techniques we use to investigate the DHFR system all require the 
calculation of the potential energy of the molecular system. This potential energy is expressed in terms 
of an analytical representation of all internal degrees of freedom and interatomic distances. as in eqn. 
(1). 
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This type of representation of the potential energy in terms of the internal (valence) degrees of 
freedom is called a Valence Force Field. Such valence force fields have long been used in vibrational 
spectroscopy in order to carry out normal mode analysis. t2 Basically the terms in equation (1) express 
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the energies required to deform each internal coordinate from some unperturbed “standard’ value 
denoted by the subscript “0’. The lirst term is a Morse potential which describes the energy required to 
stretch each bond from its relaxed value, bo. The second term represents the energy stored in each 
valence angle when it is bent from its “standard’ value, 00. The third term represents the intrinsic 
energy required to twist the molecule about a bond by a torsion angle, do. The fourth term represents 
the energy required to distort intrinsically planar systems by x from their planar conformation, i.e. the 
out of plane term. The next terms represent various couplings between internal coordinates, which are 
known to be necessary from studies of vibrational spectra. l3 They are the bond-bond, angle-angle. 
bond-angle, angle-angle-torsion and out of plane cross-term respectively. The last 3 terms describe the 
exchange repulsion, dispersion and coulombic interactions that occur between non-bonded atoms. 
The parameters Db , b , & , 4 , and Fij are the force constants for the corresponding 
intramolecular deformation, r’ and E characterize the size of the atoms and the strength of the van der 
Waals interaction between them, while the qi are the partial charges carried by each atom. The parame- 
ters for the functions were derived from fitting a wide range of experimental data including crystal 
structure, unit cell vectors and the orientation of the asymmetric unit, sublimation energies, molecular 
dipole moments, molecular structure, vibrational spectra and strain energies of small organic 
compounds.14-19 Ab-initio molecular orbital calculations have also been used in conjunction with the 
experimental data to give information on charge distributions, energy barriers and coupling terms, both 
to supplement and confirm the results obtained from the experimental data.20-21 
Mnimisation. Given the analytical representation of the potential energy in eqn. cl), we can 
minimize this energy with respect to all internal degrees of freedom, i.e. solve the equation 
t34axi = 0 i- 1, 3n (2) 
where the Xi are the Cartesian coordinates of the molecule. 
The minimisation results in the “minimum energy structure” of the system. Analysis of the minimum 
energy structure reveals the basic structural features of the system along with the interatomic forces 
underlying this minimum energy conformation. At the minimum, we can take second derivatives of 
the energy and construct the mass weighted second derivative matrix. From the eigenvalues of this 
matrix the vibrational frequencies may be obtained and the normal modes from the eigenvectors.22 The 
conformational entropy of the system can now be calculated from the vibrational frequencies using the 
Einstein relations.23 The conformational entropy of a system plays an important role in both conforma- 
tional equilibria and binding.24 
Molecular dynamics. Molecular dynamics is the numerical integration of Newtons classical equa- 
tions of motion. Having specified the potential, we define the initial conditions of the system, the coor- 
dinates of the protein, inhibitor. solvent and a set of initial velocities. Once the initial conditions are 
given, Newtons equations of motion 
- SVni ’ ’ ‘7”)/87i = F@i * ’ .7”) = mdt7Jdt2 (3) 
are integrated forward in time, in order to compute the atomic trajectoriesii (t)..7” (t) as functions of 
time. The forces are calculated from the energy expression in eqn. (1) by taking analytical derivatives. 
We then take a small time step, At, of = l(r15 sec. and applying the acceleration as calculated from 
Newtons law (eqn. 3), we update the velocity and position of each atom, to a new velocity and position 
using a Gear25 predictor-corrector algorithm or a Verlet algorithm. 26 The forces and acceleration at the 
new positions are then calculated and we repeat the procedure, thus tracing the trajectories of the 
atoms. 
Calculations on the Cyber. One of the systems we are studying, the E. cob DHFR-Trimethoprim 
complex, is the system we have been using to develop the programs on the Cyber 205. Table I lists the 
no. of atoms, internal coordinates and non-bond interactions for this system, to demonstrate the 
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magnitude of the calculation involved. 
Table I 
E. coli Dihydrofolate Reductase System 
atoms 
E. coli Dihydrofolate Reductase 2490 
Trimethoprim 40 
155 Waters 465 
2995 
Internal Coordinates 
Bonds 2875 
Valence Angles 4785 
Torsion Angles 6784 
Bond-Bond cross-terms 4785 
Bond-Angle cross-terms 9570 
Angle-Angle cross-terms 7584 
Angle-Angle-Torsion cross-terms 6784 
Non- bond pairs = 1.600,OOO 
Minimisation and molecular dynamics both require computing the energy using eqn. cl), changing 
the coordinates and repeating this process many times. Note that each energy calculation involves 
evaluating the appropriate terms in eqn. (1) for each of the internals listed in table I. Thus the last 
three terms in eqn. (1) need to be evaluated for each of the 1.600,OOO non-bonded pairs. As the time 
required to compute the change in the coordinates once the energy has been calculated is small. the 
time required to calculate the energy determines the time to perform the minimisation, or how many 
steps of dynamics can be done. For a minimisation the number of iterations depends on how close to 
zero we require the derivatives, for a conjugate gradient minimiser previous experience indicates that 
about 3 times the number of atoms iterations are required to get derivatives to less than 0.05 
kcal/moi& which is about 10,000 iterations for the protein. In molecular dynamics we would like to 
simulate at least 100 picoseconds. preferably a nanosecond, as this is still a very short time compared to 
molecular events such as binding. This requires 100,000 i:erations at a 1 femtosecond timestep. Thus 
the speed with which the energy calculation is carried out is crucial. 
Non-bond interaction calculation. Table II shows the timings of the energy routines used to com- 
pute eqn. (1) on the VAX 11/780 and the Cyber 205 for the Dihydrofolate Reductase system. The 
non-bond part of the calculation takes by far the major portion of the CPU time, 78% of the iteration 
time on the VAX, so this was vectorised first. The routine computes the non-bond energy, see eqn. 
(l), by calculating the interaction between all pairs of atoms, except for bonded atoms and l-3 interac- 
tions. For a 1OA cutoff this is = 1.6x 106 pairs, which is the reason this is the major time consuming 
portion of the energy calculation. This was implemented on the VAX by a residue neighbour list in 
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Table II 
Comparison of the Timing of Energy Calculation routines for 1 Iteration 
Routine VAX 111780 
Bonds 2.42 
Valence Angles 9.06 
Torsion Angles’ 30.69 
CYBER 
Vectorised 
Large Pages 
0.055 
0.13 
0.55 
Bond- bond 
Bond-Angle 
Angle-Angle 
Out of Plane 
5.25 0.14 
11.9 0.25 
16.55 0.!7 
2.35 0.10’ 
Non-Bond 448.98 1.23 
Iteration Timing2 573.58 2.7 
1. The out of plane routine is not vectorised. 
2. The iteration timing is slightly larger than the sum of all the individual routine timings as it in- 
cludes the time for the minimisation routine itself. 
which for each residue a list of all the residues it interacts with is stored. This neighbour list is set up 
prior to the non-bond calculation and has to be recalculated every so often if a cutoff is used. In the 
non-bond calculation a loop is performed over all the residues and for each residue the interactions of 
all atoms in it with all atoms of the residues in the neighbour list of this residue are computed. This 
routine was vectorised by calculating the interaction of 1 atom0 with all its neighbouring atoms as vector 
operations. This gives vector lengths of up to 1000 for a 10A cutoff. A bit vector with the length of 
the number of atoms in the molecule is set up for each atom which indicates whether an atom interacts 
with this atom or not. This is a large array, Nz/2. where N is the number of atoms, but because of the 
bit addressing capability of the Cyber 205 this only takes up 70,000 words in memory. The perfor- 
mance improvement of this routine after vectorisation is 365 over the VAX, which includes the intrin- 
sic scalar speed of the Cyber 205, some 14 times faster than the VAX. The vectorisation of the non- 
bond routine took approximately 1 month. 
Valence energy calculation. The valence energy and cross-term routines take =20% of the iteration 
time on the VAX. These routines were vectorised next, starting with the torsion angle routine which is 
the next major time consuming routine, 6% of the iteration time on the VAX. The bond, valence 
angle and torsion angle routines already used a list of the internals in the VAX version. These were all 
vectorised by creating vectors for the bonds, valence angles and torsion angles, which gives vector 
lengths from 3000 to 9000 for the dihydrofolate reductase system. see table I. These vectorisations 
resulted in performance improvements of 37 to 90 over the VAX in these routines. 
To date we have achieved a net gain in speed over the VAX 1 l/780 of 212 for the enzyme simulation 
study described above. 
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