Motiviation: Spatial Transcriptomics (ST) is a method which combines high resolution tissue imaging with high troughput transcriptome sequencing data. This data must be aligned with the images for correct visualization, a process that involves several manual steps. Results: Here we present ST Spot Detector, a web tool that automates and facilitates this alignment through a user friendly interface.
Introduction
Spatial Transcriptomics (ST) allows for the spatial mapping of RNA-seq transcript data onto high resolution tissue images, with the spatial information maintained through the use of barcoded capture probes arranged in an array of 'spots' (Giacomello et al., 2017; Jemt et al., 2016; Navarro et al., 2017; Stå hl et al., 2016; Vickovic et al., 2016) . ST analysis generates large amounts of image data; for each sample, a pair of high resolution ($30k Â 30k pixels) images is created, one bright field image with tissue and faintly visible spots, and one fluorescent image with highly visible array spots. For each image pair, the spots in the images must be aligned to each other and the positions of both the spots and the tissue deduced. This allows the mapping of transcripts back to their spot of origin to thereby visualize their locations in relation to the tissue. A binary mask can be created from the tissue image to determine whether spots are located under tissue or not. However, due to printing imperfection, spots may be unevenly spaced, missing, or mis-shaped, making it non-trivial to determine their positions (Fig. 1) .
ST Spot Detector automatically determines spot positions and tissue masks from high resolution images, a process which until now has involved a laborious manual process using Photoshop and ImageJ (Fig. 2) . This automation makes it much easier for the end user, especially those not accustomed to or lacking access to the aforementioned software. ST Spot Detector provides an alternative which is simple to use and can be installed on a publicly accessible server or local computer.
As shown in Figure 2 , ST Spot Detector requires three stages of user input. The user uploads a pair of images to the tool, a fluorescence image with the spots and a corresponding bright field image with the tissue; these are tiled for smooth visualization. The tool prompts the user to select the position of the outermost spots with a virtual 'frame', which the tool then uses to map the positions of detected spots from the fluorescence image to their corresponding array position. A binary tissue mask is generated from the bright field image, and the tool then determines which spots are located under the tissue. The user can then visually adjust and edit the resulting spots and export the desired spot positions in a tab-delimited file. These steps are further described in the methods section. Bioinformatics, 34(11), 2018 Bioinformatics, 34(11), , 1966 Bioinformatics, 34(11), -1968 doi: 10.1093/bioinformatics/bty030 Advance Access Publication Date: 17 January 2018
Applications Note
ST Spot Detector was developed as a web application rather than a stand-alone executable for ease of access for the end user and possible future integration with a dedicated image server or other cloud-based tools. The application comprises two main parts. The first part is the front-end, client side which the user interfaces with, written primarily in JavaScript with AngularJS. The second part is the back-end, server side, which handles the more computationally intensive tasks.This side has been written in Python with Bottle, OpenCV and Pillow. Instructions on how to use and install ST Spot Detector (see Supplementary Material S8).
Materials and methods

Image display and alignment
A level-of-detail tiling approach is used to display the images in order to keep performance high whilst maintaining high image resolution. After the user uploads a pair of high-resolution images, they are tiled using resizing and cropping functions in Pillow, a process which allows for smooth and fast visualization (see Supplementary Material S2). The spots in the two images may then be aligned against each other if necessary, using image adjustment tools (see Supplementary Material S8).
Frame positioning
The user is then prompted to position a frame indicating where the outermost spots lie. This frame is used as a guide for detecting the spot array coordinates by assuming the top left position to be (1, 1) and the bottom right position to be (array_size_x, array_size_y).
Spot detection
Spot detection is performed on a downscaled (4k Â 4k) fluorescence image for faster performance. In order to enhance the distinction between the spots and the background, the OpenCV implementations of contrast limited adaptive histogram equalisation (CLAHE) and adaptive thresholding are performed on this image, converting it to a black and white image with a black background and white spots (Itseez, 2014; Pizer et al., 1987) . OpenCV blob detection is performed on this image and the resultant blob positions and diameters are stored (see Supplementary Material S3).
Spot detection first pass
Based on the array frame coordinates given by the user in the previous step, the expected positions of the spots are deduced by assuming an evenly divided array. The blobs are mapped to a spot array coordinate by comparing their detected positions to an expected position, being deemed to exist at that position if it is lies within a certain threshold distance. Average column and row positions are calculated based on the positions of these detected spots, then spot array coordinates which did not have a detected blob mapped back to them are deemed 'missing' (see Supplementary Material S4A).
Spot detection second pass
Spots may still exist at these array coordinates but may have been missed by blob detection, so a second pass is run to find them. The expected positions of these missing spots are calculated based on the row and column averages of the spots detected from the first pass. These expected positions are iterated through and a spot is said to exist there if it fulfils at least one of two conditions; (i) the percentage of pixels within a given radius which are white is above a certain threshold, or (ii) a circle is detected at this position; determined to exist if edges detected outwardly from the position form a circle (see Supplementary Material S4B).
Tissue mask detection
A binary mask is generated from the tissue on a downscaled (500 Â 500) version of the bright field image using a specialized GrabCut algorithm implementation (Rother et al., 2004) . The mask is used to determine which spots are located under the tissue or not, given a threshold overlap percentage (see Supplementary Material S5). Spots may then be visually edited by the user, who may freely add or delete spots if deemed necessary, and add to or remove from the tissue selection. The spots and their positions can then be exported as a tab-delimited text file which can be used for downstream data analysis in combination with ST gene count data as obtained from the ST Pipeline (Navarro et al., 2017 ) (see Supplementary Material S5).
Performance
The performance of ST Spot Detector is both comparable to the manual method, and much faster, taking between 2 and 5 min instead of up to 30 min. The percentage of correctly detected spots across the whole array is consistently high, with only minor adjustments required to be 100% correct. Supplementary Material S7 shows the performance of ST Spot Detector as tested on a wide range of tissue types, including breast cancer, synovial tissue, mouse olfactory bulb and Arabidopsis thaliana buds.
Conclusion
Spatial Transcriptomics is a technology which allows the visualization of high throughput transcriptome data across high resolution tissue sample images. ST Spot Detector saves time in the ST data processing workflow and solves the problem of spot and tissue detection. It is not only simpler and more accessible than current methods, but faster and more reliable even across difficult and highly variable samples. Currently, the application allows for the uploading of only one pair of images at a time. Future improvements can include the batching of samples, as well as automatic image alignment and automatic outer frame detection.
