Any non compact finite volume hyperbolic 3-manifold has a finite cover which admits a nondegenerate ideal triangulation. As an application, we show that the volume of those manifolds is always a critical value of a function defined from the Lobachevskii function.
Motivations, result
It is intuitively rather easy to assume that any non-compact, finite volume hyperbolic 3-manifold has a "good" ideal triangulation, i.e. a decomposition in ideal simplices (with vertices corresponding to the cusps of the manifolds) which are glued well along their faces. This has sometimes be assumed, but no proof exists as far as I know. Epstein and Penner [EP88] have shown that those manifolds always admit an ideal cellulation -i.e. a good decomposition into ideal polyhedra -but this is not always sufficient, see e.g. [NZ85] .
The main goal of this paper is to show that, at least, any finite volume, hyperbolic 3-manifold has a finite cover which admits a good ideal triangulation. This can be helpful for constructions with enough rigidity to ensure that whatever one does with this triangulation leads to an equivariant construction.
Theorem 0.1. Any non compact finite volume hyperbolic 3-manifold has a finite cover which admits a non-degenerate ideal triangulation.
This is strongly related to section 5 of [Sch01] , where the same proof was used to obtain a similar result in a related context.
As an application, we describe an elementary property of the volume of those manifolds, in terms of critical values of simple functions related to the Lobachevskii function.
Theorem 0.2. Let M be a non-compact, finite volume hyperbolic 3-manifold. There exist n, p, q ∈ N and k ij ∈ Z, 1 ≤ i ≤ p, 1 ≤ j ≤ q, such that nV (M ) is a local maximum of the function:
where Λ is the Lobachevskii function. If M admits a non-degenerate ideal triangulation then one can take n = 1.
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Triangulations
We first give more details about what we call a triangulation here.
1. the vertices of the C i are sent to the cusps of M .
2. for i = j, the interiors of C i and C j are disjoint. The third condition excludes some "bad" configuration, like the one depicted in figure 1, where two pyramids have an intersection which is not a face in any of them (it's easier to draw an example with pyramids than with simplices). 
the union of the
C i is all of M . 4. for i = j, if C i ∩ C j = ∅,
Large cellulations
Our goal is to find a way of refining a cellulation to obtain a triangulation. This will turn out to be possible for cellulations which have the following property.
Given a cellulation C of M , we call F 0 , F 1 , F 2 and F 3 the set of its vertices, edges, 2-faces and 3-faces respectively, andF 0 ,F 1 ,F 2 andF 3 the set of the vertices, edges, 2-faces and 3-faces of its universal cover.
Definition 2.1. Let C be an ideal cellulation of M . C is large if, for any cell σ ∈F 3 and any γ ∈ π 1 (M ), if γσ ∪ σ contains more than one vertex, then γ = 1.
By "more than one vertex" we mean here that the two simplices share a face of dimension at least one, or more than two vertices. Proof of proposition 2.2. Let σ ∈F 3 . First note that, if γ ∈ π 1 M fixes the vertices of σ, then γ = e; indeed, no non-identity element of Isom(H 3 ) has more than 2 fixed points at infinity. Therefore, the elements of π 1 M leaving σ invariant are determined by their actions on its vertices, so that there is a finite subset E σ of π 1 M of elements leaving σ invariant. Now C has a finite number of cells, which we can call σ 1 , · · · , σ N . For each i, let σ i be a cell ofC whose projection on M is σ i . Since there is a finite number of cells σ ′ sharing more than one vertex with some given cell σ, the set F σ of elements γ of π 1 M such that σ shares more than one vertex with γσ is finite. Therefore, the set F := ∪ i F σi is finite.
The group π 1 M is linear, and therefore residually finite (see e.g. [LS01] , chapter III, 7.11). Thus there exists a normal subgroup Γ of π 1 M of finite index, such that Γ ∩ F = {1}.
Let σ ∈F 3 , suppose that there exists γ ∈ Γ such that γσ shares more than one vertex with σ. Let σ i be the projection of σ to M ; then there exists u ∈ π 1 M such that σ = uσ i . Then γσ = γuσ i shares more than one vertex with σ = uσ i , so that u −1 γuσ i shares more than one vertex with σ i . Since γ ∈ Γ and Γ is a normal subgroup, u −1 γu ∈ Γ, so this contradicts the definition of Γ. Therefore, the finite cover M of M corresponding to Γ has the required property.
Polarizations
We now consider the finite cover M of M obtained in the previous section. 
Let's pause to remark that, although a (π 1 M )-equivariant map fromF 3 toF 0 induces a map from F 3 to F 0 , the equivariant map contains much more information. Indeed this is already apparent in the simple case where one considers the manifold S 1 , triangulated with only one edge and one vertex. Its universal cover is R, triangulated with vertices at the integers. There are two Z-equivariant maps sending a segment [k, k + 1] to one of its endpoints:
There is however only one map from F 3 to F 0 , since F 0 has only one element. Proof of proposition 3.2. We will construct the required polarization ρ as the endpoint of a sequence of partially defined equivariant functions ρ i :F 3 →F 0 (that is, functions defined on a subset ofF 3 only).
First choose s 0 ∈F 0 ; since C is large, for any σ ∈F 3 , at most one of the vertices of σ is in (π 1 M )s 0 ⊂F 0 . Define ρ 0 on a cell σ ∈F 3 as follows:
• if there exists γ ∈ π 1 M such that γs 0 is a vertex of σ, then set ρ 0 (σ) := γs 0 ;
• otherwise, leave ρ 0 undefined at σ.
It is clear that this partially defined map is equivariant. Now choose s 1 ∈F 0 such that some σ ∈F 3 on which ρ 0 is not defined has s 1 as a vertex, and define ρ 1 as follows:
• if there exists γ ∈ π 1 M such that γs 1 is a vertex of σ, then ρ 1 (σ) := γs 1 ;
• otherwise, ρ 1 (σ) := ρ 0 (σ).
The second case includes the possibility that ρ 0 is undefined at σ, then ρ 1 remains undefined at σ.
Then repeat this construction with s 2 to obtain a map ρ 2 , etc. The number of cells of F 3 on which ρ i is not defined decreases by at least one unit at each step, and C has a finite number of cells, so after a finite number of steps we obtain an equivariant map ρ := ρ N :F 3 →F 0 which is everywhere defined.
We now want to prove that ρ is a polarization. It is clear by construction that, for any σ ∈F 3 , ρ(σ) is a vertex of σ. Let σ ′ ∈F 3 be another cell, such that σ ∩ σ ′ ∈F 2 . Let:
We consider two cases:
1. γs i0 is a vertex of σ but not of σ ′ ; then ρ(σ) = γs i0 is not a vertex of σ ′ , and condition (2) of definition 3.1 is satisfied. The same applies if γ ′ s j0 is not a vertex of σ.
2. γs i0 and γ ′ s j0 are both vertices of both σ and σ ′ . But then, by definition of i 0 and j 0 , i 0 = j 0 and ρ(σ) = γs i0 = γ ′ s j0 = ρ(σ ′ ), so that condition (2) of definition 3.1 again applies.
Proposition 3.3. Any polarized cellulation of M can be subdivided to obtain a triangulation.
Proof of proposition 3.3. Let C be a cellulation of M , with a polarization ρ. We first built a π 1 M -invariant triangulation ofF 2 as follows. Let f ∈F 2 be such that some vertex s of f is ρ(σ), where σ is one of the cells bounded by f . Then s is the unique vertex of f with this property, because of condition (2) of definition 3.1. Define a triangulation of f by adding the edges going from s to all the other vertices of f . Repeat this for all the 2-faces with this property.
Then subdivide all the remaining non-triangular 2-faces of F 2 , so as to obtain an equivariant triangulation ofF 2 .
Finally, define a triangulation of M by subdividing each cell σ ofF 3 by adding triangles containing ρ(σ) and any edge of σ not containing ρ(σ). It is clear that:
1. this defines an equivariant decomposition ofM into simplices, which is obtained by subdividing each cell into simplices, and thus a decomposition of M into a finite number of simplices with disjoint interior; 2. the simplices are non-degenerate;
3. if σ ∈F 3 and σ ′ ∈F 3 are two adjacent simplices, then σ ∩ σ ′ is a face in both of them, because it has to be one of the triangles of the triangulation ofF 2 obtained above.
This proof actually shows that the triangulation obtained in this manner from a large cellulation is itself large. Therefore, any non-compact, finite volume hyperbolic 3-manifold has a non-degenerate, large ideal triangulation
The proof of theorem 0.1 clearly follows from propositions 2.2, 3.2 and 3.3.
Properties of the volume
This section contains the proof of theorem 0.2, which relates the volume of finite volume hyperbolic 3-manifolds to critical points of some functions. Recall that the Lobachevskii function is defined as:
Λ is π-periodic, and Λ(−s) = −Λ(s). We first recall some elementary properties of ideal simplices and of their volume (see [Thu97, chap. 7] for the proof).
Lemma 4.1. Let S be an ideal simplex in H 3 . Then:
1. opposite edges of S have the same dihedral angles.
the sum of the dihedral angles of the edges adjacent to any vertex is 2π.
3. if the dihedral angles of S at one of its vertices are α, β and γ, then its volume is:
In addition, for any choice, for each edge of S, of a angle in (0, π), respecting conditions (1) and (2), there is a unique positively oriented ideal simplex with those angles.
Another key point is the Schläfli formula, which also holds for ideal simplices (see [Riv94] , or [Sch01] for some additional details).
Lemma 4.2. Let (S t ) t∈[0,1] be a one-parameter family of hyperbolic simplices. For each i ∈ {1, 2, 3, 4}, let H i be a horosphere centered at the vertex v i of S 0 ; choose the H i small enough to be disjoint. For 1 ≤ i < j ≤ 4, let l ij be the distance between H i and H j . Then the first order variation of the volume of S t at t = 0 is:
where θ ij (t) is the dihedral angle of S t at the edge between v i and v j .
From now on we consider a non-compact, finite volume hyperbolic 3-manifold M which admits a nondegenerate ideal triangulation C -which could for instance be obtained by the procedure described in the previous sections. Again let F i be the set of i-dimensional faces of C (0 ≤ i ≤ 3) and let n i := Card(F i ).
Definition 4.3. Θ will be the space of function assigning to each couple (s, e) ∈ F 3 × F 1 , with e an edge of s, a number in (0, π), so that:
• opposite edges of each simplex have the same number attached.
• for each vertex v of C and for each simplex s containing v as one of its vertices, the sum of the values attached to the couples (s,e) , where e are the 3 edges of s containing v, is equal to π.
We will call Θ 0 the subspace of those functions for which, for each edges e of C, the sum of the values attached to (s, e), for s a simplex of C containing e, is equal to 2π.
In simpler terms, choosing an element of Θ is the same a choosing a hyperbolic metric on each simplex of C; since there is a unique way of gluing two ideal simplices along given faces, it defines a unique hyperbolic metric on M , which in general is singular along the edges of C. This metric has a total volume -obtained as the sum of the volumes of the simplices -which we will call V (θ).
Θ 0 corresponds to the situation where the total angle around each edge is equal to 2π; this does not mean that the metric is non-singular around the edges, however, since its holonomy could still have a translation part along the edge. On the other hand, the (unique) complete, finite volume hyperbolic metric on M does determine an element θ 0 of Θ 0 .
Lemma 4.4. θ 0 is a local maximum of the restriction of V to Θ 0 . Proof. Choose a horosphere H i around each of the ideal vertices v i of M , and apply the Schläfli formula. The contributions to the first-order variation of the volume coming from each simplex add to zero for each edge, since the total angles around each edge remains 2π. Thus θ 0 is a critical point of the restriction of V to Θ 0 .
But the volume of a simplex is a strictly concave function of its dihedral angles (see [Riv94] ); since the sum of concave functions is concave, the V is a strictly concave function over Θ 0 , so θ 0 is a local maximum of V .
On the other hand, V has a simple description in terms of the Lobachevskii function.
Lemma 4.5. Let p = n 3 be the number of simplices of C. There exists a subset:
such that the values α 1 , · · · , α q assigned to the elements of E make up an affine coordinate systeme of Θ 0 in the neighborhood of θ 0 , and such that there exist k ij ∈ Z, 1 ≤ i ≤ p, 1 ≤ j ≤ q, with:
Proof. Let s 1 , · · · , s p be the simplices. For each i ∈ {1, · · · , p}, let α i , β i and γ i be the 3 dihedral angles of s i at the 3 edges adjacent to one of its vertices. Then, according to lemma 4.1, V can be written as:
But the different values of the α i , β i and γ i satisfy affine equalities, corresponding to the fact that:
• α i + β i + γ i = π for each i.
• for each edge e, the sum of the values assigned to the (s, e) for s ∈ F 3 containing e is equal to 2π.
Using those relations, one can choose a subset E of F such that the angles α 1 , · · · , α q on the elements of E form an affine coordinate system of Θ 0 near θ 0 . Then the angles β 1 , · · · , β r on the other elements of F are of the form:
with both k i and the k ij in Z. The result then follows using the fact that Λ is periodic of period π.
The proof of theorem 0.2 is a direct consequence of lemmas 4.4 and 4.5 and of theorem 0.1. Clearly, the coefficients k ij can be explicitly computed from the topology of the triangulation C.
