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Abstract 
We investigate the problem of maintaining the arc labels in the suffix tree data structure 
(Gusfield et al., 1992; Amir et al., 1994) when it undergoes string insertions and deletions. 
In current literature, this problem is solved either by a simple accounting strategy to obtain 
amortized bounds (Fiala and Green, 1989; Larson, 1996) or by a periodical suffix tree recon- 
struction to obtain worst-case bounds (according to the global rebuilding technique in Over- 
mars, 1983). Unfortunately, the former approach is simple and space efficient at the cost of 
attaining amortized bounds for the single update; the latter is space consuming, in practice, 
because it needs to keep two extra suffix tree copies. In this paper, we obtain a simple real- 
time algorithm that achieves worst-case bounds and only requires small additional space (i.e., 
a bi-directional pointer per suffix tree label). We analyze it by introducing a combinatorial 
coloring problem on the suffix tree arcs. @ 1998-Elsevier Science B.V. All rights reserved 
Keywords: Data compression; Dynamic data structure; String processing; Text indexing 
1. Introduction 
Suffix trees [33,41] and their simple variations, such as compacted tries [27], are the 
most important and widely used data structures in many string problems. Their success 
is mainly due to the ability of encoding all the suffixes of a given string in linear 
space while allowing the efficient retrieval of a great deal of information about the 
input string. Weiner [41] and subsequently McCreight [33] were the first ones to use 
the suffix tree to design an optimal solution to the classical string matching problem, 
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in which we have to determine all the occurrences of a pattern string in the form of 
substrings of a larger text string. Suffix trees were then employed to solve numerous and 
fundamental problems that sparked the attention of string matching community in the 
last two decades: approximate string and tree matching [3, 12,23,31,30,40]; finding 
squares [6,29] and repetitions in a string [6]; computing statistics [7]; performing 
efficient dictionary matching [l, 10,221; analyzing genetic sequences [12, 151 and so 
forth. Suffix trees were also applied to some other indexing problems to obtain the 
Psufix tree [8] and the Lsz@x tree [22] (see also [ 11,281). 
The aforementioned problems require a static suffix tree in the sense that it is not 
modified after its construction. However, situations occur in which the suffix tree is 
built on a string that is not fixed a priori and thus can be changed over the time. 
In some text retrieval systems [39, Section 5.31 and some common text editors, 
such as Gnu Emacs, the incremental text changes are interleaved with on-line pattern 
queries. Here, it is not reasonable to rebuild the suffix tree after each text update in 
order to use the optimal query solutions in [41,33]. McCreight [33] tried to deal with 
this dynamic situation by proposing a method for performing some incremental suffix 
tree changes in response to a text change. However, as the author noted, an update can 
cost like the whole suffix tree reconstruction in the worst case. For this reason, some 
more efficient solutions were presented in [24, 16-l&37] and most of them used the 
suffix tree generalization (sometimes called the generalized suffix tree) to a dynamic 
string set [4,25]. 
In dictionary matching, a dictionary contains a set of pattern strings that can change 
over the time by inserting and deleting individual patterns. The user presents some text 
strings and search for all the occurrences of the dictionary patterns in them. Besides 
its theoretical importance, dictionary matching has many practical applications ranging 
from molecular biology [21] to digital libraries [20]. The problem was introduced and 
solved in [2] (see also [4,26,5,37]). Basically, the technique in [4] inserts a pattern 
into or deletes it from the dictionary by means of a generalized suffix tree built on the 
dictionary patterns. 
Suffix trees are not only used in string problems but they find an application in data 
compression. In string substitution methods, such as the original Ziv and Lempel’s 
scheme [42], the most time consuming task is string matching because we have to 
determine the text parts that occur earlier (called blocks) and then replace them by 
shorter references to their previous occurrences [9,38,42,43]. In statistical data com- 
pression, such as the PPM methods [13, 14,341, we have to support the operation of 
finding a context, which consists of some (maybe long) strings. Suffix trees can help 
in these tasks; however, when compressing large input data, they make considerable 
use of computational and space resources. For this reason, the compression operates 
only on a text part (called window) which is then shifted rightward thus making the 
indexing problem dynamic and requiring the update of suffix trees [ 193. 
At this point, it is clear that updating suffix trees is a common problem in several 
applications. We point out that the unbalanced suffix tree topology makes its update 
difficult, so that some proper methods have been devised to change it. In this paper, 
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Fig. 1. (a) The suffix tree for string X = ‘ababa$‘. We have: W(u) = ‘aba’. The substrings are represented 
by pointer triples to occupy constant space independently of their length and each internal node v stores the 
integer IW(o)(. For our convenience, we illustrate in (b) the suffix tree showed in (a) by explicitly writing 
down the string X[i, j] represented by triple (X, i,j). 
we examine the problem of maintaining the arc labels in a (generalized) suffix tree 
built on a string set. Initially Fiala and Green [19] and later Larsson [32] studied this 
problem and both gave amortized solutions. We formalize and solve this problem by 
a simple algorithm that obtains worst-case bounds and requires small additional space. 
1.1. The sufJix tree definition 
Given a string X[l, m], we use X[i,j] to denote its substring made up of its characters 
in positions i, i + 1 , . . . ,j (where 1 bid j Gm) and call X[l, i] a prefix and X[ j, m] 
a suffix. We assume that its last character X[m] = $ is an endmarker that guarantees 
that any two suffixes cannot be each other’s prefix. 
The su$ix tree [33,41] for X[l,m], denoted by ST’., is a compacted trie that stores 
X’s suffixes in its leaves: Each arc is labeled by a pointer triple (X, i, j) that represents 
the substring X[i, j]. Any two sibling arcs have labels whose corresponding strings 
begin with different characters. Each internal node u has at least two children and 
corresponds to the string W(V) obtained by concatenating the strings represented by 
the arc labels found along the downward path leading to u. For this reason, v stores 
the integer 1 W(u)l. An example of a suffix tree is shown in Fig. 1. 
It is worth noting that labeling the arcs by pointer triples is crucial to reduce the 
suffix tree space occupancy from O(m*) to O(m). We use the following property for 
retrieving the string W(u) stored in u by simply accessing its parent p(u): 
Property 1.1. If (X,i, j) labels an arc (p(o),u) and e is the integer lW(p(u))l stored 
in p(v), then W(u)=X[i - e,j]. 
This property allows us to prove the following result: 
Lemma 1.2. For any two sufix tree arcs, such that one is the other’s ancestor, we 
can label the shallowest of the two arcs by using the other arc’s label in 0( 1) time. 
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Proof. We let ei = (p(u), u) be the shallowest arc and ez = (p(u), v) be the other arc 
(i.e., ei is ez’s ancestor). We assume that e2 is labeled by (X,i,j). We can label ei 
by exploiting Property 1.1 and the lengths stored in the suffix tree nodes. That is, 
we know that W(v) =X[i - /,j], where /= IW(p(u))j. Since ei is e2’s ancestor, we 
can represent cl’s label by the substring that starts at position ( W(p(u))( + 1 in W(u) 
and has length /W(u)] - IW(p(u))l. W e can therefore label ei by the pointer triple 
(X,i-P+IW(p(u))l,i-e+lW(u)l- 1). 0 
The suffix tree can be built incrementally in O(m) time for a bounded alphabet [33]. 
For i > 1 (the base case i = 1 is trivial), let us assume that we have built the compacted 
trie for the suffixes X[j, m] inductively (with ,j = 1,2,. . . , i - 1) and we want to install 
X[i,m]. Let lpi be X[i,m]‘s longest prefix that occurs in this compacted trie: Ipi is 
a prefix of W(u’) and W(p(u’)) is a proper prefix of lpi, for a (unique) node U’ in 
the compacted trie. The insertion of X[i,m] requires the efficient retrieval of lpi and 
U’ to create the leaf storing X[i, m] (see [33]). If W(u’) = Zp,, then we insert this leaf 
as a child of u’; otherwise, we split arc (p(u’), a’) by inserting a new node u, such 
that W(U) = Ipi, and by installing the new leaf as U’S child. When i = m, the resulting 
compacted trie is the suffix tree for X. 
We can generalize the suffix tree to a string set A = {Xi,. . . ,Xk} and obtain the 
so-called generalized sufJix tree [25,5], denoted by STd, which is the compacted trie 
obtained by “superimposing” suffix tree STX incrementally for all XEA. Two arcs 
are partially superimposed whenever their labels have a common prefix. Since ST, is 
isomorphic to the suffix tree built on the string D =X1 $ . . . $Xj$ (where endmarker 
$ does not match itself), Property 1.1 and Lemma 1.2 still hold. We can use the 
algorithms in [5,25] to modify string set A as follows: 
(1) We can insert a new string X into A by updating STd in O((XJ) time (for 
a bounded alphabet). We transform suffix tree SG into suffix tree STd,{x) by 
appending string X$ to D (i.e., D := DX$) and by installing a leaf for each suffix 
X[i, m]$ (1 di Gm) as explained above. See Fig. 2(b). 
(2) We can delete a string X from A in O(lX]) time (for a bounded alphabet). Specif- 
ically, we delete all the leaves that correspond to the suffixes of X$ (they are only 
1x1 in number, see Fig. 2(c)). We also have to delete some of their parent nodes 
if they become wary (i.e., with only a single child). 
1.2. The &fix tree label updating problem 
From the previous discussion, it follows that we can identify three basic operations 
that constitute the key steps in updating a suffix tree: 
l INS-LEAF-N• DE( f, u): We insert leaf f into the suffix tree as a child of node u. We 
have to choose the proper label for (u,f). 
l INS-LEAF-ARC(~, e): We split arc e = (p(u), u) by inserting a new node u and install 
leaf f as v’s child. We have to choose the proper label for the three new arcs: 
MU), v), (v, U) and (v, f). 
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Fig. 2. (a) The suffix tree for the string X = abcd$. (b) The suffix tree after the insertion of strings 
ab$,abc$,abce%. The black leaves denote X’s suffixes and the black paths spell out them. These paths are 
labeled by O( IX12) triples referring to X. Finally, in (c), string X and its corresponding suffix tree leaves 
are deleted and the O( 1X1*) bold labels are the ones we need to keep consistent. 
l DEL-LEAF(~): We remove leaf f from the suffix tree. If its parent p(f) becomes 
unary, we remove p(f) and install its child, say U, as p(p(f ))‘s child. We have 
to choose the proper label for the arc (p(p(f )), u). 
Although we can use the three basic primitives above to modify the suffix tree 
topology, we have to deal with the problem of keeping the arc labels consistent. We 
indeed say that a label (X,i,j) is consistent if and only if it refers to a string X 
currently in A. We are now ready to state: 
Problem 1 (Label update problem). Given a (generalized) suffix tree ST’, we want to 
keep its arc labels consistent under string insertions and deletions in A (i.e., operations 
INS-LEAF-NODE, INS-LEAF-ARC and DEL-LEAF). 
Inserting a new string into A and keeping the suffix tree labels consistent is not much 
of a problem. On the contrary, each time we remove a string X from A, we run into 
the problem of having to retrieve all the arcs previously labeled by X’s substrings and 
relabeling these arcs by consistent labels. We describe below three possible approaches 
to solve Problem 1: 
(1) A straightforward approach consists of keeping, for each string X E A, the list of 
the suffix tree arcs labeled by X’s substrings. Each time a string X is deleted 
from A, we have to delete (XI leaves and some of their parents (if they become 
unary, see above). We then relabel all the arcs in X’s list consistently, that is, 
we relabel each arc involved, in constant time, by using Lemma 1.2 on one of its 
descending arcs. This can be very expensive in the worst case because X’s list 
can grow arbitrarily up to 0(lXj2) size after that a few string insertions break the 
arcs leading to the leaves storing X’s suffixes. See Fig. 2 for an example. 
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(2) Fiala and Green’s method [19] allows us to keep the arc labels consistent on-line 
in 0( 1) amortized time per updated leaf. They show that we can assign some 
credits to the arcs and to the three basic update operations above in order to guar- 
antee that each arc has at least one credit available each time we have to traverse 
it when relabeling some arcs. This solution is simple and practical to implement 
but does not make us sure to achieve 0( 1) worst-case bounds per updated leaf 
(see [32] for an alternative amortized solution). 
(3) A worst-case solution can be obtained by using Overmars’ global rebuilding tech- 
nique [36]. We delete a string only logically and keep two suffix tree carbon 
copies to limit the garbage space: One copy becomes active when the total size 
of both the suffix tree and the string set is halved, the other when the total size 
is doubled. This approach introduces some non-consistent labels but guarantees 
that their number is not too large by switching to the proper carbon copy accord- 
ing to the string set size. This avoids the time-consuming task of updating the 
non-consistent labels. Unfortunately, this technique wastes space and its imple- 
mentation is not straightforward because of the schedule of the update operations 
on the carbon copies [36]. Although its asymptotical performance is optimal in 
the worst case, it is unreasonable in practical applications and does not guarantee 
that the labels are updated in real time. 
We now describe an optimal worst case and space efficient method to update suffix 
tree labels under string insertions and deletions. Our solution turns out to be very simple 
and real time, and this is fundamental in McCreight’s suffix tree update [33] and data 
compression [ 191 algorithms. We only add an extra bi-directional pointer per arc label, 
so that no more than one arc has to be relabeled after inserting or deleting a leaf. 
2. A dynamic arc coloring problem 
We abstract the problem of updating the arc labels in Problem I by introducing 
a combinatorial problem on its arcs. We use the following terminology: given a tree, 
all the arcs leading to its leaves are called external while the remaining arcs are called 
internal. 
Problem 2 (Arc coloring problem). Given a rooted tree T having n nodes (all of 
them are non unary) and a color set C = { 1,2,. . . , ICI} (where (C( ,<a), let us assume 
that T’s arcs are colored by C’s colors according to the following conditions: 
(1) For every color c E C, the number of internal arcs colored c does not exceed the 
number of external arcs colored c. 
(2) For every internal arc colored c EC, there is a distinct descending external arc 
colored c. 
We wish to maintain the above two conditions under the following tree update 
operations: 
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l INS-LEAF-NoDE(~,u, c): We insert leaf f as a child of node u and color arc (u, f) 
by c. Node u has at least two children before the operation. 
l INS-LEAF-ARC(~, e, c): We split arc e = (p(u), v) by inserting a new node w and 
install new leaf f as w’s child. Arc (w,f) must have color c. 
l DEL-LEAF(~): We remove leaf f from the suffix tree. If p(f) becomes unary (and 
v is its only child), we remove p(f) and install v as ~(~0)‘s child. 
We can satisfy Condition (1) alone by counting the number of arcs of the same 
color. Whenever an arc needs its recoloring, we choose a color among the ones for 
which the number of internal arcs is strictly smaller than the number of (same colored) 
external ones. Adding Condition (2) makes Problem 2 non-trivial. We point out that 
Problem 2 translates into Problem 1 smoothly. Specifically, we set T to be the suffix 
tree STd and assign each color to a different string in d. Color c is assigned to an 
arc if its label refers to the string colored c. Condition (1) makes us sure that each 
string deletion needs to relabel a linear number of arcs in STd. Condition (2) makes 
us sure that an arc recoloring can be translated into a @ix tree arc relabeling by 
Lemma 1.2. INS-LEAF-NODE, INS-LEAF-ARC and DEL-LEAF operations on T immediately 
relate to the three basic primitives operations on STd. Given this simple transformation, 
we want to prove the following result: 
Theorem 2.1. Problem 2 can be solved by taking O(1) worst-case time per operation 
INS-LEAF-NODE, INS-LEAF-ARC and DEL-LEAF. 
Theorem 2.1 states that for each tree update operation we need to change color to 
0( 1) arcs. Therefore, we can use the transformation above and recolor (i.e., 
relabel) a suffix tree arc in 0( 1) time by Lemma 1.2. As a result, INS-LEAF-NODE, 
INS-LEAF-ARC and DEL-LEAF take 0( 1) time in the suffix tree and thus we can 
state: 
Theorem 2.2. The sufix tree labels can be maintained consistent in Problem 1 under 
the insertion and deletion of an m-length string in O(m) worst-case time. 
2.1. The binary tree case 
We begin by examining the simple case of a binary tree T without unary nodes. 
Since each node has either two or zero children, we cannot use the INS-LEAF-NODE 
operation because it requires a node with at least two children. Hence, inserting a 
new leaf into T always involves an arc splitting and deleting a leaf from T always 
causes its parent to get unary and, thus, requires its removal. Consequently, we only 
have to implement INS-LEAF-ARC and DEL-LEAF in Problem 2 and satisfy Conditions 
(1) and (2). Specifically, we augment the suffix tree by linking pairs of arcs according 
to the following invariant: 
l Each external arc can be linked to no more than one of its ancestor (internal) arcs 
and, in this case, both of them have the same color. 
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Fig. 3. INS-LEAF-ARC in a binary tree. Pair (e’,c) indicates that arc e’ has color C. Dashed (double) arrows 
represent he bi-directional links between arc pairs. In (a), arc e is internal and linked to one of its descendant 
arcs. On the contrary, in (b), arc e is external and linked to one of its ancestor arcs. 
l Each internal arc colored c is linked to exactly one distinct descending external arc 
colored c, for any color c. 
The invariant above implies Conditions (1) and (2). Furthermore, it guarantees that 
some arcs are linked in pairs, formed by an internal and an external arc. We assume 
that each link is bi-directional and point out that the only possible nonlinked arcs are 
external. 
While operation INS-LEAF-ARC can be easily implemented to maintain the invariant, 
operation DEL-LEAF can require to recolor the internal arc linked to the external arc 
removed. Our algorithm takes advantage of the binary tree topology, which makes us 
sure that an external arc removal determines also the removal of an internal arc (see 
also [35]). This, in turn, makes one color available and we use it to recolor another 
internal arc (i.e., the one linked to the external one removed). We implement the two 
basic primitives as follows: 
INS-LEAF-ARC(J; e, c): We create a node w and split arc e = (u, a) into two arcs ei = 
(u, w) and e2 = (w, 0). We then create arc es = (w,f) colored c. We are left with the 
problem of choosing er ‘s and e2’s colors in order to preserve the invariant above. 
Our strategy is to assign es’s color to ei and e’s color to e2. We also link (internal 
arc) ei and (external arc) es together. We then replace e by e2 in its linked list. See 
Fig. 3. 
DEL-LEAF(~): We delete leaf S and its parent w (since it becomes unary). We then 
merge arcs ei = (u,w) and e2 = (w, u) together into arc e = (a, a) and remove arc 
es = (~,f). We have to describe how to color e and maintain the invariant. Three 
cases follow according to arc es: 
Case I: The external arc es is not linked to any other internal arc. In this case, 
the removal of arc es from T cannot affect any internal arcs. We therefore assign ez’s 
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Fig. 4. DEL-LEAF in a binary tree. Pair (e’,c) indicates that arc e’ has color c. Dashed (double) arrows 
represent the bi-directional links between arc pairs. In (a) the external arc linked to el is no longer linked 
after f’s removal. 
color to e and replace e2 by e in its linked list. The external arc linked to ei is no 
more linked. See Fig. 4(a). 
Case 2: The external arc es is linked to arc ei (which is incident to w). Since ei is 
removed too, this case is similar to Case (1) and thus we go on in an identical way. 
Case 3: The external arc e3 is linked to one of its (ancestor) arcs, say e4 # ei. 
In this case, we assign ei’s color to e4 and replace ei by e4 in its linked list. We 
then assign e2’s color to (merged arc) e and replace e2 by e in its linked list. See 
Fig. 4(b). 
The correctness of our approach readily follows from the invariant, which can be 
proved to hold inductively by the above case analysis. Since each case takes 0( 1) time 
to be managed, we obtain: 
Lemma 2.3. Given a binary tree T, Problem 2 can be solved by taking 0( 1) worst- 
case time per operation INS-LEAF-NODE, INS-LEAF-ARC and DEL-LEAF. 
2.2. The general case 
In case of a general tree T without unary nodes, a node can have more than two 
children and the approach shown in Section 2.1 is no longer applicable. We might 
think to transform an arbitrary tree into a binary tree by implementing the children 
list of a node by means of a balanced binary tree. Although this is a well known and 
simple approach, it is not clear how to color the arcs created with this transformation 
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Fig. 5. INS-LEAF-NODE in a general tree. Pair (e’, c) indicates that arc e’ has color c. Dashed (double) arrows 
represent the bi-directional links between arc pairs. Arc e belongs to u’s target list. 
and how to preserve Conditions (1) and (2) in 0( 1) time under the tree rebalancing 
of the children lists. We propose a solution that works for an arbitrary tree T without 
using any transformation. 
As previously mentioned, when we delete an external arc in the binary tree case, 
we surely remove an internal arc and reuse its color if necessary. On the contrary, 
we run into a difficulty for an arbitrary tree because an external arc removal does 
not necessarily imply the removal of any internal arcs. For example, let us examine 
the pathological case in which we delete a leaf f whose parent w has at least three 
children. When we delete f, we do not need to delete w and thus we cannot go on as 
in Section 2.1. In particular, if the removed external arc (w,f) is linked to an internal 
(ancestor) arc, we have to recolor the internal arc but we do not have any colors 
available. Consequently, we deal with this more demanding situation by introducing 
another invariant: 
l Each external arc is either: (1) linked to one of its ancestor (internal) arcs; (ii) 
linked to one of its ancestor nodes; or (iii) it is not linked at all. In case (i), the 
two linked arcs have the same color; in case (ii), we say that the node is the target 
of the external arc. 
l Each internal arc colored c is linked to exactly one distinct descending external arc 
colored c, for any color c. 
l If an internal node has d > 2 children, then it is the target of d - 2 external arcs 
(which form its target list). 
This invariant is stronger than the one introduced for the binary case and thus im- 
plies Conditions (1) and (2). We assume that each link is bi-directional. The invariant 
makes us sure that the external arcs in the target list of a node can be used to as- 
sign colors when dealing with the pathological case. We implement the three basic 
primitives: 
INS-LEAF-NoDE(~, u, c): We create the external arc e = (u, f) and color it c. Since node 
u has now more than two children, we link the (external) arc e to the target node U. 
This preserves the invariant since u has one more child and so its target list size 
increases by one. See Fig. 5. 
INS-LEAF-ARC(f) e, c): We proceed like the binary tree case by creating a new node 
w which is used to split arc e = (u, 0). Specifically, we assign the same color c to both 
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ei = (u, w) and es = (w,f) and link them together. It is worth noting that 
w is not a target node because it has two children (i.e., u and f). Moreover, 
if e is linked to an arc or a target node, we replace e by e2 = (w, u) in this link. 
DEL-LEAF(~): Let w be f’s parent and es be arc (w,f). We have to deal properly 
with the target nodes, so that we distinguish among three main cases depending on the 
number of w’s children. 
Case 1: w has two children. One is leaf f and the other is a node u (we let 
e2 = (w, V) and ei = (u, w), where u is w’s parent). By the invariant, w is not the target 
of any external arcs and so we go on as in the binary tree case, except that we have 
to deal with a stronger invariant. We change T’s topology by removing arcs et, e2 and 
es and by inserting arc e = (u,v). We then assign e2’s color to e. Moreover, if e2 is 
linked to an arc or to a target node, we replace e2 by e in this link. We still have to 
deal with the case where e3 is linked to another arc or to a target node. We distinguish 
among the following three subcases: 
Case 1 .l: If es is linked to el or it is not linked to any other arc, then we proceed 
as in the binary tree case. 
Case 1.2: If e3 is linked to an ancestor arc e4 #et, we assign cl’s color to e4; and 
we make ei’s linked external arc point to e4 (as in the binary tree case). 
Case 1.3: If e3 is linked to an ancestor target node z (here, z # w because w cannot 
be a target node), we replace es in z’s target list by the external arc linked to ei. Since 
we remove el, its linked external arc is no longer linked to any other arc or target 
node and thus we can use it to replace es. See Fig. 6. 
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Fig. 6. Case 1.3 for DEL-LEAF in a general tree. Pair (e’, c) indicates that arc e’ has color c. Dashed (double) 
arrows represent the bi-directional links between arc pairs. 
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Fig. 7. Case 2 for DEL-LEAF in a general tree. Pair (e’,c) indicates that arc e’ has color c. Dashed (double) 
arrows represent the b&directional links between arc pairs. 
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Fig. 8. Case 3 for DEL-LEAF in a general tree. Pair (e’,c) indicates that arc e’ has color c. Dashed (double) 
arrows represent the bi-directional links between arc pairs. 
Case 2: w has more than two children. One of them is leaf f and the external arc 
e3 = (w,f) is in w’s target list. We remove arc ej from w’s target list. We preserve 
the invariant because w has one less child and its target list size decreases by one. See 
Fig. 7. 
Case 3: w has more than two children. One of them is leaf f and the external 
arc e3 = (w,f) is nut in w’s target list. We remove an arbitrary arc, say e5, from w’s 
target list in constant time and use it to manage the arc or the target node possibly 
linked to e3. (We preserve the invariant because the number of w’s children and w’s 
target list size decrease by one.) We distinguish among three subcases on e3: 
Case 3.1: If e3 is linked to an ancestor arc, say e4 (maybe, el = e4>, we use Q’S 
color to recolor (internal) arc e4 and we link e4 and es together. See Fig. S(a), where 
el = ea. 
Case 3.2: If e3 is linked to an ancestor target node .z (with z # w), then we make 
e5’s new target node be z and replace e3 by e5 in z’s target list. See Fig. S(b). 
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Case 3.3: If es is not linked to any ancestor arc or node, then we are done. (We 
already removed arc es from w’s target list to decrease its size by one.) It is worth 
noting that es now is not linked to anything else. 
The correctness of our approach readily follows from the invariant and our case 
analysis. Since each case takes 0( 1) time to be managed, we can implement INS-LEAF- 
NODE, INS-LEAF-ARC and DEL-LEAF in constant time thus proving Theorem 2.1. At this 
point, we can use the transformation described in Section 1.2 and implement suffix tree 
operations: INS-LEAF-NODE, INS-LEAF-ARC and DEL-LEAF in constant time, thus proving 
our main Theorem 2.2 and completing our discussion. 
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