導来圏における局所化と余局所化 by Nakamura, Tsutomu
Localization and colocalization
in derived categories
Tsutomu Nakamura
March 2018
Graduate School of Natural Science and Technology
(Doctor’s Course)
OKAYAMA UNIVERSITY
Contents
Preface iv
1 Local duality principle in derived categories 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Colocalization functors . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Auxiliary results on colocalization functors . . . . . . . . . . . 5
1.4 Local Duality Principle . . . . . . . . . . . . . . . . . . . . . . 12
1.5 Relation with completion . . . . . . . . . . . . . . . . . . . . . 16
1.6 Vanishing for cohomology modules . . . . . . . . . . . . . . . 18
2 Localization functors and cosupport in derived categories 22
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.2 Localization functors . . . . . . . . . . . . . . . . . . . . . . . 25
2.3 Auxiliary results on localization functors . . . . . . . . . . . . 29
2.4 Projective dimension of flat modules . . . . . . . . . . . . . . 37
2.5 Cotorsion flat modules and cosupport . . . . . . . . . . . . . . 38
2.6 Complexes of cotorsion flat modules and cosupport . . . . . . 39
2.7 Localization functors via Cˇech complexes . . . . . . . . . . . . 42
2.8 Cˇech complexes and complexes of finitely generated modules . 48
2.9 Cˇech complexes and complexes of pure-injective modules . . . 51
3 Cosupports of affine rings 54
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.2 Proof of main result . . . . . . . . . . . . . . . . . . . . . . . 55
3.3 Minimal pure-injective resolutions . . . . . . . . . . . . . . . . 58
3.4 Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4 On ideals preserving generalized local cohomology modules 64
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
ii
Preface
In the 1960s, Grothendieck introduced the notion of local cohomology from
the viewpoint of geometry. It has brought great benefits to commutative
algebra, and has been an essential tool in such a field. Moreover, in the
1990s, Greenlees and May proved that the left derived functor of an ideal-
adic completion functor is a right adjoint to a local cohomology functor. The
left derived functor is called the local homology functor. In this thesis, we
consider local (co)homology in terms of Bousfield (co)localization.
Bousfield localization, which is a natural generalization of classical lo-
calizations of commutative rings, appeared in the study of stable homotopy
categories by Bousfield in the 1970s. We may simply explain a (Bousfield)
localization functor on a triangulated category as follows; an idempotent tri-
angulated functor endowed with some appropriate morphism from the iden-
tity functor. However, we need Brown representation theorem, to construct
localization functors generally. Hence it is difficult to known concrete forms
of them, except for special cases.
A key of this thesis is the classification of localizing subcategories of the
derived category of a commutative Noetherian ring; it was given by Neeman
in the 1990s. By this result, we can associate localization and colocalization
functors with subsets of the spectrum of the ring, using the notion of support
and cosupport. If a localization functor has a closed cosupport, then it
coincides with a local homology functor. Moreover, if a colocalization functor
has a closed support, then it coincides with a local cohomology functor.
In this thesis, motivated by these facts, we establish various results about
localization (resp. colocalization) functors with cosupport (resp. support) in
general subsets of the spectrum.
The organization of this thesis is as follows; it consists of four chapters.
In Chapter 1, we study colocalization functors. We first prove that if
a colocalization has a 0-dimensional support , then the colocalization is a
direct sum of composition of known functors. This fact gives a new class
of colocalization functors which are right derived functors of additive func-
tors on the category of modules. After that, we give a method to compute
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any colocalization functor inductively with respect to the dimension of its
support. Finally we extend local duality theorem and Grothendieck type
vanishing theorem of local cohomology to colocalization functors.
In Chapter 2, we establish several results about localization functors. As
with the case of colocalization, we first prove that if a localization has a
0-dimensional cosupport, then the localization is a direct product of com-
position of known functors. Next, we generalize Mayer-Vietoris triangles of
local (co)homology to (co)localization functors. Using such triangles, we ob-
tain a simpler proof of a classical theorem by Gruson and Raynaud. The
theorem states that the projective dimension of a flat module is at most
the Krull dimension of the base ring. Moreover, we give an explicit way to
compute localization functors via Cˇech complexes. As a result, it is possible
to describe all localization functors concretely. In addition, this way yields
a functorial method to construct pure-injective resolutions for complexes of
flat modules and complexes of finitely generated modules.
In Chapter 3, we treat some problem about cosupport. We prove that a
polynomial ring over a field has full-cosupport, that is, the cosupport of the
ring is equal to its spectrum. This fact was expected by several researchers
from a few years ago, but was not known, except for the case that variables
are less than three, or the base field is countable. As a corollary, it follows
that every affine ring over a field has full-cosupport. Using this result, we
give a complete description of a minimal pure-injective resolution of an affine
ring, provided the cardinality of the base field is ℵ1. Furthermore, we give a
partial answer to a conjecture by Gruson.
In Chapter 4, we treat generalized local cohomology, which was intro-
duced by Herzog in the 1970s. We extend some result by Saremi and Mafi
(2013), and simplify their proof. Although this generalization of local coho-
mology is different from the one we consider in Chapter 1, we also observe
there is some connection between generalized local cohomology and colocal-
ization.
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Ken-ichiroh Kawasaki. He was my kind mentor when I was a graduate stu-
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for his helpful comments and suggestions.
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1. Local duality principle in derived
categories
1.1 Introduction
This chapter is based on the author’s paper [33] with Yuji Yoshino. Let
R be a commutative Noetherian ring. We denote by D = D(ModR) the
derived category of complexes of R-modules, by which we mean that D is
the unbounded derived category. Neeman [36] proved that there is a nat-
ural one-one correspondence between the set of subsets of SpecR and the
set of localizing subcategories of D. We denote by LW the localizing sub-
category corresponding to a subset W of SpecR. The localization theory of
triangulated categories [27] yields a right adjoint γW to the inclusion functor
LW ↪→ D, and such an adjoint is unique. This functor γW : D → LW (↪→ D)
is our main target of this chapter, and we call it the colocalization functor
with support in W .
If V is a specialization-closed subset of SpecR, then γV is nothing but the
right derived functor RΓV of the section functor ΓV with support in V , whose
ith right derived functor H iV (−) = H i(RΓV (−)) is known as the ith local
cohomology functor. For a general subset W of SpecR, the colocalization
functor γW is not necessarily a right derived functor of an additive functor
defined on the category ModR of R-modules.
In this chapter, we establish several results concerning the colocalization
functor γW , where W is an arbitrary subset of SpecR. Notable are extensions
of the local duality theorem and Grothendieck type vanishing theorem of local
cohomology. The local duality can be viewed as an isomorphism
RΓV RHomR(X, Y ) ∼= RHomR(X,RΓV Y ),
where V is a specialization-closed subset of SpecR, X ∈ D−fg and Y ∈ D+;
see [16, Proposition 6.1]. The following theorem generalizes this isomorphism
to the case of colocalization functors γW .
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Theorem 1.1.1 (Theorem 1.4.1). Let W be a subset of SpecR and let X, Y ∈
D. We denote by dimW the supremum of the lengths of chains of prime
ideals in W . Suppose that one of the following conditions holds:
(1) X ∈ D−fg, Y ∈ D+ and dimW is finite;
(2) X ∈ Dfg, Y is a bounded complex of injective R-modules and dimW is
finite;
(3) W is generalization-closed.
Then there exists a natural isomorphism
γW RHomR(X, Y ) ∼= RHomR(X, γWY ).
We shall call Theorem 1.1.1 the Local Duality Principle, which naturally
implies the following corollary.
Corollary 1.1.2 (Corollary 1.4.5). Assume that R admits a dualizing com-
plex DR. Let W be an arbitrary subset of SpecR and X ∈ Dfg. We write
X† = RHomR(X,DR). Then we have a natural isomorphism
γWX ∼= RHomR(X†, γWDR).
The local duality theorem states the validity of this isomorphism in the
case that W is specialization-closed, see [22, Chapter V; Theorem 6.2] and
[16, Corollary 6.2].
As an application of the Local Duality Principle, we can prove the van-
ishing theorem of Grothendieck type for the colocalization functor γW with
support in an arbitrary subset W . Let a be an ideal of R and X ∈ D.
The a-depth of X, which we denote by depth(a, X), is the infimum of the
set
{
i ∈ Z ∣∣ ExtiR(R/a, X) 6= 0 }. More generally, for a specialization-closed
subset W , the W -depth of X, which we denote by depth(W,X), is de-
fined as the infimum of the set of values depth(a, X) for all ideals a with
V (a) ⊆ W . When X ∈ Dfg, we denote by dimX the supremum of the set
{ dimH i(X) + i | i ∈ Z }.
For a finitely generated R-module M , the Grothendieck vanishing theo-
rem says that the ith local cohomology module H iW (M) = H
i(RΓW M) of
M with support in W is zero for i < depth(W,M) and i > dimM .
We are able to generalize this theorem to the following result in §6.
Theorem 1.1.3 (Theorem 1.6.5). Assume that R admits a dualizing com-
plex. Let W be an arbitrary subset of SpecR with the specialization closure
W
s
. If X ∈ Dfg, then H i(γWX) = 0 unless depth(W s, X) ≤ i ≤ dimX.
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In §3, we give an explicit description of γW for subsets W of certain special
type, see Theorem 1.3.12. For example, if W is a one-point set {p}, then
it is proved the colocalization functor γ{p} equals RΓV (p) RHomR(Rp,−), see
Corollary 1.3.3. This is one of the rare cases that we know the explicit form
of γW , while for a general subset W we give in Theorem 4.2.4 the way how
we calculate γW by the induction on dimW .
In §4, we give a complete proof of the Local Duality Principle (Theorem
1.1.1).
The subsequent section §5 is devoted to the relationship between γW and
left derived functors of completion functors. In particular, we see that there
is a subset W such that H i(γW I) 6= 0 for an injective module I and some
i < 0. This observation shows that γW is not a right derived functor of an
additive functor defined on ModR in general.
In the last section §6, we present a precise and complete proof for Theorem
1.1.3 above.
1.2 Colocalization functors
In this section, we summarize some notions and basic facts used later in this
chapter. As in the introduction, R denotes a commutative Noetherian ring
and we work in the derived category D = D(ModR). Note that complexes
X are cohomologically indexed;
X = (· · · → X i−1 → X i → X i+1 → · · · ).
We denote by D+ (resp. D−) the full subcategory of D consisting of
complexes X such that H i(X) = 0 for i  0 (resp. i  0). We write Dfg
for the full subcategory of D consisting of complexes with finitely generated
cohomology modules. Furthermore we write D−fg = D− ∩ Dfg.
For a complex X in D, the (small) support of X is a subset of SpecR
defined as
suppX =
{
p ∈ SpecR ∣∣ X ⊗LR κ(p) 6= 0 } ,
where κ(p) = Rp/pRp. It is well-known that for X ∈ D, suppX 6= ∅ if and
only if X 6= 0, see [16, Lemma 2.6] or [36, Lemma 2.12]. In order to compare
with the ordinary support, recall that the (big) support SuppX is the set of
primes p of R satisfying Xp 6= 0 in D. In general, we have suppX ⊆ SuppX
and equality holds if X ∈ D−fg, see [16, p. 158].
A full subcategory L of D is said to be localizing if L is triangulated and
closed under arbitrary direct sums. If we are given a subset W of SpecR,
then, since the tensor product commutes with taking direct sums, it is easy to
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see that the full subcategory LW = {X ∈ D | suppX ⊆ W } is localizing. A
theorem of Neeman [36, Theorem 2.8] ensures that any localizing subcategory
of D is obtained in this way from a subset W of SpecR.
If A is a set of objects in D, then LocA denotes the smallest localizing
subcategory of D containing all objects of A. We write ER(R/p) for the
injective envelope of the R-module R/p for p ∈ SpecR. It is easy to see
suppκ(p) = suppER(R/p) = {p}. Moreover, Neeman [36, Theorem 2.8]
shows the equalities
LW = Loc { κ(p) | p ∈ W } = Loc { ER(R/p) | p ∈ W } .
For a localizing subcategory L of D, its right orthogonal subcategory is
defined as
L⊥ = { Y ∈ D | HomD(X, Y ) = 0 for all X ∈ L } .
Note that L⊥ is a triangulated subcategory of D that is closed under arbitrary
direct products. In other words, L⊥ is a colocalizing subcategory of D. The
following equalities hold for any subset W of SpecR;
L⊥W = { Y ∈ D | HomD(κ(p)[i], Y ) = 0 for all p ∈ W and i ∈ Z }
= { Y ∈ D | RHomR(κ(p), Y ) = 0 for all p ∈ W } .
Let W be an arbitrary subset of SpecR. We denote by iW (resp. jW )
the natural inclusion functor LW ↪→ D (resp. L⊥W ↪→ D). Then there exist
a couple of adjoint pairs (iW , γW ) and (λW , jW ) as it is indicated in the
following diagram:
LW
iW // D
γW
oo
λW // L⊥W
jW
oo
Moreover, it holds that Ker γW = L⊥W and KerλW = LW . For details, see
[27, §4.9, §5.1, §7.2]. See also Remark 1.3.14 (ii).
In the following lemma, we identify γW and λW with iW · γW and jW ·λW
respectively.
Lemma 1.2.1. Let W be any subset of SpecR. For any object X of D, there
is a triangle
γWX −−−→ X −−−→ λWX −−−→ γWX[1],
where γWX → X and X → λWX are the natural morphisms. Furthermore,
if
X ′ −−−→ X −−−→ X ′′ −−−→ X ′[1]
4
is a triangle with X ′ ∈ LW and X ′′ ∈ L⊥W , then there exist unique isomor-
phisms a : γWX → X ′ and b : λWX → X ′′ such that the following diagram
is commutative:
γWX −−−→ X −−−→ λWX −−−→ γWX[1]ya ∥∥∥ yb ya[1]
X ′ −−−→ X −−−→ X ′′ −−−→ X ′[1]
See [27, §4.11] for the proof of this lemma.
Let W be a subset of SpecR. Then λW is a localization functor. In
other words, writing η : idD → λW for the natural morphism, it follows
that λWη : λW → λ2W is invertible and λWη = ηλW . Conversely, γW is a
colocalization functor, that is, for the natural morphism ε : γW → idD, it
follows that γW ε : γ
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W → γW is invertible and γW ε = εγW . Note that we
uniquely obtain the localization (resp. colocalization) functor λW (resp. γW )
for a subset W of SpecR.
Definition 1.2.2. Let W be a subset of SpecR. We call γW the colocaliza-
tion functor with support in W .
Recall that a subset W of SpecR is called specialization-closed (resp.
generalization-closed) if the following condition holds:
(*) Let p, q ∈ SpecR. If p ∈ W and p ⊆ q (resp. p ⊇ q), then q belongs to
W .
If V is a specialization-closed subset, then the colocalization functor γV
coincides with the right derived functor RΓV of the section functor ΓV with
support in V , see [28, Appendix 3.5].
1.3 Auxiliary results on colocalization func-
tors
Let W be a subset of SpecR and let γW be the colocalization functor with
support in W . In general, it is hard to describe the functor γW explicitly.
However there are some cases in which the colocalization functor γW is the
form of composition of known functors.
Let S be a multiplicatively closed subset of R. We denote by US the
generalization-closed subset { q ∈ SpecR | q ∩ S = ∅ }. Note that US is natu-
rally identified with SpecS−1R. We also write U(p) = { q ∈ SpecR | q ⊆ p }
for a prime ideal p of R (cf. [3]). Then, setting S = R\p, we have U(p) = US.
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Proposition 1.3.1. Let S be a multiplicatively closed subset of R and V be
a specialization-closed subset of SpecR. We set W = V ∩US. Then we have
an isomorphism
γW ∼= RΓV RHomR(S−1R,−).
Proof. The ring homomorphism R→ S−1R induces a morphism
RHomR(S
−1R,X)→ X
for X ∈ D. Write f : RΓV RHomR(S−1R,X) → X for the composition
of the natural morphism RΓV RHomR(S
−1R,X) → RHomR(S−1R,X) with
this morphism, and we consider the triangle
RΓV RHomR(S
−1R,X)
f−−→ X −→ C −→ RΓV RHomR(S−1R,X)[1].
Since the complex RΓV RHomR(S
−1R,X) can be regarded as a complex of
S−1R-modules, it follows that supp RΓV RHomR(S−1R,X) ⊆ US. At the
same time, it follows from the definition that supp RΓV RHomR(S
−1R,X) ⊆
V . Therefore supp RΓV RHomR(S
−1R,X) must be contained in W .
On the other hand, if p ∈ W , then there are isomorphisms
RHomR(κ(p),RΓV RHomR(S
−1R,X)) ∼= RHomR(κ(p),RHomR(S−1R,X))
∼= RHomR(κ(p), X).
Hence it hold that that RHomR(κ(p), f) is an isomorphism. Thus we have
RHomR(κ(p), C) = 0.
Since we have shown that RΓV RHomR(S
−1R,X) ∈ LW and C ∈ L⊥W , we
can use Lemma 1.2.1 to deduce γWX ∼= RΓV RHomR(S−1R,X).
In the following lemma we show that the colocalization functor considered
in Proposition 1.3.1 is a right derived functor of a left exact functor defined on
ModR. We say that a complex I of R-modules is K-injective if HomR(−, I)
preserves quasi-isomorphisms.
Lemma 1.3.2. Let S, V and W be the same as in Proposition 1.3.1. Then
the colocalization functor γW is the right derived functor of the functor
ΓV HomR(S
−1R,−)
defined on ModR.
Proof. Let X ∈ D and take a K-injective resolution I of X that consists
of injective R-modules. Then RHomR(S
−1R,X) ∼= HomR(S−1R, I), and the
right-hand complex consists of injective R-modules, too. It is known by [28,
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Lemma 3.5.1] that for any complex J of injective R-modules (that is not
necessarily K-injective), RΓV J is naturally isomorphic to ΓV J . Therefore
we have
RΓV RHomR(S
−1R,X) ∼= ΓV HomR(S−1R, I) ∼= R(ΓV HomR(S−1R,−))(X).
Henceforth, for a subset W of SpecR, we write W c = SpecR\W . By
Proposition 1.3.1, we have an isomorphism
γUS
∼= RHomR(S−1R,−).
We should mention that the isomorphism γU(p) ∼= RHomR(Rp,−) already
appeared in [4, §4; P175], in which the authors use the notation V Z(p), where
Z(p) = U(p)c, see also Remark 1.5.2.
Corollary 1.3.3. Let p ∈ SpecR. Then we have an isomorphism
γ{p} ∼= RΓV (p) RHomR(Rp,−),
the right-hand side of which is the right derived functor of
ΓV (p) HomR(Rp,−)
defined on ModR.
If I is an injective R-module, then γ{p}I ∼= ΓV (p) HomR(Rp, I) is also
an injective R-module by the corollary. We can describe how this injective
R-module is decomposed into a sum of indecomposable ones.
Corollary 1.3.4. Let p be a prime ideal of R and I be an injective R-
module. Then γ{p}I is isomorphic to the direct sum
⊕
B ER(R/p) of B-copies
of ER(R/p), where B = dimκ(p) HomR(κ(p), I).
Proof. Since γ{p}I is an injective R-module with support in {p}, there is
a cardinal number B with γ{p}I ∼=
⊕
B ER(R/p). On the other hand,
HomR(κ(p), I) ∼= HomR(κ(p), γ{p}I) ∼=
⊕
B κ(p). Therefore we have B =
dimκ(p) HomR(κ(p), I).
Remark 1.3.5. Let I be an injective R-module such that supp I = {q} for
q ∈ SpecR, that is, I is of the form⊕AER(R/q) for some index set A. Then
it is easily seen that HomR(κ(p), I) 6= 0 if and only if p ⊆ q. Therefore, it
follows from Corollary 1.3.4 that γ{p}I 6= 0 if and only if p ⊆ q.
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If p is a prime ideal of R which is not maximal, then the colocalization
functor γ{p} is distinct from RΓV (p)((−) ⊗R Rp), which is written as Γp by
Benson, Iyengar and Krause in [3]. In fact, for a prime ideal q such that
p ( q, it follows that ΓpER(R/q) = 0, while γ{p}ER(R/q) 6= 0 by Remark
1.3.5.
Definition 1.3.6. For a subset W of SpecR, we denote by dimW the supre-
mum of the lengths of chains of prime ideals belonging to W , i.e.,
dimW = sup { n | there are p0, . . . , pn in W with p0 ( p1 ( · · · ( pn } .
Thus dimW = 0 means that two distinct prime ideals taken from W
have no inclusion relation. Moreover, if W = ∅, then dimW = −∞ by the
definition.
We now want to extend Corollary 1.3.3 to the case where dimW = 0.
For this purpose we need some preparatory observations. Compare the next
remark with [3, Lemma 3.4 (1)].
Remark 1.3.7. (i) Let W0 and W be subsets of SpecR with inclusion rela-
tion W0 ⊆ W . In this case, we should note that LW0 ⊆ LW and L⊥W ⊆ L⊥W0 .
Then it is clear from the uniqueness of adjoint functors that
γW0γW
∼= γW0 ∼= γWγW0 , λWλW0 ∼= λW ∼= λW0λW .
(ii) Let W1 and W2 be subsets of SpecR. In general, γW1γW2 need not be
isomorphic to γW2γW1 . For example, if p, q ∈ SpecR with p ( q, then it is
seen from Corollary 1.3.4 and Remark 1.3.5 that γ{p}γ{q}ER(R/q) 6= 0 and
γ{q}γ{p}ER(R/q) = 0. Similarly, λW1λW2 need not be isomorphic to λW2λW1 .
Moreover, for a general subset W , γW does not necessarily commute with the
localization (−)⊗R S−1R with respect to a multiplicatively closed subset S.
The following lemma will be used in the later sections.
Lemma 1.3.8 (Foxby-Iyengar [17]). Let (R,m, k) be a commutative Noethe-
rian local ring. Then the following conditions are equivalent for any X ∈ D:
(1) X ⊗LR k 6= 0;
(2) RHomR(k,X) 6= 0;
(3) RΓV (m) X 6= 0.
Proof. See [17, Theorem 2.1, Theorem 4.1].
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This is implicitly used by Benson, Iyengar and Krause [3] to prove the
following lemma.
Lemma 1.3.9 ([3, Theorem 5.6]). Let V be a specialization-closed subset of
SpecR. Then, for each X in D, the following equalities hold;
supp γVX = V ∩ suppX, suppλVX = V c ∩ suppX.
Notice that Lemma 1.3.9 applies only to specialization-closed subsets,
and the equalities do not necessarily hold for general subsets, see Corollary
1.3.4 and Remark 1.3.5.
Definition 1.3.10. Let W0 ⊆ W be subsets of SpecR. We say that W0 is
specialization-closed in W if V (p) ∩W ⊆ W0 for any p ∈ W0.
Moreover we denote by W
s
the specialization closure of W , which is
defined to be the smallest specialization-closed subset of SpecR containing
W .
Lemma 1.3.11. Let W0 ⊆ W ⊆ SpecR be sets. Suppose W0 is specialization-
closed in W . Setting W1 = W \W0, we have LW1 ⊆ L⊥W0.
Proof. It is obvious from the definition that W0
s ∩ W1 = ∅. Assume that
X ∈ LW1 . Then supp γW0sX = W0
s∩suppX = ∅ by Lemma 1.3.9. Therefore
we have γW0sX = 0. It then follows from Remark 1.3.7 (i) that γW0X
∼=
γW0γW0sX = 0. Thus we have X
∼= λW0X ∈ L⊥W0 as desired.
The following theorem is one of the main results in this section; it extends
Corollary 1.3.3.
Theorem 1.3.12. Let W be a subset of SpecR with dimW = 0. Then we
have the following isomorphisms of functors
γW ∼=
⊕
p∈W
γ{p} ∼=
⊕
p∈W
RΓV (p) RHomR(Rp,−).
Furthermore, γW is the right derived functor of the left exact functor⊕
p∈W
ΓV (p) HomR(Rp,−)
defined on ModR.
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Proof. Let X ∈ D. Summing up all the natural morphisms γ{p}X → X for
p ∈ W , we obtain a morphism f : ⊕p∈W γ{p}X → X, from which we obtain
a triangle ⊕
p∈W
γ{p}X
f−−−→ X −−−→ C −−−→
⊕
p∈W
γ{p}X[1].
It is clear that
⊕
p∈W γ{p}X ∈ LW .
Now let p be a prime in W . Since {p} is specialization-closed in W , it
follows from Lemma 1.3.11 that
⊕
q∈W\{p} γ{q}X ∈ L⊥{p}. Hence we have
RHomR(κ(p),
⊕
q∈W
γ{q}X) ∼= RHomR(κ(p), γ{p}X) ∼= RHomR(κ(p), X).
This implies that RHomR(κ(p), f) is an isomorphism for p ∈ W . Therefore
it follows that RHomR(κ(p), C) = 0 for all p ∈ W , equivalently C ∈ L⊥W .
Hence we conclude by Lemma 1.2.1 that γWX ∼=
⊕
p∈W γ{p}X as desired.
The rest of the theorem follows from Lemma 1.3.2 and Corollary 1.3.3.
We denote by InjR the full subcategory of ModR consisting of all injec-
tive R-modules. When dimW > 0, even for I ∈ InjR, it may happen that
there is a negative integer i with H i(γW I) 6= 0, see Example 1.5.3. There-
fore, for a general subset W of SpecR, γW is not necessarily a right derived
functor of an additive functors defined on ModR.
The following theorem enables us to compute γWX by using induction
on dimW .
Theorem 1.3.13. Let W0 ⊆ W ⊆ SpecR be sets. Assume that W0 is
specialization-closed in W , and set W1 = W \ W0. For any X ∈ D, there is
a triangle of the following form;
γW0X −−−→ γWX −−−→ γW1λW0X −−−→ γW0X[1].
Proof. By virtue of Lemma 1.2.1, we have triangles;
γW0X −−−→ X −−−→ λW0X −−−→ γW0X[1],
γW1λW0X −−−→ λW0X −−−→ λW1λW0X −−−→ γW1λW0X[1].
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It then follows from the octahedron axiom that there is a commutative dia-
gram whose rows and columns are triangles:
X[−1] X[−1]y y
γW1λW0X[−1] −−−→ λW0X[−1] −−−→ λW1λW0X[−1] −−−→ γW1λW0X∥∥∥ y y ∥∥∥
γW1λW0X[−1] −−−→ γW0X −−−→ C −−−→ γW1λW0Xy y
X X
Focusing on the triangle in the second row, we notice from Lemma 1.3.11
that both γW1λW0X and λW0X belong to L⊥W0 . Hence we have λW1λW0X ∈L⊥W0 . Then it follows that λW1λW0X ∈ L⊥W1 ∩ L⊥W0 = L⊥W .
On the other hand, in the third row above, we know γW1λW0X ∈ LW1 ⊆
LW and γW0X ∈ LW0 ⊆ LW . Consequently we have C ∈ LW .
Taking a look at the third column above, since C ∈ LW and λW1λW0X ∈
L⊥W , we deduce from Lemma 1.2.1 that γWX ∼= C. Thus the third row is a
required triangle.
The reader should compare Theorem 4.2.4 with [3, Lemma 3.4 (4)].
Remark 1.3.14. (i) Let W , W0 and W1 be as in the theorem. In its proof,
we have shown an isomorphism λW1λW0
∼= λW .
(ii) Let W be a subset of SpecR, and assume that dimW = n is finite.
Then we can give an alternative proof of the existence of γW and λW . In
fact, in the case that n = 0, γW can be given explicitly by Theorem 1.3.12.
Note that λW exists at the same time. Furthermore, if n > 0, we can show
the existence of γW and λW inductively by the formula in (i).
Let X be a complex of R-modules. We say that X is left (resp. right)
bounded if X i = 0 for i  0 (resp. i  0). When X is left and right
bounded, X is called bounded. We denote by K = K(InjR) the homotopy
category of complexes of injective R-modules. Moreover, we write K+ for the
full subcategory of K consisting of left bounded complexes. Let a and b be
taken from Z ∪ {+∞}, and assume that a ≤ b. We denote by K[a,b] the full
subcategory of K+ consisting of complexes I such that I i = 0 for i /∈ [a, b]
(cf. [26, Notations 11.3.7 (ii)]).
Recall that the canonical functor K → D induces an equivalence K+ ∼−→
D+ of triangulated categories, whose quasi-inverse sends a complex X ∈ D+
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to its minimal injective resolution I ∈ K+. In the following corollary, we
identify K+ with D+ in this way.
Corollary 1.3.15. Let W be a subset of SpecR, and assume that n = dimW
is finite. Let a, b ∈ Z∪{+∞} with a ≤ b and I ∈ K[a,b]. Then γW I is belongs
to K[a−n,b] under the equivalence K+ ∼= D+. Therefore, γW maps objects of
D+ to objects of D+.
Proof. We prove the corollary by induction on n. If n = 0, then it follows
from Theorem 1.3.12 that γW I ∈ K[a,b].
Suppose that n > 0. Let W0 be the set of all prime ideals in W that
are maximal with respect to the inclusion relation in W , and we set W1 =
W \ W0. Notice that dimW0 = 0 and dimW1 = n − 1. Since there is a
triangle γW0I → I → λW0I → γW0I[1], and since both I and γW0I belong to
K[a,b], we see that λW0I ∈ K[a−1,b]. Hence γW1λW0I ∈ K[a−n,b] by the inductive
hypothesis.
On the other hand, we have from Theorem 4.2.4 a triangle
γW0I → γW I → γW1λW0I → γW0I[1].
Since γW0I ∈ K[a,b] by Theorem 1.3.12, and since γW1λW0I ∈ K[a−n,b] as shown
in above, it follows that γW I ∈ K[a−n,b] as desired.
If dimW is infinite, then it may happen that γWX /∈ D+ for a complex
X ∈ D+, see Example 1.5.5.
1.4 Local Duality Principle
Local duality theorem is a duality concerning local cohomology modules with
supports in closed subsets in schemes, which was presented in [22] and [23].
Dualizing complexes or dualizing modules play a significant role there. How-
ever, Foxby [16, Proposition 6.1] discovered a general principle that underlies
local duality, which does not require dualizing complexes. He considered such
duality only for the right derived functor RΓV of the section functor ΓV with
support in a specialization-closed subset V of SpecR. We propose the local
duality principle as generalization of Foxby’s theorem.
Theorem 1.4.1 (Local Duality Principle). Let W be a subset of SpecR and
let X, Y ∈ D. Suppose that one of the following conditions holds:
(1) X ∈ D−fg, Y ∈ D+ and dimW < +∞;
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(2) X ∈ Dfg, Y is a bounded complex of injective R-modules and dimW <
+∞;
(3) W is generalization-closed.
Then there exist natural isomorphisms
γW RHomR(X, Y ) ∼= RHomR(X, γWY ),
λW RHomR(X, Y ) ∼= RHomR(X,λWY ).
Note that Foxby’s theorem states the validity of the first isomorphism
when, added to the condition (1), W is a specialization-closed subset of
SpecR.
Lemma 1.4.2. Let W ⊆ SpecR. If Z ∈ L⊥W , then RHomR(X,Z) ∈ L⊥W for
any X ∈ D.
Proof. The lemma is clear from
RHomR(Y,RHomR(X,Z)) ∼= RHomR(X,RHomR(Y, Z)) = 0
for Y ∈ LW .
Lemma 1.4.3. Let W be a generalization-closed subset of SpecR. Then it
holds that
LW = L⊥W c .
Proof. We note that W c is specialization-closed. The equality LW = L⊥W c
is deduced from Lemma 1.3.9 as follows: If X ∈ LW , then supp γW cX =
W c ∩ suppX = ∅ hence γW cX = 0 equivalently X = λW cX ∈ L⊥W c . On the
contrary, if X ∈ L⊥W c then suppλW cX = W ∩ suppX therefore X = λW cX
has small support in W thus X ∈ LW .
Let X be a complex of R-modules and n be an integer. The cohomological
truncations σ≤nX and σ>nX are defined as follows:
σ≤nX = (· · · → Xn−2 → Xn−1 → Ker dnX → 0→ · · · )
σ>nX = (· · · → 0→ Im dnX → Xn+1 → Xn+2 → · · · )
See [22, Chapter I; §7] for details.
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Proof of Theorem 1.4.1. Applying the functor RHomR(X,−) to the triangle
γWY → Y → λWY → γWY [1], we obtain a triangle of the form;
RHomR(X, γWY )→ RHomR(X, Y )→ RHomR(X,λWY )→ .
It follows from Lemma 1.2.1 that, to prove the desired isomorphisms, we only
have to show that
RHomR(X, γWY ) ∈ LW and RHomR(X,λWY ) ∈ L⊥W .
Since λWY ∈ L⊥W , we see from Lemma 1.4.2 that RHomR(X,λWY ) ∈ L⊥W .
Thus it remains to show that RHomR(X, γWY ) ∈ LW .
Case (1): Let p ∈ W c. We want to show that RHomR(X, γWY )⊗LR κ(p) =
0. Since X ∈ D−fg and Y ∈ D+, Corollary 1.3.15 implies γWY ∈ D+, so it
follows that
RHomR(X, γWY )⊗LR κ(p) ∼= RHomRp(Xp, (γWY )p)⊗LRp κ(p).
Now thanks to Lemma 1.3.8 together with this isomorphism, it is sufficient
to show that RHomRp
(
κ(p),RHomRp(Xp, (γWY )p)
)
= 0. Noting that
RHomRp(κ(p),RHomRp(Xp,(γWY )p))
∼= RHomRp
(
Xp,RHomRp(κ(p), (γWY )p)
)
,
we have sufficiently to show that RHomRp(κ(p), (γWY )p) = 0. However,
by using Lemma 1.3.8 again, we see that this is equivalent to show that
(γWY )⊗LR κ(p) = 0, i.e., p 6∈ supp γWY . The last is clear, since supp γWY ⊆
W and p 6∈ W .
Case (2): As in the case (1), taking p ∈ W c, we show
RHomR(X, γWY )⊗LR κ(p) = 0.
We consider the triangle σ≤nX → X → σ>nX → (σ≤nX)[1] for an integer
n. Since σ≤nX ∈ D−fg, we have RHomR(σ≤nX, γWY ) ∈ LW by the case
(1). Hence, applying RHomR(−, γWY )⊗LR κ(p) to the triangle, we obtain an
isomorphism
RHomR(X, γWY )⊗LR κ(p) ∼= RHomR(σ>nX, γWY )⊗LR κ(p).
Let i be any integer. It suffices to show that
H0
(
RHomR(σ>nX, γWY [i])⊗LR κ(p)
)
= 0
for some n. By Corollary 1.3.15, γWY is isomorphic to a bounded complex I
of injective R-modules, so that there is an integer m with Ij = 0 for j > m.
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Moreover, any element of H0(RHomR(σ>nX, γWY [i])) ∼= HomD(σ>nX, I[i])
is represented by a chain map σ>nX → I[i]. Thus, taking n with n > m− i,
we see that Hj(RHomR(σ>nX, γWY [i])) ∼= HomD(σ>nX, I[i+ j])
)
= 0 for all
j ≥ 0. Then it is easily seen that H0 (RHomR(σ>nX, γWY [i])⊗LR κ(p)) = 0.
Case (3): By Lemma 1.4.3, we have γWY ∈ LW = L⊥W c , thus it follows
from Lemma 1.4.2 that RHomR(X, γWY ) ∈ L⊥W c = LW as desired.
Remark 1.4.4. In the case (3), the isomorphisms in the theorem are also
proved by [2, Theorem 5.14].
When R admits a dualizing complex DR, we write X
† = RHomR(X,DR)
for X ∈ D. Then we have X ∼= X†† for X ∈ Dfg, see [22, Chapter V; §2].
The following result is the generalized form of the local duality theorem [22,
Chapter V; Theorem 6.2].
Corollary 1.4.5. Assume that R admits a dualizing complex DR. Let W be
a subset of SpecR and X ∈ Dfg. Then we have a natural isomorphism
γWX ∼= RHomR(X†, γWDR).
The second author and Maiko Ono had proved the following theorem
when W is specialization-closed, and had asked if it holds for an arbitrary
subset W , see [38, Theorem 2.3, Question 2.5].
Theorem 1.4.6 (AR Principle). Let X, I ∈ D. Suppose that a subset W of
SpecR satisfies the condition dimW < +∞. We assume furthermore that
the following conditions hold for an integer n:
(1) I is a bounded complex of injective R-modules with I i = 0 for i > n;
(2) σ≤−1X ∈ LW .
Then there exists a natural isomorphism
σ>n RHomR(X, γW I) ∼= σ>n RHomR(X, I).
We are now able to prove that this theorem holds in general. As we have
shown in Corollary 1.3.15, γW I is isomorphic to a bounded complex J of
injective R-modules with J i = 0 for i > n. Then one can observe that the
proof of [38, Theorem 2.3] works well.
The AR Principle is a version of classical Auslander-Reiten duality theo-
rem in terms of complexes, see [38, Corollary 3.2].
15
1.5 Relation with completion
In this section, we shall explain the relationship between λW and left derived
functors of completion functors. Furthermore, we give some nontrivial ex-
amples of colocalization functors γW , for which γW I has a non-zero negative
cohomology module even for an injective R-module I.
Let a be an ideal of R which defines a closed subset V (a) of SpecR. We
denote by ΛV (a) the a-adic completion functor lim←−(− ⊗R R/a
n) defined on
ModR. It is known that the left derived functor LΛV (a) of ΛV (a) is a right
adjoint to RΓV (a) by Greenlees and May [21] and Alonso Tarr´ıo, Jeremı´as
Lo´pez and Lipman [1]. One also finds an outline of the proof of this fact in
[28, §4; p. 69].
Recall that λV (a)c is a left adjoint to the inclusion functor jV (a)c : LV (a)c ↪→
D. Now we shall prove that LΛV (a) coincides with λV (a)c . By the universality
of derived functors, there is a natural morphism X → LΛV (a) X for any
X ∈ D , from which we have a triangle of the form
C −−−→ X −−−→ LΛV (a) X −−−→ C[1].
Applying RΓV (a) to this triangle, we have the following triangle
RΓV (a)C −−−→ RΓV (a) X −−−→ RΓV (a) LΛV (a) X −−−→ RΓV (a) C[1].
By [1, Corollary 5.1.1 (ii)], RΓV (a) X → RΓV (a) LΛV (a) X is an isomorphism.
Hence RΓV (a) C = 0, and thus we have C ∈ L⊥V (a) = LV (a)c by Lemma 1.4.3.
On the other hand, since LΛV (a) is a right adjoint to RΓV (a), we have
RHomR(κ(p),LΛ
V (a)X) ∼= RHomR(RΓV (a) κ(p), X) = 0
for any p ∈ V (a)c. This implies LΛV (a) X ∈ L⊥V (a)c . Thus it follows that
γV (a)cX ∼= C and λV (a)cX ∼= LΛV (a) X by Lemma 1.2.1.
We summarize this fact in the following.
Proposition 1.5.1. Let a be an ideal of R. Then λV (a)c is isomorphic to the
left derived functor LΛV (a) of the a-adic completion functor ΛV (a).
Remark 1.5.2. Let a be an ideal of R and W be a specialization-closed
subset of SpecR. Note that it is also proved that LΛV (a) is isomorphic to
RHomR(RΓV (a) R,−) in [21] and [1]. More generally, RHomR(RΓW R,−) is
a right adjoint to RΓW . Furthermore, by using Lemma 1.4.3, it is not hard
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to see that λW c is a right adjoint to γW . Thus it follows from the uniqueness
of adjoint functors that there is an isomorphism
λW c ∼= RHomR(RΓW R,−).
This fact and Proposition 1.5.1 is essentially stated in [4], where γW c and
λW c appear as V
W and ΛW respectively.
Now we are ready to give an example as we have previously announced.
Example 1.5.3. Let (R,m, k) be a local ring of dimension d and R̂ be
the m-adic completion of R. Let DR̂ be a dualizing complex of R̂ with
Extd
R̂
(k,DR̂)
∼= k. We regard DR̂ as a complex of R-modules in a natural way.
Using the isomorphism LΛV (m) RΓV (m) ∼= LΛV (m) by [1, Corollary 5.1.1 (i)],
we can show that LΛV (m) ER(k) ∼= DR̂[d]. Hence it follows from Proposi-
tion 1.5.1 that λV (m)cER(k) ∼= DR̂[d]. Now we suppose that d > 1. Then,
considering the triangle
γV (m)cER(k) −−−→ ER(k) −−−→ λV (m)cER(k) −−−→ γV (m)cER(k)[1],
we have H−d+1(γV (m)cER(k)) 6= 0 and −d+ 1 < 0.
Remark 1.5.4. Let X ∈ D. If W is specialization-closed, then it holds
that suppH i(γWX) ⊆ W for all i ∈ Z, since γW ∼= RΓW . However we see
from Example 1.5.3 that the inclusion relation suppH i(γWX) ⊆ W does not
necessarily hold in general.
We now give an example such that γW I /∈ D+ even for an injective R-
module I.
Example 1.5.5. We assume that dimR = +∞. LetW be the set of maximal
ideals of R. Then we can show that γW c(
⊕
m∈W ER(R/m)) /∈ D+. In fact, it
is clear that RΓW ∼=
⊕
m∈W RΓV (m). Thus it follows from Remark 1.5.2 that
λW c ∼= RHomR(RΓW R,−) ∼=
∏
m∈W
RHomR(RΓV (m) R,−) ∼=
∏
m∈W
LΛV (m) .
Then, by Example 1.5.3, we see that λW c(
⊕
m∈W ER(R/m)) /∈ D+. Hence
we have γW c(
⊕
m∈W ER(R/m)) /∈ D+.
Remark 1.5.6. More generally, we can prove that λW c is isomorphic to∏
p∈W
LΛV (p)(−⊗R Rp)
for an arbitrary subset W of SpecR with dimW = 0, see Theorem 2.3.10.
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1.6 Vanishing for cohomology modules
Let V be a specialization-closed subset of SpecR. In such a classical case,
Grothendieck showed that if M is a finitely generated R-module, then
H iV (M) = H
i(RΓV M) = 0
for i < 0 and i > dimM .
Our aim in this section is to prove the same type of vanishing theorem
holds for the colocalization functor γW with support in W , where W is not
necessarily specialization-closed.
Notice from Example 1.5.3 that it is truly nontrivial even to prove that
H i(γWM) = 0 for i < 0.
Proposition 1.6.1. Let W be a subset of SpecR and suppose that dimW
is finite. Then we have H i(γWM) = 0 for any i < 0 and for any finitely
generated R-module M .
Proof. First of all we note the following: Let 0→ N ′ → N → N ′′ → 0 be an
exact sequence of finitely generated R-modules. If N is a counterexample to
the theorem, then so is one of N ′ and N ′′.
Secondly we note that a finitely generated R-module M has a filtration
0 = M0 (M1 ( · · · (Mn = M
such thatMi+1/Mi ∼= R/pi and pi ∈ SpecR for 0 ≤ i < n. It thus follows that
we have sufficiently to prove that H i(γWR/p) = 0 for i < 0 and p ∈ SpecR.
Now supposed that there would exist p ∈ SpecR with H i(γWR/p) 6= 0
for some i < 0, and take a maximal p among such prime ideals. Then it
is easy to see from the remark made in the first part of this proof that the
theorem is true for M = R/I for all I ) p.
The key for the proof is Corollary 1.3.15 which states that γWR/p ∈ D+.
This exactly means there is the least integer ` < 0 with H`(γWR/p) 6= 0.
Let x be an arbitrary element of R with x 6∈ p. Apply the functor γW to the
exact sequence
0→ R/p x−→ R/p→ R/(p + (x))→ 0,
and we obtain an isomorphism H`(γWR/p)
x−→ H`(γWR/p). Since every
element from R \ p acts bijectively on H`(γWR/p), consequently H`(γWR/p)
is a κ(p)-vector space. Now let I be a minimal injective resolution of γWR/p.
By our choice of integer `, we see that I starts from the `th term, being of
the form
0 −−−→ I` ∂`−−−→ I`+1 ∂`+1−−−→ I`+2 ∂`+2−−−→ · · · .
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Note that Ker ∂` = H`(γWR/p). Since I is a minimal injective resolution,
I` is an essential extension of H`(γWR/p) that is a κ(p)-module. Therefore
I` must be isomorphic to a direct sum of copies of ER(R/p). This forces
that ΓV (p)(Ip) has a nontrivial cohomology in degree `, thus it follows from
Lemma 1.3.8 that p ∈ supp I = supp γWR/p ⊆ W . Since we have shown
that p ∈ W , the following isomorphisms hold;
0 6= HomD(κ(p), γWR/p[`]) ∼= HomD(κ(p), R/p[`]) ∼= Ext`R(κ(p), R/p),
the last of which must be zero since ` < 0. By this contradiction we complete
the proof.
Let a, b ∈ Z ∪ {±∞} with a ≤ b. We denote by D[a,b] for the full subca-
teogy of D consisting of complexes X such that H i(X) = 0 for i /∈ [a, b] (cf.
[26, Notation 13.1.11]). Moreover, we write D[a,b]fg = D[a,b] ∩ Dfg. For X ∈ D,
we denote by inf X the infimum of the set { i ∈ Z | H i(X) 6= 0 }.
Corollary 1.6.2. Let X ∈ Dfg and W be a subset of SpecR. We assume
that dimW is finite. Then we have inf X ≤ inf γWX.
Proof. We may assume that inf X > −∞. Thus it is enough to show that if
X ∈ D[0,+∞]fg , then γWX ∈ D[0,+∞]. To see this, setting n = dimW , we con-
sider the triangle σ≤nX → X → σ>nX → (σ≤nX)[1]. Since σ≤nX ∈ D[0,n]fg ,
by Proposition 1.6.1, we can show that γW (σ≤nX) ∈ D[0,+∞]. Furthermore,
it follows from Corollary 1.3.15 that γW (σ>nX) ∈ D[0,+∞]. Thus we can
conclude that γWX ∈ D[0,+∞] by the triangle.
Let X ∈ D. For an ideal a of R, we define the a-depth of X as
depth(a, X) = inf RHomR(R/a, X).
Let x = {x1, . . . , xn} be a system of generators of a. For each xi, K(xi)
denotes the complex (0 → R xi−→ R → 0) concentrated in degrees −1
and 0. The Koszul complex with respect to x is the complex K(x) =
K(x1) ⊗R · · · ⊗R K(xn). By [17, Theorem 2.1], it holds that depth(a, X) =
inf HomR(K(x), X) = inf RΓV (a)X.
If W is a specialization-closed subset of SpecR, then we define the W -
depth of X, which we denote by depth(W,X), as the infimum of the set of
values depth(a, X) for all ideals a with V (a) ⊆ W . It is easily seen that
depth(W,X) = inf RΓW X.
Proposition 1.6.3. Let W be a subset of SpecR, and assume that dimW
is finite. Let X ∈ Dfg. Then we have depth(W s, X) ≤ inf γWX.
19
Proof. By Remark 1.3.7 (i), it holds that γWX ∼= RΓW s(γWX). Therefore
we have
inf γWX = inf RΓW s(γWX) = depth(W
s
, γWX).
Hence it remains to show that depth(W
s
, X) ≤ depth(W s, γWX). Let a be
an ideal of R with V (a) ⊆ W s and x = {x1, . . . , xn} be a system of generators
of a. Since K(x) is a bounded complex of finitely generated free R-modules,
it follows from Corollary 1.6.2 that
inf HomR(K(x), X) ≤ inf γW HomR(K(x), X) = inf HomR(K(x), γWX).
Thus we have depth(a, X) ≤ depth(a, γWX). Hence it holds that
depth(W
s
, X) ≤ depth(W s, γWX)
by definition.
This proposition states that an inequality
inf RΓW s X ≤ inf γWX
holds for a subset W of SpecR with dimW < +∞ and X ∈ Dfg.
Let X ∈ Dfg. Write dimX for the supremum of { dimH i(X) + i | i ∈ Z },
see [16, §3]. Note that dimX[1] = dimX − 1. Let DR be a dualizing
complex of R with DR ∈ D[0,d]fg , where d = dimR. In the proof of the next
proposition, we use a basic fact that X† ∈ D[d−n,+∞]fg , where n = dimX. To
show this, we first suppose that X is a finitely generated R-module. Then
it is straightforward to see that X† ∈ D[d−n,d]fg ⊂ D[d−n,+∞]fg . Next, supppose
that X is any complex of Dfg. Notice that it suffices to treat the case that n =
dimX = 0. Then, using the triangle σ≤−dX → X → σ>−dX → (σ≤−dX)[1],
one can deduce that X† ∈ D[d,+∞]fg as desired. This fact is essentially proved
in [16, Proposition 3.14 (d)].
Proposition 1.6.4. Assume that R admits a dualizing complex. Let W be
a subset of SpecR and X ∈ Dfg. Then H i(γWX) = 0 for all i > dimX.
Proof. LetDR be a dualizing complex withDR ∈ D[0,d]fg , where d = dimR. By
Corollary 1.3.15, γWDR is isomorphic to a bounded complex I of injective
R-modules with I i = 0 for i > d. Then, by Corollary 1.4.5, there are
isomorphisms
γWX ∼= RHomR(X†, γWDR) ∼= HomR(X†, I).
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Therefore each element of H i(γWX) ∼= HomD(X†, I[i]) is represented by a
chain map from X† to I[i]. Moreover, setting n = dimX, we have X† ∈
D[d−n,+∞]fg by the above-mentioned fact. Hence it holds that H i(γWX) = 0
for all i > n = dimX.
We sum up Proposition 1.6.3 and Proposition 1.6.4 in the following the-
orem.
Theorem 1.6.5. Assume that R admits a dualizing complex. Let W be a
subset of SpecR. If X ∈ Dfg, then H i(γWX) = 0 unless depth(W s, X) ≤
i ≤ dimX.
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2. Localization functors and cosupport
in derived categories
2.1 Introduction
This chapter is based on the author’s paper [34] with Yuji Yoshino. Through-
out this chapter, we assume that R is a commutative Noetherian ring. We
denote by D = D(ModR) the derived category of all complexes of R-
modules, by which we mean that D is the unbounded derived category.
For a triangulated subcategory T of D, its left (resp. right) orthogonal
subcategory is defined as ⊥T = {X ∈ D | HomD(X, T ) = 0 } (resp. T ⊥ =
{ Y ∈ D | HomD(T , Y ) = 0 }). Moreover, T is called localizing (resp. colo-
calizing) if T is closed under arbitrary direct sums (resp. direct products).
Recall that the support of a complex X ∈ D is defined as follows;
suppX =
{
p ∈ SpecR ∣∣ X ⊗LR κ(p) 6= 0 } ,
where κ(p) = Rp/pRp. We write LW = {X ∈ D | suppX ⊆ W } for a subset
W of SpecR. Then LW is a localizing subcategory of D. Neeman [36] proved
that any localizing subcategory of D is obtained in this way. The localization
theory of triangulated categories [27] yields a couple of adjoint pairs (iW , γW )
and (λW , jW ) as it is indicated in the following diagram:
LW
iW // D
γW
oo
λW // L⊥W
jW
oo(2.1.1)
Here, iW and jW are the inclusion functors LW ↪→ D and L⊥W ↪→ D re-
spectively. In the previous chapter, we introduced the colocalization functor
with support in W as the functor γW . If V is a specialization-closed subset
of SpecR, then γV coincides with the right derived functor RΓV of the sec-
tion functor ΓV with support in V ; it induces the local cohomology functors
H iV (−) = H i(RΓV (−)). In loc. cit., we established some methods to compute
γW for general subsets W of SpecR. Furthermore, the local duality theorem
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and Grothendieck type vanishing theorem of local cohomology were extended
to the case of γW .
On the other hand, in this chapter, we introduce the notion of localiza-
tions functors with cosupports in arbitrary subsets W of SpecR. Recall that
the cosupport of a complex X ∈ D is defined as follows;
cosuppX = { p ∈ SpecR | RHomR(κ(p), X) 6= 0 } .
We write CW = {X ∈ D | cosuppX ⊆ W } for a subset W of SpecR. Then
CW is a colocalizing subcategory of D. Neeman [37] proved that any colocal-
izing subcategory of D is obtained in this way.
We remark that there are equalities
⊥CW = LW c , CW = L⊥W c ,(2.1.2)
where W c = SpecR\W . The second equality follows from Neeman’s theorem
[36, Theorem 2.8], which states that LW c is equal to the smallest localizing
subcategory of D containing the set { κ(p) | p ∈ W c }. Then it is seen that
the first one holds, since ⊥(L⊥W c) = LW c (cf. [27, §4.9]).
Now we write λW = λW c and j
W = jW c . By (2.1.1) and (2.1.2), there is
a diagram of adjoint pairs:
⊥CW = LW c
iW c // D
γW c
oo
λW // CW = L⊥W c
jW
oo
We call λW the localization functor with cosupport in W .
For a multiplicatively closed subset S of R, the localization functor λUS
with cosupport in US is nothing but (−) ⊗R S−1R.Moreover, for an ideal
a of R, the localization functor λV (a) with cosupport in V (a) is isomorphic
to the left derived functor LΛV (a) of the a-adic completion functor ΛV (a) =
lim←−(−⊗R R/a
n) defined on ModR. See Section 2 for details.
In this chapter, we establish several results about the localization functor
λW with cosupport in a general subset W of SpecR.
In Section 3, we prove that λW is isomorphic to
∏
p∈W LΛ
V (p)(− ⊗R Rp)
if there is no inclusion relation between two distinct prime ideals in W .
Furthermore, we give a method to compute λW for a general subset W . We
write ηW : idD → λW (= jWλW ) for the natural morphism given by the
adjointness of (λW , jW ). In addition, note that when W0 ⊆ W , there is a
morphism ηW0λW : λW → λW0λW ∼= λW0 . The following theorem is one of
the main results of this chapter.
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Theorem 2.1.3 (Theorem 2.3.15). Let W , W0 and W1 be subsets of SpecR
with W = W0∪W1. We denote by W0s (resp. W1g) is the specialization (resp.
generalization) closure of W . Suppose that one of the following conditions
holds:
(1) W0 = W0
s ∩W ;
(2) W1 = W ∩W1g.
Then, for any X ∈ D, there is a triangle
λWX
f−−−→ λW1X ⊕ λW0X g−−−→ λW1λW0X −−−→ λWX[1],
where
f =
(
ηW1λWX
ηW0λWX
)
, g =
(
λW1ηW0X (−1) · ηW1λW0X ) .
This theorem enables us to compute λW by using λW0 and λW1 for smaller
subsets W0 and W1. Furthermore, as long as we consider the derived category
D, the theorem and Theorem 2.3.22 in Section 3 generalize Mayer-Vietoris
triangles by Benson, Iyengar and Krause [3, Theorem 7.5].
In Section 4, as an application, we give a simpler proof of a classical
theorem due to Gruson and Raynaud. The theorem states that the projective
dimension of a flat R-module is at most the Krull dimension of R.
Section 5 contains some basic facts about cotorsion flat R-modules.
Section 6 is devoted to study the cosupport of a complex X consisting
of cotorsion flat R-modules. As a consequence, we can calculate γV cX and
λVX explicitly for a specialization-closed subset V of SpecR.
In Section 7, using Theorem 2.1.3 above, we give a new way to get λW .
In fact, provided that d = dimR is finite, we are able to calculate λW by a
Cˇech complex of functors of the following form;∏
0≤i≤d
λ¯Wi −−−→
∏
0≤i<j≤d
λ¯Wj λ¯Wi −−−→ · · · −−−→ λ¯Wd · · · λ¯W0 ,
where Wi = {p ∈ W | dimR/p = i} and λ¯Wi =
∏
p∈Wi Λ
V (p)(− ⊗R Rp) for
0 ≤ i ≤ d. This Cˇech complex sends a complex X of R-module to a double
complex in a natural way. We shall prove that λWX is isomorphic to the
total complex of the double complex if X consists of flat R-modules.
Section 8 treats commutativity of λW with tensor products. Conse-
quently, we show that λWY can be computed by using the Cˇech complex
above if Y is a complex of finitely generated R-modules.
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In Section 9, as an application, we give a functorial way to construct
quasi-isomorphisms from complexes of flat R-modules or complexes of finitely
generated R-modules to complexes of pure-injective R-modules.
2.2 Localization functors
In this section, we summarize some notions and basic facts used in the later
sections.
We write ModR for the category of all modules over a commutative
Noetherian ring R. For an ideal a of R, ΛV (a) denotes the a-adic completion
functor lim←−(− ⊗R R/a
n) defined on ModR. Moreover, we also denote by
M∧a the a-adic completion Λ
V (a)M = lim←−M/a
nM of an R-module M . If
the natural map M → M∧a is an isomorphism, then M is called a-adically
complete. In addition, when R is a local ring with maximal ideal m, we
simply write M̂ for the m-adic completion of M .
We start with the following proposition.
Proposition 2.2.1. Let a be an ideal of R. If F is a flat R-module, then so
is F∧a .
As stated in [42, 2.4], this fact is known. For the reader’s convenience,
we mention that this proposition follows from the two lemmas below.
Lemma 2.2.2. Let a be an ideal of R and F be a flat R-module. We consider
a short exact sequence of finitely generated R-modules
0 −−−→ L −−−→ M −−−→ N −−−→ 0.
Then
0 −−−→ (F ⊗R L)∧a −−−→ (F ⊗RM)∧a −−−→ (F ⊗R N)∧a −−−→ 0
is exact.
Lemma 2.2.3. Let a and F be as above. Then we have a natural isomor-
phism
(F ⊗RM)∧a ∼= F∧a ⊗RM
for any finitely generated R-module M .
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Using Artin-Rees Lemma and [6, I; §2; Proposition 6], we can prove
Lemma 2.2.2, from which we obtain Lemma 2.2.3. Furthermore, Lemma
2.2.2 and Lemma 2.2.3 imply that F∧a ⊗R (−) is an exact functor from the
category of finitely generated R-modules to ModR. Therefore Proposition
2.2.1 holds.
It is also possible to show that F∧a is flat over R
∧
a by the same argument
as above.
If R is a local ring with maximal ideal m, then m-adically complete flat
R-modules are characterized as follows:
Lemma 2.2.4. Let (R,m, k) be a local ring and F a flat R-module. Set
B = dimk F/mF . Then there is an isomorphism
F̂ ∼=
⊕̂
B
R,
where
⊕
B R is the direct sum of B-copies of R.
This lemma is proved in [19, II; Proposition 2.4.3.1]. See also [15, Lemma
6.7.4].
As in the introduction, we denote by D = D(ModR) the derived category
of all complexes of R-modules. We write complexes X cohomologically;
X = (· · · → X i−1 → X i → X i+1 → · · · ).
For a complex P (resp. F ) of R-modules, we say that P (resp. F ) is K-
projective (resp. K-flat) if HomR(P,−) (resp. (−)⊗RF ) preserves acyclicity
of complexes, where a complex is called acyclic if all its cohomology modules
are zero.
Let a be an ideal of R and X ∈ D. If P is a K-projective resolution of
X, then we have LΛV (a)X ∼= ΛV (a)P . Moreover, LΛV (a) X is also isomorphic
to ΛV (a)F if F is a K-flat resolution of X. In addition, it is known that the
following proposition holds.
Proposition 2.2.5. Let a be an ideal of R and X be a complex of flat R-
modules. Then LΛV (a) X is isomorphic to ΛV (a)X.
To prove this proposition, we remark that there is an integer n ≥ 0
such that H i(LΛV (a) M) = 0 for all i > n and all R-modules M , see [21,
Theorem 1.9] or [1, p. 15]. Using this fact, we can show that ΛV (a) preserves
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acyclicity of complexes of flat R-modules. Then it is straightforward to see
that LΛV (a) X is isomorphic to ΛV (a)X.
Let W be any subset of SpecR. Recall that γW denotes a right adjoint
to the inclusion functor iW : LW ↪→ D, and λW denotes a left adjoint to the
inclusion functor jW : CW ↪→ D. Moreover, γW and λW are identified with
iWγW and j
WλW respectively. We write εW : γW → idD and ηW : idD →
λW for the natural morphisms induced by the adjointness of (iW , γW ) and
(λW , jW ) respectively.
Note that λWηW (resp. γW εW ) is invertible, and the equality λ
WηW =
ηWλW (resp. γW εW = εWγW ) holds, i.e., λ
W (resp. γW ) is a localization
(resp. colocalization) functor on D. See [27] for more details. In this chapter,
we call λW the localization functor with cosupport in W .
Using (2.1.2), we restate Lemma 1.2.1 as follows.
Lemma 2.2.6. Let W be a subset of SpecR. For any X ∈ D, there is a
triangle of the following form;
γW cX
εWcX−−−→ X ηWX−−−→ λWX −−−→ γW cX[1].
Furthermore, if
X ′ −−−→ X −−−→ X ′′ −−−→ X ′[1]
is a triangle with X ′ ∈ ⊥CW = LW c and X ′′ ∈ CW = L⊥W c, then there exist
unique isomorphisms a : γW cX → X ′ and b : λWX → X ′′ such that the
following diagram is commutative:
γW cX
εWcX−−−→ X ηWX−−−→ λWX −−−→ γW cX[1]ya ∥∥∥ yb ya[1]
X ′ −−−→ X −−−→ X ′′ −−−→ X ′[1]
Remark 2.2.7. (i) Let X ∈ D and W be a subset of SpecR. By Lemma
2.2.6, X belongs to ⊥CW = LW c if and only if λWX = 0. This is equivalent
to saying that λ{p}X = 0 for all p ∈ W , since ⊥CW = LW c =
⋂
p∈W L{p}c =⋂
p∈W
⊥C{p}.
(ii) Let W0 ⊆ W be subsets of SpecR with W0 ⊆ W . It follows from the
uniqueness of adjoint functors that
λW0λW ∼= λW0 ∼= λWλW0 ,
see also Remark 1.3.7 (i).
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Now we give a typical example of localization functors. Let S be a mul-
tiplicatively closed subset S of R, and set US = { p ∈ SpecR | p ∩ S = ∅ }.
It is known that the localization functor λUS with cosupport in US is noth-
ing but (−) ⊗R S−1R. For the reader’s convenience, we give a proof of this
fact. Let X ∈ D. It is clear that cosuppX ⊗R S−1R ⊆ US, or equiv-
alently, X ⊗R S−1R ∈ CUS . Moreover, embedding the natural morphism
X → X ⊗R S−1R into a triangle
C −−−→ X −−−→ X ⊗R S−1R −−−→ C[1],
we have C ⊗R S−1R = 0. This yields an inclusion relation suppC ⊆ (US)c.
Hence it holds that C ∈ L(US)c . Since we have shown that C ∈ L(US)c and
X ⊗R S−1R ∈ CUS , it follows from Lemma 2.2.6 that λUSX ∼= X ⊗R S−1R.
Therefore we obtain the isomorphism
λUS ∼= (−)⊗R S−1R.(2.2.8)
For p ∈ SpecR, we write U(p) = { q ∈ SpecR | q ⊆ p }. If S = R\p, then
U(p) is equal to US, so that λ
U(p) ∼= (−) ⊗R Rp by (2.2.8). We remark that
λU(p) = λU(p)c is written as LZ(p) in [3], where Z(p) = U(p)
c.
There is another important example of localization functors. Let a be
an ideal of R. It was proved by [21] and [1] that LΛV (a) : D → D is a
right adjoint to RΓV (a) : D → D. In Proposition 1.5.1, using the adjointness
property of (RΓV (a),LΛ
V (a)), we proved that λV (a) = λV (a)c coincides with
LΛV (a). Hence there is an isomorphism
λV (a) ∼= LΛV (a) .(2.2.9)
The functor Hai (−) = H−i(LΛV (a)(−)) is called the ith local homology func-
tor with respect to a.
A subset W of SpecR is called specialization-closed (resp. generalization-
closed) provided that the following condition holds; if p ∈ W and q ∈ SpecR
with p ⊆ q (resp. p ⊇ q), then q ∈ W .
If V is a specialization-closed subset, then we have
γV ∼= RΓV ,(2.2.10)
see [28, Appendix 3.5].
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2.3 Auxiliary results on localization functors
In this section, we give several results to compute localization functors λW
with cosupports in arbitrary subsets W of SpecR.
We first give the following lemma.
Lemma 2.3.1. Let V be a specialization-closed subset of SpecR. Then we
have the following equalities;
⊥CV = LV c = L⊥V = CV
c
.
Proof. This follows from Lemma 1.4.3 and (2.1.2).
Let W0 and W be subsets of SpecR with W0 ⊆ W . We remark that W0
is specialization-closed in W if and only if W0
s ∩W = W0.
Corollary 2.3.2. Let W0 ⊆ W ⊆ SpecR be sets. Suppose that W0 is
specialization-closed in W . Setting W1 = W \ W0, we have CW1 ⊆ ⊥CW0.
Proof. Notice that W1 ⊆ (W0s)c. Furthermore, we have ⊥CW0
s
= C(W0s)c by
Lemma 2.3.1. Hence it holds that CW1 ⊆ C(W0s)c = ⊥CW0s ⊆ ⊥CW0 .
Remark 2.3.3. For an ideal a of R, λV (a) is a right adjoint to γV (a) by (2.2.9)
and (2.2.10). More generally, it is known that for any specialization-closed
subset V , λV : D → D is a right adjoint to γV : D → D. We now prove this
fact, which will be used in the next proposition. Let X, Y ∈ D, and consider
the following triangles;
γVX −−−→ X −−−→ λV cX −−−→ γVX[1],
γV cY −−−→ Y −−−→ λV Y −−−→ γV cY [1].
Since λV
c
X ∈ CV c = ⊥CV by Lemma 2.3.1, applying HomD(−, λV Y ) to
the first triangle, we have HomD(γVX,λV Y ) ∼= HomD(X,λV Y ). Moreover,
Lemma 2.3.1 implies that γV cY ∈ LV c = L⊥V . Thus, applying HomD(γVX,−)
to the second triangle, we have HomD(γVX, Y ) ∼= HomD(γVX,λV Y ). Thus
there is a natural isomorphism HomD(γVX, Y ) ∼= HomD(X,λV Y ), so that
(γV , λ
V ) is an adjoint pair. See also Remark 1.5.2.
Proposition 2.3.4. Let V and U be arbitrary subsets of SpecR. Suppose
that one of the following conditions holds:
(1) V is specialization-closed;
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(2) U is generalization-closed.
Then we have an isomorphism
λV λU ∼= λV ∩U .
Proof. Let X ∈ D and Y ∈ CV ∩U = CV ∩ CU . Then there are natural
isomorphisms
HomD(λV λUX, Y ) ∼= HomD(λUX, Y ) ∼= HomD(X, Y ).
Recall that λV ∩U is a left adjoint to the inclusion functor CV ∩U ↪→ D. Hence,
by the uniqueness of adjoint functors, we only have to verify that λV λUX ∈
CV ∩U . Since λV λUX ∈ CV , it remains to show that λV λUX ∈ CU .
Case (1): Let p ∈ U c. Since supp γV κ(p) ⊆ {p}, it follows from (2.1.2)
that γV κ(p) ∈ LUc = ⊥CU . Thus, by the adjointness of (γV , λV ), we have
RHomR(κ(p), λ
V λUX) ∼= RHomR(γV κ(p), λUX) = 0.
This implies that cosuppλV λUX ⊆ U , i.e., λV λUX ∈ CU .
Case (2): Since U c is specialization-closed, the case (1) yields an isomor-
phism λU
c
λV ∼= λUc∩V . Furthermore, setting W = (U c ∩ V )∪U , we see that
U c ∩ V is specialization-closed in W , and W\(U c ∩ V ) = U . Hence we have
λU
c
(λV λUX) ∼= λUc∩V λUX = 0, by Corollary 2.3.2. It then follows from
Lemma 2.3.1 that λV λUX ∈ ⊥CUc = CU .
Remark 2.3.5. For arbitrary subsets W0 and W1 of SpecR, Remark 2.2.7
(ii) and Proposition 2.3.4 yield the following isomorphisms;
λW0λW1 ∼= λW0λW0sλW1 ∼= λW0λW0s∩W1 ,
λW0λW1 ∼= λW0λW1gλW1 ∼= λW0∩W1gλW1 .
The next result is a corollary of (2.2.8), (2.2.9) and Proposition 2.3.4.
Corollary 2.3.6. Let S be a multiplicatively closed subset of R and a be an
ideal of R. We set W = V (a) ∩ US. Then we have
λW ∼= LΛV (a)(−⊗R S−1R).
Since V (p)∩U(p) = {p} for p ∈ SpecR, as a special case of this corollary,
we have the following result.
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Corollary 2.3.7. Let p be a prime ideal of R. Then we have
λ{p} ∼= LΛV (p)(−⊗R Rp).
The next lemma follows from this corollary and Lemma 2.2.4.
Lemma 2.3.8. Let p be a prime ideal of R and F be a flat R-module. Then
λ{p}F is isomorphic to (
⊕
B Rp)
∧
p , where
⊕
B Rp is the direct sum of B-copies
of Rp and B = dimκ(p) F ⊗R κ(p).
Remark 2.3.9. Let W1 and W2 be subsets of SpecR. In general, λ
W1λW2
need not be isomorphic to λW2λW1 . For example, let p, q ∈ SpecR with p ( q.
Then (λ{p}R)⊗Rκ(q) = R̂p⊗Rκ(q) = 0 and (λ{q}R)⊗Rκ(p) = R̂q⊗Rκ(p) 6= 0.
Then we see from Lemma 2.3.8 that λ{q}λ{p}R = 0 and λ{p}λ{q}R 6= 0.
Compare this remark with [3, Example 3.5]. See also Remark 1.3.7 (ii).
Let p be a prime ideal which is not maximal. Then λ{p} is distinct from
Λp = LΛV (p) RHomR(Rp,−), which is introduced in [4]. To see this, let q be a
prime ideal with p ( q. Then it holds that cosupp R̂q = {q} ⊆ U(p)c. Hence
R̂q belongs to CU(p)c . Then we have RHomR(Rp, R̂q) = 0 since Rp ∈ LU(p) =
⊥CU(p)c by (2.1.2). This implies that ΛpR̂q = LΛV (p) RHomR(Rp, R̂q) = 0,
while λ{p}R̂q ∼= λ{p}λ{q}R 6= 0 by Remark 2.3.9.
Theorem 2.3.10. Let W be a subset of SpecR. We assume that dimW = 0.
Then there are isomorphisms
λW ∼=
∏
p∈W
λ{p} ∼=
∏
p∈W
LΛV (p)(−⊗R Rp).
Proof. Let X ∈ D, and consider the natural morphisms η{p}X : X → λ{p}X
for p ∈ W . Take the product of the morphisms, and we obtain a morphism
f : X →∏p∈W λ{p}X. Embed f into a triangle
C −−−→ X f−−−→
∏
p∈W
λ{p}X −−−→ C[1].
Note that
∏
p∈W λ
{p}X ∈ CW . We have to prove that C ∈ ⊥CW . For this
purpose, take any prime ideal q ∈ W . Then {q} is specialization-closed in
W , because dimW = 0. Hence we have
∏
p∈W\{q} λ
{p}X ∈ CW\{q} ⊆ ⊥C{q},
by Corollary 2.3.2. Thus an isomorphism λ{q}(
∏
p∈W λ
{p}X) ∼= λ{q}X holds.
Then it is seen from the triangle above that λ{q}C = 0 for all q ∈ W ,
so that C ∈ ⊥CW , see Remark 2.2.7 (i). Therefore Lemma 2.2.6 yields
λWX ∼= ∏p∈W λ{p}X. The second isomorphism in the theorem follows from
Corollary 2.3.7.
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Example 2.3.11. Let W be a subset of SpecR such that W is an infinite
set with dimW = 0. Let X{p} be a complex with cosuppX{p} = {p} for
each p ∈ W . We take p ∈ W . Since dimW = 0, it holds that X{q} ∈
CV (p)c for any q ∈ W\{p}. Furthermore, Lemma 2.3.1 implies that CV (p)c
is equal to ⊥CV (p), which is closed under arbitrary direct sums. Thus it
holds that
⊕
q∈W\{p}X
{q} ∈ CV (p)c = ⊥CV (p) ⊆ ⊥C{p}. Therefore, setting
Y =
⊕
p∈W X
{p}, we have λ{p}Y ∼= X{p}. It then follows from Theorem
2.3.10 that
λWY ∼=
∏
p∈W
λ{p}Y ∼=
∏
p∈W
X{p}.
Under this identification, the natural morphism Y → λWY coincides with
the canonical morphism
⊕
p∈W X
{p} →∏p∈W X{p}.
Remark 2.3.12. Let W , X{p} be as in Example 2.3.11, and suppose that
eachX{p} is anR-module. Then
⊕
p∈W X
{p} is not in CW , because the natural
morphism
⊕
p∈W X
{p} → λW (⊕p∈W X{p}) is not an isomorphism. Hence
the cosupport of
⊕
p∈W X
{p} properly contains W . In particular, setting
X{p} = κ(p), we have W ( cosupp
⊕
p∈W κ(p). Similarly, we can prove that
W ( supp
∏
p∈W κ(p). The first author noticed these facts through discussion
with Srikanth Iyengar.
It is possible to give another type of examples, by which we also see that a
colocalizing subcategory of D is not necessarily closed under arbitrary direct
sums. Suppose that (R,m) is a complete local ring with dimR ≥ 1. Then
we have R ∼= R̂ ∈ CV (m). However the free module ⊕NR is never m-adically
complete, so that
⊕
NR is not isomorphic to λ
V (m)(
⊕
NR). Hence
⊕
NR is
not in CV (m).
For a subset W of SpecR, W
g
denotes the generalization closure of W ,
which is the smallest generalization-closed subset of SpecR containing W .
In addition, for a subset W1 ⊆ W , we say that W1 is generalization-closed
in W if W ∩ U(p) ⊆ W1 for any q ∈ W1. This is equivalent to saying that
W ∩W1g = W1.
We extend Proposition 2.3.4 to the following corollary, which will be used
in a main theorem of this section.
Corollary 2.3.13. Let W0 and W1 be arbitrary subsets of SpecR. Suppose
that one of the following conditions hold:
(1) W0 is specialization-closed in W0 ∪W1;
(2) W1 is generalization-closed in W0 ∪W1.
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Then we have an isomorphism
λW0λW1 ∼= λW0∩W1 .
Proof. Set W = W0 ∪W1. By the assumption, we have
W0
s ∩W = W0 or W ∩W1g = W1.
Therefore, it holds that
W0
s ∩W1 = W0 ∩W1 or W0 ∩W1g = W0 ∩W1.
Hence this proposition follows from Remark 2.3.5 and Remark 2.2.7 (ii).
Remark 2.3.14. (i) Let W0 and W be subsets of SpecR with W0 ⊆ W . Un-
der the isomorphism λW0λW ∼= λW0 by Remark 2.2.7 (ii), there is a morphism
ηW0λW : λW → λW0 .
(ii) Let W0 and W1 be subsets of SpecR. Let X ∈ D. Since ηW1 :
idD → λW1 is a morphism of functors, there is a commutative diagram of the
following form:
X
ηW0X−−−→ λW0XyηW1X yηW1λW0X
λW1X
λW1ηW0X−−−−−−→ λW1λW0X
Now we prove the following result, which is the main theorem of this
section.
Theorem 2.3.15. Let W , W0 and W1 be subsets of SpecR with W = W0 ∪
W1. Suppose that one of the following conditions holds:
(1) W0 is specialization-closed in W ;
(2) W1 is generalization-closed in W .
Then, for any X ∈ D, there is a triangle of the following form;
λWX
f−−−→ λW1X ⊕ λW0X g−−−→ λW1λW0X −−−→ λWX[1],
where f and g are morphisms represented by the following matrices;
f =
(
ηW1λWX
ηW0λWX
)
, g =
(
λW1ηW0X (−1) · ηW1λW0X ) .
33
Proof. We embed the morphism g into a triangle
C
a−−−→ λW1X ⊕ λW0X g−−−→ λW1λW0X −−−→ C[1].
Notice that C ∈ CW since CW0 , CW1 ⊆ CW . By Remark 2.3.14, it is easily
seen that g · f = 0. Thus there is a morphism b : λWX → C making the
following diagram commutative:
λWX λWX −−−→ 0 −−−→ λWX[1]yb yf y yb[1]
C
a−−−→ λW1X ⊕ λW0X g−−−→ λW1λW0X −−−→ C[1]
(2.3.16)
We only have to show that b is an isomorphism. To do this, embedding the
morphism b into a triangle
Z −−−→ λWX b−−−→ C −−−→ Z[1],(2.3.17)
we prove that Z = 0. Since λWX,C ∈ CW , Z belongs to CW . Hence it
suffices to show that Z ∈ ⊥CW .
First, we prove that λW1b is an isomorphism. We employ a similar argu-
ment to [3, Theorem 7.5]. Consider the following sequence
λWX
f−−−→ λW1X ⊕ λW0X g−−−→ λW1λW0X,(2.3.18)
and apply λW1 to it. Then we obtain a sequence which can be completed
to a split triangle. The triangle appears in the first row of the diagram
below. Moreover, λW1 sends the second row of the diagram (2.3.16) to a split
triangle, which appears in the second row of the the diagram below.
λW1X
λW1f−−−→ λW1X ⊕ λW1λW0X λW1g−−−→ λW1λW0X 0−−−→ λW1X[1]yλW1b ∥∥∥ ∥∥∥ yλW1b[1]
λW1C
λW1a−−−→ λW1X ⊕ λW1λW0X λW1g−−−→ λW1λW0X 0−−−→ λW1C[1]
Since this diagram is commutative, we conclude that λW1b is an isomorphism.
Next, we prove that λW0b is an isomorphism. Thanks to Corollary 2.3.13,
we are able to follow the same process as above. In fact, the corollary im-
plies that λW0λW1 ∼= λW0∩W1 . Thus, applying λW0 to the sequence (2.3.18),
we obtain a sequence which can be completed into a split triangle. Further-
more, λW0 sends the second row of the diagram (2.3.16) to a split triangle.
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Consequently we see that there is a morphism of triangles:
λW0X
λW0f−−−→ λW0∩W1X ⊕ λW0X λW0g−−−→ λW0∩W1X 0−−−→ λW0X[1]yλW0b ∥∥∥ ∥∥∥ yλW0b[1]
λW0C
λW0a−−−→ λW0∩W1X ⊕ λW0X λW0g−−−→ λW0∩W1X 0−−−→ λW0C[1]
Therefore λW0b is an isomorphism.
Since we have shown that λW0b and λW1b are isomorphisms, it follows
from the triangle (2.3.17) that λW0Z = λW1Z = 0. Thus we have Z ∈ ⊥CW
by Remark 2.2.7 (i).
Remark 2.3.19. Let f , g and a as above. Let h : X → λW1X ⊕ λW0X be
a morphism induced by ηW1X and ηW0X. Then g · h = 0 by Remark 2.3.14
(ii). Hence there is a morphism b′ : X → C such that the following diagram
commutative:
X X −−−→ 0 −−−→ X[1]yb′ yh y yb′[1]
C
a−−−→ λW1X ⊕ λW0X g−−−→ λW1λW0X −−−→ C[1].
We can regard any morphism b′ making this diagram commutative as the
natural morphism ηWX. In fact, since λWh = f , applying λW to this di-
agram, and setting λW b′ = b, we obtain the diagram (2.3.16). Note that
b · ηWX = b′. Moreover, the above proof implies that b : λWX → C is an
isomorphism. Thus we can identify b′ with ηWX under the isomorphism b.
We give some examples of Theorem 2.3.15.
Example 2.3.20. (1) Let x be an element of R. Recall that λV (x) ∼= LΛV (x)
by (2.2.9). We put S = { xn | n ≥ 0 }. Since V (x)c = US, it holds that
λV (x)
c
= λUS ∼= (−) ⊗R Rx by (2.2.8). Set W = SpecR, W0 = V (x) and
W1 = V (x)
c. Then the theorem yields the following triangle
R −−−→ Rx ⊕R∧(x) −−−→ (R∧(x))x −−−→ R[1].
(2) Suppose that (R,m) is a local ring with p ∈ SpecR and having dimR/p =
1. Setting W = V (p), W0 = V (m) and W1 = {p}, we see from the theorem
and Corollary 2.3.7 that there is a short exact sequence
0 −−−→ R∧p −−−→ R̂p ⊕ R̂ −−−→ (̂R̂)p −−−→ 0.
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Actually, this gives a pure-injective resolution of R∧p , see Section 9. Moreover,
if R is a 1-dimensional local domain with quotient field Q, then this short
exact sequence is of the form
0 −−−→ R −−−→ Q⊕ R̂ −−−→ R̂⊗R Q −−−→ 0.
By similar arguments to Proposition 2.3.4 and Corollary 2.3.13, one can
prove the following proposition, which is a generalized form of Proposition
1.3.1.
Proposition 2.3.21. Let W0 and W1 be arbitrary subsets of SpecR. Suppose
that one of the following conditions hold:
(1) W0 is specialization-closed in W0 ∪W1;
(2) W1 is generalization-closed in W0 ∪W1.
Then we have an isomorphism
γW0γW1
∼= γW0∩W1 .
As with Theorem 2.3.15, it is possible to prove the following theorem, in
which we implicitly use the fact that γW0γW
∼= γW0 if W0 ⊆ W (cf. Remark
1.3.7 (i)).
Theorem 2.3.22. Let W , W0 and W1 be subsets of SpecR with W = W0 ∪
W1. Suppose that one of the following conditions holds:
(1) W0 is specialization-closed in W ;
(2) W1 is generalization-closed in W .
Then, for any X ∈ D, there is a triangle of the following form;
γW1γW0X
f−−−→ γW1X ⊕ γW0X g−−−→ γWX −−−→ γW1γW0X[1],
where f and g are the morphisms represented by the following matrices;
f =
(
γW1εW0X
(−1) · εW1γW0X
)
, g =
(
εW1γWX εW0γWX
)
.
Remark 2.3.23. As long as we work on the derived category D, Theorem
2.3.15 and Theorem 2.3.22 generalize Mayer-Vietoris triangles in the sense
of Benson, Iyengar and Krause [3, Theorem 7.5], in which γV and λV are
written as ΓV and LV respectively for a specialization-closed subset V of
SpecR.
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2.4 Projective dimension of flat modules
As an application of results in Section 3, we give a simpler proof of a classical
theorem due to Gruson and Raynaud.
Theorem 2.4.1 ([19, II; Corollary 3.2.7]). Let F be a flat R-module. Then
the projective dimension of F is at most dimR.
We start by showing the following lemma.
Lemma 2.4.2. Let F be a flat R-module and p be a prime ideal of R. Suppose
that X ∈ C{p}. Then there is an isomorphism
RHomR(F,X) ∼=
∏
B
X,
where B = dimκ(p) F ⊗R κ(p).
Proof. Since λ{p} : D → C{p} is a left adjoint to the inclusion functor
C{p} ↪→ D, we have RHomR(F,X) ∼= RHomR(λ{p}F,X). Moreover it fol-
lows from Lemma 2.3.8 that λ{p}F ∼= (⊕B Rp)∧p ∼= λ{p}(⊕B R), where
B = dimκ(p) F ⊗R κ(p). Therefore we obtain isomorphisms RHomR(F,X) ∼=
RHomR(λ
{p}(
⊕
B R), X)
∼= RHomR(
⊕
B R,X)
∼= ∏BX.
Let a, b ∈ Z ∪ {±∞} with a ≤ b. We write D[a,b] for the full subcategory
of D consisting of all complexes X of R-modules such that H i(X) = 0 for
i /∈ [a, b] (cf. [26, Notation 13.1.11]). For a subset W of SpecR, maxW
denotes the set of prime ideals p ∈ W which are maximal with respect to
inclusion in W .
Proposition 2.4.3. Let F be a flat R-module and X ∈ D[−∞,0]. Suppose
that W is a subset of SpecR such that n = dimW is finite. Then we have
ExtiR(F, λ
WX) = 0 for i > n.
Proof. We use induction on n. First, we suppose that n = 0. It then holds
that λWX ∼= ∏p∈W λ{p}X ∼= ∏p∈W LΛV (p) Xp ∈ D[−∞,0], by Theorem 2.3.10.
Hence, noting that RHomR(F, λ
WX) ∼= ∏p∈W RHomR(F, λ{p}X), we have
ExtiR(F, λ
WX) = 0 for i > 0, by Lemma 2.4.2.
Next, we suppose n > 0. Set W0 = maxW and W1 = W\W0. By
Theorem 2.3.15, there is a triangle
λWX −−−→ λW1X ⊕ λW0X −−−→ λW1λW0X −−−→ λWX[1].
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Note that dimW0 = 0 and dimW1 = n− 1. By the argument above, it holds
that ExtiR(F, λ
W0X) = 0 for i > 0. Furthermore, since X,λW0X ∈ D[−∞,0],
we have ExtiR(F, λ
W1X) = ExtiR(F, λ
W1λW0X) = 0 for i > n − 1, by the
inductive hypothesis. Hence it is seen from the triangle that ExtiR(F, λ
WX) =
0 for i > n.
Proof of Theorem 2.4.1. We may assume that d = dimR is finite. Let M
be any R-module. We only have to show that ExtiR(F,M) = 0 for i > d.
Setting W = SpecR, we have dimW = d and M ∼= λWM . It then follows
from Proposition 2.4.3 that ExtiR(F,M)
∼= ExtiR(F, λWM) = 0 for i > d.
2.5 Cotorsion flat modules and cosupport
In this section, we summarize some basic facts about cotorsion flatR-modules.
Recall that an R-module M is called cotorsion if Ext1R(F,M) = 0 for
any flat R-module F . This is equivalent to saying that ExtiR(F,M) = 0 for
any flat R-module F and any i > 0. Clearly, all injective R-modules are
cotorsion.
A cotorsion flat R-module means an R-module which is cotorsion and flat.
If F is a flat R-module and p ∈ SpecR, then Corollary 2.3.7 implies that
λ{p}F is isomorphic to F̂p, which is a cotorsion flat R-module by Lemma 2.4.2
and Proposition 2.2.1. Moreover, recall that F̂p is isomorphic to the p-adic
completion of a free Rp-module by Lemma 2.3.8.
We remark that arbitrary direct products of flat R-modules are flat, since
R is Noetherian. Hence, if Tp is the p-adic completion of a free Rp module for
each p ∈ SpecR, then ∏p∈SpecR Tp is a cotorsion flat R-module. Conversely,
the following fact holds.
Proposition 2.5.1 (Enochs [13]). Let F be a cotorsion flat R-module. Then
there is an isomorphism
F ∼=
∏
p∈SpecR
Tp,
where Tp is the p-adic completion of a free Rp module.
Proof. See [13, Theorem] or [15, Theorem 5.3.28].
Let S be a multiplicatively closed subset of R and a be an ideal of R. For
a cotorsion flat R-module F , we have RHomR(S
−1R,F ) ∼= HomR(S−1R,F )
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and LΛV (a) F ∼= ΛV (a)F . Moreover, by Proposition 2.5.1, we may regard F
as an R-module of the form
∏
p∈SpecR Tp. Then it holds that
RHomR(S
−1R,
∏
p∈SpecR
Tp) ∼= HomR(S−1R,
∏
p∈SpecR
Tp) ∼=
∏
p∈US
Tp.(2.5.2)
This fact appears implicitly in [47, §5.2]. Furthermore we have
LΛV (a)
∏
p∈SpecR
Tp ∼= ΛV (a)
∏
p∈SpecR
Tp ∼=
∏
p∈V (a)
Tp.(2.5.3)
One can show (2.5.2) and (2.5.3) by Lemma 2.3.1 and (2.2.9). See also the
recent paper [44, Lemma 2.2] of Thompson.
Let F be a cotorsion flat R-module with cosuppF ⊆ W for a subset W
of SpecR. Then it follows from Proposition 2.5.1 that F is isomorphic to an
R-module of the form
∏
p∈W Tp. More precisely, using Lemma 2.2.4, (2.5.2)
and (2.5.3), one can show the following corollary, which is essentially proved
in [15, Lemma 8.5.25].
Corollary 2.5.4. Let F be a cotorsion flat R-module, and set W = cosuppF .
Then we have an isomorphism
F ∼=
∏
p∈W
Tp,
where Tp is of the form (
⊕
Bp
Rp)
∧
p with Bp = dimκ(p) HomR(Rp, F )⊗R κ(p).
2.6 Complexes of cotorsion flat modules and
cosupport
In this section, we study the cosupport of a complex X consisting of cotorsion
flat R-modules. As a consequence, we obtain an explicit way to calculate
γV cX and λ
VX for a specialization-closed subset V of SpecR.
Notation 2.6.1. Let W be a subset of SpecR. Let X be a complex of
cotorsion flat R-modules such that cosuppX i ⊆ W for all i ∈ Z. Under
Corollary 2.5.4, we use a presentation of the following form;
X = (· · · →
∏
p∈W
T ip →
∏
p∈W
T i+1p → · · · ),
where X i =
∏
p∈SpecR T
i
p and T
i
p is the p-adic completion of a free Rp-module.
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Remark 2.6.2. Let X = (· · · → ∏p∈SpecR T ip → ∏p∈SpecR T i+1p → · · · ) be a
complex of cotorsion flat R-modules. Let V be a specialization-closed subset
of SpecR. By Lemma 2.3.1, we have HomR(
∏
p∈V c T
i
p ,
∏
p∈V T
i+1
p ) = 0 for
all i ∈ Z. Therefore Y = (· · · → ∏p∈V c T ip → ∏p∈V c T i+1p → · · · ) is a
subcomplex of X, where the differentials in Y are the restrictions of ones in
X.
We say that a complex X of R-modules is left (resp. right) bounded if
X i = 0 for i  0 (resp. i  0). When X is left and right bounded, X is
called bounded.
Proposition 2.6.3. Let W be a subset of SpecR and X be a complex of
cotorsion flat R-modules such that cosuppX i ⊆ W for all i ∈ Z. Suppose
that one of the following conditions holds;
(1) X is left bounded;
(2) W is equal to V (a) for an ideal a of R;
(3) W is generalization-closed;
(4) dimW is finite.
Then it holds that cosuppX ⊆ W , i.e., X ∈ CW .
To prove this proposition, we use the next elementary lemma. In the
lemma, for a complex X and n ∈ Z, we define the truncations τ≤nX and
τ>nX as follows (cf. [22, Chapter I, §7]):
τ≤nX = (· · · → Xn−1 → Xn → 0→ · · · )
τ>nX = (· · · → 0→ Xn+1 → Xn+2 → · · · )
Lemma 2.6.4. Let W be a subset of SpecR. We assume that τ≤nX ∈ CW
(resp. τ>nX ∈ LW ) for all n ≥ 0 (resp. n < 0). Then we have X ∈ CW
(resp. X ∈ LW ).
Recall that CW (resp. LW ) is closed under arbitrary direct products
(resp. sums). Then one can show this lemma by using homotopy limit (resp.
colimit), see [5, Remark 2.2, Remark 2.3].
Proof of Proposition 2.6.3. Case (1): We have τ≤nX ∈ CW for all n ≥ 0,
since τ≤nX are bounded. Thus Lemma 2.6.4 implies that X ∈ CW .
Case (2): By (2.2.9), Proposition 2.2.5 and (2.5.3), it holds that λV (a)X ∼=
LΛV (a) X ∼= ΛV (a)X ∼= X. Hence X belongs to CV (a).
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Case (3): It follows from the case (1) that τ>nX ∈ CW for all n < 0.
Moreover, we have CW = LW by Lemma 2.3.1. Thus Lemma 2.6.4 implies
that X ∈ LW = CW .
Case (4): Under Notation 2.6.1, we write X i =
∏
p∈W T
i
p for i ∈ Z. Set
n = dimW , and use induction on n. First, suppose that n = 0. It is seen
from Remark 2.6.2 that X is the direct product of complexes of the form
Y {p} = (· · · → T ip → T i+1p → · · · ) for p ∈ W . Furthermore, by the cases
(2) and (3), we have cosuppY {p} ⊆ V (p) ∩ U(p) = {p}. Thus it holds that
X ∼= ∏p∈W Y {p} ∈ CW .
Next, suppose that n > 0. Set W0 = maxW and W1 = W\W0. We write
Y = (· · · → ∏p∈W1 T ip → ∏p∈W1 T i+1p → · · · ), which is a subcomplex of X
by Remark 2.6.2. Hence there is a short exact sequence of complexes;
0 −−−→ Y −−−→ X −−−→ X/Y −−−→ 0,
where X/Y = (· · · → ∏p∈W0 T ip → ∏p∈W0 T i+1p → · · · ). Note that dimW0 =
0 and dimW1 = n − 1. Then we have cosuppX/Y ⊆ W0, by the argument
above. Moreover the inductive hypothesis implies that cosuppY ⊆ W1.
Hence it holds that cosuppX ⊆ W0 ∪W1 = W .
Under some assumption, it is possible to extend the condition (4) in
Proposition 2.6.3 to the case where dimW is infinite, see Remark 2.7.15.
Corollary 2.6.5. Let X be a complex of cotorsion flat R-modules and W be
a specialization-closed subset of SpecR. Under Notation 2.6.1, we write
X = (· · · →
∏
p∈SpecR
T ip →
∏
p∈SpecR
T i+1p → · · · ).
Suppose that one of the conditions in Proposition 2.6.3 holds. Then it holds
that
γW cX ∼=(· · · →
∏
p∈W c
T ip →
∏
p∈W c
T i+1p → · · · ),
λWX ∼=(· · · →
∏
p∈W
T ip →
∏
p∈W
T i+1p → · · · ).
Proof. Since Y = (· · · → ∏p∈W c T ip → ∏p∈W c T i+1p → · · · ) is a subcomplex
of X by Remark 2.6.2, there is a triangle
Y −−−→ X −−−→ X/Y −−−→ Y [1],
where X/Y = (· · · → ∏p∈W T ip → ∏p∈W T i+1p → · · · ). By Proposition 2.6.3,
we have X/Y ∈ CW . Moreover, since W c is generalization-closed, it holds
that Y ∈ CW c = ⊥CW by Proposition 2.6.3 and Lemma 2.3.1. Therefore we
conclude that γW cX ∼= Y and λWX ∼= X/Y by Lemma 2.2.6.
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Let X be a complex of cotorsion flat R-modules and S be a multiplica-
tively closed subset of R. We assume that X is left bounded, or dimR is
finite. It then follows from the corollary and (2.5.2) that
γUSX
∼= (· · · →
∏
p∈US
T ip →
∏
p∈US
T i+1p → · · · ) ∼= HomR(S−1R,X).
We now recall that γUS
∼= RHomR(S−1R,−), see Proposition 1.3.1. Hence
it holds that RHomR(S
−1R,X) ∼= HomR(S−1R,X). This fact also follows
from Lemma 2.9.1.
2.7 Localization functors via Cˇech complexes
In this section, we introduce a new notion of Cˇech complexes to calculate
λWX, where W is a general subset W of SpecR and X is a complex of flat
R-modules.
We first make the following notations.
Notation 2.7.1. Let W be a subset of SpecR with dimW = 0. We define
a functor λ¯W : ModR→ ModR by
λ¯W =
∏
p∈W
ΛV (p)(−⊗R Rp).
For a prime ideal p in W , we write η¯{p} : idModR → λ¯{p} = ΛV (p)(− ⊗R Rp)
for the composition of the natural morphisms idModR → (−) ⊗R Rp and
(−) ⊗R Rp → ΛV (p)(− ⊗R Rp). Moreover, η¯W : idModR → λ¯W =
∏
p∈W λ¯
{p}
denotes the product of the morphisms η¯{p} for p ∈ W .
Notation 2.7.2. Let {Wi}0≤i≤n be a family of subsets of SpecR, and suppose
that dimWi = 0 for 0 ≤ i ≤ n. For a sequence (im, . . . i1, i0) of integers with
0 ≤ i0 < i1 < · · · < im ≤ n, we write
λ¯(im,...i1,i0) = λ¯Wim · · · λ¯Wi1 λ¯Wi0 .
If the sequence is empty, then we use the general convention that λ( ) =
idModR. For an integer s with 0 ≤ s ≤ m, η¯Wis : idModR → λ¯(is) induces a
morphism
λ¯(im,...,is+1)η¯Wis λ¯(is−1,...,i0) : λ¯(im,...,îs,...,i0) −→ λ¯(im,...,i0),
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where we mean by îs that is is omitted. We set
∂m−1 :
∏
0≤i0<···<im−1≤n
λ¯(im−1,...,i0) −→
∏
0≤i0<···<im≤n
λ¯(im,...,i0)
to be the product of the morphisms λ¯(im,...,îs,...,i0) → λ¯(im,...,i0) multiplied by
(−1)s.
Remark 2.7.3. Let W0,W1 ⊆ SpecR be subsets such that dimW0 =
dimW1 = 0. As with Remark 2.3.14 (ii), the following diagram is com-
mutative:
idModR
η¯W0−−−→ λ¯W0yη¯W1 yη¯W1 λ¯W0
λ¯W1
λ¯W1 η¯W0−−−−−→ λ¯W1λ¯W0
Definition 2.7.4. Let W = {Wi}0≤i≤n be a family of subsets of SpecR, and
suppose that dimWi = 0 for 0 ≤ i ≤ n. By Remark 2.7.3, it is possible to
construct a Cˇech complex of functors of the following form;∏
0≤i0≤n
λ¯(i0)
∂0−→
∏
0≤i0<i1≤n
λ¯(i1,i0)→ · · · →
∏
0≤i0<···<in−1≤n
λ¯(in−1,...,i0)
∂n−1−−−→ λ¯(n,...,0),
which we denote by LW and call it the Cˇech complex with respect to W.
For an R-module M , LWM denotes the complex of R-modules obtained
by LW in a natural way, where it is concentrated in degrees from 0 to n. We
call LWM the Cˇech complex of M with respect to W. Note that there is a
chain map `WM : M → LWM induced by the map M → ∏0≤i0≤n λ¯(i0)M in
degree 0, which is the product of η¯Wi0M : M → λ¯(i0)M for 0 ≤ i0 ≤ n.
More generally, we regard every term of LW as a functor C(ModR) →
C(ModR), where C(ModR) denotes the category of complexes ofR-modules.
Then LW naturally sends a complex X to a double complex, which we de-
note by LWX. Furthermore, we write totLWX for the total complex of
LWX. The family of chain maps `WXj : Xj → LWXj for j ∈ Z induces a
morphism X → LWX as double complexes, from which we obtain a chain
map `WX : X → totLWX.
Remark 2.7.5. (i) We regard totLW as a functor C(ModR)→ C(ModR).
Then `W is a morphism idC(ModR) → totLW of functors. Moreover, if M is
an R-module, then totLWM = LWM .
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(ii) Let a, b ∈ Z ∪ {±∞} with a ≤ b and X be a complex of R-modules
such that X i = 0 for i /∈ [a, b]. Then it holds that (totLWX)i = 0 for
i /∈ [a, b+ n], where n is the number given to W = {Wi}0≤i≤n.
(iii) Let X be a complex of flat R-modules. Then we see that totLWX
consists of cotorsion flat R-modules with cosupports in
⋃
0≤i≤nWi.
Definition 2.7.6. Let W be a non-empty subset of SpecR and {Wi}0≤i≤n
be a family of subsets of W . We say that {Wi}0≤i≤n is a system of slices of
W if the following conditions hold:
1. W =
⋃
0≤i≤nWi;
2. Wi ∩Wj = ∅ if i 6= j;
3. dimWi = 0 for 0 ≤ i ≤ n;
4. Wi is specialization-closed in
⋃
i≤j≤nWj for each 0 ≤ i ≤ n.
Compare this definition with the filtrations discussed in [22, Chapter IV;
§3].
If dimW is finite, then there exists at least one system of slices of W .
Conversely, if there is a system of slices of W , then dimW is finite.
Proposition 2.7.7. Let W be a subset of SpecR and W = {Wi}0≤i≤n be a
system of slices of W . Then, for any flat R-module F , there is an isomor-
phism in D;
λWF ∼= LWF.
Under this isomorphism, `WF : F → LWF coincides with ηWF : F → λWF
in D.
Proof. We use induction on n, which is the number given to W = {Wi}0≤i≤n.
Suppose that n = 0. It then holds that LWF = λ¯W0F = λ¯WF and `WF =
η¯W0F = η¯WF . Hence this proposition follows from Theorem 2.3.10.
Next, suppose that n > 0, and write U =
⋃
1≤i≤nWi. Setting Ui−1 = Wi,
we obtain a system of slices U = {Ui}0≤i≤n−1 of U . Consider the following
two squares, where the first (resp. second) one is in C(ModR) (resp. D):
F
η¯W0F−−−→ λ¯W0Fy`UF y`Uλ¯W0F
LUF
LUη¯W0F−−−−−→ LUλ¯W0F
F
ηW0F−−−→ λW0FyηUF yηUλW0F
λUF
λUηW0F−−−−−→ λUλW0F
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By Remark 2.7.5 (i) and Remark 2.3.14 (ii), both of them are commutative.
Moreover, λUηW0F is the unique morphism which makes the right square
commutative, because λU is a left adjoint to the inclusion functor CU ↪→
D. Then, regarding the left one as being in D, we see from the inductive
hypothesis that the left one coincides with the right one in D.
Let g¯ : LUF ⊕ λ¯W0F → LUλ¯W0F and h¯ : F → LUF ⊕ λ¯W0F be chain maps
represented by the following matrices;
g¯ =
(
LUη¯W0F (−1) · `Uλ¯W0X ) , h¯ = ( `UF
η¯W0F
)
.
Notice that the mapping cone of g¯[−1] is nothing but LWF . Then we can
obtain the following morphism of triangles, where it is regarded as being in
D:
F [−1] −−−→ F [−1] −−−→ 0 −−−→ Fy`WF [−1] yh¯[−1] y y`WF
LWF [−1] −−−→ (LUF ⊕ λ¯W0F )[−1] g¯[−1]−−−→ LUλ¯W0F [−1] −−−→ LWF
(2.7.8)
Therefore, by Theorem 2.3.15 and Remark 2.3.19, there is an isomorphism
λWF ∼= LWF such that `WF coincides with ηWF under this isomorphism.
The following corollary is one of the main results of this chapter.
Corollary 2.7.9. Let W and W = {Wi}0≤i≤n be as above. Let X be a
complex of flat R-modules. Then there is an isomorphism in D;
λWX ∼= totLWX.
Under this isomorphism, `WX : X → totLWX coincides with ηWX : X →
λWX in D.
Proof. We embed `WX : X → totLWX into a triangle
C −−−→ X `WX−−−→ totLWX −−−→ C[1].
Proposition 2.6.3 and Remark 2.7.5 (iii) imply that totLWX ∈ CW . Thus it
suffices to show that λWiC = 0 for each i, by Lemma 2.2.6 and Remark 2.2.7
(i). For this purpose, we prove that λWi`WX is an isomorphism in D. This
is equivalent to showing that λ¯Wi`WX is a quasi-isomorphism, since X and
totLWX consist of flat R-modules.
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Consider the natural morphism X → LWX as double complexes, which
is induced by the chain maps `WXj : Xj → LWXj for j ∈ Z. To prove
that λ¯Wi`WX is a quasi-isomorphism, it is enough to show that λ¯Wi`WXj is
a quasi-isomorphism for each j ∈ Z, see [26, Theorem 12.5.4]. Furthermore,
by Proposition 2.7.7, each `WXj coincides with ηWXj : Xj → λWXj in
D. Since Wi ⊆ W , it follows from Remark 2.2.7 (ii) that λWiηWXj is an
isomorphism in D. This means that λ¯Wi`WXj is a quasi-isomorphism.
Let W be a subset of SpecR, and suppose that n = dimW is finite.
Then Corollary 2.7.9 implies λWR ∈ D[0,n]. We give an example such that
Hn(λWR) 6= 0.
Example 2.7.10. Let (R,m) be a local ring of dimension d ≥ 1. Then we
have dimV (m)c = d− 1. By Lemma 2.2.6, there is a triangle
γV (m)R −−−→ R −−−→ λV (m)cR −−−→ γV (m)R[1].
Since RΓV (m) ∼= γV (m) by (2.2.10), Grothendieck’s non-vanishing theorem
implies that Hd(γV (m)R) is non-zero. Then we see from the triangle that
Hd−1(λV (m)
c
R) 6= 0.
We denote by D− the full subcategory of D consisting of complexes X
such that H i(X) = 0 for i 0. Let W be a subset of SpecR and X ∈ D−.
If dimW is finite, then we have λWR ∈ D− by Corollary 2.7.9. However, as
shown in the following example, it can happen that λWR /∈ D− when dimW
is infinite.
Example 2.7.11. Assume that dimR = +∞, and set W = max(SpecR).
Then it holds that dimW = 0 and dimW c = +∞. Since each m ∈ W is
maximal, there are isomorphisms
γW ∼= RΓW ∼=
⊕
m∈W
RΓV (m) .
Thus we see from Example 2.7.10 that γWR /∈ D−. Then, considering the
triangle
γWR −−−→ R −−−→ λW cR −−−→ γWR[1],
we have λW
c
R /∈ D−.
Let W be a subset of SpecR and X ∈ CW . Then ηWX : X → λWX is
an isomorphism in D. Thus Remark 2.7.5 (iii) and Corollary 2.7.9 yield the
following result.
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Corollary 2.7.12. Let W be a subset of SpecR, and W = {Wi}0≤i≤n be a
system of slices of W . Let X be a complex of flat R-modules with cosuppX ⊆
W . Then the chain map `WX : X → totLWX is a quasi-isomorphism, where
totLWX consists of cotorsion flat R-modules with cosupports in W .
Remark 2.7.13. If d = dimR is finite, then any complex Y is quasi-
isomorphic to a K-flat complex consisting of cotorsion flat R-modules. To
see this, set Wi = { p ∈ SpecR | dimR/p = i } for 0 ≤ i ≤ d. Then W =
{Wi}0≤i≤d is a system of slices of SpecR. We take a K-flat resolution X
of Y such that X consists of flat R-modules. Corollary 2.7.12 implies that
`WX : X → totLWX is a quasi-isomorphism, and totLWX consists of cotor-
sion flat R-modules. At the same time, the chain maps `WX i : X i → LWX i
are quasi-isomorphisms for all i ∈ Z. Then it is not hard to see that the
mapping cone of `WX is K-flat. Thus totLWX is K-flat.
By Proposition 2.6.3 and Corollary 2.7.12, we have the next result.
Corollary 2.7.14. Let W be a subset of SpecR such that dimW is finite.
Then a complex X ∈ D belongs to CW if and only if X is isomorphic to
a complex Z of cotorsion flat R-modules such that cosuppZi ⊆ W for all
i ∈ Z.
Remark 2.7.15. If dimW is infinite, it is possible to construct a similar
family to systems of slices. We first put W0 = maxW . Let i > 0 be
an ordinal, and suppose that subsets Wj of W are defined for all j < i.
Then we put Wi = max(W\
⋃
j<iWi). In this way, we obtain the smallest
ordinal o(W ) satisfying the following conditions: (1) W =
⋃
0≤i<o(W ) Wi;
(2) Wi ∩ Wj = ∅ if i 6= j; (3) dimWi ≤ 0 for 0 ≤ i < o(W ); (4) Wi is
specialization-closed in
⋃
i≤j<o(W ) Wj for each 0 ≤ i < o(W ).
One should remark that the ordinal o(W ) can be uncountable in general,
see [18, p. 48, Theorem 9.8]. However, if R is an infinite dimensional com-
mutative Noetherian ring given by Nagata [31, Appendix A1; Example 1],
then o(W ) is at most countable. Moreover, using transfinite induction, it is
possible to extend the condition (4) in Proposition 2.6.3 and Corollary 2.6.5
to the case where o(W ) is countable. One can also extend Corollary 2.7.14
to the case where o(W ) is countable.
Using Theorem 2.3.22 and results in §1.3, it is possible to give a similar
result to Corollary 2.7.9, for colocalization functors γW and complexes of
injective R-modules.
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2.8 Cˇech complexes and complexes of finitely
generated modules
Let W be a subset of SpecR and W = {Wi}0≤i≤n be a system of slices of
W . In this section, we prove that λWY is isomorphic to totLWY if Y is a
complex of finitely generated R-modules.
We denote by Dfg the full subcategory of D consisting of all complexes
with finitely generated cohomology modules, and set D−fg = D− ∩ Dfg. We
first prove the following proposition.
Proposition 2.8.1. Let W be a subset of SpecR such that dimW is finite.
Let X, Y ∈ D. We suppose that one of the following conditions holds;
(1) X ∈ D− and Y ∈ D−fg;
(2) X is a bounded complex of flat R-modules and Y ∈ Dfg.
Then there are natural isomorphisms
(γW cX)⊗LR Y ∼= γW c(X ⊗LR Y ), (λWX)⊗LR Y ∼= λW (X ⊗LR Y ).
For X ∈ D and n ∈ Z, we define the cohomological truncations σ≤nX
and σ>nX as follows (cf. [22, Chapter I; §7]):
σ≤nX = (· · · → Xn−2 → Xn−1 → Ker dnX → 0→ · · · )
σ>nX = (· · · → 0→ Im dnX → Xn+1 → Xn+2 → · · · )
Proof of Proposition 2.8.1. Apply (−)⊗LR Y to the triangle γW cX → X →
λWX → γW cX[1], and we obtain the following triangle;
(γW cX)⊗LR Y −−−→ X ⊗LR Y −−−→ (λWX)⊗LR Y −−−→ (γW cX)⊗LR Y [1].
Since supp γW cX ⊆ W c, it holds that supp(γW cX)⊗LR Y ⊆ W c, that is,
(γW cX)⊗LR Y ∈ LW c . Hence it remains to show that (λWX)⊗LR Y ∈ CW , see
Lemma 2.2.6.
Case (1): We remark that X is isomorphic to a right bounded com-
plex of flat R-modules. Then it is seen from Corollary 2.7.9 that λWX
is isomorphic to a right bounded complex Z of cotorsion flat R-modules
such that cosuppZi ⊆ W for all i ∈ Z. Furthermore, Y is isomorphic to
a right bounded complex P of finite free R-modules. Hence it follows that
X ⊗LR Y ∼= Z⊗RP , where the second one consists of cotorsion flat R-modules
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with cosupports in W . Then we have X ⊗LR Y ∼= Z⊗RP ∈ CW by Proposition
2.6.3.
Case (2): By Corollary 2.7.9, λWX is isomorphic to a bounded complex
consisting of cotorsion flat R-modules with cosupports in W . Thus it is
enough to prove that Z ⊗R Y ∈ CW for a cotorsion flat R-module Z with
cosuppZ ⊆ W .
We consider the triangle σ≤nY → Y → σ>nY → σ≤nY [1] for an integer
n. Applying Z ⊗R (−) to this triangle, we obtain the following one;
Z ⊗R σ≤nY −−−→ Z ⊗R Y −−−→ Z ⊗R σ>nY −−−→ Z ⊗R σ≤nY [1].
Let p ∈ W c. The case (1) implies that Z⊗R σ≤nY ∈ CW for any n ∈ Z, since
λWZ ∼= Z. Thus, applying RHomR(κ(p),−) to the triangle above, we have
RHomR(κ(p), Z ⊗R Y ) ∼= RHomR(κ(p), Z ⊗R σ>nY ).
Furthermore, taking a projective resolution P of κ(p), we have
RHomR(κ(p), Z ⊗R σ>nY ) ∼= HomR(P,Z ⊗R σ>nY ).
Let j be any integer. To see that RHomR(κ(p), Z ⊗R Y ) = 0, it suf-
fices to show that there exists an integer n such that H0(HomR(P [j], Z ⊗R
σ>nY )) = 0. Note that P
i = 0 for i > 0. Moreover, each element of
H0(HomR(P [j], Z ⊗R σ>nY )) ∼= HomD(P [j], Z ⊗R σ>nY ) is represented by a
chain map P [j]→ Z⊗R σ>nY . Therefore it holds that H0(HomR(P [j], Z⊗R
σ>nY )) = 0 if n > −j.
Remark 2.8.2. (i) In the proposition, we can remove the finiteness condition
on dimW if W = V (a) for an ideal a. In such case, we need only use a-adic
completions of free R-modules instead of cotorsion flat R-modules.
(ii) If W is a generalization-closed subset of SpecR, then the isomor-
phisms in the proposition hold for any X, Y ∈ D because γW c is isomorphic
to RΓW c .
Let W be a subset of SpecR and W = {Wi}0≤i≤n be a system of slices of
W . Let Y ∈ Dfg. By Proposition 2.8.1 and Proposition 2.7.7, we have
λWY ∼= (λWR)⊗LR Y ∼= (LWR)⊗R Y.(2.8.3)
Let F be a flat R-module and M be a finitely generated R-module. Then
we see from Lemma 2.2.3 that
(λ¯WiF )⊗RM ∼= λ¯Wi(F ⊗RM).
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This fact ensures that (λ¯(im,...i1,i0)R) ⊗R M ∼= λ¯(im,...i1,i0)M . Thus, if Y is a
complex of finitely generated R-modules, then there is a natural isomorphism
(LWR)⊗R Y ∼= totLWY(2.8.4)
in C(ModR). By (2.8.3) and (2.8.4), we have shown the following proposi-
tion.
Proposition 2.8.5. Let W be a subset of SpecR and W = {Wi}0≤i≤n be a
system of slices of W . Let Y be a complex of finitely generated R-modules.
Then there is an isomorphism in D;
λWY ∼= totLWY.
Under this identification, `WY : Y → totLWY coincides with ηWY : Y →
λWY in D.
We see from (2.8.4) and the remark below that it is also possible to give a
quick proof of this proposition, provided that Y is a right bounded complex
of finitely generated R-modules.
Remark 2.8.6. Let W be a subset of SpecR and W = {Wi}0≤i≤n be a
system of slices of W . We denote by K(ModR) the homotopy category of
complexes of R-modules. Note that totLW induces a triangulated functor
K(ModR) → K(ModR), which we also write totLW. Then it is seen from
Corollary 2.7.9 that λW : D → D is isomorphic to the left derived functor of
totLW : K(ModR)→ K(ModR).
Let W be a subset of SpecR such that n = dimW is finite. By Corollary
2.8.5, if an R-module M is finitely generated, then λWM ∈ D[0,n]. On
the other hand, since λV (a) ∼= LΛV (a) for an ideal a, it can happen that
H i(λWM) 6= 0 for some i < 0 when M is not finitely generated, see Example
1.5.3.
Remark 2.8.7. Let n ≥ 0 be an integer. Let ai be ideals of R and Si
be multiplicatively closed subsets of R for 0 ≤ i ≤ n. In Notation 2.7.2
and Definition 2.7.4, one can replace λ¯(i) = λ¯Wi by ΛV (ai)(− ⊗R S−1i R), and
construct a kind of Cˇech complexes. For the Cˇech complex and λW with
W =
⋃
0≤i≤n(V (ai) ∩ USi), it is possible to show similar results to Corollary
2.7.9 and Proposition 2.8.5, provided that one of the following conditions
holds: (1) V (ai)∩USi is specialization-closed in
⋃
i≤j≤n(V (aj)∩USj) for each
0 ≤ i ≤ n; (2) V (ai)∩USi is generalization-closed in
⋃
0≤j≤i(V (aj)∩USj) for
each 0 ≤ i ≤ n.
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2.9 Cˇech complexes and complexes of pure-
injective modules
In this section, as an application, we give a functorial way to construct a
quasi-isomorphism from a complex of flat R-modules or a complex of finitely
generated R-modules to a complex of pure-injective R-modules.
We start with the following well-known fact.
Lemma 2.9.1. Let X be a complex of flat R-modules and Y be a complex of
cotorsion R-modules. We assume that one of the following conditions holds:
(1) X is a right bounded and Y is left bounded;
(2) X is bounded and dimR is finite.
Then we have RHomR(X, Y ) ∼= HomR(X, Y ).
One can prove this lemma by [26, Theorem 12.5.4] and Theorem 2.4.1.
Next, we recall the notion of pure-injective modules and resolutions. We
say that a morphism f : M → N of R-modules is pure if f ⊗R L is a
monomorphism in ModR for any R-module L. Moreover an R-module P is
called pure-injective if HomR(f, P ) is an epimorphism in ModR for any pure
morphism f : M → N of R-modules. Clearly, all injective R-modules are
pure-injective. Furthermore, all pure-injective R-modules are cotorsion, see
[15, Lemma 5.3.23].
Let M be an R-module. A complex P together with a quasi-isomorphism
M → P is called a pure-injective resolution of M if P consists of pure-
injective R-modules and P i = 0 for i < 0. It is known that any R-module
has a minimal pure-injective resolution, which is constructed by using pure-
injective envelopes, see [14] and [15, Example 6.6.5, Definition 8.1.4]. More-
over, if F is a flat R-module and P is a pure-injective resolution of M , then
we have RHomR(F,M) ∼= HomR(F, P ) by Lemma 2.9.1.
Now we observe that any cotorsion flat R-module is pure-injective. Con-
sider an R-module of the form (
⊕
B Rp)
∧
p with some index set B and a prime
ideal p, which is a cotorsion flat R-module. Writing ER(R/p) for the injective
hull of R/p, we have
(
⊕
B
Rp)
∧
p
∼= HomR(ER(R/p),
⊕
B
ER(R/p)),
see [15, Theorem 3.4.1]. Tensor-hom adjunction implies that HomR(M, I)
is pure-injective for any R-module M and any injective R-module I. Hence
51
(
⊕
B Rp)
∧
p is pure-injective. Thus we see that any cotorsion flat R-module is
pure-injective, see Proposition 2.5.1.
There is another example of pure-injective R-modules. Let M be a finitely
generated R-module. Using Five Lemma, we are able to prove an isomor-
phism
HomR
(
ER(R/p),
⊕
B
ER(R/p)
)⊗RM
∼= HomR
(
HomR(M,ER(R/p)),
⊕
B
ER(R/p)
)
.
Therefore (
⊕
B Rp)
∧
p⊗RM is pure-injective; it is also isomorphic to (
⊕
BMp)
∧
p
by Lemma 2.2.3. Moreover, Proposition 2.8.1 implies that
cosupp(
⊕
B
Mp)
∧
p ⊆ {p}.
By the above observation, we see that Corollary 2.7.12, (2.8.4) and Propo-
sition 2.8.5 yield the following theorem, which is one of the main results of
this chapter.
Theorem 2.9.2. Let W be a subset of SpecR and W = {Wi}0≤i≤n be a
system of slices of W . Let Z be a complex of flat R-modules or a complex
of finitely generated R-modules. We assume that cosuppZ ⊆ W . Then
`WZ : Z → totLWZ is a quasi-isomorphism, where totLWZ consists of
pure-injective R-modules with cosupports in W .
Remark 2.9.3. Let N be a flat or finitely generated R-module. Suppose
that d = dimR is finite. Set Wi = { p ∈ SpecR | dimR/p = i } and W =
{Wi}0≤i≤d. By Theorem 2.9.2, we obtain a pure-injective resolution `WN :
N → LWN of N , that is, there is an exact sequence of R-modules of the
following form:
0→ N →
∏
0≤i0≤d
λ¯(i0)N →
∏
0≤i0<i1≤d
λ¯(i1,i0)N → · · · → λ¯(d,...,0)N → 0
We remark that, in C(ModR), LWN need not be isomorphic to a mini-
mal pure-injective resolution P of N . In fact, when N is a projective or
finitely generated R-module, it holds that P 0 ∼= ∏m∈W0 N̂m = λ¯(0)N (cf.
[46, Theorem 3] and [15, Remark 6.7.12]), while (LWN)0 =
∏
0≤i0≤d λ¯
(i0)N .
Furthermore, Enochs [14, Theorem 2.1] proved that if N is flat R-module,
then P i is of the form
∏
p∈W≥i T
i
p for 0 ≤ i ≤ d (cf. Notation 2.6.1), where
W≥i = { p ∈ SpecR | dimR/p ≥ i }.
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On the other hand, for a flat or finitely generated R-module N , the dif-
ferential maps in the pure-injective resolution LWN are concretely described.
In addition, our approach based on the localization functor λW and the Cˇech
complex LW provide a natural morphism `W : idC(ModR) → totLW which in-
duces isomorphisms in D for all complexes of flat R-modules and complexes
of finitely generated R-modules. The reader should also compare Theorem
2.9.2 with [44, Proposition 5.9].
We close this chapter with the following example of Theorem 2.9.2.
Example 2.9.4. Let R be a 2-dimensional local domain with quotient field
Q. Let W = {Wi}0≤i≤2 be as in Remark 2.9.3. Then LWR is a pure-injective
resolution of R, and LWR is of the following form:
0→ Q⊕ (
∏
p∈W1
R̂p)⊕ R̂→ (
∏
p∈W1
R̂p)(0) ⊕ (R̂)(0) ⊕
∏
p∈W1
(̂R̂)p → (
∏
p∈W1
(̂R̂)p)(0) → 0
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3. Cosupports of affine rings
3.1 Introduction
This chapter is based on the author’s paper [35]. Let R be a commutative
Noetherian ring. We denote by D(R) the unbounded derived category of
R. Note that the objects of D(R) are complexes of R-modules, which are
cohomologically indexed;
X = (· · · → X i−1 → X i−1 → X i+1 → · · · ).
The (small) support of X ∈ D(R) is defined as
suppRX =
{
p ∈ SpecR ∣∣ X ⊗LR κ(p) 6= 0 } ,
where κ(p) = Rp/pRp. Let a be an ideal of R, and write Γa for the a-torsion
functor lim−→HomR(R/a
n,−) on the category ModR of R-modules. Then we
have suppR RΓaX ⊆ V (a) for any X ∈ D(R).
The cosupport of X ∈ D(R) is defined as
cosuppRX = { p ∈ SpecR | RHomR(κ(p), X) 6= 0 } .
We write Λa for the a-adic completion functor lim←−(− ⊗R R/a
n) on ModR.
Greenlees and May [21] proved that the left derived functor LΛa : D(R) →
D(R) is a right adjoin to RΓa : D(R) → D(R), see also [28, §4; p. 69]. It
follows from the adjointness property that cosuppR LΛ
aX ⊆ V (a) for any
X ∈ D(R).
If M is a finitely generated R-module, Nakayama’s lemma implies that
suppRM = SuppRM = { p ∈ SpecR |Mp 6= 0 }. In particular, suppRR is
nothing but SpecR. However, it is not easy to compute cosuppRR in general.
Since LΛaR ∼= ΛaR, the cosupport of ΛaR is contained in V (a). Hence
we have cosuppR ⊆ V (cR), where cR denotes the sum of all ideals a such
that R is a-adically complete. In [40, Question 6.13], Sather-Wagstaff and
Wicklein questioned whether the equality cosuppRR = V (cR) holds for any
commutative Noetherian ring R or not. Thompson [43, Example 5.6] gave
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a negative answer to this question. He proved that if k is a field and R =
k[[X]][Y ], then cosuppRR is strictly contained in V (cR). Moreover, it was
also shown that the cosupport of this ring is not Zariski closed.
Following [43], we say that a commutative Noetherian ring R has full-
cosupport if cosuppRR is equal to SpecR. Let k be a field and R be the
polynomial ring k[X1, . . . , Xn] in n variables over k. Then, since cR = (0),
we expect that cosuppRR = SpecR. Indeed, this is true.
Theorem 3.1.1. Let k be a field and n be a non-negative integer. The
polynomial ring k[X1, . . . , Xn] has full-cosupport.
Surprisingly, this fact was known only in the case where n ≤ 2 or k is
countable, see [43, Theorem 4.11]. See also [40, Question 6.16], [4, Proposi-
tion 4.18] and [20, Proposition 3.2].
We say that R is an affine ring over a field k if R is finitely generated as
a k-algebra. By Theorem 3.1.1, we can show the following corollary, which
is the main result of this chapter.
Corollary 3.1.2. Any affine ring over a field has full-cosupport.
In Section 2, we prove the two results above. Section 3 is devoted to
explain some relationship between cosupport and minimal pure-injective res-
olutions. Section 4 contains applications of the main theorem. Let k be a
field with |k| = ℵ1 and R be an affine ring over k such that dimR ≥ 2. We
specify all terms of a minimal pure-injective resolution of R. As a corollary,
it is possible to give a partial answer to Gruson’s conjecture. Suppose that
R is a polynomial ring k[X1, . . . , Xn] over a field k. The conjecture states
that ExtiR(R(0), R) 6= 0 if and only if i = inf{s+ 1, n}, where s is defined by
the equation |k| = ℵs if k is infinite, and s = 0 otherwise. We prove that this
conjecture is true when s = 1.
Acknowledgements. The author is grateful to his supervisor Yuji Yoshino
for valuable discussions and suggestions. The author also thanks Srikanth
Iyengar for many helpful comments.
3.2 Proof of main result
We start with the following lemma.
Lemma 3.2.1 (Thompson [43, Lemma 4.4]). Let ϕ : R→ S be a morphism
of commutative Noetherian rings. Suppose that ϕ is finite, i.e., S is finitely
55
generated as an R-module. Let f : SpecS → SpecR be the canonical map
defined by f(q) = ϕ−1(q) for q ∈ SpecS. Then, there is an equality
cosuppS S = f
−1(cosuppRR).
In other words, for q ∈ SpecS, we have q ∈ cosuppS S if and only if f(q) ∈
cosuppRR.
In the next section, we will give an outline of the proof of this lemma,
provided that R has finite Krull dimension.
Remark 3.2.2. Let R be a commutative Noetherian ring. We denote by 0R
the zero element of R. The following statements hold by Lemma 3.2.1.
(i) Let p be a prime ideal of R. Then we have (0R/p) ∈ cosuppR/pR/p if
and only if p ∈ cosuppRR.
(ii) Let S be an integral domain. Suppose that there is a finite morphism
ϕ : R → S of rings such that ϕ is an injection. Then we have (0S) ∈
cosuppS S if and only if (0R) ∈ cosuppRR.
We next recall a well-known description of local cohomology via Cˇech
complexes. Let R be a commutative Noetherian ring and a be an ideal of
R. Let x = {x1, . . . , xn} be a system of generators of a. In D(R), RΓaR is
isomorphism to the (extended) Cˇech complex with respect to x;
0 −→ R −→
⊕
1≤i≤n
Rxi −→
⊕
1≤i<j≤n
Rxixj −→ · · · −→ Rx1···xn −→ 0.
Here, for an element y ∈ R\{0R}, Ry denotes the localization of R with
respect to the multiplicatively closed set { yn | n ≥ 0 }. See [25, Lecture 7;
§4] for details.
Remark 3.2.3. Let k be a field and n be a non-negative integer. Set R =
k[X1, . . . , Xn] and S = k[X1, . . . , Xn+1]. Take y ∈ R\{0R}. Then S/(1 −
yXn+1) is isomorphic to Ry as a k-algebra.
Let R be a commutative Noetherian ring. When R is an integral domain,
we denote by Q(R) the quotient field of R. Moreover, for p ∈ SpecR,
ER(R/p) denotes the injective envelope of R/p.
Proof of Theorem 3.1.1. Set R = k[X1, . . . , Xn] and take p ∈ SpecR. By
Remark 3.2.2 (i), (0R/p) ∈ cosuppR/pR/p if and only if p ∈ cosuppRR. More-
over, Noether normalization theorem yields a finite map ϕ : k[X1, . . . , Xm]→
R/p of rings such that ϕ is an injection, where dimR/p = m. Therefore, by
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Remark 3.2.2 (ii), it is sufficient to show that (0R) ∈ cosuppRR for any
n ≥ 0.
We suppose that (0R) /∈ cosuppRR for some n ≥ 0, and deduce a con-
tradiction. Let p be a prime ideal of S = k[X1, . . . , Xn+1] with dimS/p = n.
By Noether normalization theorem, there is a finite morphism ψ : R → S/p
of rings such that ψ is an injection. Hence we have (0S/p) /∈ cosuppS/p S/p
by Remark 3.2.2 (ii). Consequently, for any y ∈ R\{0R}, it follows from
Remark 3.2.3 that (0Ry) /∈ cosuppRy Ry. In other words, it holds that
RHomRy(Q(Ry), Ry) = 0 in D(Ry). This implies that (0R) /∈ cosuppRRy
for any y ∈ R\{0R}, since RHomRy(Q(Ry), Ry) ∼= RHomR(Q(R), Ry) in
D(R).
Now set m = (X1, . . . , Xn) ⊆ R. Then RΓmR is isomorphic to the Cˇech
complex with respect to x = {X1, . . . , Xn}. Hence, by the above argu-
ment, we have RHomR(Q(R),RΓmR) = 0. However, there is an isomor-
phism RΓmR ∼= ER(R/m)[−n] in D(R), see [25, Theorem 11.26]. Moreover,
the canonical map R → R/m induces a non-trivial map Q(R) → ER(R/m),
since ER(R/m) is injective. Therefore RHomR(Q(R),RΓmR) must be non-
zero in D(R). This is a contradiction.
Proof of Corollary 3.1.2. When a commutative Noetherian ring R has full-
cosupport, Lemma 3.2.1 implies that R/a has full-cosupport for any ideal a
of R. Therefore, this corollary follows from Theorem 3.1.1.
Remark 3.2.4. Let k be a field and R be an affine ring over k. Let y ∈
R\{0R}. We see from Corollary 3.1.2 and Remark 3.2.3 that Ry has full-
cosupport.
Question 3.2.5. Let k be a field and n be a non-negative integer. Set
R = k[X1, . . . , Xn], and let U be a multiplicatively closed subset of R. Does
the ring U−1R have full-cosupport?
A commutative ring R is said to be essentially of finite type over a field
k when R is a localization of an affine ring over k. If the question above
is true, then any ring essentially of finite type over k has full-cosupport, by
Corollary 3.1.2.
Remark 3.2.6. Let R be a commutative Noetherian ring with finite Krull
dimension and X ∈ D(R) be a complex with finitely generated cohomology
modules. As shown in [43, Corollary 4.3], there is an equality cosuppRX =
suppRX ∩ cosuppRR, see also [40, Theorem 6.6]. Hence, if R has full-
cosupport, then we have cosuppRX = suppRX, so that the cosupport of any
finitely generated R-module M is Zariski-closed, since suppRM = SuppRM .
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Thompson [43, Example 5.7] showed that the cosupport of k[[X]][Y1, . . . , Yn]
is not Zariski-closed for n ≥ 0, where k is any field. Hence the following ques-
tion naturally arises.
Question 3.2.7. Let R be any commutative Noetherian ring. Is the cosup-
port of R specialization-closed?
3.3 Minimal pure-injective resolutions
In this section, we summarize some known facts about cosupport and minimal
pure-injective resolutions.
Let R be a commutative Noetherian ring. For p ∈ SpecR and X ∈ D(R),
it is well-known that the following bi-implications hold;
p ∈ suppRX ⇔ RΓpXp 6= 0⇔ RHomR(κ(p), Xp) 6= 0.(3.3.1)
See [17, Theorem 2.1, Theorem 4.1]. In loc. cit., it is also shown that these
conditions are equivalent to saying that LΛpXp 6= 0. Moreover, the last
condition of (3.3.1) means that p ∈ cosuppRXp. Therefore, setting X =
RHomR(Rp, Y ) for Y ∈ D(R), one can deduce the following lemma, see also
[40, Proposition 4.4].
Lemma 3.3.2. For p ∈ SpecR and Y ∈ D(R), the following bi-implications
hold;
p ∈ cosuppR Y ⇔ LΛp RHomR(Rp, Y ) 6= 0⇔ RHomR(Rp, Y )⊗LR κ(p) 6= 0.
For any X ∈ D(R), suppRX = ∅ if and only if X = 0, see [16, Lemma
2.6] or [36, Lemma 2.12]. Similarly, cosuppRX = ∅ if and only if X = 0.
This is a direct consequence of [36, Theorem 2.8]. See also [4, Theorem 4.5]
or [8, Corollary 3.3].
For an R-module M and an ideal a of R, we denote by M∧a the a-adic
completion ΛaM = lim←−M/a
n. In addition, for the localization Mp at a prime
ideal p, we also write M̂p = Λ
pMp.
Let B 6= 0 be some cardinality and ⊕B ER(R/p) be the direct sum of B-
copies of ER(R/p). We remark that suppR
⊕
B ER(R/p) = {p}. Furthermore
there is an isomorphism
HomR
(
ER(R/p),
⊕
BER(R/p)
) ∼= (⊕BRp)∧p ,(3.3.3)
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see [15, Theorem 3.4.1; (7)]. Then, tensor-hom adjunction in D(R) implies
that cosuppR(
⊕
B Rp)
∧
p = {p}. In addition, we see that (
⊕
B Rp)
∧
p is cotor-
sion, where an R-module M is said to be cotorsion if ExtiR(F,M) = 0 for any
flat R-module F and any i > 0. By [15, Theorem 5.3.28], an R-module M
is cotorsion and flat iff M is of the form
∏
p∈SpecR Tp, where Tp is the p-adic
completion of a free Rp-module.
There are two known formulas for such an R-module
∏
p∈SpecR Tp. Take
q ∈ SpecR, and write U(q) = { p ∈ SpecR | p ⊆ q }. It then holds that
HomR(Rq,
∏
p∈SpecR
Tp) ∼=
∏
p∈U(q)
Tp, Λ
q(
∏
p∈SpecR
Tp) ∼=
∏
p∈V (q)
Tp
One can deduce the first one from (3.3.3) and tensor-hom adjunction in
ModR. Furthermore, the other one holds since Λq = lim←−(− ⊗R R/q
n) com-
mutes with arbitrary direct products in ModR.
A morphism f : M → N of R-modules is called pure if f ⊗R L is an
injective map for any R-module L. We say that an R-module P is pure-
injective if HomR(f, P ) is a surjection for any pure morphism f : M → N .
It is easily seen that any pure-injective module is cotorsion.
Let (0 → M → P 0 → P 1 → · · · ) be an exact sequence of R-modules.
If every P i is pure-injective, then we call the complex P = (0 → P 0 →
P 1 → · · · ) a pure-injective resolution of M . Since each P i is cotorsion, we
have RHomR(F,M) ∼= HomR(F,X) in D(R) for a flat R-module F . Any R-
module M has a pure-injective envelope, so that there exists a minimal pure-
injective resolution of M ; (0 → PE0(M) → PE1(M) → · · · ). Moreover,
if M is flat, then each PEi(M) is isomorphic to the direct product of the
p-adic completion of a free Rp-module for p ∈ SpecR. See [15, §6.7, §8.5] for
more details.
Remark 3.3.4. Let F be a flat R-module. As mentioned above, we may
write PEi(F ) =
∏
p∈SpecR T
i
p , where T
i
p = (
⊕
Bip
Rp)
∧
p for some cardinality
Bip. We write
W≥i = { p ∈ SpecR | dimR/p ≥ i } , Wi = { p ∈ SpecR | dimR/p = i } .
It follows from [15, Corollary 8.5.10] that PEi(F ) =
∏
p∈W≥i T
i
p . In addition,
if F = R, then PE0(R) =
∏
m∈W0 R̂m, see [15, Proposition 6.7.3].
Lemma 3.3.5. Suppose that dimR is finite. Let F be a flat R-module.
Under Remark 3.3.4, we denote by (0→ ∏p∈W≥0 T 0p → ∏p∈W≥1 T 1p → · · · ) a
minimal pure-injective resolution of F . Then p ∈ cosuppR F if and only if
T ip 6= 0 for some i.
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To see this lemma, we make a remark.
Remark 3.3.6. Let P be the minimal pure-injective resolution of F in
Lemma 3.3.5. Notice that P i = 0 for i > n = dimR. Moreover, recall
that LΛpX ∼= ΛpX if X is a complex of flat R-modules with X i = 0 for
i 0. Then we see that
LΛp RHomR(Rp, F ) ∼= Λp HomR(Rp, P )
∼= (0→ T 0p → · · · → T np → 0),
RHomR(Rp, F )⊗LR κ(p) ∼= HomR(Rp, P )⊗R κ(p)
∼= (0→⊕B0p κ(p)→ · · · →⊕Bnp κ(p)→ 0),
where T ip = (
⊕
Bip
Rp)
∧
p .
Lemma 3.3.5 follows from Lemma 3.3.2, Remark 3.3.6 and the following
fact.
Lemma 3.3.7. Let F be a flat R-module and P be a minimal pure-injective
resolution of F . Then the differentials of HomR(Rp, P )⊗R κ(p) are zero.
See [15, Proposition 8.5.26] for the proof.
Lemma 3.3.5 and Lemma 3.3.7 were formulated by Thompson in more
general setting. See [43, Theorem 2.5.] and [44, Theorem 3.5].
Remark 3.3.8. By Remark 3.3.6 and Lemma 3.3.7, the cardinality Bip in
Remark 3.3.4 is nothing but dimκ(p) H
i
(
RHomR(Rp, F )⊗LR κ(p)
)
.
Proposition 3.3.9. Suppose that ϕ : R → S is a finite morphism of com-
mutative Noetherian rings. Let P be a minimal pure-injective resolution of
a flat R-module F . Then P ⊗R S is a minimal pure-injective resolution of
F ⊗R S in ModS.
See [15, Theorem 8.5.1] for the proof.
Finally, we give an outline of the proof of Lemma 3.2.1. Let ϕ : R → S
and f : SpecS → SpecR be as in the lemma. For simplicity, we assume that
the Krull dimension of R is finite. Let Bp be some cardinality for p ∈ SpecR.
Then it holds that
(
∏
p∈SpecR
(
⊕
Bp
Rp)
∧
p )⊗R S ∼=
∏
q∈SpecS
(
⊕
Bq
Sq)
∧
q ,(3.3.10)
where Bq = Bp if f(q) = p. This follows from (3.3.3) and the following
isomorphism; HomR(S,ER(R/p)) ∼=
⊕
q∈f−1(p) ES(S/q) (cf. [39, Theorem
1.1]). Thus, Lemma 3.2.1 is a consequence of Lemma 3.3.5 and Proposition
3.3.9. See Thompson’s paper [43, Lemma 4.4] for more details.
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3.4 Applications
In this section, we give a complete description of all terms in a minimal
pure-injective resolution of an affine ring R over a field k, where |k| = ℵ1
and dimR ≥ 2. Consequently we obtain a partial answer to the following
conjecture by Gruson, which is stated in the recent paper [45] of Thorup.
Conjecture 3.4.1. Let k be a field. We define s by the equation |k| = ℵs
of cardinalities if k is infinite, and s = 0 otherwise. Let n be a non-negative
integer, and set R = k[X1, . . . , Xn]. Then Ext
i
R(Q(R), R) 6= 0 if and only if
i = inf{s+ 1, n}.
In the classical paper [20, Proposition 3.2], Gruson verified this conjecture
under the assumption that s ≥ 1 and n = 2.
In relation to this problem, Thorup proved the following result.
Proposition 3.4.2 ([45, Theorem 13]). Let k be a field with |k| ≥ ℵ1 and n
be an integer with n ≥ 2. Set R = k[X1, . . . , Xn]. Then Ext1R(Q(R), R) = 0.
We first extend this to the following corollary.
Corollary 3.4.3. Let k be a field with |k| ≥ ℵ1. Suppose that S is an affine
domain over k with dimS ≥ 2. Then Ext1S(Q(S), S) = 0.
Proof. Set n = dimS and R = k[X1, . . . , Xn]. By Noether normalization
theorem, there is a finite morphism ϕ : R → S of rings such that ϕ is an
injection. Write f : SpecS → SpecR for the canonical map induced by ϕ.
Let P be a minimal pure-injective resolution of R. Under Remark 3.3.4 and
Remark 3.3.8, we write P i =
∏
p∈W≥i T
i
p for 0 ≤ i ≤ n, where T ip = (
⊕
Bip
Rp)
∧
p
and Bip = dimκ(p) H
i
(
κ(p)⊗LR RHomR(Rp, R)
)
. By Proposition 3.4.2, we have
Ext1R(Q(R), R) = 0, so that B
1
(0R)
= 0. In other words, it holds that
P 1 =
∏
p∈W≥1
T 1p =
∏
p∈W≥1\{(0R)}
T 1p .
Recall that P ⊗R S is a minimal pure-injective resolution of S by Propo-
sition 3.3.9. Moreover, since f(0S) = (0R), it follows from (3.3.10) that
HomS(Q(S), P
1 ⊗R S) = 0. Hence we have
Ext1S(Q(S), S)
∼= H1(HomS(Q(S), P ⊗R S)) = 0.
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Using this corollary, we can show the next result.
Corollary 3.4.4. Let k be a field with |k| ≥ ℵ1. Let R be an affine ring over
k. Suppose that p is a prime ideal of R with dimR/p ≥ 2. Then we have
H1
(
RHomR(Rp, R)⊗LR κ(p)
)
= 0.
Proof. Notice that RHomR(Rp, R)⊗LR κ(p) ∼= RHomR(Rp, R)⊗LRR/p. Let P
be a minimal pure-injective resolution of R. By Remark 3.3.6 and (3.3.10),
we see that there is an isomorphism of complexes;
HomR(Rp, P )⊗R R/p ∼= HomR/p(Q(R/p), P ⊗R R/p).
Since P ⊗RR/p is a minimal pure-injective resolution of R/p by Proposition
3.3.9, it holds that
H i
(
RHomR(Rp, R)⊗LRR/p
) ∼= ExtiR/p(Q(R/p), R/p).
The right-hand side vanishes if i = 1, by Corollary 3.4.3.
Remark 3.4.5. There is a more general form of the last isomorphism in the
proof above. Let ϕ : R→ S be a finite morphism of commutative Noetherian
rings, where R has finite Krull dimeision. Let p ∈ SpecR and X ∈ D(R) with
H i(X) = 0 for i 0. Then it is possible to prove the following isomorphism
in D(S);
RHomR(Rp, X)⊗LR S ∼= RHomS(Rp ⊗R S,X ⊗LR S).
Let k and s as in Conjecture 3.4.1. Let R be an affine ring over k such
that n = dimR and P be a minimal pure-injective resolution of R. Under
Remark 3.3.4, we write P 0 =
∏
m∈W0 R̂m and P
i =
∏
p∈W≥i T
i
p for 1 ≤ i ≤ n.
By [18, II; Corollary 3.2.7, Corollary 3.3.2], the projective dimension of any
flat R-module is at most inf{s+ 1, n}. Hence the pure-injective dimension of
R is at most inf { s+ 1, n }, that is, P i = 0 for i > inf { s+ 1, n }. One can
observe this fact from Remark 3.3.6 and Lemma 3.3.7. See also [15, Theorem
8.4.12].
Now suppose that s = 0 or n = 1. Then the minimal pure-injective
resolution of R is of the form
(0→
∏
m∈W0
R̂m →
∏
p∈W≥1
T 1p → 0).
In this case, it is known that T 1p 6= 0 for any p ∈ W≥1. One can also prove
this fact by Corollary 3.1.2 and Lemma 3.3.5.
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Next, suppose that s ≥ 1 and n ≥ 2. By Remark 3.3.8 and Corollary
3.4.4, we have ∏
p∈W≥1
T 1p =
∏
p∈W1
T 1p .(3.4.6)
This extends Enochs’s result [12, Theorem 3.5], in which he proved the above
equality for polynomial rings over the fields of complex numbers and real
numbers.
Combining Corollary 3.1.2, Lemma 3.3.5, Remark 3.3.8 and (3.4.6), we
have the following result.
Theorem 3.4.7. Let k be a field with |k| = ℵ1. Let R be an affine ring over
k with dimR ≥ 2. Then, a minimal pure-injective resolution of R is of the
following form;
(0→
∏
m∈W0
R̂m →
∏
p∈W1
T 1p →
∏
p∈W≥2
T 2p → 0),
where T ip = (
⊕
Bip
Rp)
∧
p and B
i
p = dimκ(p) H
i(κ(p)⊗LR RHomR(Rp, R)). In
addition, T 1p 6= 0 for all p ∈ W1, and T 2p 6= 0 for all p ∈ W≥2.
By this theorem, we obtain a positive answer to Conjecture 3.4.1 in the
case that s = 1 and n ≥ 2.
Corollary 3.4.8. Let k be a field with |k| = ℵ1. Let R be an affine ring over
k with n = dimR ≥ 2 and p be a prime ideal of R such that dimR/p ≥ 2.
Then ExtiR(Rp, R) 6= 0 if and only if i = inf { 2, n }.
When R is an affine domain, this corollary yields a (non-)vanishing prop-
erty on right derived functors of some inverse limits, see [45, Setup 3]. See
also [20, Corollary 3.4].
There is an analogue to Conjecture 3.4.1; it claims that if m is a maximal
ideal of R = k[X1, . . . , Xn], then Ext
i
Rm(Q(R), Rm) 6= 0 if and only if i =
inf{s + 1, n} (cf [45, §1; 1]). When s = 0 or n = 1, this is true. In [45,
Theorem 13], Thorup also proved that Ext1Rm(Q(R), Rm) = 0, provided that
s ≥ 1 and n ≥ 2. Therefore, when s = 1 and n ≥ 2, it is enough to solve
Question 3.2.5.
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4. On ideals preserving generalized lo-
cal cohomology modules
4.1 Introduction
This chapter is based on the author’s paper [32]. Let R be a commutative
Noetherian ring. Let a be an ideal of R and M,N are two finitely generated
R-modules. We denote by N0 the set of non-negative integers. For an R-
module L 6= 0, dim SuppL is defined by supp∈SuppL dimR/p. If L = 0, we
set dim SuppL = −1 (cf. [7, Reminder 6.1.1]). For a subset T of Spec(R),
we denote by MinT the set of ideals q such that q is minimal in T .
The generalized local cohomology was defined by Herzog in [24]. The ith
generalized local cohomology module H ia(M,N) of M and N with respect
to a is defined by H ia(M,N) = lim−→n Ext
i
R(M/a
nM,N). Clearly, H ia(R,N) is
just the ordinary local cohomology module H ia(N) of N with respect to a.
Following [10], we use the convenience that if t = ∞, then the set
{ i ∈ N0 | i < t } means N0. Let t be a positive integer or ∞. We denote
by Ωt the set of ideals c such that H
i
c(M,N)
∼= H ia(M,N) for all i < t. The
first purpose of this chapter is to show that there exists the ideal bt such
that bt is the largest in Ωt and dimR/bt = supi<t dim SuppH
i
a(M,N). As a
consequence, we obtain a short proof and a generalization of [41, Theorem
2.7] due to Saremi and Mafi. Next, we prove that if d is an ideal such that
a ⊆ d ⊆ bt, then H id(M,N) ∼= H ia(M,N) for all i < t.
4.2 Results
Let t be a positive integer or∞. We set Σt =
⋃
i<t SuppH
i
a(M,N). An ideal
bt is defined to be
⋂
p∈Min Σt p if Σt 6= ∅, otherwise bt = R.
We start this section by the following lemma.
Lemma 4.2.1. Let t be a positive integer or ∞. We denote by Jt the ideal⋂
i<t ann(Ext
i
R(M/aM,N)). Then H
i
Jt
(M,N) ∼= H ia(M,N) for all i < t.
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Proof. See [10, Lemma 2.7] for the proof.
Lemma 4.2.2. Let t be a positive integer or ∞. Then we have
Σt =
⋃
i<t
Supp ExtiR(M/aM,N).
Proof. See [10, Lemma 2.8] for the proof.
Remark 4.2.3. Let t be a positive integer or ∞. Let Jt be as in Lemma
4.2.1. It follows that V (Jt) =
⋃
i<t Supp Ext
i
R(M/aM,N) (see [10, Lemma
2.8]). If t is a positive integer, this is clear. For the reader, we shall show
that the equation holds in the case that t =∞. It is obvious that V (J∞) ⊃⋃
i∈N0 Supp Ext
i
R(M/aM,N). Conversely, let p ∈ V (J∞). We set aM =
ann(M/aM). Note that aM ⊂ J∞ and ann(N) ⊂ J∞. Thus it follows that
Np 6= 0 and Np 6= (aM)pNp. Set ν = depth((aM)p, Np). Then ν < ∞. It
implies that p ∈ Supp ExtνR(M/aM,N). Therefore it follows that V (J∞) ⊂⋃
i∈N0 Supp Ext
i
R(M/aM,N).
Now we prove the first main result of this chapter.
Theorem 4.2.4. Let t be a positive integer or ∞. Then the following state-
ments hold.
i) Σt = V (bt),
ii) H ibt(M,N)
∼= H ia(M,N) for all i < t,
iii) bt is the largest ideal in Ωt,
iV ) dimR/bt = supi<t dim SuppH
i
a(M,N).
Proof. i) Set Jt =
⋂
i<t ann(Ext
i
R(M/aM,N)). By Lemma 4.2.2, we have
Σt = V (Jt). Therefore the set Min Σt is finite and Σt = V (Jt) = V (bt).
ii) By i),
√
Jt = bt. Hence, by Lemma 4.2.1, it follows that H
i
bt
(M,N) ∼=
H ia(M,N) for all i < t.
iii) Let c ∈ Ωt. Then Σt =
⋃
i<t SuppH
i
c(M,N). Therefore c is included
in bt.
iv) If Σt = ∅, there is nothing to prove. So we may assume that Σt 6= ∅.
Let q ∈ Spec(R) such that q ⊃ bt. Since the set Min Σt is finite by i),
there exists an ideal p ∈ Min Σt such that q ⊃ p. Therefore it follows that
dimR/bt = supp∈Min Σt dimR/p = supi<t dim SuppH
i
a(M,N).
By Theorem 4.2.4, we obtain a generalization of [41, Theorem 2.7] due to
Saremi and Mafi. In fact, we have the following result.
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Corollary 4.2.5. Let s be a non-negative integer and t be a positive integer
or ∞. Then the following statements are equivalent.
i) dim SuppH ia(M,N) ≤ s for all i < t,
ii) There exists an ideal b of R such that dimR/b ≤ s and H ib(M,N) ∼=
H ia(M,N) for all i < t.
Proof. i)=⇒ii) By assumption, supi<t dim SuppH ia(M,N) ≤ s. Hence, by
Theorem 4.2.4, we obtain the ideal b = bt such that dimR/bt ≤ s and
H ibt(M,N)
∼= H ia(M,N) for all i < t.
ii)=⇒i) Since SuppH ia(M,N) = SuppH ib(M,N) ⊆ V (b) for all i < t, it
follows that dim SuppH ia(M,N) ≤ dimR/b ≤ s for all i < t.
Lemma 4.2.6. Let x be an element of R. Then there exists a long exact
sequence
· · · → H ia+(x)(M,N)→ H ia(M,N)→ H iaRx(Mx, Nx)→ H i+1a+(x)(M,N)→ · · · .
Proof. See [11, Lemma 3.1] for the proof.
To prove the following result, we employ the method similar to that fol-
lowed in [41, Theorem 2.7].
Theorem 4.2.7. Let t be a positive integer or ∞. If d is an ideal such that
a ⊆ d ⊆ bt, then H id(M,N) ∼= H ia(M,N) for all i < t.
Proof. If a = d, there is nothing to prove. Hence we may assume that
a ( d ⊆ bt. Then there exists x ∈ d\a. We shall show that H ia+(x)(M,N) ∼=
H ia(M,N) for all i < t. By Lemma 4.2.6, there exists a long exact sequence
· · · → H i−1aRx(Mx, Nx)→ H ia+(x)(M,N)→ H ia(M,N)→ H iaRx(Mx, Nx)→ · · · .
Since H iaRx(Mx, Nx)
∼= H ia(M,N)x, it follows that AssRx H iaRx(Mx, Nx) =
{ pRx | p ∈ AssRH ia(M,N), x /∈ p }. We shall see H iaRx(Mx, Nx) = 0
for all i < t. If Σt = ∅, then AssRH ia(M,N) = ∅ for all i < t. Hence
AssRx H
i
aRx
(Mx, Nx) = ∅ for all i < t. So we have H iaRx(Mx, Nx) = 0 for
all i < t. Assume that Σt 6= ∅. We suppose that AssRx H iaRx(Mx, Nx) 6= ∅
for some i < t and look for a contradiction. Then there exists an ideal q ∈
AssRH
i
a(M,N) which does not contains x. Since x ∈ bt =
⋂
p∈Min Σt p, q is in
Σt\Min Σt. Then there exists an ideal q′ ∈ Min Σt such that q′ ⊂ q. On the
other hand, x is included in q′. Then x is in q, which is a contradiction. Hence
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AssRx H
i
aRx
(Mx, Nx) = ∅ for all i < t. So we deduce that H iaRx(Mx, Nx) = 0
for all i < t. Therefore, from the above long exact sequence, it follows that
H ia+(x)(M,N)
∼= H ia(M,N) for all i < t.
If a + (x) = d, there is nothing to prove. In the case that a + (x) ( d,
replace a with a + (x) and continue the same process. Now R is Noetherian,
thus we have H id(M,N)
∼= H ia(M,N) for all i < t in a finite number of
steps.
We close this thesis with the following remark.
Remark 4.2.8. For arbitrary (not necessarily finitely generated) R-modules
M and N , one can also define the ith generalized local cohomology mod-
ule H ia(M,N) = lim−→Ext
i
R(M/a
nM,N). Let S be a multiplicatively closed
subset of R. By Proposition 1.3.1, the colocalization functor γW on the
derived category D = D(ModR) coincides with RΓV (a) RHomR(S−1R,−),
where W = V (a) ∩ US. Then it is seen that
H i(γWN) ∼= lim−→Ext
i
R(S
−1R/anS−1R,N) = H ia(S
−1R,N).
In this sense, the colocalization functor γW has connection with generalized
local cohomology. However, the infiniteness of S−1R causes some difficulties
concerning computation of H ia(S
−1R,N). For example, when R is an integral
domain, we have H i(γ{(0)}R) ∼= ExtiR(Q(R), R) = H i(0)(Q(R), R). One may
notice from Chapter 3 that it is hard work to compute ExtiR(Q(R), R) in
general. One the other hand, as shown in Theorem 1.6.5, Grothendieck type
vanishing holds for colocalization functors with supports in arbitrary subsets;
it does not necessarily hold for generalized local cohomology.
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