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Abstract. We experimentally and theoretically study the frequency shift of a driven
cavity coupled to a superconducting charge qubit. In addition to previous studies, we
here also consider drive strengths large enough to energetically allow for quasiparticle
creation. Quasiparticle tunneling leads to the inclusion of more than two charge states
in the dynamics. To explain the observed effects, we develop a master equation for
the microwave dressed charge states, including quasiparticle tunneling. A bimodal
behavior of the frequency shift as a function of gate voltage can be used for sensitive
charge detection. However, at weak drives the charge sensitivity is significantly
reduced by non-equilibrium quasiparticles, which induce transitions to a non-sensitive
state. Unexpectedly, at high enough drives, quasiparticle tunneling enables a very fast
relaxation channel to the sensitive state. In this regime, the charge sensitivity is thus
robust against externally injected quasiparticles and the desired dynamics prevail over
a broad range of temperatures. We find very good agreement between theory and
experiment over a wide range of drive strengths and temperatures.
PACS numbers: 85.35.Ds, 32.80.-t, 24.50.Dv, 85.35.Gv, 74.25.Jb
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1. Introduction
The combination of small Josephson junctions with superconducting microelectronics
offer a versatile playground for quantum physics and quantum information, often called
circuit-quantum electrodynamics or circuit-QED(1). In particular, it is possible to
engineer circuits that realize a number of fundamental quantum optical systems. Due to
remaining unwanted noise sources, it is often necessary to describe the circuit dynamics
in the framework of open quantum systems, where decoherence plays an important
role(2). However, one can also use engineered dissipation to drive the system towards
a desired non-trivial steady-state.(3) Both these aspects of dissipation are important in
the system presented in this article.
Here, we study experimentally and theoretically a well known quantum optics
problem realized within circuit-QED, a strongly driven two-level system(4). Previously
it has been understood, that in addition to the properties of the formed dressed states,
measurable quantities can depend crucially on the dissipation induced by interaction
with the environment. In Refs.(4,5) this was studied in the case of longitudinally coupled
noise and, for example, a population inversion induced by the dissipative environment
was experimentally verified. The system was studied also in Ref.(6) as a circuit-QED
realization of a Landau-Zener-Stückelberg interferometer(7), and was found to be very
potential for accurate charge sensing. In this article, we present experimental results and
develop theoretical means for a very strong driving regime, large enough to energetically
allow for quasiparticle creation, leading to new type of dissipation mechanisms.
The system is realized experimentally as a driven superconducting resonator
(cavity) capacitively coupled to a Cooper-pair box(8) (two-level system), see figure 1.
The frequency shift of the cavity carries information of the formed dressed states and is
detected using a heterodyne null-detection technique called Pound-Drever-Hall locking,
commonly used in optics and frequency metrology(9,10). We make the unexpected
experimental observation, that in the quasiparticle dominated regime the system has
an increased sensitivity to changes in the gate charge of the Cooper-pair box(11). This
increase comes together with a change in the interference pattern, compared to the
previously studied regime at lower drive strengths. This new pattern is stable up to
relatively high temperatures and is robust towards externally produced nonequilibrium
quasiparticles.
To explain the observed effects we add quasiparticle tunneling to the previously
established density-matrix theory for the microwave dressed charge states.(4) We
consider both tunneling of existing quasiparticles as well as the creation of new
quasiparticles at the Josephson junction. Quasiparticle tunneling leads to incoherent
transitions between the even and odd electron-number parities of the superconducting
charge qubit(12,13,14,15). Here, the dressed charge-state dynamics in each separate parity
state can be reduced to a two-level system.
At weak drive strengths, the population of each two-level system is determined
by the dissipation induced by the longitudinally coupled charge-noise environment. At
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dressed-state resonances, there is population inversion in one of the parity subspaces.
The corresponding bimodal behavior of the frequency shift with respect to the gate
voltage can be used for sensitive detection of the gate charge. This sensitivity is reduced
by externally injected, or "nonequilibrium", quasiparticles, which induces incoherent
transitions between the two parities, thus reducing the time spent in the parity state
that gives high sensitivity.
At higher drive strengths, quasiparticle creation through photon-assisted tunneling
is enabled. This dissipative process dominates over the charge-noise environment and
establishes a new pattern of population inversion. Somewhat unexpectedly, the photon-
assisted quasiparticle tunneling preferably drives the system towards the parity state
with the highest charge sensitivity. The dynamics is thus robust against externally
injected quasiparticles and prevail for a wide range of temperatures. The theory provides
a detailed explanation of several new experimental phenomena seen in this high-drive
regime.
This article is organized as follows. In Section 2, we introduce the established
model of a superconducting charge qubit coupled to a cavity. We briefly describe the
master equation for the system density matrix in the basis of dressed qubit charge states,
and then extend it to account for quasiparticle creation at large drives. In section 3, we
discuss the numerical methods used to solve the eigenstates and the steady-state density
matrix, and how we estimate the frequency shift of the cavity from this information.
In Section 4, we discuss the details of the experimental realization. The theory and
experiment are then compared in Section 5. Specifically, we consider the frequency shift
and its temperature dependence. Based on the good agreement between theoretical and
experimental results, we make a detailed discussion of the physical processes behind the
frequency shift pattern. Conclusions are given in Section 6.
2. The system and the model
In this section, we introduce our model of the superconducting charge qubit coupled
to the driven microwave cavity. After establishing the Hamiltonian, we consider an
optimal basis for its numerical diagonalization, i.e. the displaced number states. We
then consider the effect of the external probe, which drives the cavity state towards a
large amplitude coherent state, allowing for a semiclassical approximation in the photon
basis.
We continue by introducing the well known Bloch-Redfield master equation, which
is used to model the generalized populations of the dressed charge states in the presence
of external charge fluctuations. After this, we straightforwardly extend this approach to
account for quasiparticle tunneling. We discuss in detail two energetically very different
processes, i.e. tunneling of existing quasiparticles and tunneling with quasiparticle
creation. At the end of this section, we discuss how to calculate measurable properties
in the system within this approach, such as the frequency shift of the cavity and the
energy absorption rate induced by quasiparticle creation, experimentally measurable
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from the response of the system to the external drive.
2.1. Hamiltonian and basis states
A circuit representation of the experiment is shown in figure 1. The system consists
of a Cooper-pair box coupled through a capacitor CG to a microwave cavity of angular
frequency ω0. The Hamiltonian of the system has the general form
H = h¯ω0a
†a+ EC(nˆ− nG)2
− EJ
2
∑
n
(|n+ 2〉〈n|+ |n〉〈n+ 2|) + g(a† + a)nˆ. (1)
Here a(†) is a cavity photon annihilation (creation) operator and nˆ is the island-charge-
number operator, counted as electron charges and restricted to integer values. Here
we include arbitrary number of charge states, but most of the observed effects can
be understood in a two-level approximation, discussed below. The term proportional
to EC = e
2/(C + CG) corresponds to the Coulomb energy of the island, that can be
affected by the dimensionless gate charge nG = CGVDC/e, controllable by the applied
DC-voltage VDC. Cooper-pair tunneling across the Josephson junction appears as a
coupling term proportional to the Josephson coupling energy EJ, coherently switching
the electron number of the island by two. The coupling between the Cooper-pair box and
the cavity is described by the last term on the right-hand side of (1). In circuit-QED
this can be derived using a lumped-element model(16) which gives g = h¯ω0GCG/CJ,
where G = (2ǫC/EL)
1/4. Here G compares the oscillator’s charging energy ǫC and its
magnetic energy EL. For usual λ/4 transmission-line resonators this can be represented
as as the ratio between the wave impedance Z0 and the resistance quantum RQ = h/4e
2,
Figure 1. Left: Circuit representation of the sample. The gate charge CGVDC is
used to control the number of Cooper pairs on the superconducting island between
the Josephson junction (JJ) and the gate capacitor CG. The shift in the resonance
frequency of the microwave cavity is probed by the inductively coupled transmission
line. Middle: Optical image of the sample. The unusual layout of the microwave cavity
(grey area) is used to avoid Abrikosov vortices and flux trapping. Right: Scanning
electron micrograph of the Aluminium Cooper-pair box capacitively coupled to the
Niobium microwave cavity (corresponding to the black area in the optical image).
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G = (πZ0/RQ)
1/2. Usually in circuit-QED G ∼ 0.1 − 0.2, but also stronger coupling
regimes have been proposed by using Josephson metamaterials(17,18). In the experiment
considered in this article G = 0.12 (Z0 = 30 Ω).
A convenient basis for further analysis is formed by the displaced number states,
|n;N〉0 = exp[−βnˆ(a† − a)]|n〉|N〉 = U(β, n)|n〉|N〉. (2)
Here, N corresponds to the cavity photon number and D(β) is the displacement
operator. These are eigenstates of Hamiltonian (1) for EJ = 0 and β = g/h¯ω0, with the
corresponding eigenenergies
E0nN = Nh¯ω0 + EC(n− nG)2 − h¯ω0
(
CG
CJ
)2
G2n2. (3)
The last term on the right-hand side is very small and will be neglected in the following.
For finite EJ, Cooper-pair tunneling coherently couples the charge states differing
by two electron charges, i.e. one Cooper-pair, as described by the third term on the
right-hand-side of (1). How the corresponding displaced photon states couple depends
on their overlap. In the considered semiclassical limit, N ≫ 1, the corresponding matrix
elements are
〈n± 2;N + l|0σx|n;N〉0 ≈ Jl
(
±4β
√
N
)
(4)
This lets us construct the Hamiltonian (1) in the dressed-states basis (2) and in the limit
of high photon numbers. We will label these states analogously as |n;N〉, since at high
photon numbers N , the hybridized states form a set of ladders (Dim{n} ladders), each
similar to harmonic oscillator states, but for β ≪ 1 slightly changing energy intervals
between the different steps (values of N). Here, we also note a useful connection
between the Bessel function arguments and the classical gate oscillation amplitude,
nG(t) = A cosωdt, as β
√
〈N〉 = ECA/h¯ω0, where 〈N〉 is the mean number of photons
in the cavity.
From (3), we see that each time
δEC = EC(n+ 2− nG)2 −EC(n− nG)2 = lh¯ω0, (5)
where l is an integer, the eigenstates (for EJ = 0) are degenerate E(n+2)(N−l) = EnN .
Close to these dressed-state resonances (from here on we denote them as l-photon
resonances) EJ opens up a gap between the degenerate dressed states with magnitude
∼ EJ|Jl(4β
√
N)|. For increasing |l|, an increasing drive is needed to open up the
gap, which can be seen from the slow onset of the higher order Bessel functions
[Jl(x) ∝ x|l|, x≪ 1].
Our Hamiltonian (1) includes Cooper-pair tunneling, but not quasiparticle
tunneling. This implies that only states differing by two electron charges are coherently
connected. Thus, we naturally define the even (odd) parity Hilbert space, consisting of
the even (odd) electron number eigenstates |n〉. Our Hamiltonian has a block-diagonal
form with respect to the two charge parities.
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2.2. The effect of the external drive
In this article, we treat the effect of the drive and the corresponding dissipation due to
the connection to the open transmission line semiclassically. This means that the drive
enters the calculation as a finite value for the cavity amplitude A. For the uncoupled
cavity g = 0, we know that the exact solution, of a driven damped harmonic oscillator,
is a coherent state |α〉 (19). For finite coupling g, the charge and the photon degrees of
freedom hybridize. However, for weak coupling β ≪ 1 and large average photon number
N ≫ 1, we assume that the photon number distribution of the cavity is still strongly
peaked around N with a variance not much larger than
√
N . For consistency, we also
calculate the photon loss rate induced by the charge qubit and find that it is indeed
small compared to the photon loss through the transmission line.
Further, we will approximate the amplitude dependent transition rates derived
below as constant within the variance of the photon number distribution. This is
indeed a good approximation in the weak coupling regime β ≪ 1. The validity of these
approximations is further motivated by the good agreement between the theoretical and
experimental results, discussed in section 5.
2.3. Bloch-Redfield master equation including charge fluctuations
In addition to the coherent physics described in Section 2, the qubit-cavity system
will also be influenced by decoherence due to interaction with an open dissipative
environment(2,20). For a superconducting charge qubit this includes gate-charge
fluctuations,(2,21) considered here. In section 2.4, we also include the tunneling and
creation of quasiparticles at the Josephson junction. Here we use a previously established
Bloch-Redfield master equation(22,23) for the density matrix of the system, in the dressed
charge states basis(4),
ρ˙(t) = L0(A)ρ(t) + ΣˆCF(A)ρ(t) + ΣˆQP(A)ρ(t), (6)
where we consider a small number of charge states and a finite number of photon
states around the average photon number N , set by the drive amplitude. The Liouville
operator L0 = (i/h¯)[·, H ] describes the coherent qubit-cavity interaction and ΣˆCF is the
generalized transition rate describing the effect of charge fluctuations, and ΣˆQP describes
quasiparticle tunneling, discussed in section 2.4.
The general transition rates in this approach have the form,
Σa→mb→n = i
Eb −Ea
h¯
δamδbn +
CmaC
∗
nb
2
[Γ(Ea − Em) + Γ(Eb − En)]
− 1
2
∑
v
[CvaC
∗
mvΓ(Ea −Ev)δbn + CnvC∗vbΓ(Eb −Ev)δam] . (7)
Here Cij = 〈i|Cˆ|j〉, where Cˆ is the coupling operator discussed below, and Γ(E) is the
energy dependent transition rate proportional to the corresponding spectral density of
the environment. For charge fluctuations, the coupling operator Cˆ = nˆ and to the
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energy dependent rates are
ΓCF(E) =
παE
h¯[1− exp(−βE)] . (8)
We here consider an Ohmic environment with a dimensionless coupling parameter α.
For a two-level system this is equivalent to the spin-boson model.(24) In the experiment,
we observe effects characteristic for this type of environment at low drive strengths, see
Section 5. In this approach, the coupling to the environmental degrees of freedom is
assumed to be weak, and higher-order processes can be neglected, which can be made
for α≪ 1.
In (7), for simplicity, the generalized transmission rate is also assumed to be real
valued. The real parts give dissipative transitions between the basis states, while the
imaginary parts gives shifts of the energy levels. The imaginary parts are of the same
size as the real parts, which are small compared to the typical energy-level splittings in
our system.
2.4. Effect of quasiparticle tunneling
The main subject of this article is the effect of quasiparticle creation occuring at large
drive strengths. We will here derive the corresponding amplitude-dependent transition
rates ΣˆQP(A) to include in the master equation (6). The main reason we can use such
a perturbative description, is because we are considering a tunnel junction, i.e. the
tunnel resistance RT is larger than the resistance quantum RQ, and that typical energy
differences are much lower than the superconducting gap, ∆. Thus, the main effect
of the quasiparticle tunneling is to introduce incoherent transitions between the two
electron-number parity eigenstates(12,13,14,15), which have so far been uncoupled. It is
important to notice, that we do not model the macroscopic number of electronic degrees
of freedom in this approach. They enter perturbatively through the quasiparticle density
of states and distributions, as discussed below. In the master equation, we only keep
track of changes in the total charge on the island.
2.4.1. Energy spectrum of quasiparticle processes We include quasiparticles perturba-
tively in the Bloch-Redfield approximation. This means that quasiparticle states appear
through their density of states, their corresponding populations, and their tunneling am-
plitudes across the Josephson junction. As the tunneling amplitudes are considered to
be energy independent, the relevant information comes from the first two properties.
The normalized (BCS) density of states has a very sharp energy dependence(25),
ρ(ω) = Θ(ω2 −∆2)|ω|/√ω2 −∆2, where Θ(x) denotes a unit step function. This gives
rise to a different energy dependence of the quasiparticle rates, compared to the Ohmic
density of states for charge fluctuations considered in section 2.3. The quasiparticles
are fermions, and we consider their population to be given by the equilibrium Fermi
distribution f(ω). The effective rate of all quasiparticle states, Γ(E), is the same as the
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usual quasiparticle tunneling rate between two superconductors(25)
ΓQP(E) =
1
RTe2
∫ ∞
−∞
dω
∫ ∞
−∞
dω′f(ω)(1−f(ω′))ρ(ω)ρ(ω′)δ(ω−ω′+E).(9)
The tunneling resistance of the Josephson junction RT is defined by the Ambegaokar-
Baratoff formula RT = RQ∆/2EJ (T = 0). This function has a very nonlinear form,
diverging at finite temperatures at E = 0, and having step-like threshold activation at
E = 2∆, as visualized in figure 2.
Quasiparticle tunneling processes occur physically through single-electron tunnel-
ings across the Josephson junction. This is included in the considered Bloch-Redfield
master-equation by the two coupling operators(26),
Cˆ+ =
∑
n
|n + 1〉〈n| , Cˆ− =∑
n
|n− 1〉〈n| . (10)
For simplicity, we sum the two electron-tunneling directions (Cˆ and C†) incoherently
(separately), since based on our numerical simulations with a more general master
equation, the possible interference between electron and hole-like quasiparticle
tunneling(27,28,29,30) is not observed in the considered experiment.
2.4.2. Nonequilibrium quasiparticle distributions It is known that in typical
experimental realizations, the quasiparticle distribution can deviate significantly from
the equilibrium Fermi distribution(27). E.g. hot quasiparticles can diffuse through
leads from higher temperature regions(28). We use here a simplified model for such a
nonequilibrium situation, by considering an increased temperature of the quasiparticles,
compared to the temperature of the dilution refrigerator. This is important in the
low drive strength region, where nonequilibrium quasiparticle effects dominate, see
section 5. For large drives, where system itself creates quasiparticles, the dynamics
becomes immune to changes in the quasiparticle density, and thus no further changes
in the effective quasiparticle temperature was needed to be introduced.
A special nonequilibrium situation occurs when the number of electrons on the
island is odd. In this case, all electrons cannot pair to form Cooper pairs, and there exist
at least one quasiparticle excitation on the island. The dynamics of this single excitation
has been studied in detail(31,12). It causes an asymmetry between the transition rates,
dependent on from which parity state the system makes the transition. This is the effect
of the single extra quasiparticle tunneling out of the island. Here, it is modeled in the
simplest way, by adding an extra rate ΓoddΘ(E) to the total transition rate out of the
odd parity states(26).
2.4.3. Quasiparticle processes Quasiparticle tunneling, described by expressions (9-10),
can be divided into two energetically very different processes. At low drive strengths,
the dominating process is tunneling of quasiparticles already existing in the leads(27,28).
The process does not change the number of quasiparticle excitations and the energy
difference δE goes to/is absorbed from the quasiparticle’s kinetic degrees of freedom.
This process is decribed by the quasiparticle tunneling rate Γ(E) for E < 2∆. Here,
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most of the quasiparticles have energies nearby the superconducting gap, where the
BCS-density of states diverges. This leads to a divergence of the tunneling rates for
zero energy difference(25), see figure 2a.
At large drive strengths, electron tunneling by creation of quasiparticles becomes
possible. Here, a single Cooper-pair breaks on one side of the Josephson junction. One
of the unpaired electrons then tunnels and forms another quasiparticle on the other
side(32), see figure 2b. This process creates two new quasiparticles and its rate therefore
has an energy threshold given by the superconducting energy gap 2∆. This energy can
be extracted from transitions between eigenstates separated by more than M photons,
where Mh¯ω0 ≥ 2∆. The matrix elements for these single-electron tunneling transitions
(in the relevant semiclassical limit N ≫ 1) are
〈n+ (−)1;N +M |Cˆ(†)|n;N〉 ≈ JM
[
+(−)2β
√
N
]
. (11)
These matrix elements are non-zero only at higher drive strengths, due to the slow onset
of the Mth order Bessel function, JM(x) ∝ xM , x ≪ 1. Physically, this corresponds to
a process where M photons are simultaneously absorbed from the oscillator to split a
Cooper pair, as visualized in figure 2b.
Figure 2. Visualization of the two relevant quasiparticle processes. Electron-
tunneling across the Josephson junction occur through (a) tunneling of an existing
quasiparticle excitation (thermal or nonequilibirum) or (b) through the creation of
two quasiparticles, one on each side of the junction. Process (a) does not change
the total number of quasiparticle excitations and the energy-level difference δE goes
to/is absorbed from the quasiparticle’s kinetic degrees of freedom. This process
occurs typically together with a transition between eigenstates having a small energy
difference, as the corresponding rate ΓQP increases toward zero energy difference.
Process (b) creates two new quasiparticles and the rate has a threshold-like behaviour
at 2∆. Eigenstates separated by more than M photons, where Mh¯ω0 ≥ 2∆, become
well coupled at large drive strengths. (M ≈ 14 in the experiment.)
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3. Numerical methods
3.1. Diagonalization and the reduced master equation
We numerically solve for the eigenstates of Hamiltonian (1) in a certain range [Nm −
δN,Nm + δN ] around the mean photon value 〈N〉 = Nm, in the displaced photon-
number basis (2). We use the semiclassical approximation for the off-diagonal coupling
amplitudes (4), and because of the small coupling β ≪ 1, we can neglect their
amplitude dependence over the photon number range 2δN . In the numerical results
presented in this article (section 5), we used six charge states, three for each parity, and
δN = 35 giving 70 photon states symmetrically around the used mean photon value
Nm ∼ 103 − 105 (A ∼ 0.1 − 1). Even though the resulting width of the eigenstates
in photon space was much smaller, the high photon number was needed to minimize
truncation errors.
The diagonalization gives Dim{n}×(2δN+1) eigenstates. Since we neglect the small
amplitude dependence of the off-diagonal coupling elements in the Hamiltonian, the
eigenenergies are grouped in equidistant harmonic oscillator ladders, up to truncation
errors close to the end of the photon number range. The number of ladders equals the
number of included charge states. The first difficulty is to identify and sort the obtained
eigenstates into this photon-ladder form. To identify the central dressed cavity states,
we pick up Dim{n} states that minimize the expectation value 〈Nˆ − Nm〉, as such
states cannot be translational equivalent. We label these as |n;N〉 (important here is
the variable N , how to label the new charge states n for the photon number N is not
important).
After identification of the eigenstates, we construct the Bloch-Redfield master-
equation depicted in sections 2.3-2.4, to solve for the generalized populations. In this
step, we trace out the photonic degrees of freedom and solve for the reduced density
matrix of the dressed charge states
ρ˜nn′ ≡
∑
N
〈n;N |ρ|n′;N〉. (12)
The assumption of translation invariance of L0 and Σˆ lets us to define the reduced
transition-rate tensor
Σ˜ni→nfni′→nf ′(A) =
∑
∆N
Σˆ
niNm→nf (Nm+∆N)
ni′Nm→nf ′(Nm+∆N)
(A). (13)
Here the states |ni;Nm〉 and |ni′ ;Nm〉 belong to the chosen group of central eigenstates,
from which the Dim{n} photon ladders can be constructed. The master equation for
the dressed charge states has the same form as (6), but is written for the central dressed
charge states |n;Nm〉 using the reduced transition-rate tensors Σ˜(A).
Nondiagonal entries of the density matrix within the same N (states |n;N〉) are
included within this approach. This accounts for situations where decoherence exceeds
an energy-level difference between two dressed states, leading to a Zeno effect(33,26),
where environmental disturbance significantly inhibits coherent coupling between two
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nearly degenerate states. It is observed also here, that including nondiagonal entries
removes some very sharp spurious resonances, that are obtained when including only
populations (diagonal entries of ρ˜).
3.2. Estimating measured quantities
The photonic degrees of freedom are now traced out, and enter the master equation (6)
only through the drive amplitude A. We will now deduce two measurable properties
of the system, the frequency shift of the cavity and the power dissipated in the charge
fluctuators and quasiparticle continuum. The frequency shift, a very small fraction of
ω0, is due to the hybridization of the charge and oscillator degrees of freedom. To
deduce this from the dressed charge-state simulation, we calculate the dressed charge
states energy levels En(A) as a function of the amplitude A, using small discrete steps
δA. For small β, the frequency-shift related to the dressed state |n;N〉 can then be
estimated as
δfn0 (A) =
En(A+ δA)− En(A)
δA
× ∂A
∂〈N〉 . (14)
In the numerical simulations presented in section 5, we used δA = 3×10−3 corresponding
approximately to shifts of 3× 102 photons. Using the steady-state density matrix ρ˜s for
the dressed charge states, we estimate the measured frequency shift as
〈δf0(A)〉 =
∑
n
ρ˜snn(A)δf
n
0 (A). (15)
We can also estimate the dissipation rate of photons due to the interaction with
the charge fluctuators and quasiparticle environment. This quantity can be used as an
indicator for the onset of different processes as the drive is increased. The photon loss
rate can be estimated as
ΓPh =
∑
ni,ni′ ,nf ,∆N
∆N × ΣˆniNm→(nfNm−∆N)ni′Nm→(nfNm−∆N)ρ˜
s
ii′(A). (16)
The dissipated power is then simply P = h¯ω0ΓPh.
4. Experimental realization
Measurements were performed on a sample which layout is shown in figure 1. The
sample combines a niobium resonator on sapphire with an aluminum Cooper-pair box
made with two-angle evaporation and oxidation. The cavity is conceptually equivalent
to a magnetically coupled λ/4-resonator. Both to reduce its length and make it
resilient to flux(34) it is loaded with an interdigitated capacitance to ground. This
results in a somewhat reduced impedance (30 Ohms) and a lower propagation velocity.
The magnetic coupling of the resonator ensures a decoupling of the Cooper-pair box
to other modes of the microwave field, and provides for a better isolation from the
environment(35,36). In our device the resonator is close to critically coupled with a loaded
quality factor of 4×104. The coupling between cavity and Cooper-pair box was designed
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to be weak, considerably smaller than the junction capacitance. DC biasing of the box
is obtained through the same leads as the microwave excitation of the Cooper-pair box,
see figure 1.
Since the frequency shift due to transitions between dressed states is expected to be
very small we require a very high accuracy when determining the resonator frequency. A
high Q cavity partly overcomes this issue since the relative phase change due to a small
frequency deviation is directly proportional to the cavity line-width. However, we still
need a very good frequency readout precision that is also relatively fast, not to suffer
from slow drifts. Such drifts can for example be intrinsic to the cavity and related to
two-level fluctuators and 1/f noise(37), charge jumps in the vicinity of the Cooper-pair
box that shifts the island charge a fraction of an electron(38) or thermal fluctuations.
For this reason we have used a technique called Pound-Drever-Hall (PDH) locking(9,10).
Similar to heterodyne detection, this technique is based on the null detection of the
phase interference between a carrier and a reference signal. In the PDH scheme both
these signals are passed through the same cables in the form of a phase modulated (PM)
spectrum. After probing the cavity with this PM spectrum we amplify the signal (using
a low noise HEMT with Tn ≈ 4 K) and after careful filtering the spectrum is mixed
in a diode detector at room temperature. When the phase of the lower PM sideband
is shifted an equal amount (but opposite sign) as the upper sideband relative to the
carrier, (i.e. at resonance), their phase will exactly cancel out, and there will be no
output signal from the diode at the sideband frequency. However, slightly off-resonance
the phases will be different, |φsb−1−φcarrier| 6= |φsb+1−φcarrier|, the mixing in the diode will
result in a beating phase and a signal at the frequency ωcarrier − ωsb−1, i.e. an amplitude
modulation at the sideband frequency. This signal can easily be detected with a lock-in
amplifier. A PID controller is then given the task to null this beating signal by adjusting
the carrier frequency (using a voltage-controlled oscillator). The output from the PID is
thus directly proportional to the frequency shift of the resonator and can be used both
to track and to measure the center frequency with very high precision and bandwidth.
For a detailed explanation of our experimental setup, see Ref.(39). The fact that the
carrier and the reference is passed through the same cables effectively eliminates drifts
due to thermal and mechanical fluctuations since this type of noise becomes correlated
and cancels (to first order) in the heterodyne mixing. Furthermore, since the phase
interference originates from the mixing of the two PM sidebands with the carrier, the
sidebands can be placed well outside the resonator line-width not to interfere with the
coherent excitation of the cavity.
In this experiment, the PID is not operating as a way to control a purely quantum
mechanical system. Rather, it tracks the average (classical) state of the cavity on a
timescale much slower than the cavity frequency. The coherent excitation is thus slowly
steered to always be on resonance.
The measurement in figure 3 is made by stepping the microwave amplitude and
sweeping the gate voltage with a 2.7 Hz triangular ramp. The data is sampled at 50 kHz
and each ramp is sampled 8 times and averaged. The same measurement was repeated
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Figure 3. Left: The measured frequency shift as a function of the gate charge and
drive amplitude (T = 20 mK). Right: Numerical results based on the theoretical
model described in sections 2 and 3. We apply a Gaussian gate-charge averaging
of width 0.0052e to the numerical results, that accounts for low-frequency gate-
charge fluctuations (40,41). The measurement is done at a relatively short timescale
(∼1s/gate trace), and we thus suffer less from 1/f noise. The parameters in the
numerical simulation are ω0/2pi = 6.94 GHz, EJ/h = 4.82 GHz, EC/h = 24.4 GHz,
∆/h = 48.2 GHz, CG/CJ = 1/18, TCF = 100 mK, TQP = 200 mK, α = 1.2 × 10−4,
and Γodd = 10 MHz.
for several temperatures, figure 7 shows selected line traces of these measurements for
different temperatures.
5. Analysis of the results
Figure 3 compares experimentally measured frequency shift to numerical results. Two
types of frequency-shift patterns appear, one at weak drive strengths and one at large
drive strengths, with a pronounced change in the magnitude of the frequency-shift in
between. In this section, we make a detailed discussion of the processes behind these
features. In simple terms, at low drive strengths we see effects due to interaction between
the dressed charge-states and the dissipative charge-fluctuator environment, and at large
drive strengths it is the quasiparticle creation that defines the frequency-shift pattern.
We start by first analyzing the theoretical results due to interaction with each of the
environments alone, and after this analyze the situation when both of them are present,
corresponding to the experiments.
5.1. Characteristics in the presence of a charge-fluctuator environment
In figure 4a, we plot numerical results for the frequency shift in the presence of the
charge-fluctuator environment (only). This situation is considered also in Refs.(5,6) and
the results discussed here are equivalent, but presented as the cavity frequency shift
(that is the measured quantity here) rather than the quantum capacitance.
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Figure 4. (a) Theoretical frequency shift in the presence of only a charge-fluctuator
environment. A four-photon resonance is marked with a vertical line. At low drives,
below the onset of the corresponding dressed-state coupling (4), a bimodal behavior
of the frequency shift occurs. After the onset, triangle-shaped local minima/maxima
regions appear. The overall structure sketches an area that classically corresponds
to gate-charge oscillations that cover the degeneracy point nG = e (dashed lines in
figure 3). (b) In the presence of quasiparticles, bimodal behavior occurs at all drives
due to a different type of system-environment coupling. After the onset, rectangular-
shaped local minima/maxima regions appear. The characteristics change smoothly
from 2e to e-periodic as the drive is increased. (c) In the presence of charge fluctuators
and quasiparticles, both of the previous features appear, depending on which of the
environments give the dominant contribution. The results in (a) are restricted to the
maximal value |〈δf0〉| = 3 kHz. Other parameters are given in figure 3.
As there is no quasiparticle tunneling included, we have 2e-periodicity and
symmetry around the charging-energy degeneracy nG = 1. At low drive strengths a
sign change is observed when crossing the the avoided level-crossings of dressed states,
equation (5), e.g. at the l = 4 resonance indicated by the vertical line in figure 4.
At large drive strengths, a sequence of triangle-shaped local minimum and maximum
regions appear. The change between these two behaviors occurs roughly when the
semiclassical gate oscillations would cover the degeneracy nG = 1, i.e., at the onset of
the l:th order Bessel functions in amplitudes (4), indicated by the diagonal dashed lines
in figure 4a.
Below the onset, a bimodal structure appears due to population inversion at one
side of the dressed-state resonances(4). Here, the dissipative transitions favor the dressed
state with a higher amount of the lowest-energy charge-state. This is because below
the onset, the charge-state transition dominates, that needs the least amount of extra
photons to be absorbed. This population inversion can be understood using a two-charge
states approximation (Appendix), where the relevant dressed states (nearby the l:th
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order resonance, |l| > 0) can be written as |+;N〉 = sin(φ/2)|0;N〉− cos(φ/2)|2;N − l〉,
and |−;N〉 = cos(φ/2)|0;N〉 + sin(φ/2)|2;N − l〉. Here φ = arctan
(
EdrJ /δE
dr
c
)
for
EdrC > 0 and φ = arctan
(
EdrJ /δE
dr
c
)
+ π for δEdrC < 0. We have E
dr
C = δEC − lh¯ω0
and EdrJ = EJJ−l(4AEC/h¯ω0). If |0〉 has a lower charging energy EC(nˆ − nG)2, i.e.,
nG < 1, and if the dressed-state transition rates follow the concentrations of the state
|0〉, then the populations are approximately P+ = sin2(φ/2), and P− = 1−P+. Sweeping
through the resonance (from left to right, δEdrC = +∞ → −∞, φ = 0 → π), switches
the populations of the dressed charge states, and leads to the bimodal behavior.
Above the onset, the triangular form is a result of that the coherent interaction
between the charge states (4) oscillate around zero with increasing drive. The narrow
part (and the simultaneous change of the sign) corresponds to the amplitude crossing
zero, whereas the wide part corresponds to a local maximum. In this regime, dissipative
processes with different photon-number changes are allowed, resulting in a normal (non-
inverted) population of the dressed states.(4)
5.2. Characteristics in the presence of quasiparticle environment
In figure 4b, we plot numerical results for the frequency shift in the presence of a
quasiparticle environment (only). When quasiparticles are introduced, both electron-
number parities become relevant. The two parities are not connected by the base
Hamiltonian (1), but (perturbatively treated) quasiparticle tunneling leads to transitions
between them. The odd parity dressed states are copies of the even-parity ones, shifted
by one electron in the gate charge. One could then expect, that the final frequency shift
pattern is a weighted average of the results obtained in section 5.1, with a relative shift
of e in the gate charge. However, when compared to the case of charge fluctuations, the
populations of the dressed states inside a given parity are qualitatively different. For
example, for the parameters considered in this article, quasiparticle tunneling always
favors a bimodal structure around the l:th order resonance ( |l| > 0), also above
the onset of the dressed-state resonances (following from the fact that photon-assisted
quasiparticle tunneling is always well below its "onset"). The neighboring dressed-state
resonances (neighboring l) have frequency shifts with opposite signs [due to opposite
derivatives of the amplitudes (4)]. Combining this with the bimodality of dressed state
populations at each resonance, it follows that the frequency shifts of neighboring l
support each other, and the total pattern consists of repeated rectangular-shaped regions
of local minimum or maximum.
5.2.1. Low drive strengths: Thermal and nonequilibrium quasiparticles At low drive
strengths and at low temperatures the relative populations of the two electron-number
parities also play an important role. In the absence of thermal quasiparticles (TQP = 0),
the system prefers the even subspace, and the island stays unpoisoned. This leads to
a very strong frequency-shift near nG = 1, similar as plotted in figure 4a. However,
for quasiparticle temperatures observed in the experiment (T ∼ 200 mK), the average
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Figure 5. Calculated photon loss rate, ln(ΓPh/ω0), (a) in figure 4a (charge
fluctuations) and (b) in figure 4b (quasiparticles). Note the different color scales. For
charge-fluctuator environment, (a), the photon dissipation rate follows the structure of
dressed states, being most effective for strong avoided level crossings of charge states.
In the presence of thermal quasiparticles, (b), the system avoids onsets of dressed-
state resonances and dissipation stays low. Escape to the other parity state occurs here
through thermal excitation of the quasiparticles, which needs to overcome the charging
energy difference. At drive strengths that become comparable to the charging energy
difference the system also starts to populate the energetically higher parity state, and
the photon dissipation rate increases. For strong drive strengths quasiparticle creation
appears with high dissipation rates. (c) The theoretical probability that the system
is in the even parity electron-number state in the simulation (b). For low drives the
system avoids (onsets of) dressed state resonances, since it wants to minimize the
charging energy. At strong drives quasiparticle creation favors the opposite parity,
through establishing fast transitions from the parity space that was favored by the low
drive strength. The parameters in the simulations are the same as in figure 3.
thermal quasiparticle density is higher than the one of a single extra quasiparticle on
the island, and the system rather wants to minimize the charging energy. It then mostly
populates the even subspace for nG < 1/2 and the odd for nG > 1/2, as seen in figure 5c.
It follows, that the system avoids onsets of photon resonances and also the dissipation
stays low, as seen in figure 5b. At the same time, the magnitude of the frequency
shift is reduced, as is seen in figure 4b compared to figure 4a. The escape to the other
parity state occurs here through thermal excitation of the quasiparticles, which needs to
overcome the charging energy difference between the subspaces. At drive strengths that
become comparable to the charging-energy differences between the subspaces, photon-
assisted tunneling of thermalized quasiparticles takes place and the system also starts
to populate the energetically higher parity state. The photon dissipation rate increases,
and at the dressed-state resonances (δEdrC = 0) such processes are enhanced. Therefore,
the corresponding increased dissipation and increased even-state population start with
"spikes" in figures 5b and 5c.
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5.2.2. Large drive strengths: Quasiparticle creation The previous picture changes,
when the quasiparticle tunneling with Cooper-pair breaking becomes the dominant
quasiparticle process. In the corresponding frequency shift, figure 4b, this corresponds
to the start of the enhanced frequency-shift region (A ∼ 0.6), and in figure 5b to the first
drastic increase in dissipation (beginning of the bright red region). Away from charge
degeneracies nG = 0.5 and nG = 1.5, the parity of the system gets strongly polarized, see
figure 5c, since tunneling out of one parity space dominates. For a substantial density
of thermal quasiparticles (so that the single extra unpaired electron on the island loses
its importance), as in figure 5b, the favored parity is the opposite of the low-drive case.
When the drive is increased further, transitions out of the favoured parity state gets
stronger (beginning of the yellow region in figure 5b).
Such successive inter-parity transitions with quasiparticle creation can be
understood in the two-charge-state approximation (Appendix). For an explicit
discussion, we now assume that we have nG ∼ 3/4, where the two relevant even-parity
charge states are |0〉 and |2〉, and the odd-parity charge states |1〉 and | − 1〉. These
are connected via coherent Cooper-pair tunneling and exchange of le (even) or lo (odd)
photons with the cavity.
The following picture emerges: when being in the charge state |0〉, coherent Cooper-
pair tunneling takes the system to the more energetic state |2〉, through the help of le
cavity photons. Occasionally transitions from the even to the odd subspace occurs,
mostly through the channel |2〉 → |1〉 and rate ΓQP2→1. This transition channel dominates
over ΓQP0→1, as it requires the least amount of extra photonsMe (le+Me ∼ 2∆/h¯ω0 ∼ 14).
This is not a fast process, due to a rather largeMe. When being in the state |1〉, coherent
Cooper-pair tunneling couples the system to the state | − 1〉, which has the highest
charging energy, and requires lo > le photons. However, the quasiparticle transition
| − 1〉 → |0〉 needs now a relatively low amount of extra photons, Mo < Me, and its
rate ΓQP−1→0 is therefore the largest in this interplay. The system thus switches quickly
back to the even-parity space. This interplay is visualized in figure 6, in a simplified
semiclassical picture.
The even-parity dressed state, that this process favors, is the state with most
concentration of the even-parity charge state |0〉, as this is the only state that can
be directly accessed from the energetic state | − 1〉 through quasiparticle tunneling.
Similarly as for the case of charge fluctuations, this can either be a ground or an excited
dressed-state, depending on which side of the resonance condition we are biased, see the
discussion in section 5.1. Therefore, the enhanced frequency shift pattern in figure 4b,
at the large drive strengths, is both due to the bimodal behavior of the dressed-state
populations, and because the system practically populates only this sensitive parity
subspace, see the even-parity populations in figure 5c. The observed frequency-shift
pattern can be derived analytically in this region, see Appendix.
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Figure 6. A semiclassical illustration of quasiparticle mediated population inversion
and simultaneous parity recovery. A: The system is at some point brought to the
odd subspace, for example, by a tunneling of a nonequilibrium quasiparticle. B: If
the drive is strong enough, the classical driving field will bring the system to the odd
degeneracy point (nG = 0), where coherent tunneling of a Cooper pair will evolve the
system into the excited band. C and D : The driving field brings the system to energies
allowing quasiparticle tunneling (E > 2∆), and this will rapidly cause a pair-breaking
event with a transition back to the even subspace. This transition from | − 1〉 favors
the charge state |0〉, since relaxation to |2〉 would require a simultaneous Cooper-pair
tunnelling. This results in an inversion of the population of the dressed states |−〉 and
|+〉, on either side of the degeneracy point, as the charge concentrations of |−〉 and
|+〉 are highly dependent on charge bias. We visualize this dependence as two different
places for the relaxation process, C and D, that favor different dressed states.
5.3. Both environments present simultaneously
In figures 3 and 4c, we plot numerical results for the frequency-shift pattern in the
presence of both environments, charge fluctuations and quasiparticles. The central result
is that there exists regions (in amplitude A) where each environment is dominating: for
low A charge fluctuations dominate and for high A the quasiparticle generation rate
overcomes the charge fluctuator decoherence.
In numerical simulations that fit to the experiment, we use a relatively high
quasiparticle temperature (TQP = 200 mK), which leads to a reduced frequency shift
at low drive strengths compared to the quasiparticle-free situation, see figure 4a. This
is because the system spends most of its time in a parity state that does not produce
any coherent dynamics (section 5.2.1). However, at low drives the intra-parity rates due
to the charge fluctuations overcome the parity-switching rates due to quasiparticles.
Therefore, it is the charge fluctuations which define the intra-parity populations and
the observed interference pattern (the triangular form, seen also in figure 4a). The
triangular form of local minima or maxima is qualitatively different from the high-drive
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Figure 7. Left: Measured frequency shift (colored line) compared with the numerical
results (black line) as a function of gate charge for a constant microwave drive strength
A = 0.35 and for several temperatures (shifted by 3 kHz). Right: The same data for
the drive amplitude A = 0.8, where the frequency shift has only weak temperature
dependence. This frequency shift pattern is due to the bimodal behavior of the dressed
state populations due to quasiparticle tunneling with Cooper-pair breaking, discussed
in section 5.2.2. In the numerical model the lowest environmental temperatures were
set to TCF = 100 mK and TQP = 200 mK, otherwise they were changed according
to given temperatures. Additional Gaussian gate-charge broadening σn = 0.0052e,
0.0057e, 0.0064e, 0.0095e, 0.0141e was applied to the numerical results at the different
temperatures, to account for increasing low-frequency gate-charge fluctuations. This
amount of extra broadening is consistent with other works (40,41). Otherwise the
parameters are the same as in figure 3.
region, where a rectangular-shaped frequency-shift pattern is observed. Also the number
of minima and maxima on a horizontal line changes at the cross-over. A cross-over occurs
when the quasiparticle tunneling rate out of the subspace, in which the system spends
most of its time, overcomes the intra-parity transition rates due to charge fluctuations,
which want to normalise the dressed-state populations. For large drive strengths, it is
therefore the quasiparticle creation in both of the parity subspaces that dominates the
transition rates, and the relevant physics is the same as described in section 5.2.2.
5.4. Temperature dependence
Line traces of the temperature dependence at two drive strengths are shown in figure 7.
The most important observation here is that for the low drive strength (A = 0.35) there
is a noticeable change in the form and the periodicity in the frequency-shift pattern when
the temperature is increased, whereas for the large drive amplitude (A = 0.8) the data is
very robust under the change of temperature. For the low drive strength the periodicity
changes from 2e to e around 250 mK, where the parities become symmetrically populated
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due to a large number of thermal quasiparticles. Also in the region 0.8 < nG < 1
a new sensitive pattern starts to appear with increasing temperature. This since at
higher temperatures the sensitive parity space, that produces an observable frequency
shift, becomes more populated. For even higher temperatures, the small structure at
0.3 < nG < 0.7 tends to vanish, as the temperature becomes comparable to the dressed
energy-level splittings.
At the drive amplitude A = 0.8 the e-periodic frequency-shift pattern is due to
quasiparticle tunneling with Cooper-pair breaking, described in section 5.2.2. Raising
the temperature, equivalent to raising the quasiparticle density, does not influence the
observed structure until temperatures as high as T ∼ 0.4 K. Before this, there exists
more and more quasiparticles, but the rate induced by their presence stays below the
quasiparticle creation rate. Even though a thermal or nonequilibrium quasiparticle takes
the system to the other parity state, it is brought back quickly via the quasiparticle
creation process. The rate for quasiparticle creation starts to change significantly only
for very high temperatures, kBT ∼ ∆/2. Finally, the recombination rate (not considered
here) is fast enough to keep the nonequilibrium quasiparticle density moderate. Thus,
the presence of nonequilibrium quasiparticles does not influence the dynamics at high
drives.
6. Conclusions and outlook
In this work, we studied a circuit-QED realization of a strongly driven artificial atom
coupled to a microwave cavity. We experimentally found a new regime at very large
drive strengths, where the measured system properties showed increased sensitivity to
the qubit gate charge and also robustness against environmental decoherence. To explain
the observed effects, we extended the dressed-state description of this system to account
for the effect of quasiparticle tunneling at the Josephson junction. We found that the
new properties are due to quasiparticle creation processes, that involve exchange of a
large number of photons between the cavity and the artificial atom. This process is
dominant even at elevated temperatures, since the quasiparticle creation rate becomes
higher than other environmental processes in the strong driving regime. The observed
interference pattern is robust with respect to quasiparticle poisoning, temperature,
and drive strength. Using the developed theoretical methods we can extract many
properties of the driven cavity-atom system, properties related to the environment,
and also properties related to quasiparticle dynamics. Within the discussed regime, the
system naturally lends itself to being used as a very sensitive and robust charge detector.
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Appendix: Two-level approximation nearby dressed-state resonances
Hamiltonians of the two parities
As a special case, we find a two-level system in the odd subspace, for example, when nˆ
is restricted to the values ±1 instead of 0 and 2. We have then two blocks in the total
Hamiltonian, corresponding to the two parities,
Heven = h¯ω0a
†a+
δEevenC
2
σz − EJ
2
σx + g(a
† + a)σz (.1)
Hodd = h¯ω0a
†a+
δEoddC
2
σz + EC(2nG − 1)− EJ
2
σx + g(a
† + a)σz. (.2)
We assume now−1 < nG < 1. The charging-energy difference in the even Hamiltonian is
as before, δEevenC = 4EC(1−nG), but for the odd one we get δEoddC = 4ECnG. Otherwise
the Hamiltonian parameters are the same as before. A convenient basis is the displaced
number states,
| ↑ / ↓;N〉 = exp[∓β(a† − a)]| ↑ / ↓〉|N〉 = D(∓β)| ↑ / ↓〉|N〉. (.3)
These are eigenstates of Hamiltonian (1) for EJ = 0 and β = g/h¯ω0, with the
corresponding eigenenergies
E↑/↓N = Nh¯ω0 − g
2
h¯ω0
± δEC
2
. (.4)
In the considered semiclassical limit, N ≫ 1, the corresponding matrix elements are
〈↑;N + l|σx| ↓;N〉 ≈ Jl
(
4β
√
N
)
, and 〈↓;N + l|σx| ↑;N〉 ≈ Jl
(
−4β√N
)
.
Eigenstates
Near the l-photon resonance we can reduce the description of the system to the dressed
two-charge-state Hamiltonian(7),
Hdr =
δEdrC
2
σz − E
dr
J
2
σx. (.5)
Here δEdrC = δEC − lh¯ω0 and EdrJ = EJJ−l (4ECA/h¯ω0). The Pauli σ-matrices operate
now in the Hilbert space spanned by | ↓;N〉 and | ↑;N − l〉. This gives the eigenstates
|+;N〉 = sin φ
2
| ↓;N〉 − cos φ
2
| ↑;N − l〉, (.6)
|−;N〉 = cos φ
2
| ↓;N〉+ sin φ
2
| ↑;N − l〉, (.7)
with the corresponding eigenenergies E± = ±12
√
(δEdrC )
2 + (EdrJ )
2. Here φ =
arctan
(
EdrJ /δE
dr
c
)
for δEdrC > 0 and φ = arctan
(
EdrJ /δE
dr
c
)
+ π for δEdrC < 0. It is
important to notice that the level splitting is a function of N , leading to oscillations as
a function of drive amplitude A. This is the dressed state description of the Landau-
Zener-Stückelberg interference effect of a periodically driven two-level system(4,5,6,7).
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Frequency shift analytically
Using the idea of section 3.2, and the two-level approximation nearby the l-photon
resonance, we obtain
δf±0 ≈
2EJE
dr
J (a)
ah
(
GCG
CJ
)2 Jl−1(a)− Jl+1(a)√
[δEdrC (a)]
2 + [EdrJ (a)]
2
. (.8)
Here a = 4β
√
N . This implies a maximal frequency shift of the order
(EJ/h)G
2(CG/CJ)
2, for the experiment considered here meaning ∼ 100 kHz (for a
10 GHz oscillator). However, the measured shift is of the kHz-scale, which we find to be
due to quasiparticle poisoning effects and due to partial cancellation of the two opposite
shifts, discussed in more detail in section 5. The dissipative shift of the oscillator, due
to its finite Q-factor, is of the order of a few Hz, which is not observed here.
In the presence of only charge fluctuators (no quasiparticles) and below the onset
of l:th dressed state gap (l:th order Bessel function), the populations of the eigenstates
show bimodal behavior, favoring the state of a lower charging energy. The resulting
analytical form of the frequency shift is then similar as calculated below for the case of
quasiparticle dominated region.
Frequency-shift pattern in the quasiparticle creation dominated region
The high polarization of the parity at high drives, figure 5c, makes it possible to derive
analytical expressions for the observed frequency-shift pattern. We assume now that
the quasiparticle tunneling rates stay below the energy-level splittings of the dressed
states (a more detailed condition is derived below). The rates are practically incoherent
summations of contributions coming from transitions between different charge states.
We assume now nG ∼ 3/4. Here, the dominating contribution to the transition rate
between the dressed charge states is
ΓQP−1→0 ∼
∆|JM(2β
√
N)|2
e2RT
, M ≈ 2∆− 3EC
h¯ω0
. (.9)
The bottleneck rate is
ΓQP2→1 ∼
∆|JM ′(2β
√
N)|2
e2RT
, M ′ ≈ 2∆− 3EC/2
h¯ω0
> M. (.10)
The transitions from the even subspace dressed state |+〉e occur predominantly via
the charge state |2〉 to odd charge state |1〉, meaning that the rate between the dressed
states is proportional to cos2 φ
2
. Similarly, the fast transition back occurs via the charge
state | − 1〉 to the charge state |0〉. The overall rate from the even-parity state |+〉e
to the even-parity state |−〉e becomes then proportional to cos4 φ2 . Similarly, the rate
from |−〉e to |+〉e is proportional to sin4 φ2 . We mark these two effective rates by Γ+−
and Γ−+, respectively. By this argumentation we get for the populations inside the
even-parity subspace (populations in the odd space are close to zero)
P± =
Γ∓±
Γ+− + Γ−+
=
1
2
(
1± 2 cosφ
1 + cos2 φ
)
(.11)
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The small photon-energy shift when jumping between nearby equivalent (photon-
translated) states was estimated in (.8). This can be now expressed as
hδf+0 ≈ sin φJ ′l(a)
4EJ
a
(
GCG
CJ
)2
. (.12)
Here |l| > 0, sinφ = EdrJ /
√
(EdrJ )
2 + (δEdrC )
2, and cosφ = δEdrC /
√
(EdrJ )
2 + (δEdrC )
2. The
average shift has the form
hδf+0 (P+ − P−) =
2 sinφ cosφ
1 + cos2 φ
J ′l (a)
4EJβ
2
a
. (.13)
As a function of the qubit parameters this has the form
〈δf0〉 = 8β
2
ha
δEdrC E
2
JJl(a)
2(δEdrC )
2 + [EJJl(a)]2
J ′l(a). (.14)
According to our simulation the observed frequency shift follows this approximation
well. The charge sensitivity is proportional to derivative with respect to the δEdrC . The
maximum value of this (δEdrC → 0) becomes then 4β2 [Jl−1(a)− Jl+1(a)] /haJl(a). It
is independent of EJ. It diverges when the l:th order Bessel function goes to zero.
Around this special point the frequency shift also changes sign. The divergence is an
artefact from approximating the frequency change with a derivative. In our simulations
the divergence is also damped out as the incoherent transition rates exceed the dressed
state splitting nearby the point where the dressed state splitting goes to zero.
Validity region of the analysis for the quasiparticle creation regime
Let us now consider when the discussed interpretation of the quasiparticle creation
dominated region is valid. First, in order to keep ourselves in a simple picture of two
relevant charge states in each parity subspace, we require that the drive stays weaker
than the charging energy of Cooper pairs. This means that we restrict to the drive
region
A < 1. (.15)
Another demand is that the quasiparticle tunneling rates stay below the dressed-state
splittings. We consider here the region nG ≈ 1/4 + m/2, where m is an integer.
The relevant charging-energy differences in this region are roughly ∼ 2EC . The
number of photons l′ needed from the oscillator to assist the tunneling is defined as
l′ ∼ 2(∆ − EC)/h¯ω0. On the other hand, l photons are exchanged in the resonant
interplay to form the dressed-states splitting ∆l = EJ|Jl(4β)|, where l ∼ 2EC/h¯ω0 and
l+l′ ∼ 2∆/h¯ω0. Comparison between the dressed-state splitting and the photon-assisted
tunneling rate leads to a demand EJ
h¯
|Jl(4β
√
N)| ≫ 2∆
e2RT
|Jl′(2β
√
N)|2. Here we can use
the Ambegaokar-Baratoff formula RT = RQ∆/2EJ (T = 0) and obtain
|Jl(4β
√
N)| ≫ |Jl′(2β
√
N)|2. (.16)
We want to operate in a region where the left-hand side is above its threshold, but the
right-hand side is still well below it. As the number l is defined by EC alone, l
′ depends
on EC and ∆. For too low ∆, condition (.16) is always violated.
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