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Abstract 
Chemical imaging, the process of using chemically-specific label-free light-matter interactions as a 
contrast mechanism for imaging or microscopy, is a powerful set of tools for performing investigations 
where the distribution of chemical constituents within a specimen is of importance.  This can include the 
locations of distinct cell types within a tissue biopsy, the distribution of oriented molecules within a 
polymer sample, or the concentration of a dissolved analyte in a fluidic system.  Coherent Raman 
scattering (CRS) spectroscopies have gained increasing attention in recent years, as they represent a 
class of techniques which affords high-resolution, z-stack capable, not-perturbative, rapid chemical 
imaging.  Stimulated Raman scattering (SRS) microscopy is particularly attractive because a linear 
response to analyte concentration allows for quantitative investigation.  Unlike more traditional 
vibrational spectroscopic techniques such as Fourier-transform infrared (FT-IR) absorption and 
spontaneous Raman scattering, CRS instruments are often operated in a single-frequency or limited 
bandwidth fashion and investigate only one small piece of the specimen’s vibrational spectrum at any 
given time.  This difference has implications for experimental design, imaging protocols, and subsequent 
data analysis.  Nevertheless, the increasing interest in and apparent utility of these tools is driving many 
implementations of chemical imaging towards this ‘discrete-frequency’ approach.  Here, we describe the 
construction and deployment of an SRS microscope, followed by the evaluation of this technology as a 
tool for the label-free classification of tissue biopsies.  Additionally, we explore applications which are 
better-suited to the specific strengths of this imaging modality, namely those which benefit from 3D 
volumetric imaging or the investigation of aqueous systems, both of which are not achievable with most 
implementations of infrared absorption measurements. 
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Chapter one: The place of discrete-frequency approaches in Raman spectroscopic imaging 
1 
Abstract 
In recent years, there has been an increasing interest in the use of coherent Raman spectroscopies as 
contrast for biological microscopy investigations.  A small portion of a specimen’s vibrational spectrum 
often contains sufficient amount of information to understand the distribution of chemical components 
of interest.  Discrete-frequency Raman imaging, enabled by these coherent Raman spectroscopies, 
permits the collection of a limited amount of Raman spectral information in order to achieve rapid imaging 
speeds while retaining useful chemistry-based imaging contrast.  This allows for imaging on scales not 
practically achievable by spontaneous Raman spectroscopy, opening the door to fundamentally new 
investigations.  Here, we provide a brief over view of recent advances in technology that enables these 
spectroscopies, the different ways in which these experiments can be implemented, and a range of 
examples from the literature. 
  
                                                          This work, including some figures and most portions of text, has previously appeared as Wrobel, T.P.; Kole, M.R.; Bhargava, R. “Emerging Trends and Opportunities in Discrete-Frequency Infrared and Raman Spectroscopic Imaging.” 2016. Spectroscopy. 31(6), 28-45.  The copyright owner has granted permission for reprinting here.  
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Introduction 
It is well established that imaging and microscopy implementations of infrared and Raman spectroscopy 
can provide important analytical insight when the solution to a problem requires determining the spatial 
distribution of various chemical components1–6.  In the most traditional modalities of vibrational 
spectroscopic analysis, Fourier-transform infrared (FT-IR) and spontaneous Raman spectroscopies, data 
collection occurs by acquiring an entire vibrational spectrum at each pixel7,8.  A resulting chemical image 
is produced by performing some form of chemometric analysis on the spectral dimension of the data.  
More often than not during this process, not every data point from the acquired spectra is required to 
solve the problem at hand, and a large amount of the spectral data is entirely unused.  The nature of FT-
IR and spontaneous Raman spectroscopies require one to collect a full vibrational spectrum in the sense 
that there is no way to choose to collect ‘less spectral data’ in exchange for saving time. 
New forms of vibrational spectroscopic imaging have become popularized in the last years to decades, 
including several nonlinear coherent Raman spectroscopy (CRS) analogues9.  This set of Raman 
techniques has achieved increased use primarily due to a larger inherent signal than spontaneous 
Raman spectroscopy, but there is another appealing feature of these technologies that is becoming 
increasingly apparent.  These CRS techniques are often implemented in such a way that a single Raman 
frequency or a narrow portion of the Raman spectrum is collected at any given point in time.  If one 
knows in advance which spectral features to investigate in order to generate a chemical image sufficient 
to satisfy a particular investigation, one may collect only that useful subset of spectral information.  This 
can dramatically reduce the amount of time it takes to form chemical images as compared to full-
spectral techniques, further enabling the ability to perform time-course measurements or take two- or 
three-dimensional images which would be prohibitively large with slower imaging technologies.  Thanks 
to recent advances in laser and instrumentation technology, it is likely that there will be more 
instruments and experiments designed with this ‘discrete frequency’ approach in mind. 
 
Recent advances in Raman microscopy 
The field of Raman microscopy continues to be rapidly growing,10 especially in imaging. A number of 
advances in instrumentation for spontaneous Raman microscopy have occurred within the last few years, 
including a better understanding of the use of confocal depth profiling11, temporal filtering for 
fluorescence rejection12, spectral filtering for compressive sensing13, the incorporation of cell isolation 
3  
mechanisms14, and numerous examples of novel surface-enhanced substrates15,16. On the nonlinear 
Raman side, however, there is tremendous excitement and a growing number of studies utilizing coherent 
Raman scattering (CRS) imaging methods. In particular, stimulated Raman scattering (SRS) microscopy has 
brought forth useful new instrumentation configurations and image acquisition strategies. Although it is 
a nascent technology with some technical hurdles yet to be overcome, SRS has enabled impressive 
biological investigations which utilize only a handful of Raman frequencies, which lends itself naturally to 
a discrete frequency approach. Several examples include monitoring fat uptake in individual cells17 and 
microscopic organisms18, imaging DNA, protein, and lipid components in live cells19, detecting tumors in 
brain tissue20, and deep tissue imaging in a living patient21. 
 
Discrete Frequency strategies in nonlinear Raman  
Nonlinear Raman microscopy is now a well-established field of techniques6,22,9, with a main draw being a 
faster imaging alternative to spontaneous Raman microscopy. Coherent anti-Stokes Raman (CARS) 
microscopy was demonstrated23 early but accelerated rapidly in its development with the advent of 
practical designs, lasers and computational tools, both software and hardware over the past two 
decades24–28. Today, fully broadband implementations29 as well as single-frequency approaches25 exist. 
Stimulated Raman scattering (SRS) microscopy was first demonstrated more recently30 and now also 
features both broadband and single-frequency implementations. There have been numerous excellent 
studies in these fields which utilize information gained from single Raman bands or otherwise limited 
spectral information; as such, ‘discrete frequency’ approaches have been actively applied in this field for 
some time. 
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Figure 1.1. Left: Large prostate section as imaged by SRS at 2932cm-1.  The Raman response of tissue can provide contrast 
between various tissue structures and components, and fast imaging speeds allow large regions to be imaged at high resolution.  
Right: A zoomed-in region.  Three-band composite Raman image, RGB channels corresponding to 2846cm-1, 1475cm-1, and 
2937cm-1. 
While the two techniques are similar in implementation, they are not redundant technologies. CARS 
spectra feature a nonresonant background which distorts band shapes and results in significant deviations 
from corresponding spontaneous Raman spectra. Considerable work has been dedicated to strategies for 
correcting for or eliminating its presence, including time-resolved measurements31, polarization and 
phase control32,33, or interferometric detection methods34,35, and in fact it does contain additional 
information that may be used to better understand samples; however, this background represents a 
confounding contribution for DF imaging since contributions to the vibrational mode cannot easily be 
assigned independent of the knowledge of the background. In order to apply a correction or resolve the 
entire band shape, multiple measurements must be made, precluding truly discrete frequency approaches 
with CARS. SRS does not have this nonresonant component, so there is greater spectral certainty when 
measuring one single frequency of interest. 
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The close correspondence to spontaneous spectra plus the linear relationship between concentration and 
measured signal means that SRS is uniquely suited to truly discrete frequency approaches. The chemistry-
based contrast in the imaging of biological tissue does not require the use of dyes or stains and provides 
sufficient quality to perform biological investigations. The near future will likely provide a number of 
applications of detailed histopathology with SRS imaging. Given the two-photon origin of the signal in SRS, 
the optical sectioning of tissue in 3D will always be superior and provide detail in depth scanning 
applications, ultimately limited by scattering induced loss of signal. As this technology holds the potential 
to continue driving discrete frequency approaches in Raman imaging, it is useful to highlight the different 
ways in which narrow-band or limited bandwidth SRS has been implemented. 
 
Figure 1.2. Rat brain tissue with spontaneous and stimulated Raman microscopy. Left: white light and principal component 
analysis (PCA) performed on full Raman spectra (50-3400cm-1). Total imaging time ~3 hours. Right: white light and stimulated 
Raman image of three individual ‘C-H’ bands. Total imaging time ~20 minutes. SRS provides significant chemical contrast using 
rapid, high-speed imaging and only a few Raman bands. 
The first implementation of SRS for microscopy was broadband in nature30, but the first implementation 
which was appropriate for biological microscopy (lower power, faster speed) was single-frequency17. 
Using two picosecond beams with a narrow spectral bandwidth (~3cm-1) provides several advantages, 
including good spectral resolution and certainty of which Raman mode was being sampled. One significant 
drawback to such an approach is that accessing multiple Raman bands requires a series of several distinct 
single-band images, tuning the light source to match the Raman shift of interest between each acquisition. 
Two main disadvantages arise from this. First, while individual images can be acquired very quickly, a 
series of images can be slow and tedious, greatly mitigating the speed advantage afforded by the 
technique. Second, there will always be some uncertainty in spatial co-localization across a series of many 
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images. This becomes even more complicated when imaging a system which evolves in time, and limits 
the amount of useful spectral or spatial data that can be acquired. 
Since then, several strategies have been developed to multiplex or otherwise facilitate the acquisition of 
multiple frequencies without sacrificing imaging speed36,37. CRS sources can sometimes be limited in 
tuning speed; optical parametric oscillators (OPOs), the most common choice for tunable CRS source, 
often involve a temperature-changing element, the adjustment of which represents the slowest step in 
an SRS experiment. One straightforward way of multiplexing Raman frequencies in an SRS experiment is 
to use multiple tunable beams simultaneously. If each of these is intensity modulated at a different 
frequency, a single-element detector can still be used to measure the Raman generation of each pair of 
colors37. Of course, this strategy is ultimately limited by cost (both OPOs and lasers of sufficient quality to 
drive them often cost as much as entire commercial instruments) and by the total amount of optical power 
that can be injected into the specimen. As such, this strategy is not infinitely extendible. As opposed to 
multiplexing, another strategy for increasing the speed at which spectral information is acquired has been 
to develop OPO components which allow for rapid tuning over small spectral ranges38. At any given 
temperature setting, an OPO is capable of producing light from a narrow range of wavelengths (in the NIR 
this often on the order of 10-15nm). Quickly sweeping over this range can be achieved by specialized 
motors which control an optical filter; as such, a spectral image over a given field of view can be acquired 
in a reasonable amount of time. Although this spectral range is limited, it can allow researchers to acquire 
a spectral image without any movement of the stage or specimen. 
A third type of approach employs ‘spectrally-tailored’ pulses with a width of ~200cm-1 to detect one 
specific compound of interest at a time18. In any sort of organic setting, most constituents within a 
specimen will have signatures in the ‘C-H stretching’ region. While these bands may overlap, there are 
distinct contributions from each constituent, and if their spectra are known in advance it is possible to 
calculate a pair of spectral components which is unique to a given compound. By shaping a pulse to match 
this ‘spectrally orthogonal’ component, it is possible to create a single image which highlights only that 
compound. This is not a truly broadband measurement because a single-element detector is used; rather 
it is a type of ‘spectrally compressive sensing’ which is implemented in a manner similar to single-
frequency measurements, retaining a rapid imaging speed. 
As multiband approaches in CRS become increasingly feasible, new detector types will need to be 
developed to match. A single-element, non-integrating analog detector has the desirable characteristics 
of fast dwell time, large dynamic range, and relatively straightforward implementation. For SRS, the 
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Raman signal is often frequency-encoded and evaluated by a lock-in amplifier or other demodulation 
strategy17. This instrumentation is bulky and expensive, and can only be practically multiplexed to a 
degree. New circuitry which aims to replace lock-in detection has been developed which is more compact 
and can be housed inside of a single photodetector element39,40. The performance has been shown to 
exceed lock-in detection for some cases, and the practicality of such an approach indicates that it may 
enable and drive the development of complex multiband or broadband CRS measurement strategies. 
 
Sampling geometry and sample requirements 
Raman and CRS microscopy illumination strategies can be boiled down to reflection (or backscatter or 
‘epi’) and transmission. Commercial spontaneous microscopes almost unanimously default to collecting 
backscattered Raman photons, as this is generally compatible with specimens of any thickness or with 
less-than-ideal optical transmission properties. Even so, many biological specimens are weakly scattering 
and absorbing in the near infrared (700-1000 nm) region41, and so a transmission geometry becomes a 
viable option for ‘thin’ specimens on the order of 100 μm thick or less. For SRS, this can enable simpler 
optics and a greater ability to collect Raman signal, whereas CARS performed in an ‘epi’ geometry may 
have reduced background contributions24. In fact, CARS and SRS have often been constructed on platforms 
that allow ‘epi’ and ‘trans’ scatter of Raman photons to be collected simultaneously17,25. Other novel 
geometries have been implemented for CRS, including endoscopy42,43 and standoff detection44. 
The choice of objective optics is important for best meeting the needs of a given specimen. Water and oil 
immersion objectives can be helpful as they enable tighter focusing and minimize the effects of interfaces 
or other refractive index changes which may distort images11, especially when performing depth profiling. 
An oil condenser for transmission illumination can be especially helpful17. Collecting as much light as 
possible maximizes throughput, so a high numerical aperture with a wide field of view is ideal. Another 
approach which has been used to maximize the collection of scattered signal for deep tissue imaging is to 
use a large-area ‘donut’ shaped photodiode which encircles the front aperture of the microscope 
objective21. This approach has proven successful in performing in vivo deep-tissue imaging. 
Nonlinear extensions of Raman microscopy also bring new technical challenges and unwanted optical 
effects. It has been well-established that CRS does not suffer from the presence of fluorescence, and 
although it lacks the nonresonant background of CARS, SRS is not without interfering optical phenomena. 
Cross-phase modulation45–47 and thermal lensing, caused by intense electrical fields leading to frequency-
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modulated changes in refractive index, can obfuscate information collected from weakly Raman-
scattering specimens17 and can lead to aberrant imaging artifacts. Additionally, a spectral filter cannot be 
used to separate SRS signal from residual pump or probe, creating challenges for detection and dynamic 
range. The use of multiple excitation beams requires users to confront chromatic aberration in sample 
illumination. These concerns are exacerbated by broadband measurements and require careful 
consideration of how spatial overlap of multiple colors of light changes as a function of wavelength 
difference, specimen properties, imaging depth, etc. Together, these effects remain to be explored. Unlike 
IR imaging, where extensive theory on the interactions of samples with light, effects of microstructure, 
collection optics and sampling have been well studied now, these studies are not extensive but likely to 
emerge for SRS microscopy as well. 
 
Applications illustrating DF trends from the literature 
In addition to the examples mentioned previously, there are numerous excellent studies in the literature 
which utilize CRS imaging at a handful of Raman shifts to conduct biological investigations. Using 
independent component48 or singular value decomposition analysis49, efforts have been made to identify 
and discriminate sub-cellular components in a more automated fashion. Beyond visualizing the 
distribution of tissue components, specific features of tissue have been investigated with CRS to elucidate 
a physiological or disease state. This includes the analysis of atherosclerotic plaques50, the identification 
of squamous cell carcinoma51, and the presence of liver damage52. In vivo, deep tissue analysis has been 
demonstrated for both CARS53 and SRS21. Both of these studies demonstrate the ability to image liquids 
diffusing into tissue, enabled by rapid imaging speed and good depth profiling capabilities. The specificity 
of CRS imaging has also paved the way for the development of CRS-specific probes, including alkyne tags54 
and deuterium labeling for monitoring protein formation55 and lipid membrane analysis56 and gold SERS 
nanoparticles designed for investigating single-molecule signals57. The ability to combine multiple linear 
and non-linear imaging modalities onto a single platform allows for gaining insight about the properties 
of a specimen beyond the vibrational spectrum58. Several excellent reviews and tutorials exist in the 
literature for those interested in applying CRS to their own studies59,9,6. This is far from an exhaustive list 
of examples, but even from this sampling it is clear that CARS and SRS will continue to drive discrete 
frequency approaches on the Raman side of vibrational chemical imaging. 
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In closing 
The field of vibrational spectroscopic tools for microscopy applications continues to grow.  This process is 
driven both by advances in technology (lasers, detectors, computational capabilities) and emerging 
biological applications as we enter a biology-rich age of research.  No one technology in this space is 
absolutely superior to another – the different strengths of each naturally lend themselves to different 
applications.  The key to continued growth is the thoughtful matching of existing challenges to the most 
appropriate modality.  Coherent Raman spectroscopies, such as SRS, promise an exciting future in 
biological analysis due to rapid imaging speeds, capabilities for 3D z-stack imaging, and relaxed sample 
preparation requirements. 
 
References 
1. Lohumi, S., Lee, S., Lee, H. & Cho, B.-K. A review of vibrational spectroscopic techniques for the detection of food authenticity and adulteration. Trends Food Sci. Technol. 46, 85–98 (2015). 
2. Gautam, R. et al. Raman and mid-infrared spectroscopic imaging: Applications and advancements. Curr. Sci. 108, 341–356 (2015). 
3. Gowen, A. A., Feng, Y., Gaston, E. & Valdramidis, V. Recent applications of hyperspectral imaging in microbiology. Talanta 137, 43–54 (2015). 
4. Mukherjee, S. & Gowen, A. A review of recent trends in polymer characterization using non-destructive vibrational spectroscopic modalities and chemical imaging. Anal. Chim. Acta 895, 12–34 (2015). 
5. Bunaciu, A. A., Aboul-Enein, H. Y. & Hoang, V. D. Vibrational spectroscopy used in polymorphic analysis. TrAC - Trends Anal. Chem. 69, 14–22 (2015). 
6. Cheng, J.-X. & Xie, X. S. Vibrational spectroscopic imaging of living systems: An emerging platform for biology and medicine. Science 350, aaa8870 (2015). 
7. Howard J. Humecki. Practical Guide to Infrared Microspectroscopy. (CRC Press Book, 1995). 
8. Palombo, F., Madami, M., Stone, N. & Fioretto, D. Mechanical mapping with chemical specificity by confocal Brillouin and Raman microscopy. Analyst 139, 729-733 (2014). 
9. Min, W., Freudiger, C. W., Lu, S. & Xie, X. S. Coherent nonlinear optical imaging: beyond fluorescence microscopy. Annu. Rev. Phys. Chem. 62, 507–530 (2011). 
10. Nafie, L. A. Recent advances in linear and nonlinear Raman spectroscopy. Part IX. J. Raman Spectrosc. 46, 1173–1190 (2015). 
11. Everall, N. Optimising image quality in 2D and 3D confocal Raman mapping. J. Raman Spectrosc. 45, 133–138 (2014). 
10  
12. Ehn, A., Levenius, M., Jonsson, M., Aldén, M. & Bood, J. Temporal filtering with fast ICCD cameras in Raman studies. J. Raman Spectrosc. 44, 622–629 (2013). 
13. Davis, B. M. et al. Multivariate hyperspectral raman imaging using compressive detection. Anal. Chem. 83, 5086–5092 (2011). 
14. Wang, Y. et al. Raman activated cell ejection for isolation of single cells. Anal. Chem. 85, 10697–10701 (2013). 
15. Sharma, B., Frontiera, R. R., Henry, A.-I., Ringe, E. & Van Duyne, R. P. SERS: Materials, applications, and the future. Mater. Today 15, 16–25 (2012). 
16. Xu, W., Mao, N. & Zhang, J. Graphene: A platform for surface-enhanced Raman spectroscopy. Small 9, 1206–1224 (2013). 
17. Freudiger, C. W. et al. Label-Free Biomedical Imaging with High Sensitivity by Stimulated Raman Scattering Microscopy. Science 322, 1857–1861 (2008). 
18. Freudiger, C. W. et al. Highly specific label-free molecular imaging with spectrally tailored excitation-stimulated Raman scattering (STE-SRS) microscopy. Nat. Photonics 5, 103–109 (2011). 
19. Lu, F. et al. Label-free DNA imaging in vivo with stimulated Raman scattering microscopy. Proc. Natl. Acad. Sci. 112, 11624–11629 (2015). 
20. Ji, M. et al. Rapid, label-free detection of brain tumors with stimulated Raman scattering microscopy. Sci. Transl. Med. 5, 201ra119 (2013). 
21. Saar, B. G. et al. Video-Rate Molecular Imaging in Vivo with Stimulated Raman Scattering. Science 330, 1368–1370 (2010). 
22. Yu, Y., Ramachandran, P. V. & Wang, M. C. Shedding new light on lipid functions with CARS and SRS microscopy. Biochim. Biophys. Acta 1841, 1120–1129 (2014). 
23. Duncan, M. D., Reintjes, J. & Manuccia, T. J. Scanning coherent anti-Stokes Raman microscope. Opt. Lett. 7, 350–352 (1982). 
24. Potma, E. O. & Xie, X. S. CARS Microscopy For Biology and Medicine. Opt. Photonics News 5, 40–45 (2004). 
25. Cheng, J. X. & Xie, X. S. Coherent Anti-Stokes Raman Scattering Microscopy: Instrumentation, Theory, and Applications. J. Phys. Chem. B 108, 827–840 (2004). 
26. Cheng, J.-X., Jia, Y. K., Zheng, G. & Xie, X. S. Laser-scanning coherent anti-Stokes Raman scattering microscopy and applications to cell biology. Biophys. J. 83, 502–509 (2002). 
27. Evans, C. L. & Xie, X. S. Coherent anti-Stokes Raman scattering microscopy: chemical imaging for biology and medicine. Annu. Rev. Anal. Chem. 1, 883–909 (2008). 
28. Cheng, J. X. Coherent anti-Stokes Raman Scattering Microscopy. Appl. Spectrosc. 61, 197A–208A (2007). 
29. Kee, T. W. & Cicerone, M. T. Simple approach to one-laser, broadband coherent anti-Stokes Raman scattering microscopy. Opt. Lett. 29, 2701–2703 (2004). 
30. Ploetz, E., Laimgruber, S., Berner, S., Zinth, W. & Gilch, P. Femtosecond stimulated Raman 
11  
microscopy. Appl. Phys. B Lasers Opt. 87, 389–393 (2007). 
31. Volkmer, A., Book, L. D. & Xie, X. S. Time-resolved coherent anti-Stokes Raman scattering microscopy: Imaging based on Raman free induction decay. Appl. Phys. Lett. 80, 1505–1507 (2002). 
32. Cheng, J. X., Book, L. D. & Xie, X. S. Polarization coherent anti-Stokes Raman scattering microscopy. Opt. Lett. 26, 1341–1343 (2001). 
33. Oron, D., Dudovich, N. & Silberberg, Y. Femtosecond phase-and-polarization control for background-free coherent anti-Stokes Raman spectroscopy. Phys. Rev. Lett. 90, 213902 (2003). 
34. Evans, C. L., Potma, E. O. & Xie, X. S. Coherent anti-stokes raman scattering spectral interferometry: determination of the real and imaginary components of nonlinear susceptibility chi(3) for vibrational microscopy. Opt. Lett. 29, 2923–2925 (2004). 
35. Marks, D. L. & Boppart, S. A. Nonlinear interferometric vibrational imaging. Phys. Rev. Lett. 92, 123905 (2004). 
36. Saar, B. G. et al. Label-Free, Real-Time Monitoring of Biomass Processing with Stimulated Raman Scattering Microscopy. Angew. Chemie Int. Ed. 49, 5476–5479 (2010). 
37. Fu, D. et al. Quantitative chemical imaging with multiplex stimulated Raman scattering microscopy. J. Am. Chem. Soc. 134, 3623–3626 (2012). 
38. Kong, L. et al. Multicolor stimulated Raman scattering microscopy with a rapidly tunable optical parametric oscillator. Opt. Lett. 38, 145–147 (2013). 
39. Slipchenko, M. N., Oglesbee, R. a., Zhang, D., Wu, W. & Cheng, J. X. Heterodyne detected nonlinear optical imaging in a lock-in free manner. J. Biophotonics 5, 801–807 (2012). 
40. Liao, C.-S. et al. Microsecond scale vibrational spectroscopic imaging by multiplex stimulated Raman scattering microscopy. Light Sci. Appl. 4, e265 (2015). 
41. Smith, A. M., Mancini, M. C. & Nie, S. Bioimaging: second window for in vivo imaging. Nat. Nanotechnol. 4, 710–711 (2009). 
42. Saar, B. G., Johnston, R. S., Freudiger, C. W., Xie, X. S. & Seibel, E. J. Coherent Raman scanning fiber endoscopy. Opt. Lett. 36, 2396–2398 (2011). 
43. Légaré, F., Evans, C. L., Ganikhanov, F. & Xie, X. S. Towards CARS Endoscopy. Opt. Express 14, 4427–4432 (2006). 
44. Li, H. et al. Standoff and arms-length detection of chemicals with single-beam coherent anti-Stokes Raman scattering. Appl. Opt. 48, B17–B22 (2009). 
45. Hong, Q., Durrant, J., Hastings, G., Porter, G. & Klug, D. R. Sub-picosecond oscillatory phenomena in silica glasses. Chem. Phys. Lett. 202, 183–185 (1993). 
46. Ekvall, K. et al. Cross phase modulation artifact in liquid phase transient absorption spectroscopy. J. Appl. Phys. 87, 2340–2352 (2000). 
47. Alfano, R. R., Baldeck, P. L., Ho, P. P. & Agrawal, G. P. Cross-phase modulation and induced focusing due to optical nonlinearities in optical fibers and bulk materials. J. Opt. Soc. Am. B 6, 824–829 (1989). 
12  
48. Ozeki, Y. et al. High-speed molecular spectral imaging of tissue with stimulated Raman scattering. Nat. Photonics 6, 845–851 (2012). 
49. Khmaladze, A. et al. Hyperspectral imaging and characterization of live cells by broadband coherent anti-stokes raman scattering (CARS) microscopy with singular value decomposition (SVD) analysis. Appl. Spectrosc. 68, 1116–1122 (2014). 
50. Suhalim, J. L. et al. Characterization of cholesterol crystals in atherosclerotic plaques using stimulated Raman scattering and second-harmonic generation microscopy. Biophys. J. 102, 1988–1995 (2012). 
51. Mittal, R. et al. Evaluation of stimulated raman scattering microscopy for identifying squamous cell carcinoma in human skin. Lasers Surg. Med. 45, 496–502 (2013). 
52. Satoh, S. et al. Label-free visualization of acetaminophen-induced liver injury by high-speed stimulated Raman scattering spectral microscopy and multivariate image analysis. Pathol. Int. 64, 518–526 (2014). 
53. Evans, C. L. et al. Chemical imaging of tissue in vivo with video-rate coherent anti-Stokes Raman scattering microscopy. Proc. Natl. Acad. Sci. U.S.A. 102, 16807–16812 (2005). 
54. Wei, L. et al. Live-cell imaging of alkyne-tagged small biomolecules by stimulated Raman scattering. Nat. Methods 11, 410–412 (2014). 
55. Wei, L., Yu, Y., Shen, Y., Wang, M. & Min, W. Vibrational imaging of newly synthesized proteins in live cells by stimulated Raman scattering microscopy. Proc. Nat. Acad. Sci. U.S.A. 110, 11226–11231 (2013). 
56. Alfonso-García, A., Pfisterer, S. G., Riezman, H., Ikonen, E. & Potma, E. O. D38-cholesterol as a Raman active probe for imaging intracellular cholesterol storage. J. Biomed. Opt. 21, 61003 (2016). 
57. Yampolsky, S. et al. Seeing a single molecule vibrate through time-resolved coherent anti-Stokes Raman scattering. Nat. Photonics 8, 650–656 (2014). 
58. Yue, S., Slipchenko, M. & Cheng, J. Multimodal nonlinear optical microscopy. Laser Photonics Rev. 5, 496–512 (2011). 
59. Alfonso-García, A., Mittal, R., Lee, E. S. & Potma, E. O. Biological imaging with coherent Raman scattering microscopy: a tutorial. J. Biomed. Opt. 19, 71407 (2014). 
 
13  
Chapter two: Tips for building an SRS microscope 
 
Introduction 
To the best of my knowledge, there exists no step-by-step guide to building a stimulated Raman scattering 
microscope.  In some sense, the lack of a definitive guide is perfectly okay, because no two labs are going 
to implement such a tool in the exact same manner; in fact, it would be detrimental to construct such a 
system without considering the necessary requirements and the willingness to modify and adapt the 
design to meet them.  Differences in layout or capabilities will necessarily occur with different end goals 
in mind.  If a guide did exist, however, it would have saved me a lot of time in putting this instrument 
together.  The obvious downsides to this would have been a reduced level of instrument customization 
and possibly a lesser degree of training as an instrumentation specialist.  In an attempt to achieve a useful 
middle ground (and add a section to my dissertation that might actually be useful to someone), this 
chapter contains tips and pointers on building an SRS microscope that I’ve learned or figured during the 
past several years.  The tone will be casual, as a lot of these points are merely my opinions or observations, 
oftentimes provided without proof.  The goal is to provide students who are just breaking into 
laser/nonlinear spectroscopy and imaging projects with sufficient advice to save them time and get them 
started on the right foot: knowing the right questions to be asking, and being aware of some potential 
pitfalls before the first component is purchased.  Many of these points may be applicable to other imaging 
modalities, such as coherent anti-Stokes Raman spectroscopy (CARS), sum frequency generation (SFG), 
and the like.  An experienced imaging scientist might find all of these points to be obvious, and that’s a 
good thing.  There are likely to be exceptions to every one of the ideas or general rules that I present; 
that’s fine as well, because the reader is still provided with a (hopefully) helpful viewpoint on the subject. 
I will refrain from mentioning any specific brands, because I don’t want to give the appearance that I am 
endorsing any particular commercial entities.  Furthermore, the state-of-the-art for some of these 
components have changed since I started working on this instrument, and they are likely to advance again 
over the next few years.  Also, these statements apply to narrow-bandwidth (picosecond) systems.  Some 
of the advice might also apply to broadband (femtosecond) sources, but more components will be 
required and everything will necessarily be more complicated.   I have no femtosecond experience, and 
cannot comment on the differences between constructing the two types of systems. 
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Basic requirements 
Immediately after deciding what the intended application of the instrument will be, the next most 
important question to consider is cost.  If you’re starting from scratch, you’ll want to have at least 
$400,000 set aside to see the instrument to completion (this figure does not include salaries, overhead, 
etc.).  You can always try to get away with less, but unexpected costs (repairs, etc.) will make such an 
attempt even harder. 
The most expensive component is the light source.  Reasonable solutions can be purchased for 
approximately $250,000, and top-of-the-line sources with the most flexibility can easily run double this 
figure.  The differences between these units will be discussed later.  This cost is likely to decrease in the 
future as fiber laser technologies mature in the ultrafast oscillator space.   
The next major component to consider is the microscope itself, and there is an important choice to be 
made here.  Many research groups1,2 have chosen to build SRS microscopes by modifying a commercial 
scanning laser scanning confocal fluorescence microscope.  This approach offers a number of advantages, 
including reduced time to instrument completion and the availability of commercial instrument control 
software packages.  If you build the entire system yourself out of individual optical and optomechanical 
components, you can save a lot of money in exchange for more build time.  The final product also has a 
greater capacity for customization.  Many commercial platforms can still be customized to a significant 
degree, for example in the selection of microscope objectives, transmission or reflection imaging, and the 
ability to incorporate custom-built detectors.  Still, many components which reside inside the microscope 
frame cannot be moved or worked around, and any component which can’t be accessed harbors the 
potential to become the limiting factor in terms of capabilities.  Additionally, while a commercial software 
package can be wildly convenient, there will always be some sort of functionality or programming missing, 
and compiled executables are not easy to hack, trick, or work around.  It’s entirely possible that one would 
never find the need for a capability beyond what is offered with commercial software; however, if you’re 
writing everything yourself from scratch, there’s no limit on what processes or controls you can write, and 
this flexibility can lead to some neat per-experiment software. 
Beyond a monetary cost is one of space.  A 12”-thick optical table (or thicker) is necessary, along with 
active isolation legs.  Many sizes are available, and one will want to carefully plan the optical layout ahead 
of time, keeping in mind that in addition to the footprints of the lasers and microscope, there needs to be 
additional space for a long delay line and optics to attenuate/combine the beams.  Erring on the side of 
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more space is safe.  For example, we have our system on a 12’x6’ table, and fully 75% of that space is 
occupied by SRS components.  Even with this large table, some optical components are packed together 
in an uncomfortably close fashion, and a little extra breathing room via extra table space would be 
welcomed.  Also, check if your building has a dry air line that you can access.  Bottled nitrogen can get 
very expensive, and changing tanks creates unnecessary downtime.  Motorized air compressors will shake 
your instrument to the point of disrupting imaging, and they will additionally collect water over time and 
rupture.  This last problem can be alleviated if they are disconnected and drained every few weeks, but 
the last thing you want when building a complicated system is to have an additional (noisy) component 
that requires constant user maintenance with the risk of explosion. 
Having access to resources beyond money and space is also instrumental (pun intended) to long-term 
success.  A space in a building that is suited or purposed for optics experiments is encouraged.  Nonlinear 
microscopy experiments, with pixel dimensions dipping well below the 1x1um2 value, are easily perturbed 
by floor vibrations, dust, and periodic fluctuations in temperature or humidity during the course of the 
day.  Spaces that have proven to be more than suitable for running commercial Fourier-transform infrared 
(FT-IR) or observational white-light microscopes are not necessarily good candidates for housing SRS 
equipment.  Of course, a room designed for laser work also pays great dividends from a safety perspective: 
a lack of windows, a physical barrier at the door, and the ability to connect laser interlocks to various parts 
of the room. 
Having programming or scripting ability on hand is also going to be important.  Even with the system built 
from a fully-functioning commercial platform, there will still be the incorporation of external components 
which will require some amount of additional communication that the commercial platform did not 
necessarily account for.  For example, detectors or acquisition cards will need to be triggered in tandem 
with the imaging experiment, and implementing this may not always be obvious. 
Finally, access to an electronics shop can also be enormously helpful.  While I was able to complete some 
soldering tasks on my own, the design and construction expertise of the University of Illinois at Urbana-
Champaign School of Chemical Science’s Electronics Services outweighed my own immeasurably.  It may 
be possible to construct an SRS system without doing any complicated electronics design; however, 
soldering will be a necessity, and having access to an expert in case something goes wrong can be vital. 
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Laser considerations 
The selection of light source is a complex topic.  There are several ‘right’ answers, and the one that will 
ultimately be selected depends on three things: 1) cost, 2) capability, and 3) complexity.  There is of course 
no solution that optimizes for all three of these, so the features most important to the end user must be 
considered carefully. 
The use of pulsed lasers is key for implementing SRS microscopy.  The SRS signal generated is proportional 
to the instantaneous power of each of the two laser beams.  The chance of thermal damage, which is the 
most common concern for the majority of biological specimens, is proportional to the average power of 
all light reaching the specimen.  As such, for most cases, the greatest “signal to chance of damage” ratio 
will occur when the laser energy is condensed into short pulses (one can think of this as being a very low 
optical duty cycle).  The extreme case, ie using a single high-powered pair of pulses per pixel, will still 
obliterate the specimen and cause other detection problems, so a middle ground must be utilized.  
Ultrafast oscillators (lasers with repetition rates in the range of tens of megahertz) are preferred for a few 
reasons.  First, the ‘duty cycle’ is still low if short pulses (on the order of picoseconds) are used.  Second, 
pulsed lasers can’t be on/off modulated at rates faster than half of their repetition rate (think about it: if 
you have a laser that shoots 10 pulses per second, how do you modulate this pulse train at 1MHz?).  This 
is very important for efficient detection, which will be discussed later.  Finally, 74MHz and 80MHz are 
common commercially-produced repetition rates for diode-pumped solid state lasers which feature good 
time- and pulse-to-pulse stability.  These rates might be a little bit higher than necessary, but again, if a 
solution is readily available it can contribute to practicality. 
A quick note on pulse length: shorter pulses mean higher per-pulse energy density, lower optical duty 
cycle, and more SRS signal.  The time-bandwidth product of laser pulses means that below a certain pulse 
duration, the spectral bandwidth widens, and this decreases the spectral resolution capabilities of the 
ensuing instrument.  Pulses much below 3ps in length are generally too spectrally broad to perfectly 
resolve features in a Raman spectrum – things start to look a bit smoothed.  You can do the math to figure 
out what pulse length you’ll want in order to achieve a certain spectral resolution.  [Furthermore, the 
precision to which you can select a wavelength can also be limited by the controller for your tunable light 
source, but that’s to be discussed later.  It’s important to note which one has a greater influence on 
spectral resolution for a particular set of components.] 
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[Side note: the broad spectral width of femtosecond pulses can actually be quite desirable in this field, but 
this falls outside of the scope of this document.] 
A necessary feature of any narrow-band SRS setup is the ability to ‘tune’ the wavelength of at least one 
of the pulse trains.  There are multiple means to achieving this, each with different results, capabilities, 
and costs.  The most common approach is to use a solid state pump laser at 1064nm with a secondary 
doubled output at 532nm.  The green beam is used to pump an optical parametric oscillator (OPO) which 
generates light between 750nm and ~950nm.  As such, the OPO output is used as the Raman pump and 
the 1064nm beam is used as the Stokes probe.  This strategy is of lower cost than some others, and 
provides good stability.  The main drawback is that any OPO begins to fail as the wavelength is tuned to 
either the fundamental or its first harmonic (1064nm, 532nm).  Wavelengths longer than ~950nm become 
increasingly unstable, both in time and in wavelength.  As such, Raman modes below 1000cm-1 are not 
readily accessible, and this problem becomes amplified when taking large images that require additional 
time stability.  Another disadvantage is that the time it takes for an OPO to tune between wavelengths is 
non-negligible, to the point where dwelling at a pixel and sweeping through an entire spectrum is 
completely impractical. 
A related approach that allows one to access virtually any Raman mode is to employ two OPOs pumped 
by a single oscillator.  The two independent OPOs can tuned to the same wavelength (an effective Raman 
shift of 0cm-1), something that is not achievable with a single OPO and the residual harmonic from a pump 
laser.  The immediate drawback is cost (purchasing two OPOs instead of one, and a more powerful pump 
will be required to run both simultaneously).  Additionally, while the “one OPO” setup has one tunable 
beam which may wander with time and one very stable fundamental oscillator output, the “two OPO” 
setup introduces an additional source of power fluctuations / time instability.  Depending on the exact 
implementation or application, this effect may be negligible, but it’s worth keeping in mind.  [Multiple-
OPO setups have also been employed to measure multiple Raman bands simultaneously, ie each OPO is 
used as a distinct pump and the residual 1064nm beam is used as a probe for both.  By modulating each 
beam at a different frequency (or keeping the modulation of two lasers 90 degrees out of phase with one 
another), one can multiplex all this light onto a single detector and extract each Raman signal individually.  
See these supplemental materials from the literature (see supplemental materials of Freudiger et al 
20081).] 
A quick note on the implementation of OPOs: the generation of different wavelengths can be achieved by 
two means, a nonlinear crystal which is heated to different temperatures to access different wavelengths, 
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or a crystal which is ‘periodically polled’ and rotated in order to achieve different wavelength ranges.  The 
temperature approach can take several minutes to tune (depending on the spectral jump you are making).  
The mechanical movement approach is faster, but will ultimately cause some beam steering, making it 
the less desirable choice unless one implements an elegant solution for correcting this steering. 
Similarly to the multiple-OPO approach, one can employ multiple independent Ti:Sapphire units.  Besides 
monetary cost, the issue of jitter between the multiple beamlines becomes an increasingly important 
issue.  Driving the experiment from a single pump laser is attractive because all beamlines are derived 
from a single oscillator, and jitter will be minimized.  When this is not the case, pulse autocorrelation 
becomes necessary, and this is something I can’t offer advice on. 
Finally, tunable fiber lasers are approaching the point of being appropriate light sources.  To the best of 
my knowledge, these systems currently feature gaps in the spectrum of obtainable wavelengths, and as a 
result can’t yet access a full Raman spectrum.  Look for these to become more ideal solutions in the coming 
years. 
Once one has lasers purchased and installed on an optical table, the issue of getting the two (or more) 
pulse trains overlapped in time and space becomes apparent.  I’ll speak to this issue from the perspective 
of a pump with doubled output / single OPO perspective, but these ideas apply to other setups to varying 
degrees.  While one can see both beams (preferably with fluorescent or phosphorescent indicator cards 
– safety first!) and get two lines overlapped in space, it’s impossible to manually determine where the 
pulses are in relation to one another, especially after passage through many optical components.  I’ll use 
our particular setup as an example.  Within the sealed laser housing itself, light exiting the harmonic 
output is required to pass through a number of extra optical components, meaning that the starting delay 
between the two colors is approximately 52.5cm.  The OPO contains a folded cavity, and its effective 
length is quite long (close to 4m).  A delay line is necessary to correct for this.  Even when one carefully 
measures the distance between all optical components, an uncertainty of up to several inches in either 
direction is not unreasonable.  One can set up the beam lines with a carefully measured delay on the non-
OPO line and still have very little chance of the pulses being overlapped (the full-width-half-max of a 7ps 
pulse is approximately 3mm in space, much smaller than the likely uncertainty of a manual measurement 
of several meters).  The trick I’ve used involves the purchase a small BBO crystal.  The idea is to try to 
achieve sum frequency generation as an indicator of pulse overlap in time: if the two beams are perfectly 
collinear, they will produce SFG if they pass through the crystal overlapped and the crystal is turned at the 
right direction.  One will have to search online for the proper angle/cut of BBO which is necessary for the 
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wavelengths of interest, but generally speaking a 750-850nm pulse and a 1064nm pulse will produce light 
in the 440-470nm range.  This color can be diverted from the main beam path via a dichroic filter.  I didn’t 
have a luck measuring this SFG with a photodiode, because even with a dichroic filter a significant amount 
of the 1064nm line remained.  Instead, I projected the light onto a white piece of paper, set up a color 
CMOS video camera to observe the spot, and draped a pair of 1064nm laser goggles over the camera lens 
to block residual 1064nm which will be detected by the camera chip.  [Note that I did not putting goggles 
in the beam path – that is never ever a responsible thing to do].  If you have your beams collinear and 
your crystal mounted at the correct angle, you can use an optical rail on one of the two lines to vary the 
delay.  When you see some blue appear on your computer monitor, you’re good to go.  Make sure you 
mark distances directly on the optical table to make sure you don’t lose this valuable information. 
With overlap achieved, the next steps towards generating SRS from a test specimen can commence.  There 
will be additional optical components to pass through (lenses, filters, microscope objectives) that will add 
a slightly different time delay to each line due to a difference in effective refractive index; as such, one 
will need a fine adjustment delay stage on one of the two lines.  Slight differences in overlap will also 
occur when the OPO is tuned (ie this process involves a slight cavity length change).  For small 
wavenumber shifts this difference will be small, but becomes noticeable when one travels across the 
entire tunable range.  Additionally, one will want to have some fine control over delay to explore other 
nonlinear processes.  While the most SRS signal will be generated when the pulses are perfectly 
overlapped in time, other effects like thermal lensing, cross-phase modulation, transient absorption etc. 
may be emphasized when the probe pulse leads the pump pulse.  If you’re looking at a signal with origins 
you are unsure of, making a note of intensity as a function of delay can provide some clues.  If the signal 
drops off evenly with positive or negative delay, it’s likely Raman.  If there’s a significant ‘tail’ in one 
direction as a function of delay, think transient absorption or an undesired nonlinear process. 
 
Modulator considerations 
An optical intensity modulator is a key component of current implementations of SRS.  By rapidly ‘turning 
on and off’ one of the two beams, small changes in the generation of Raman photons can be detected by 
a lock-in amplifier; furthermore, modulating and locking-in at high (megahertz) frequencies helps 
significantly reduce noise (we have found 400-500KHz to be the absolute minimum for detecting any SRS 
signal; 1MHz starts to yield decent signal).  While the basic principle of optical modulators is 
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straightforward (“a beamchopper that operates at very high frequencies”), the details regarding what 
characteristics are most important are more complicated.  Electro-optic modulators (EOMs) and acousto-
optic modulators (AOMs) are the two commercially-available types, and their prices span a significant 
range; picking the ideal solution without trying all of them can be tricky.  Luckily, any of these commercial 
solutions ought to work just fine so long as they meet the necessary wavelength and frequency 
specifications, but here are a few additional points to consider. 
First of all, it is prudent to modulate the non-tunable (fixed) beam in the setup.  While many AOMs and 
EOMs will operate well over a large range of wavelengths, the efficiency will vary as a function of 
wavelength, or the operating voltages will need to be adjusted as a function of wavelength.  For a given 
optical modulator system, there may be no way to adjust operating voltage in an automated fashion, and 
the requirement for manual tweaking every time an image is taken is impractical.  All of these 
considerations can be eliminated if one does not need to change the color of the modulated beam. 
Beyond the ability to perform efficiently at the correct wavelength and modulate fast enough, the most 
important specification to look for is the extinction ratio.  As an example, let’s say that we have two 
modulators.  One has ‘on/off’ transmissions of 90% and 10%, and another has 50% and 1%.  The first 
option ‘seems’ more efficient but only has an ER of 9:1.  The latter is less efficient overall, but has an ER 
of 50:1, and this will provide the greater signal for some given power level at the specimen.  For most 
pump lasers, there will not be a want for additional power (ie both beams will most likely need to be 
significantly attenuated before reaching the specimen to prevent photodamage or overloading the 
detector).  If a modulator has poor overall transmission but a good extinction ratio, all one needs to do is 
crank up the power to achieve a much better performance than a modulator with a poor extinction ratio. 
Digitally-driven modulators will operate in a square-wave fashion, ie at any given point in time the shutter 
is either ‘open’ or ‘closed.’  Modulators with an analog driver will attenuate as a sine wave, continually 
varying with time.  The latter case is actually better for measurement with a lock-in amplifier, as a square 
wave has significant energy in higher harmonics and a sine wave has all of its power in the fundamental 
modulation frequency.  Additionally, an amplified detector will have an easier time recapitulating a sine 
wave at some given frequency than a square wave at that same frequency (rise-fall times will not distort 
a sine wave as badly as a square wave at the same frequency).  Analog-driven modulators tend to be more 
expensive, and the resulting increase in measured signal may not be worth the monetary cost, but it’s a 
point worth keeping in mind. 
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Microscope considerations 
As mentioned previously, building an SRS microscope from a modified commercial platform is a very 
reasonable approach.  If one is convinced to build a setup from scratch, the components that will be 
implemented in place of the microscope need to be considered.  Primarily, these include the nosepiece 
(optomechanical component which holds and manipulates the microscope objective(s)), the scan head 
(which contains galvanometer mirrors and a lens relay), and the microscope stage. 
Several commercial solutions exist for implementing a microscope-independent nosepiece, including 
disembodied objective turrets which can be mounted to mechanical focus drives, and piezo-actuated 
threaded plates which can be used as a bare-bones objective holder.  Three things are necessary to 
consider when building this particular optomechanical piece, which go beyond the usual considerations 
taken when installing mirrors or lenses to a breadboard.  First, the nosepiece needs to be mounted to an 
extremely stable base.  The microscope objective will, in effect, be the origin which defines all other 
optical axes in the entire instrument.  A danger with building a nosepiece assembly yourself is that it won’t 
be as rigid/robust as a complete commercial microscope system.  This risk can be mitigated with careful 
planning (and sufficient money).  Second, make sure that whatever drive mechanism you select has a 
linear encoder installed.  While a number of motors will keep track of position by measuring gear pulses, 
these numbers can easily drift after a handful of small movements.  An encoder is essential to achieving 
reproducible focus, and these are found on surprisingly few nosepieces.  Third, plan in advance what kind 
of movement types, ranges of motion, or programmable features that you actually need.  Some fully-
motorized nosepieces have a surprisingly small collection of motion commands built-in.  Fine control with 
rapid response may be achieved by using a manual gear-tooth drive for macroscopic movements and a 
piezo actuator for quick, programmable movements during the experiment. 
Building a scan head (galvanometer mirrors and corresponding scan and tube lenses) can also be tricky, 
and there are few things to think about before settling on a design.  There are plenty of online guides that 
illustrate how a scan head works, so I won’t go into that here.  After understanding these points, the first 
question to ask is “what is the back aperture diameter of the microscope objective to be used?”  The 
diameter of the beam as it enters the scan head will need to be (most likely) expanded to achieve this 
size.  This expansion can occur in one (or both) of two places: before the galvanometer mirrors, or as part 
of the scan head.  Expanding before the mirrors is straightforward; however, this can cause problems 
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when the effective aperture of a 45o dichroic filter or a galvo mirror is small.  Expansion inside of the scan 
head can be achieved by using a pair of lenses with a focal length ratio matching the expansion ratio.  
There are two related pitfalls here.  Expanding the beam requires a long(er) focal length for the second 
lens, and this increased distance between the second lens and the objective limits the angle over which 
one can sweep the galvos, and the edge of the second lens is more likely to clip the beam.  Ignoring 
aberrations, one wants to keep a compact lens relay to maximize the accessible angle-of-approach to the 
back aperture of the objective, but one also does not want to have to employ massive lenses or oversized 
galvanometer mirrors which may be limited in their scan speed or positioning accuracy.  Based on the 
desired objective, available options for size and specs of the galvo system, one will want to plan out the 
size of the beam carefully at each component in the scan head to ensure that no clipping occurs at any 
component, and that the largest range of motion is afforded by the scan head. 
Speaking of scan and tube lenses, there are many far-red and near-infrared appropriate scan lenses 
available for purchase (due to the popularity of optical coherence tomography), but not so much on the 
tube lens side.  Most tube lenses are optimized for visible frequencies, as they should be.  Furthermore, 
they come in a limited number of effective focal lengths, which is inconvenient when one wishes to use a 
scan head to carefully adjust the beam size.  Finally, a number of optics companies will not make optical 
designs available to the public, so it’s hard to determine how effective a given tube lens will be or how 
much aberration it will add to the system.  This author recommends that you look into designing your own 
tube lens out of commercially-available elements.  This way, you can be sure of focal length, chromatic 
aberration, and other aberrations introduced.  Many commercial optical software packages will contain 
libraries of tube lenses as starting points, and one can modify them to match the specifications of 
commercially-available lenses.  In our case, we found a “Plossl eyepiece” to be a good starting point. 
Finally, you’ll need to select a stage.  Many of the big-name companies offer a number of good solutions.  
Make sure you get good-quality linear quadrature encoders on both axes, and make sure you understand 
both a) how the stage controller uses the encoder signals, and b) whether or not you will have easy access 
to the direct encoder signals.  Companies may provide the option of having a second module which is 
dedicated to reading out the encoders and constantly indicating positions / sending programmable 
triggers based on encoder position.  The following are the additional questions you’ll want to consider.  
What’s the total travel range that I am looking for?  What repeatability am I looking for when the stage 
needs to return to some origin?  What’s the maximum speed I will need to travel at?  Does the stage need 
to specialize in traveling at a constant speed, or are ramps up/down acceptable?  Should it provide any 
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hardware triggers when motion starts/stops?  What other peripherals am I looking to attach, such as 
heaters or incubation chambers?  Additionally, I would recommend not bothering with having z-axis 
translation on the stage, which will most likely end up being more trouble than it’s worth. 
 
Condenser considerations 
Any sort of condenser (ie optics that collect light that passes through a specimen) is only applicable to 
transmission SRS experiments.  Reflection mode SRS microscopy (or ‘epi’) has proven to be very effective 
in the literature.  The primary advantages to transmission operation is that the optical design can be much 
simpler at the junction between scan head and nosepiece, and that transmission collection may be more 
resistant to artifacts from cross-phase modulation or thermal lensing (I have no evidence to back this up).  
Retrofitting an existing commercial optical condenser to collect light in an SRS experiment is possible, and 
in some cases highly effective.  The function of such an optical component is to collect as many photons 
as possible – a ‘photon bucket’ of sorts – and relay them to the single-element detector.  This means that 
the effective field of view, depth of focus, and numerical aperture should be maximized, and any imaging 
considerations can be ignored.  Commercial oil condensers can have a numerical aperture of up to 1.4, 
and while this is a large value, if the design specifics are not explicitly known, it is difficult to determine 
the field of view or depth of focus over which this numerical aperture is maintained, how efficient light 
collection is up to 1064nm, or, most importantly, how efficiently this volume is projected onto a detector 
of a given size.  These ideas present an argument for designing one’s own condenser, such that the 
effective sampling volume and angles can be well-known with respect to a specific detector area.  Imaging 
conditions need not be adhered to, and in fact the best signals arise when the collected beam is spread 
as evenly as possible over the detector surface. 
 
Detector considerations 
The currently accepted strategy is to use a large-area photodiode for the single-element detector.  While 
large-area photodiodes are inherently slower and noisier than their small-area counterparts, more silicon 
means a higher incident power can be accurately measured, which is important as SRS features a strong 
residual pump component.  Furthermore, photons from a greater field of view and depth of focus can be 
efficiently collected (see condenser section above).  When selecting a photodiode chip, those which 
feature low inherent capacitance are preferred because they are better able to recapitulate fast 
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modulation speeds.  Reverse biasing the diode is necessary to achieve these specified values.  Diodes 
which are ‘red enhanced’ can provide slightly higher sensitivity than standard diodes.  The main drawback 
from the use of silicon photodiodes is that they are not suitable for measuring light of wavelength 1um or 
longer.  I won’t go into detail here, but because silicon is fairly transparent at these wavelengths, light is 
absorbed by both the front and back faces of the chip.  These different regions have different rise and fall 
times, obscuring frequency-domain measurements.  For example, if one shines a 1um wavelength square-
wave modulated beam onto a silicon photodiode, the apparent amplitude of the diode’s output will be 
much smaller than the actual intensity fluctuation of the laser.  An InGaAs photodiode can accurately 
measure this modulation, although generally diodes made of this material have much slower rise and fall 
times than their silicon equivalents.  This is at least one good reason why measuring the shorter-
wavelength beam is a good approach.  After the diode, some active gain / filtering can help ensure that 
the signal reaches the lock-in detector efficiently.  Be careful to make sure that the gain-bandwidth 
product is sufficient to recover the signal you expect to see – a square wave will contain many higher 
harmonics than a sine wave, and may be severely distorted if this is not taken into account. 
 
Lock-in amplifier considerations 
A number of different companies make lock-in amplifiers which are effective for performing SRS 
microscopy, and these can be located with a quick online search.  Aside from low noise-equivalent power 
and a large ‘wide reserve,’ there are several specifications which are important for performing SRS 
measurements.  A unit with a minimum time constant (related to but not quite the same as integration 
time) in the 1s or 10s of microseconds can be important.  While longer time constants are often used for 
sensitive measurements, high-resolution images can get out of hand time-wise when long time constants 
are employed.  There will be at least a handful of situations where one would like to be able to scan 
rapidly.  Being able to lock-in to modulation rates in the megahertz is a must.  The bit depth of the analog-
to-digital converters sounds like an important specification, but higher is not always necessarily better.  
Once you have a detector picked out, look for specification sheets or online resources to determine its 
effective number of bits (ENOB).  For many large-area photodiode detectors, 14 bit ADCs will be plenty, 
and even 12 bits might not reduce performance by much.  Finally, don’t forget to slap a passive 
highpass/bandpass filter on the signal line before your lock-in.  Eliminating some of the large DC 
component of your detector signal will make your lock-in much happier. 
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Acquisition strategies 
If you are using a system based on a commercial platform, you will have relatively little choice as to how 
images are collected via the commercial software package.  If you’re not using commercial software, you’ll 
have to give considerable thought regarding about all the useful ways of building up an image by rastering 
a focal volume pixel-by-pixel. 
The most common strategy for acquiring a two-dimensional image is to settle the stage to the center of a 
field of view, raster both the X and Y mirrors (one fast axis, one slow axis) to acquire a square-shaped 
image, and tile across the entire region of interest to stitch together one large image.  The way I like to do 
it is a little bit different: set the stage to drive at a constant speed along the X or Y direction, and raster 
one galvanometer mirror to build up a long, thin image tile rather than a square piece.  This not only 
reduces the amount of ‘dead time’ waiting for the stage to queue up its next move, but aberrations 
introduced by one of the two galvo mirrors (astigmatism) is not incorporated into the final image, and the 
final image has many fewer stitches. 
Three-dimensional images present many more options.  Because of the time it takes to tune between 
wavelengths with an OPO, it is often times (but not always) advantageous to complete a full z-stack before 
moving to a different Raman shift of image.  You may wish to have a non-uniform spacing between slices 
in the z-stack.  Alternatively, if an experiment requires obtaining cross sections (or z-stacks which are very 
narrow along either the x or y axes) of a specimen, one may wish to program the nosepiece to move at a 
continual rate while galvos raster along one axis. 
A final note to keep in mind: do as much hardware triggering as possible; avoid software triggering 
wherever you can.  Digital edge detection can be very accurate, and any processes which do not have to 
be sent to the computer’s processor will likely experience a very short and highly reproducible delay. 
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Chapter three: Quantitative chemical imaging of a three-dimensional microfluidic mixer 
1 
Abstract 
Confocal and multiphoton microscopy are excellent tools for investigating systems on the micro-scale, but 
their efficacy can suffer when applied to the analysis of microfluidic devices.  First, exogenous tags 
required for fluorescence microscopies can change the behavior of components within a microfluidic 
system, especially if the compounds of interest are small molecules or solvents.  Second, refractive index 
changes resulting from the structure of the microfluidic device can significantly hinder imaging ability.  It 
is difficult to obtain accurate images near the edges of microfluidic channels; can be nearly impossible to 
evaluate multi-layer devices or channels with non-rectangular cross-section channels.  Here, we take a 
two-pronged approach to simultaneously addressing these two outstanding issues.  Stimulated Raman 
scattering (SRS) microscopy is a truly label-free and non-perturbative chemical imaging modality.  Imaging 
speeds and z-stack capabilities are sufficient to perform full volumetric analysis of systems considered to 
be large for the micro-scale.  Additionally, the signal generated is quantitative, and so the actual 
concentration of components within the system can be calculated.  Second, we leverage the sacrificial 
mold manufacturing strategy to choose a device material with a refractive index that closely matches that 
of aqueous solutions.  This mitigates the distortions caused by the device structure that would otherwise 
significantly reduce the ability to accurately image microfluidic devices, whether planar or complex.  We 
demonstrate this approach by fabricating a helical, round cross-section passive microfluidic mixer.  We 
determine the concentration of glucose and saltwater solutions throughout the device at several different 
flow speeds.  These compounds show no inherent optical contrast and are too small to be exogenously 
tagged, but can be measured via Raman scattering.  Close agreement with numerical simulations 
demonstrates two things: one, SRS represents a particularly well-suited solution for the non-perturbative 
direct quantitative characterization of microfluidic devices.  Second, the ability to choose any 
photocurable optical polymer without adjusting the device manufacturing process whatsoever represents 
an interesting new capability that may have implications outside of this particular chemical imaging 
example.  
                                                          This work, including figures and some portions of text, appear as Gelber, M.K.; Kole, M.R.; Kim, N.; Aluru, N.; Bhargava, R. “Quantitative Chemical Imaging of Nonplanar Microfluidics.” 2017. Anal. Chem. 89(3), 1716-1723.  The copyright holder has granted permission for reprinting here. 
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Introduction 
A number of different optical microscopy techniques have been leveraged in the past to measure and 
monitor the performance of microfluidic devices, including optical coherence tomography1, confocal 
fluorescence microscopy2,3, two-photon fluorescence microscopy4, confocal Raman microscopy3,5, and 
coherent anti-Stokes Raman scattering (CARS) microscopy6, 7.  Vibrational spectroscopy is an appealing 
tool to apply to the analysis of microfluidic devices as imaging contrast is provided directly from the 
chemical constituents within the system.  Exogenous tags or labels, which may interfere with the 
experiment or change the behavior of the components being studied, are not necessary, making this a 
truly non-perturbative approach to device analysis.  Confocal Raman microscopy is one technique which 
is capable of performing this type of measurement; unfortunately, imaging with this modality takes a 
prohibitively long time, and so applications are strongly limited in this regard.  Coherent Raman scattering 
(CRS) spectroscopies8, nonlinear variants of spontaneous Raman scattering, can achieve much faster 
imaging speeds.  Coherent anti-Stokes Raman scattering (CARS) is one such modality; however, the signal 
generated from CARS microscopy is not linear with analyte concentration, and furthermore images 
include a nonresonant background which is difficult to remove9.  As such, this technique can be good for 
the visualization of microfluidic devices or processes, but is ultimately limited in its quantitative capacity.  
Stimulated Raman scattering (SRS) microscopy, a related technique, generates a signal that is linear with 
analyte concentration and does not feature this nonresonant background component8.  As such, SRS may 
be uniquely suited to the quantitative volumetric imaging of operational microfluidic devices. 
One problem that nearly all of these imaging techniques suffer from is imaging distortion and aberration 
due to the internal structure of the device itself.  A refractive index (RI) change between two materials 
will bend light that passes through an interface.  In this manner, differences between the refractive indices 
of a microfluidic device material and the fluids that it contains will strongly affect the propagation of light 
through microfluidic channels (Figure 3.1a).  In wide-field imaging modalities, the features appear 
distorted.  For confocal or multiphoton microscopy techniques, where achieving and maintaining a tight 
focal volume is critical for signal generation, imaging contrast can be eliminated entirely (Figure 3.1b).  
Flat interfaces which are perpendicular to the optical axis will have a minor effect on the propagation of 
light; any other interface orientation (flat, curved or otherwise) will introduce significant imaging 
difficulties.  This makes the imaging of any device that does not feature wide, shallow, rectangular cross-
sections very difficult.  This includes devices with round channels (which act like lenses) or multilayer 
channels with overlapping features.  Even images acquired at the edges of rectangular channels can 
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produce ‘dark’ or ‘hidden’ regions10, 11, 12.  While the concept of RI-matching has been utilied in a handfull 
of past fluid and microfluidic studies13-16, a robust implementation to fully image complex three-
dimensional devices has not been demonstrated. 
 
Figure 3.1.  Beam steering due to refractive index (RI) mismatches between device features and bulk material prevent tight 
focusing for multiphoton techniques. a) Ray-tracing simulation indicating how the features of a microfluidic channel can distort 
the focal volume of a confocal/multiphoton imaging technique.  Red rays assume a glass (NBK-7) device and a water-filled 
channel, while green rays assume the device material has been matched to the refractive index of water.  While spherical 
aberrations are induced by the air-device interface, the majority of issues occur from device features. b) Top: SRS image of a 
cross section of a circular microfluidic channel without refractive index matching (device and fluid are 1.565 and 1.376, 
respectively).  The channel cannot be resolved.  Bottom: The fluid has been changed to RI 1.518, reducing but not eliminating the 
mismatch between the two components.  The cross section is fully resolved and ‘dark’ regions are significantly reduced.  Scale 
bar = 100µm. 
Because the validation of device performance or operation is a critical component of many microfluidic 
experiments, the reluctance to use non-rectangular cross-sections or non-planar designs significantly 
reduces the available design space; furthermore, there may exist some advantages to designing and 
implementing devices with more complicated geometries or cross-sectional shapes.  For example, 
reducing the surface-area-to-volume ratio of a channel reduces the required operating pressure17, and 
monolithic devices may be able to withstand more pressure than multilayer counterparts18.  Circular 
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channels, reducing the presence of sharp angles or corners within the device, may be less likely to foul or 
accumulate solid material19,20.  Furthermore, microfluidic efforts towards recapitulating physiological 
systems will require the use of round tubes and/or complex networks of microfluidic channels21-24 which 
can extend beyond a planar geometry.  Several effective methods of fabricating round microchannels 
exist25-27, as do several microscopy methods for imaging planar, rectangular cross-section devices, but 
effectively combining these two ideas requires an additional technological advance. 
One feature of the use of a sacrificial mold to fabricate a microfluidic device is that this approach allows 
for the selection from a wide range of fabrication materials; if a material with a refractive index that closely 
matches the fluids to be studied is selected, these RI-dependent imaging issues can be mitigated. If the 
sacrificial mold material is insoluble in a wide range of monomers or liquid epoxies, the experiment 
designer can select from a wide range of materials to fabricate the device from.  This flexible design 
parameter allows the fabrication of devices with optical properties that are specific to a particular task or 
experiment.  The result is the ability to obtain volumetric, quantitative chemical images of an operating, 
complex, three-dimensional microfluidic device. 
To demonstrate these capabilities, we have manufactured and chemically imaged a helical micromixer 
device (Figure 3.2).  It has round channels which travel in all three dimensions, making it a classically 
difficult shape to image with volumetric z-stacking.  Glucose-water and NaCl-water solutions were 
selected as the fluids to mix, as these represent a ‘worst-case’ scenario for imaging: they provide no 
inherent optical contrast or other readily observable property difference, and each of these components 
is too small to tag, color or label.  This experiment has also been modeled via a fluid dynamics simulation, 
and experimental results agree closely with the calculated behavior.  While the mixing of salt and sugar 
may seem to be a trivial experiment, it eloquently demonstrates quantitative imaging capabilities of SRS 
as applied to microfluidics and is a system that could not be measured with a different technique.  This 
demonstration paves the way for future opportunities in the real-time monitoring of microfluidic 
processes. 
 
Methods 
Device fabrication 
The microfluidic device was fabricated via a sacrificial mold method, where a structure representing the 
inverse final features of the device was created, and the device material was cast around that.  A freeform 
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3D printer (work of M. K. Gelber) is able to print free-standing structures out of amorphous isomalt.  This 
structure was immersed in a well containing a photocurable liquid polymer (MY-134, My Polymers, Nes 
Zianoa, Israel).  UV radiation was applied to cure the material, creating a monolithic device.  The isomalt 
sugar was dissolved out in a bath of hot water which did not affect the integrity of the polymer.  This 
general process has been described in the literature previously28.  Blunt, non-beveled needles were 
inserted into the three channels (two inlets and one outlet) and glued into place with a UV-curable epoxy, 
allowing connection to a syringe pump in order to provide accurate fluid flow speeds.  The microfluidic 
device was affixed to a glass slide and placed into a plastic dish before being mounted onto the microscope 
stage. 
 
Figure 3.2.  White-light image of the microfluidic mixer device.  Two fluids (in this case a glucose-water solution and a NaCl-
water solution) are pumped into the outer inlet channels, are joined at a t-shaped junction, and are forced through a helix where 
passive mixing occurs.  The inset shows that the channel radius r was measured to be 78 +/- 1.8µm, and the helix radius R was 
measured to be 313 +/- 2µm. 
The concept of this mixer is that two fluids (a glucose-water solution, 8.0% glucose by weight; a salt-water 
solution, 5.7% NaCl by weight) are each introduced to the device by a separate inlet channel.  They are 
brought together by a t-shaped junction, where they should flow side-by-side in a laminar fashion.  This 
single channel enters a helix structure.  Centripetal forces cause turbulent currents to form within the 
channel, performing passive mixing of the two fluids.  This is known as the Dean effect29, and while this 
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phenomenon is well understood and has been observed on the macro scale30,31, to the best of our 
knowledge it has not been quantified on the micro scale. 
Stimulated Raman imaging 
All spectroscopic images were acquired using an SRS imaging microscope constructed in house. The SRS 
microscope is driven by a dual-output (1064nm/532nm) ultrafast oscillator coupled into an optical 
parametric oscillator to provide two picosecond pulse trains whose wavelength difference can be tuned 
to match a Raman mode of interest.  The imaging was performed using a long working distance near 
infrared-corrected objective (Mitutoyo, Kanagawa, Japan) and a custom-built single-element photodiode 
detector.  A pair of galvanometer mirrors was used to scan the focused beams across the specimen during 
acquisition.  For measuring channel cross-sections, we chose a pixel size of 2μm to be sufficient for clearly 
resolving the internal structure.  For 3D images of the full mixer acquired via z-stack, we chose a cubic 
voxel of 5μm on a side.  Visualizing cross-sections every ½ helix turn is readily accomplished by focusing 
the microscope objective to the center of the mixer and acquiring a single image along the entire length 
of the device.  
Mixing visualization and image processing 
All images were processed in Matlab (The Mathworks, Nantucket, MA).  Because the intensity of the 
stimulated Raman scattering is linearly proportional to the glucose concentration, and the response of 
the photodiode detector is linearly proportional to the scattering intensity, the resulting images are 
quantitative.  The signal intensity recorded from a uniform image of 0% glucose, 5.7% by weight salt 
solution was 0.17 V, and the signal intensity recorded from a uniform image of 8% by weight glucose 
solution was 0.42 V.  Both signals had a standard deviation of 0.03 V, arising from noise inherent to the 
measurements.  To quantify mixing, we linearly mapped the range 0.17 V to 0.42 V between 0 and 1.  
Additionally, the Raman signal from the epoxy is used as an internal standard to account for any 
nonuniformity in image intensity due to laser fluctuation or imaging depth.  While 3D images can provide 
visualizations throughout the entire device, a cross-section of the circular area at various flow rates can 
illustrate the progression of mixing within the channel. 
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Figure 3.3.  Raman spectroscopic characterization and imaging of the chemical constituents and mixers. a) Spontaneous Raman 
spectra of saltwater, glucose solution, and the epoxy used to fabricate the mixer.  A single frequency (2894cm-1, indicated with a 
dashed line) can be used to differentiate the two solutions within the channel while the epoxy is spatially distinct. b) A white-
light image of the helix and the corresponding stimulated Raman intensity image of a single spatial plane (or slice) through the 
center of the mixer.  Channel cross-sections are well resolved with clearly visible concentrations of the glucose solution. The scale 
bar indicates 500µm. 
As the epoxy provides the strongest signal, it can be readily masked out, leaving only the channel cross-
sections.  In order to compare simulation results to experimental images, the simulation meshes were 
mapped onto a square grid of effective pixel size 2μm.  Additionally, the SRS images contain a noise 
component which the simulation results do not, and this value was taken into consideration when 
extracting performance metrics from the experimental data. The relative unmixing index32 ܫ is given by 
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ܫ =  ඩ
1ܰ ∑ ൫ݔ௝ − ݔ௝൯ଶே௝ୀଵ1ܰ ∑ ሺݔ௜ − ݔ௜ሻଶே௜ୀଵ
 
Where ݔ௜ are the pixel intensities at the inlet and ݔ௝ the pixel intensities at the cross-section of interest.  
We correct for the noise in the image by subtracting the variance due to noise ߪ௡ଶ from the total variance 
at each cross-section: 
ܫ =  ඩ
1ܰ ∑ ൫ݔ௝ − ݔ௝൯ଶே௝ୀଵ − ߪ௡ଶ1ܰ ∑ ሺݔ௜ − ݔ௜ሻଶே௜ୀଵ − ߪ௡ଶ
 
Simulations 
Simulations modeling the propagation of the fluids through the helical channel were performed (work of 
N. Kim) using the COMSOL Multiphysics Package (COMSOL Group, Stockholm, Sweden).  The dimensions 
of the helix were chosen to match the values of the real mixer as determined by white-light microscopy 
measurements, and the simulated channel was assumed to be a ‘perfect’ helix, free of defects or variation 
as a function of length.  The simulations resulted from the solution of the steady state incompressible 
Navier-Stokes equation.  The coupled convection-diffusion equation of a diluted species was also included 
to account for the transport of glucose and NaCl in the system.  The properties of the two solutions, 
including viscosity, density, and diffusion coefficients were gleaned from the literature33-36.  Mixtures of 
glucose and NaCl solutions were assumed to have a viscosity and density that was a linear interpolation 
between the two pure components. 
 
Results 
After the device fabrication was finished, it was inspected under a white light imaging microscope (Zeiss 
Imager A2.Vario, Zeiss AG Gmbh, Oberkochen, Germany) to confirm its dimensions and ensure that the 
channels were free of defects or blockages.  The radius of the helix channel (denoted r in Figure 3.2) was 
measured to be 78+/- 1.8µm, and the major radius of the entire helix (denoted R in Figure 3.2) was 
measured to be 313 +/- 2µm. 
Figure 3.3 demonstrates that a single SRS image taken through the major axis of the mixer helix is capable 
of resolving channel cross-sections at each half-turn.  Even though the device is mixing and fluid is rapidly 
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flowing through the channels, the flows themselves are unchanging as a function of time, allowing imaging 
of these large mosaicked images.  We found that a single image through the center of the device provides 
a sufficient sampling of mixer behavior in order to compare the real performance of the system to that 
predicted by the fluid dynamics simulation.  In addition to this single-slice images, a z-stack can be 
constructed to give a full volumetric view of the device as seen in Figure 3.4.  It is worth noting that imaging 
was performed at a single Raman shift, 2894cm-1.  Because the device material is spatially separated from 
the two fluids and saltwater has no Raman response at this wavenumber, a single image can be used to 
image all three components and determine quantitative distributions of analyte concentration. 
Images through the center of the helix were acquired at several different flow rates (measured in ml/hr, 
combined fluid volume).  In order to better process the data, we isolated each cross-section from the 
larger image (Figure 3.5).  At a flow rate of 1ml/hr, the interface between the two fluids rotates, but no 
significant mixing appears to occur.  As the flow rate increases, the fluids begin to swirl and mixing is 
achieved more efficiently.  Those particular cross-sections were also extracted from the equivalent fluid 
dynamics simulations and placed side-by-side with the experimental images, showing excellent 
agreement in the range of 1-10ml/hr. 
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Figure 3.4.  A sampling of slices from a full volumetric z-stack image of an operational mixer at flow rate 5ml/hr.  From left to 
right, effective depth 75, 150, 225, 300, 375, 450, and 525μm.   
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Figure 3.5.  Theoretical and experimental comparisons of spatial concentration patterns and quantification of mixing along the 
channel. a) Experimental (SRS) and simulation (COMSOL) visualizations of glucose concentration at cross sections in the helical 
mixer for four different flow rates (equivalent Reynolds (Re) and Dean (De) numbers that describe these flow rates are also 
shown).  The SRS images have been scaled to show relative glucose concentration from 0-1, although pixels outside of this range 
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appear due to noise.  In the interest of space only the first 4 turns are shown.  (b) Relative Unmixing Index as calculated from 
these cross-section images for experiment and simulation.  Trendlines to the experiment values are derived using the best fit for 
second order polynomials. 
Now that quantitative images that indicate absolute glucose concentration have been obtained for even 
intervals throughout the mixer at several different flow rates, the actual performance of the mixer can be 
calculated from these images via the Relative Unmixing Index as discussed previously.  It can be seen that 
the predicted and measured performance of the device as a whole follow one another closely for the first 
several turns of the helix, but begins to deviate as mixing approaches completion. 
 
Discussion 
During device fabrication, there is expected to be some variation between the designed diameter and the 
real diameter.  This is in part due to the circular acceleration of the nozzle during the printing of the helix, 
and this effect has been described previously37.  White light inspection not only showed that the final 
device was free of defects or blockages (save for one air bubble in the center of the helix which did not 
affect performance or image), but also suggested that the quality of the channel walls was smooth.  Were 
the isomalt structure to have started dissolving in the selected liquid polymer, the resulting channel walls 
could have been rough or otherwise ill-defined.  The close agreement between simulation and experiment 
also indicates that any wall texture that may have been present had a minimal impact on the overall 
performance of the device.  Prior to fabrication, it was confirmed that the sugar glass did not rapidly 
dissolve in the viscous liquid monomer.  A short cure time of 20-30 minutes also helps ensure that there 
is minimal opportunity for the integrity of the sacrificial mold to be compromised.  It should also be noted 
that the sugar glass can absorb or otherwise block UV light which is intended for the photocurable 
polymer; when curing a complicated three-dimensional structure, it is important to illuminate with UV 
from multiple angles so not as to have under-cured regions of polymer due to shadowing caused by the 
mold.  Liquid polymers cured by baking in an oven is also a possibility, but this process tends to take longer 
and polymers with curing temperatures above the degradation threshold of isomalt glass cannot be used. 
Figure 3.3 indicates the utility of carefully implementing SRS in order to take a ‘one-shot’ approach to 
solving a determined problem, in this case measuring mixing performance.  The polymer of the mixer is 
physically separated from where the fluids are, so even though there is a strong Raman response from 
both the glucose and the polymer, the polymer signal does not adversely affect the measurement of 
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glucose.  This also demonstrates the ‘natural confocality’ of multiphoton optical processes.  It is important 
to note that even if saltwater did have a Raman response at 2894cm-1, we would still be able to quantify 
the concentration of each component: pure glucose solution would have a response of X, pure saltwater 
would have a response of Y, and any mixture of the two would have a response between X and Y (assuming 
the densities of the solutions do not change significantly upon mixing, which they do not, and assuming 
that there is no reaction between glucose and saltwater that would create or destroy vibrational modes 
at 2894cm-1, which there is not).  There is often an assumption that, much like a system of algebraic 
equations, N measurements are needed to quantify or differentiate N components, but the linear 
response that SRS provides as a function of concentration can allow for simpler measurements.  The 
addition of a third Raman-active compound to the mixer would necessitate the use of additional 
measurements at other Raman modes, and this can be extended to many more analytes of interest. 
At flow rates above 10ml/hr, an unforeseen problem is encountered, and the measured mixer behavior 
deviates significantly from the predicted behavior as show in Figure 3.6.  The reason for this is that the t-
shaped junction is not an ideal structure for bringing two flowing liquids together in a laminar side-by-side 
fashion.  Above some threshold flow rate, some turbulence occurs at the junction and therefore some 
mixing occurs before the fluids reach the helix.  One can notice from Figure 3.6 that the inlet condition is 
not split 50/50 as assumed in all cases.  There is already some more complicated structure to the flows at 
the entrance of the helix, and this will continue to propagate as passage through the helix occurs.  While 
it may be possible to change the starting conditions of the simulation to match that observed by the 
experiment, this is overkill to circumvent a problem in device design, not in the experiment.  Moving 
forwards, a y-shaped junction will be much more appropriate for ensuring that a laminar flow is achieved 
when two fluids are brought together. 
 
 39  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.6.  Theoretical and experimental comparisons at flow rates above 10ml/hr.  These data were processed in the same 
manner as Figure 3.5, including a) cross-sectional comparisons of experiment and simulation, and b) calculations of Relative 
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Unmixing Index for each half-turn throughout the device.  It is clear that the inlet conditions are incorrect above a certain flow 
rate, and this causes the simulation and experimental measurements to match up poorly. 
Additionally, it is clear from both the simulations and the experiment that the helix pitch affects the flows 
formed, and therefore affects mixing ability.  The ‘swirl’ effect of the vortices within the helix essentially 
compartmentalizes to individually circulating halves of the channel, top and bottom.  At slower speeds, 
the first ‘swirl’ does not split the incoming fluids in equal concentrations (for example Figure 3.7 shows 
more glucose in the ‘top half’ of the channel than the ‘bottom half’).  These ‘two halves’ will swirl within 
each other throughout the length of the helix, implying that full mixing is most readily achieved when 
glucose is distributed evenly between the ‘top and bottom halves’ of the channel.  From the 70ml/hr 
simulation (Figure 3.7), it is apparent that the flows within the helix become much closer to top-bottom 
symmetric, showing that the pitch of the helix is having a smaller effect on mixing behavior.  Ideally, the 
pitch of the helix should be kept small to minimize this effect.  This has the added benefit of minimizing 
to footprint of the mixer element.  Due to the strong agreement between simulation and experiment, the 
most efficient mixer for some desired flow rate can be determined. 
 
Figure 3.7.  Left: at 10ml/hr flow rate, there is uneven distribution of glucose between the ‘top’ and ‘bottom’ halves of the 
channel as denoted by the dashed red line.  Because these halves will primarily mix within themselves, this will ultimately lead to 
inefficient mixing for the device as a whole.  Right: at faster flow rates, the distribution of glucose is much closer to being 
symmetric about the red line. 
In closing, we have demonstrated imaging though almost a full millimeter of device while maintaining 
good out-of-plane confocal rejection.  This is large in terms of microscopic specimens, and demonstrates 
that this manufacturing approach makes significant progress towards imaging and evaluating the general 
case of arbitrarily-shaped devices.  It is important to note that there is one additional source of aberration 
that was not addressed, which is the RI-mismatch between the microfluidic device and surrounding air, 
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as these experiments were performed with a metallurgical (non-immersion objective).  This was a 
conscious decision to greatly simplify the experiment.  While the lab does own a water-immersion 
objective (which would have nearly eliminated the RI-mismatch at this initial boundary), the field of view 
is much smaller than that of an air objective, which would have resulted in significantly slower imaging 
speeds.  The water-immersion objective would also have provided a larger numerical aperture, but clearly 
this was not necessary for obtaining images of sufficient quality.  Additionally, partially immersing the 
microfluidic device in water adds a significant experimental complication.  Not only does this water need 
to be replenished due to evaporation, but if the water were to make it around the sides or underneath of 
the chip, z-stack imaging would have been thrown off completely.  The use of a water-immersion objective 
is, strictly speaking, the correct approach38, and future endeavors will be designed to better accommodate 
this.  This shows that there is still room for improvement in this experimental approach, both in mixer 
design (the use of a y-shaped junction) and imaging protocol (water-immersion objective). 
 
Conclusion 
Here we have demonstrated the capabilities of SRS for acquiring quantitative volumetric images of 
complex microfluidic devices, as well as the utility of freeform 3D printing for fabricating devices with 
tunable properties based on the intended experiment.  In the past, it has been difficult to image 
microfluidic devices near channel walls, and multi-layer devices even more so.  This new approach 
remedies these, as well as results in monolithic devices which can be made stronger than their layer-by-
layer counterparts, can operate under higher pressures, can resist fouling and clogging, and can more 
accurately mimic physiological systems.  The results displayed here will hopefully increase interest in 
pursuing additional applications with this type of device. 
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Chapter four: Stimulated Raman scattering for the chemical imaging of dynamic and crystalline polymer 
systems 
 
Abstract 
Polymers exhibit interesting behaviors on the microscale, and oftentimes this microscale structure of 
single polymers or polymer blend systems can have dramatic effects on macroscopic or bulk properties.  
For example, many polymers may exist in a purely amorphous state or exhibit varying degrees of 
crystallinity, and such crystalline or semi-crystalline structures are not guaranteed to exist uniformly 
throughout a specimen.  Additionally, many blended polymer systems feature components which are not 
fully miscible in one another, leading to a phase separation with domain sizes on the order of micrometers.  
A number of tools have been employed to study these types of systems, including various forms of optical 
microscopy, scanning calorimetry, and x-ray diffraction measurements.  No one of these techniques is 
able to provide a comprehensive understanding of the complicated behaviors of a polymer system on its 
own, and in fact there are some microscale phenomena that cannot be readily observed by combining 
these techniques.  Here, we propose the application of chemical imaging in the form of stimulated Raman 
scattering (SRS) microscopy as a new method of visualizing the dynamic behavior of polymer systems on 
the microscale.  SRS provides rapid microscopic imaging capabilities with contrast derived from the 
vibrational modes of the polymers present in the system, and this contrast is also dependent on the 
orientation of the local polymer structure.  As such, SRS can provide quantitative measurements of the 
concentration of individual polymer species and information regarding polymer orientation and 
crystallinity.  This imaging can also be performed in a short timeframe such that time-lapse and/or 3D z-
stack images of a dynamic system can be readily acquired.  We take steps towards demonstrating that, 
for polymer blend systems, measures of miscibility, domain formation dynamics, and the clear delineation 
of distinct phases in three dimensions can be evaluated simultaneously and with significantly less effort 
than previous approaches.  For a semi-crystalline polymer, we take time-resolved z-stack images of 
growing local regions of crystallinity and extract information regarding growth behaviors in the bulk, 
whereas usually these types of measurements are limited to thin films.  In all, SRS may provide 
complementary information to existing measurement strategies regarding the dynamics of polymer 
systems. 
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Introduction 
Materials characterization is important for both single polymer systems and polymer blends, as their 
micro-scale structures can depend strongly on composition, molecular weights of the components, 
processing temperature, geometry, etc1.  Additionally, this complicated micro-structure can have 
dramatic effects on macroscopic or bulk properties.  For example, many polymer systems (both single 
components and blends) exhibit some degree of crystallinity on the microscale.  Unlike some other solid 
systems, these polymers can exhibit additional phase transitions (glass transition), complicating phase 
diagrams and related behaviors.  The extent of this crystalline behavior is strongly dependent on the rate 
or temperature at which these systems are processed.  Crystalline domains may be small or large, sparse 
or densely packed, and these properties will affect the shear/modulus properties of the polymer as a 
whole2–4.  Even more complicated than single-polymer systems, many polymer blends do not behave as 
ideal ‘alloys,’ and two polymers which are miscible at some given temperature will begin to separate upon 
either heating or cooling.  As opposed a system like oil and water, these polymer blends do not separate 
into two macroscopically identifiable phases but rather segregate on the microscale into discrete 
domains.  The size, orientation, composition, and rate at which these microstructures form depends on 
the concentration of each polymer component, the temperature, the presence of other soluble 
components.  The characterization of these small domains is inherently more difficult than the 
measurement of bulk system properties. 
The behavior of these microstructures can have a significant impact on the overall properties of the 
material.  While there exist some general theories for predicting the behaviors of such systems5,6, every 
crystalline polymer or polymer blend will exhibit somewhat differing behaviors.  The sheer number of 
known, potentially useful polymers (including unique molecular weights of different polymer chain 
lengths, as well as various combinations of two or more species as polymer blends or copolymers) requires 
robust and insightful methods for examining these systems on the microscale and fully understanding 
their behavior over a range of conditions. 
Several existing tools are used to evaluate these behaviors.  For examining polymer crystallinity, white 
light microscopy is a tried and true first line approach.  Crystalline structure can often times provide 
inherent contrast due to the commensurate refractive index change.  Differential interference contrast 
(DIC) microscopy enhances this contrast and allow for accurate visualizations of crystalline structure in 
2D7.  An immediate drawback of these approaches is that they only allow visualizations in 2D, and thus 
are most often applied only to thin polymer films, and not for studies of microstructure in the bulk.  
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Assessing thicker polymer structures may be accomplished by x-ray diffraction8, but any sense of spatial 
localization is lost. 
For examining the separation of polymer blends on the microscale, a combination of techniques is utilized.  
The separation of phases can be detected by optical scattering measurements9 or by differential scanning 
calorimetry10, and so determining the conditions under which phase separation occurs can be achieved.  
This can be an arduous process, as this must be repeated for many ratios of polymer concentration to 
build an accurate picture of the overall system behavior.  Additionally, optical microscopy must then be 
incorporated to see how the phases decompose or structures change under these conditions.  Light 
scattering or scanning calorimetry methods are not spatially-localized, in that it represents the average 
over some quantity of specimen.  This combination of techniques can provide a wealth of information 
about the behavior of polymer blend systems, but once again it is most effective in 2D thin film cases.  
Furthermore, nuanced information about the dynamics of these systems can be lost, including the 
chemical makeup of each of the phases at the point of separation. 
Even with all of these established techniques, there are capabilities missing from this toolset which could 
not only consolidate several of these measurements but also provide insight which was not previously 
present.  Localizing this information in 3D, ie not being limited to 2D spatially-resolved measurements or 
information about bulk specimens, could provide additional insight for polymer systems not cast as thin 
films.  Imaging contrast based on chemical properties could be wildly useful for several reasons.  For 
polymer blends, it would be valuable to be able to determine the composition of each distinct phase in a 
3D-localized manner.  This would provide information on the dynamic behavior of the system, the rate at 
which the individual components migrate, and allow additional insight as to when a system truly reaches 
equilibrium.  For systems which exhibit crystallinity, accessing information related to the density, 
orientation, or crystallinity of the polymer microstructure in 3D would expand analyses from thin films to 
other, more complex geometries. 
These capabilities could provide insight for these systems which could not be otherwise accessed.  Instead 
of learning when phases start to separate (light scattering / DSC), or the number and size of phase 
separated domains (white light microscopic examination), it would be possible to see how these processes 
occur in 3D, and more subtly how quickly the diffusion or movement of the polymer materials does or 
does not occur.  Without this information, it can only be assumed when the individual domains and, in 
turn, the whole system truly reaches equilibrium, and where that equilibrium lies for a given system.  
Information obtained by differential interference microscopy becomes more convoluted as the thickness 
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of the studied system increases.  While white-light microscopies are capable of monitoring processes in 
real-time, a 3D-localized imaging tool would add new information regarding an additional physical 
dimension. 
Chemical imaging, specifically coherent Raman scattering microscopy, may provide these capabilities.  In 
fact, the related technique of Fourier-transform infrared (FT-IR) microscopy has long been a tool for 
measuring both the composition and crystallinity of polymer films11,12.  As a vibrational spectroscopic 
modality, it can directly (and quantitatively) determine the composition of a polymer blend in a spatially-
resolved manner, and the incorporation of polarization optics13,14 can elucidate the degree of orientation 
within a crystalline or amorphous region of a specimen. 
While the utility of FT-IR towards these applications has been described in the literature, there are 
drawbacks to this measurement modality.  Imaging resolution is coarse (and underperforms white-light 
microscopy significantly in this regard), and as a result, small, freshly-formed domains which would be 
detectable optically are not accessible in IR imaging until they enlarge to a sufficient size, and this can 
affect analysis and interpretation of system dynamics.  Additionally, the imaging speed of FT-IR 
microscopes is relatively slow.  When dynamic systems which change in time are considered, there 
becomes a limit on the field of view that can be analyzed, as measurements will become confounded if 
the system components move appreciably in the time it takes to acquire an image.  FT-IR microscopes 
equipped with a focal plane array can image areas without requiring movement of the specimen stage, 
but this is provides a limited field of view.  Polarized FT-IR can be performed, but maintaining polarization 
during the course of the experiment and interpreting the resulting spectral images (especially if reflection 
measurements are utilized) can be difficult and requires great care.  Furthermore, this type of analysis 
cannot be done in 3D.  As absorption is a linear optical process, the imaging of thick films will be collapsed 
into a 2D image, causing issues if the morphology of the specimen is not homogeneous along the optical 
axis, as can be the case when a solid phase is dispersed in a liquid phase.  Even if 2D imaging is acceptable 
for a given application, there exists a fundamental limit as to how thick a specimen can be for the 
acquisition of absorption spectra.  Once the total amount of transmission through a specimen approaches 
1% of the incident light or less, the accuracy with which an accurate absorbance value can be recovered 
rapidly decreases.  Many polymer systems absorb strongly within certain bands in the infrared region (a 
polymer is, after all, the same molecular building block repeated), limiting the geometry of what can be 
successfully imaged.  In general, sample preparation can often be more limiting for FT-IR measurements 
than for some related vibrational imaging techniques. 
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Coherent Raman microscopic imaging can build upon the established foundation of chemical imaging in 
polymer analysis established by FT-IR by addressing some of these drawbacks.  Stimulated Raman 
scattering imaging retains good chemical sensitivity and the ability for quantitative analysis as it accesses 
fundamental vibrational modes of molecules.  Measurements are polarization-sensitive when a polarized 
laser excitation source is used.  The near infrared region of the electromagnetic spectrum (where SRS is 
often performed) is less strongly absorbed by many polymer species, allowing for the analysis of much 
thicker specimens.  Combined with signal which is localized to a tight volume via the multiphoton nature 
of the technique, truly 3D resolved measurements can be performed.  Resolution is significantly finer, 
approaching that of optical microscopy.  Not only does this allow for the observation of smaller domains, 
smaller changes in the dynamic nature of the system, but also reduces the reliance of coupling other forms 
of optical microscopy to experiments.  Furthermore, imaging speed can be made significantly faster than 
FT-IR.  For a single Raman band, an entire field of view (10,000-250,000 µm2) can be acquired in a fraction 
of a second, so issues related to the dynamic properties of a system become less hampering.  Polymer 
dissolution featuring low molecular weight species, which may evolve quickly and reduce the efficacy of 
FT-IR imaging, may be measurable with SRS.  With all of this in mind, 3D time-lapse type analyses can start 
to become feasible for certain polymer systems.  An entire volume can now be imaged with chemical and 
polymer-orientation sensitivity, and this can be repeated at short intervals to construct a dynamic 
volumetric dataset. 
As with any imaging technique, there are of course some drawbacks to stimulated Raman scattering 
microscopy as it is presented here.  These drawbacks, especially as compared to the strengths of FT-IR, 
need to be kept in mind when designing polymer studies.  In a narrow-bandwidth regime, only one single 
Raman shift is analyzed at any given point in time.  Evaluating multiple spectral components will require 
taking a series of sequential images at different Raman shifts (lowering the effective frame rate and 
hampering the speed with which time-resolved or 3D images can be acquired), or will require an 
experiment to be run multiple times with a different Raman component imaged each time (which could 
lead to difficult data interpretation).  Infrared absorption and Raman scattering are not identical physical 
processes, and so information describing or derived from infrared spectra in the literature will not directly 
translate to Raman analysis.  This applies to polarization and polymer chain orientation as well: a chemical 
group which shows strong orientation dependence in the infrared may not exhibit this behavior during 
Raman imaging.  Additionally, the quality of 3D z-stack imaging can be degraded when there are numerous 
refractive index changes within the specimen being analyzed, and such changes will almost always be 
induced by phase separations or changes in crystallinity.  The use of oil-immersion optics can alleviate 
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much of this, but the experimental setup can become enormously complicated when a heating specimen 
stage needs to be combined with these sorts of optics.  (Here, we use long working distance NIR-corrected 
metallurgical objective in order to reduce the complexity of the setup.)  If the full volume of a thick or thin 
film is to be quantitatively analyzed, the confocal nature of the technique may become a drawback and 
require a series of z-stack images to accurately capture the full volume.  Even with these considerations 
in place, coherent Raman microscopy may allow for the study of previously unattainable information 
regarding polymer behavior on the microscale. 
Here, we demonstrate work toward new applications of SRS microscale analysis of evolving polymer 
systems.  We have outfitted a narrow-band SRS with a heating stage designed for polymer analysis.  In 
order to accommodate this relatively large component, a long working distance NIR-corrected microscope 
objective and a custom-designed collection condenser have been employed to successfully transmit light 
to and from the specimen.  We present preliminary work towards measurement of three types of systems: 
the dynamic monitoring of separating polymer blends and the elucidation of their coexistence behaviors; 
the imaging of phase boundaries in a complex three-dimensional system; and the real-time monitoring of 
growing regions of crystallinity within a bulk polymer. 
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Section 1: Phase separation of polymer blends 
Background 
It is well known that miscible polymer-polymer blends only exhibit miscibility over some finite 
temperature range.  For many blends, being above or below a certain temperature causes a phase 
separation into differently-composed blends which are more energetically favorable at that temperature.  
This separation usually occurs via the formation of discrete microdomains, as opposed to the distinct 
macroscopic layers observed in oil-water mixtures.  How these microdomains grow (nucleation and 
growth, spinodal decomposition, at what rate, etc.) depends in part on the temperature, relative 
concentration of the two polymers, and the molecular weight of each polymer1. 
The reason for this change in miscibility is based on how the two polymers interact at the molecular level 
– above or below some temperature, favorable non-covalent interactions between the two polymer 
chains become no longer favorable15.  When a separation into two phases occurs due to a lowering of 
temperature, the behavior is termed as upper critical solution temperature (UCST).  The opposite behavior 
can also occur; when separation occurs above some critical temperature, the behavior is termed lower 
critical solution temperature (LCST).  The exact temperature for which separation occurs depends on the 
concentration of each component in the blend; for example, a 90/10 blend of a miscible polymer 
exhibiting LCST behavior may stay miscible at higher temperatures as compared to a 50/50 blend.  (One 
can think of a 100/0 ‘blend’ as an ‘extreme’ case where the critical temperature is either infinitely high or 
infinitely low.)  Because the critical temperature changes with the concentration of the components, LCST 
and/or UCST behavior of a system is described as a curve along the plot of critical temperature vs. the 
blend composition, usually by weight percentage.  While there are plenty of other factors that influence 
this behavior (molecular weight, external pressure, etc.) we will concern ourselves with temperature here. 
To elucidate this critical (or coexistence) curve for a polymer blend of a given molecular weight, the 
standard procedure is to manufacture a number of thin films consisting of different relative 
concentrations of the polymers.  Then, each film is heated (or cooled) until phase separation begins to 
occur.  This can be monitored by light scattering measurements or differential scanning calorimetry, 
among other techniques9.  This approach is effective but very tedious (one point on the concentration-vs-
temperature curve is determined for each film analyzed), and leaves out information regarding the 
composition of the phases, the physical mechanism by which they separate, and the dynamics of how 
these phase-separated regions grow.  It would be desirable to have a method of obtaining all this 
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information in one shot: no need to fabricate and separately analyze many different polymer blends, no 
repeated analysis to find individual decomposition temperatures, and no need for multiple modalities to 
each collect one piece of information.  This becomes even more appealing given the number of 
parameters which cause changing behavior in polymer systems (including different molecular weights or 
block copolymers). 
Here is how we propose that SRS can streamline and enhance the process of evaluating the behavior of 
polymer blend phase separation.  When phases separate, we hypothesize that the concentration of those 
individual phases ought to equilibrate to points right on the critical curve, as these concentrations should 
have the most favorable heat of mixing as compared to other blends.  (It turns out this isn’t necessarily 
true, more on that later.)  If chemical images of the separating polymer phases are acquired continuously 
as an LCST-exhibiting system is heated, each temperature can yield the locations of two points on the 
critical curve.  And, so long as the polymer blend is allowed to / is able to reach equilibrium at each 
temperature studied, only a single film needs to be examined: no need to make multiple films at varying 
concentrations of each polymer component.  Furthermore, because both the spatial separation as well as 
the chemical composition of each phase will be monitored, unexpected behavior (if any appears) can be 
observed and described, and information on the mechanism by which these phases separate is gained. 
 
Methods 
We have chosen polystyrene (PS) and poly(vinylmethylether) (PVME) as the miscible polymer system to 
be studied here.  It is a well-studied system which exhibits LCST behavior16,17, ie it is miscible at room 
temperature and begins to phase separate as temperatures approach 80-90Oc.  The two phases can 
separate by either nucleation and growth or spinodal decomposition, and this is dependent on the starting 
blend composition and the temperature at which the mixture is held; this is another piece of information 
/ behavior which can be studied with SRS. 
The two polymers can be readily distinguished from their Raman spectra, as shown in Figure 4.1.  PS 
features a six-carbon aromatic ring, providing for a unique CH shift at around 3050cm-1.  Both PS and PVME 
contain Raman bands in the ~2950cm-1 region, but the concentration of PVME can still be determined 
from a blend by measuring the Raman band at 2930cm-1.  The fact that these spectral components overlap 
to some degree does not impede the determination of the presence of each with vibrational spectroscopy; 
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even if no orthogonal bands exist for some polymer system, a difference in two pairs of bands (ie a system 
of linear equations with two variables) is enough to quantitatively determine the concentration of each. 
 
Figure 4.1. Spontaneous Raman spectra of PS and PVME.  PS shows a unique band at 3050cm-1, and a measurement at 2930cm-1 
can in turn elucidate the presence of PVME for any blend (these frequencies marked by dashed lines).  The Raman spectrum of a 
30/70 PS/PVME blend is also shown to illustrate that the spectrum of a blend is simply a linear combination of the Raman 
spectra of its components. 
While the relative magnitude of each of these Raman cross sections can be determined in order to 
estimate how a ratio of bands translates to concentration, it is responsible to make a Raman calibration 
curve to ensure the proper ratio of polymer concentration as a function of Raman response.  We cast six 
polymer films from toluene18 containing different mass ratios of PS/PVME (100/0, 80/20, 60/40, 40/60, 
20/80, 0/100) and measured the intensity of each  of the two Raman bands using stimulated Raman 
scattering.  The dependence between Raman band ratios and actual concentration has been established 
in Figure 4.2; as such, the ratio of these Raman bands can be used to determine the ratio of PS to PVME 
concentration in any subsequent set of Raman images. 
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Figure 4.2. Stimulated Raman response calibration curve for PS/PVME blend films.  Four mixed films and two pure films were 
cast from toluene and imaged with stimulated Raman scattering microscopy.  By measuring the intensity of two bands used to 
differentiate the polymers, a calibration curve can be made.  The fit, shown as a red dashed line, follows the form a*x / b*(100-
x) where a and b are the relative intensity of the Raman response from each of PS and PVME. 
For performing the experiment, we choose a polymer film which is close to the ‘critical composition’ of 
PS/PVME blends (reported in the literature to be approximately 25% PS by weight16).  This is the 
composition for which decomposition begins to occur at the lowest temperature, and in theory would 
allow for the measurement of the greatest number of points along the critical curve.  If a composition far 
away from this ratio is selected, a significant region of the critical curve cannot be mapped. 
All images were acquired with a 50x long working distance NIR-corrected microscope objective (Mitutoyo, 
Kanagawa, Japan).  The polymer film was heated using a hot stage (Linkam FTIR600, Linkam Scientific, 
Tadworth, Surrey, UK). 
Starting at room temperature, the film was heated to each of six target temperatures [110, 117, 125, 132, 
138, 1450C], in sequence from lowest to highest.  The film was held at each temperature for approximately 
90 minutes in an attempt to allow the system to reach equilibrium.  Because the thickness of the film is 
greater than the depth of the focal volume that the SRS microscope samples, a z-stack was performed for 
each ‘image’ that started out of focus ‘above’ the film and ended out of focus ‘below’ the film.  This z-
stack was integrated over the entire z-axis to produce an effective 2D image.  This procedure ensured that 
one phase was not preferentially sampled as compared to the other, especially as the overall morphology 
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at several different temperature points may have included overlapping structures and/or nonuniform film 
thicknesses. 
 
Results 
Figure 4.3 shows a series of Raman response ratio images of the system, each at a different temperature 
from 110OC to 145OC.  Each image represents a ratio of two separate sets of Raman images: one at 
3050cm-1 (indicating the presence of PS) and one at 2930cm-1 (indicating the presence of PVME).  The two 
sets of images can be obtained within a few seconds, and so the images are not distorted by the 
movement of the two phases over this timescale.  At lower temperatures, the system appears to phase 
separate via spinodal decomposition, whereas at higher temperatures the behavior shifts to nucleation 
and growth.  The Raman response ratio (via the changing colors across the image frames) indicates that 
the concentrations of the two phases are changing as a function of temperature; most noticeably, the PS-
rich phase (which is smaller in area coverage that then PVME-rich phase) continues to increase in PS 
concentration with increasing temperature.  This is consistent with expected behavior; after a miscible 
blend starts to separate into two phases, those phases must contain different relative amounts of each 
polymer.  One phase will be more rich in one polymer; the other in the other polymer. 
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Figure 4.3. Raman response ratio images of a PS/PVME film at six different temperatures.  A 25/75 PS/PVME film (by weight) was 
imaged periodically as the temperature was increased.  At low temperatures the film undergoes phase separation via spinodal 
decomposition, where separation at high temperatures are characterized by nucleation and grown.  As the temperature increases, 
the PS-rich phase appears to be increasing in PS concentration.  Scale bar represents 50μm applies to all frames. 
While confirming the general behavior of this system is important, the ultimate goal is to elucidate 
quantitative information from the system, namely the location of points along the critical curve.  In order 
to extract trends in the behavior of the phases as a function of temperature, representative regions from 
each of the two phases were selected by hand in order to extract the average Raman response ratio from 
inside of the PS-rich phase and outside of the PS-rich phase (or, the PVME-rich phase).  In this manner two 
points on the coexistence curve can be plotted for each temperature, these results are shown in Figure 
4.4. 
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Figure 4.4.  Critical curve reconstruction from Raman measurements.  By evaluating the Raman response ratio of the two phases 
at varying temperatures, a calibration curve can be used to plot the polymer concentrations of each of the two phases.  As the 
temperature of the film increases, the PS-rich phase becomes more PS-rich, and the PS-poor phase becomes more PS-poor.  Ideally, 
these points would indicate the critical concentration for each phase at each temperature. 
At first glance, these data appear to be quite noisy.  Some of this can be attributed to imperfect image 
processing – while great care was taken to select regions of the PVME-rich phase which did not contain 
tiny droplets of the other phase, image processing to discriminate between components of interest will 
always be a limiting factor in analyzing complicated multi-phase systems.  In order to make the trend a bit 
clearer, a 3rd order polynomial fit was applied to the data, and the resulting shape is that which would be 
expected with LCST behavior.  Indeed, the fitted shape mirrors that of values from the literature (Figure 
4.5).  The exact values are not expected to line up, as that would require matched molecular weights for 
each polymer. 
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Figure 4.5.  Comparison of the calculated critical curve to one from the literature [ref. 17, Gelles, R. & Frank, C.W. Phase Separation 
in Polystyrene/Poly(vinyl methyl ether) Blends As Studied by Excimer Fluorescence. Macromolecules 15, 1486-1491 (1982).]  While 
the two cannot be expected to line up perfectly due to differing molecular weights of the polymers, qualitatively they show a 
similar trend.  In reality, the measurements from this type of Raman experiment will not necessarily produce phase blends which 
lie directly on the critical curve. 
While the fact that the data do not look as expected could attributed to noise or misleading image 
processing, it may be an indicator of something much more important.  At the highest temperatures, the 
two phases do not change significantly in concentration.  This apparent lack of change could indicate that 
previously-stated hypothesis that the concentrations of each of the two phases will necessarily fall along 
the critical curve be incorrect.  This assumption was initially made because phases with concentrations 
that lie along the critical curve ought to have the lowest free energy.  Also assumed was that the two 
phases would be able to reach an ‘ideal’ equilibrium if allowed to sit at the proper temperature for enough 
time. 
Unfortunately for the hypothesis, when these new phases form, it is not guaranteed that they remain 
liquids for a given temperature.  For example, while the melting point of any polymer varies with 
molecular weight, that of polystyrene can easily exceed 200OC, much higher than any of the temperatures 
investigated here.  While making any definitive claims on the subject would require further investigation, 
it is not unreasonable to speculate that phase separation could create a phase sufficiently PS-rich as to 
become solid.  Much like how precipitated solids from aqueous solutions no longer play a role in the 
system’s equilibrium, any solid polymer components are unlikely to participate in the phase dynamic of 
the system.  Therefore, their formation essentially removes material from the liquid phases and this may 
greatly impact the system as a whole until solid components are re-homogenized with the rest of the 
system (very high temperatures or the use of a solvent).  This may be thought of as an ‘energy of 
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activation’ barrier.  Indeed, for this particular system there is no good way of re-homogenizing the system 
back to its original state.  Heating the system may melt the various polymer components, but will not 
allow an LCST system to homogenize.  Cooling the system will preserve phase separation (data not shown), 
and so the only way to return to a miscible blend is by chemical means (casting from an organic solvent).  
The existence of any phase gradients or other nonuniformities within the phases as mentioned above will 
certainly not lead to the measurement of points that lie along the critical curve for this system. 
While on one hand this strategy of elucidating the coexistence curve for a polymer blend system does not 
work except for the most ideal of systems, this actually introduces access to an additional degree of 
information.  With traditional light-scattering or calorimetry methods, the composition of each phase is 
unknown (or assumed to lie right on the critical curve); it is possible that this may not be the case for many 
systems.  With quantitative chemical imaging, it is possible to not only determine the chemical makeup 
of each phase, but also to identify phase gradients or otherwise regions of the specimen which do not 
behave as expected, such as differences in chemical composition within a single phase.  This may provide 
insight into a whole dimension of analysis which was not previously accessible, such as monitoring the 
phase behavior during a series of hot/cold temperature cycles. 
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Section 2: Imaging phase boundaries in a 3D ternary polymer blend system 
Background 
Liquid-phase blends of polymer systems in solvents can exist as two distinct phases and exhibit critical 
behaviors similar to the solvent-less blends discussed previously.  These types of systems are of interest 
due to unique interaction behaviors between phases.  For example, such systems can be model systems 
for studies of temperature gradients on larger scale liquid-liquid phase behavior19.  Some past interest 
has been expressed towards using these systems to develop self-organized microstructures20.  In order 
to gain the most utility from such systems, their behaviors will need to be well understood on the 
microscale, and in real time.   
Currently, several methods exist towards monitoring these systems, but even combined they do not 
paint a full behavioral picture.  Phase contrast microscopy measurements are able to image the 
boundaries between phases (provided there is a sufficient refractive index change) and therefore 
provide a visualization of the internal structure.  Unfortunately, the images compress propagated phase 
information from three dimensions onto a 2D plane, resulting in difficult-to-interpret images.  Fourier 
analysis of light scattering measurements can provide information on domain sizes and distributions, 
which provides useful quantitative statistical insight from significant volumes of sample.  The approach 
is still ultimately limited, as the chemical makeup of each phase remains unclear, as are the appearance 
or shapes of individual structures.  Applying these types of measurements to an imaging format is 
impractical.  While there is a wealth of information that existing techniques can obtain when it comes to 
the analysis self-assembled liquid-phase polymer structures, coherent Raman microscopy may fill some 
of these holes and add another dimension to current analysis. 
With the ability to obtain chemical information from localized focal volumes and therefore z-stack 
effectively, it is possible to visualize these phase separation structures in 3D, providing detailed insight 
not obtainable from the previously mentioned two techniques.  Here, we have reproduced a well-
studied system from the literature in order to demonstrate the type of information which can be 
obtained21.  This system contains the plasticizer dioctyl phthalate (DOP) as the solvent.  The use of a 
plasticizer as a solvent in studying liquid-phase polymer blend systems is that they very low volatility in 
comparison to organic solvents.  They will not evaporate appreciably and are stable at a range of 
temperatures, and so the liquid solution can be kept in an open environment and/or temperature 
modulated for long periods of time.  This solvent makes up 97% by weight of this particular solution; the 
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remaining 3% of the mixture is split evenly between polystyrene (PS) and polybutadiene (PB).  The 
system exhibits UCST (upper critical solution temperature) behavior, and at room temperature the 
solution is separated into two distinct phases, each containing primarily one of the two dissolved 
polymers.  We show that stimulated Raman scattering microscopy can be used to image these 
structured, separated phases in 3D.  The boundaries between phases on the microscale can be 
determined with certainty, and the technique excels in separating and elucidating structures which 
overlap in the z-direction. 
 
Methods 
We reproduced the 97/1.5/1.5 by weight DOP/PB/PS solution from the literature by carefully dissolving 
24.1mg PB and 24.0mg PS in a minimal amount of toluene before adding to a 1.559g aliquot of DOP.  
The mixture as then gently heated at 65OC for 24h so that the toluene evaporated.  While the solution 
was still warm, a droplet was placed on glass microscope slide and allowed to cool to room 
temperature.  This temperature change caused the separation of the solution into distinct phases, and 
keeping the droplet at room temperature with minimal mechanical perturbation helped to stabilize the 
internal structure. 
 
Figure 4.6. Spontaneous Raman spectra of PS, polybutadiene (PB), and dioctyl phthalate (DOP).  While there are no truly 
orthogonal bands between the three spectra, imaging at Raman shifts of 3010cm-1,3058cm-1, and 3080cm-1 can be used to 
determine the location of PB, PS, and DOP, respectively, in a blend.  These frequencies are denoted by dashed lines. 
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In order to image the internal structure of the droplet, three distinct Raman frequencies were probed 
(Figure 4.6).  Each of these frequencies (3010cm-1, 3058cm-1, and 3080cm-1) correspond to a distinct 
band from each of the three components (PB, PS, DOP).  In fact, because there are only two distinct 
phases present in the sample, measuring a Raman peak corresponding to one of the solutes (PS or PB) is 
sufficient to determine the location of one of the phases and therefore the other.  In practice, 
measuring the Raman shift corresponding to the solvent (DOP) can help with image processing, namely 
accounting for the nonuniform intensity inherent in the field of view of the SRS system, or fluctuations is 
measured intensity due to the changing effective depth of focus.  All images were obtained at room 
temperature with a long working  distance NIR-corrected objective (Mitutoyo, Kanagawa, Japan). 
 
Results 
First, the feasibility of this type of analysis was explored by imaging a small region of the droplet at each 
of the Raman shifts mentioned previously.  Figure 4.7 shows the Raman response of one region of the 
mixture at each of these three wavenumbers.  The response from DOP is nearly uniform in distribution; 
this is expected, as it is the component which makes up the overwhelming majority of each phase and 
the solution as a whole.  Structure is observed when examining either the PS or PB Raman shifts.  The 
two images appear to be inverted in intensity; this is because one is a PB-rich (PS-poor) phase, and the 
other is a PS-rich (PB-poor) phase.  From this particular frame, it appears as though the PB-rich phase 
makes up less of the total volume of the solution.   This results in two relevant ideas towards the 
chemical imaging of this system: first, that the minor phase would likely be more easy to visualize as 
compared to the major phase; and second, the solute concentration is likely to be higher in the minor 
phase, and therefore provide a larger Raman signal (assuming that the absolute strength of the 
measured Raman bands for the two solutes are approximately equal), so visualizing this phase might be 
the easier of the two. 
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Figure 4.7.  Three stimulated Raman images of a region of a PS/PB/DOP blend.  At 3080cm-1 (a), the distribution of the DOP 
component is shown to be nearly uniform aside from the microscope’s non-uniform imaging plane.  At 3058cm-1, the shape of 
distinct PS-poor and PS-rich phase boundaries can be elucidated.  At 3010cm-1, the same boundaries are shown with inverted 
contrast.  As such, while the solvent DOP is present at a nearly constant concentration throughout the blend, distinct phases rich 
in either PS or PB exist and can be imaged.  Scale bar represents 50μm. 
The examination of just a small 2D cross-section is not representative of the sample as a whole; imaging 
a large cross-section can paint a better picture of what the distribution of the phases actually looks like.  
Figure 4.8 shows a significantly larger cross-section, highlighting the PB-rich phase.  The image of the PB 
shift (3010 cm-1) is divided by that of the DOP shift (3080 cm-1) to help correct for any intensity 
variations which might occur in the image due to the curvature of the surface, instrument drift, etc.  This 
confirms that the network-like structure extends through the entire specimen on the millimeter scale (ie 
structure is not relegated to just the surface, just one side, etc.) and is more or less evenly distributed 
over the X-Y plane. 
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Figure 4.8.  A large-area image showing the distribution of the PB-rich phase through a cross-section of the blend, creating by 
taking the ratio of the Raman response at 3010cm-1 and the response at 3080cm-1.  The full size of this image is 1.035 by 3.395 
mm.  The distribution of this phase changes dramatically by location, and it would be difficult to visualize this without confocal 
chemical imaging.  Scale bar represents 0.5mm. 
Visualizing the distribution over a plane parallel to the z-axis can show the depth dependence of these 
phase structures, and this is of special importance if the self-assembling structure capacity of these 
types of systems is to be pursued.  Figure 4.9 shows an X-Z slice from the same region as Figure 4.7.  It is 
important that distinct layers can be observed, and the thickness of each structure, as well as the 
separation distance between structures, can be well measured.  This type of information is exactly what 
existing analysis techniques are not able to disentangle with phase contrast microscopy, as 3D or focal-
volume-localized measurements are not possible. 
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Figure 4.9.  A single X-Z slice from a Raman z-stack image of the PB-rich phase in this blend.  The location is the same as those in 
Figure 4.7.  This demonstrates that these phases are not distributed only in the X-Y plane, but also as a function of depth.  Scale 
bar represents 50μm. 
If distinct X-Y planes and X-Z planes can be imaged, full volumetric measurements can be made as well.  
Figure 4.10 shows a representation of a 3D volume (rendered with Paraview (Sandia National 
Laboratory, Kitware Inc., Los Alamos National Laboratory)).  It is difficult to fully represent a 3D 
rendering as a 2D image, but this sort of solid-shading isometric view elucidates that the structure of the 
PB-rich phase is more complicated and interesting than any given 2D ‘slice’ can indicate.  Distinct 
boundaries between the two phases are clearly imaged, and they form an intricate ‘lava-lamp’ type 
structure.  This sort of structural imaging of the borders between phases along any dimension opens up 
the opportunity to image the size, shape, and especially the movement of structures as a function of 
concentration, temperature, temperature gradient, etc.  This type of analysis would provide significantly 
more insight to accompany light scattering measurements.  Light scattering could provide statistical 
insight about the behavior of significant volumes of the specimen, whereas coherent Raman imaging can 
determine the identity of each phase, confirm structure sizes, observe the direction of structure 
movement or transformation in the case of a temperature gradient or convective heating, etc. 
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Figure 4.10.  A 3D reconstruction of a Raman z-stack of the PB-rich phase.  The red structure represents the outline of the PB-rich 
phase, while the clear space denotes the location of the other phase.  The phases clearly orient themselves in a ‘lava lamp’ 
fashion, with amorphous, overlapping structures with distinct boundaries.  The dimensions of this z-stack are 136.4x136.4x257.5 
μm, representing a total volume of about 5,000,000 μm3.  Scale bar represents 50μm and is only approximate due to 3D 
perspective. 
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Section 3: Crystallization in 3D 
Background 
Polyethylene oxide (PEO) is a polymer which can exhibit crystallinity and localized orientation of polymer 
chains on the microscale.  Cooling PEO from the liquid state will cause the formation of spherulites, or 
crystalized regions of polymer which are chemically identical to surrounding amorphous regions but have 
highly organized chain orientations22.  It is a structure that radiates outward from the nucleation site, and 
hence the name comes from the spherical appearance.  The growth of these spherulites can have a 
significant impact on both the micro-scale properties of the polymer as well as bulk properties.  Upon 
cooling, the spherulites can shrink slightly, causing microscopic voids in the material; likewise, impurities 
are likely to be forced to the edges of the spherulites, fundamentally changing the properties of the 
polymer there4.  On the macroscopic scale, polymers with large spherulites are known to be more brittle 
than those with extremely small spherulites, or those which have been rapidly cooled in an attempt to 
avoid the issue entirely. 
Spherulite growth, properties, and behavior have been well-studied in thin films, as it is an easy geometry 
in which to do so.  Differential interference contrast microscopy can be readily employed to visualize 
crystallinity; in bulk polymer, this becomes a problem.  There exists no good way to evaluate the growth 
of spherulites in 3D, and as a result it is not entirely clear how the growth or behavior of these regions 
changes in bulk as opposed to thin films.  Films, after all, necessitate that spherulites will share a border 
with an air or glass interface, as opposed to the bulk condition where a spherulite is surrounded in 
amorphous polymer in every direction. 
Polarized vibrational spectroscopy, such as SRS, is sensitive to the local orientation of the polymer chains, 
and so this chemical imaging technique can be applied to evaluate these structures in 3D.  This is not 
limited to just evaluating 3D structures after a polymer has crystalized, but also applies to being able to 
monitor their growth in 3D, unperturbed, so as to gain insight as to how growth dynamics vary in bulk 
polymer vs. films. 
 
Methods 
A sizable droplet of amorphous PEO was needed to perform these measurements.  It was formed by 
melting 100K molecular weight PEO powder, the main difficulty being that the melting of a coarse power 
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leaves lots of small air bubbles in the resulting melt.  Air bubbles must be removed from the specimen (as 
well as dirt/dust be prevented from entering), as these provide nucleation sites for the start of spherulite 
formation.  Indeed, when monitoring the growth of a single spherulite it is desirable that only a few 
spherulites form upon cooling.  A field-of-view which is clogged with spherulites growing in every direction 
does not facilitate this type of single-structure analysis.  A small pile (300-500 μg) of PEO powder was 
placed directly onto a cleaned round coverglass which could be directly inserted into the heating stage.  
Care was taken to ensure the coverglass was clean and free from dirt.  The cover glass was then heated 
to 65OC for several hours.  Periodically, the droplet of molten polymer was carefully stirred and folded 
with a clean glass Pasteur pipette to help remove air bubbles.  [A vacuum chamber capable of holding 
equipment to heat the PEO was not available.]  During the experiment, no attempt was made to control 
the size of the droplet or the flatness of its surface.  The use of a spacer or other small object used to 
confine the boundaries of the PEO introduced a rough surface from which nucleation was found to occur, 
significantly hampering measurements.  The PEO droplet was sufficiently viscous to not change shape or 
size during several heating/cooling cycles. 
The overall experimental setup (equipment, optics, etc.) is the same as that described in section 1 above.  
Before each observation of PEO spherulite growth, the droplet was held at 70OC for two to three minutes 
to ensure that all crystalline regions had reverted to amorphous form.  To observe spherulite growth, the 
stage temperature was set to the target temperature and allowed to cool freely in ambient conditions.  
The rate of cooling was approximately 10OC/min, which was found to be sufficient.  In fact, the non-
instantaneous cooling rate was helpful, as the mechanical micrometer heads on the stage needed to be 
moved back-and-forth during the manual search for a newly-formed spherulite to image.  Once a 
spherulite was located manually, the SRS lasers were unshuttered and focused to the proper depth, at 
which time a LabView (National Instruments Corporation, Austin, TX) program began to take repeated z-
stack measurements from which the necessary images and data could be gleaned.  Image processing and 
other calculations were performed in Matlab (The Mathworks, Nantucket, MA). 
 
Results 
Figure 4.11 shows a spherulite in bulk PEO (molecular weight 100,000 g/mol) using white light microscopy.  
Even without phase contrast, it is readily observable, although all sense of depth is lost.  While the border 
is almost completely circular in this image, large spherulites tend to become misshapen as they grow due 
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to the difference in local conditions at opposite ends of the structure.  Additionally, when two or more 
spherulites grow ‘into’ each other, a sharp border (and disconnect in polymer chain orientation) occurs 
between them. 
 
Figure 4.11. White light optical microscope image of a thin film polyethylene oxide spherulite, approximately 150μm in 
diameter.  The spindly network radiating out from the center is a characteristic feature.  These structures are often accompanied 
by cracks or splits, as the forming crystal puts strain on the film.  This one appears to have a secondary spherulite growing 
underneath it. 
Figure 4.12 shows a spherulite in a thin film and a corresponding spontaneous Raman image.  
Spontaneous Raman spectra were taken at even intervals (approximately 5µm spacing in both the x and 
y directions), and this imaging procedure was repeated for times at four different linear polarization 
orientations for the excitation light: -45O, 0O, 45O, and 90O relative to the Y axis of the image.  This is a 
large amount of data, so three spectra for a single orientation have been plotted.  Even though the 
spherulite is a chemically homogeneous material, the relative intensities of many of the fingerprint bands 
fluctuate wildly as the orientation of the crystal structure rotates relative to the axis of light polarization.  
These changes in intensity also occur as the polarization of the excitation light is rotated.  Sampling just 
one of these bands is sufficient to be able to differentiate crystalline PEO from amorphous regions, and a 
more in-depth calculation of the crystal’s orientation function can be achieved using the information from 
multiple bands. 
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Figure 4.12. Left: a white light image of a spherulite in thin film.  Center: a spontaneous Raman image of this same PEO 
spherulite at 1480cm-1 with linearly polarized excitation light.  Right: Spontaneous Raman spectra (fingerprint region) of the PEO 
specimen in the left image.  Colored circles indicate where the spectra were taken.  There is a marked difference in the intensity 
of many of these Raman bands as the sampling position moves about the center of the spherulite.  Scale bars = 50 μm. 
Figure 4.13 shows frames from an SRS z-stack of a spherulite at the 1480cm-1 Raman shift.  The top half 
of the spheulite is somewhat well resolved.  The bottom half is poorly resolved, and this may be due to 
changes in the refractive index of the material as a result of crystallization.  It is clear that spherulite cross-
sections along the X-Y plane are easily imaged, allowing the monitoring of growth along those dimensions, 
with some capacity to measure growth along the z axis as well. 
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Figure 4.13. A z-stack stimulated Raman microscopy image of a PEO spherulite grown in bulk material, providing a 3D view.  
Subsequent images are separated by 5μm in the z direction as indicated.  The images were taken at 1480cm-1 with linearly 
polarized excitation light.  Scale bar = 20μm. 
Figure 4.14 shows the monitoring of the growth of a spherulite with time.  All frames were acquired at 
the same z-depth.  With some image analysis (to enhance the presence of the crystalline region relative 
to the surrounding amorphous polymer and to determine the radius of the sperulite in each frame), the 
growth rate of the radius in µm/second can be determined.  A plot of the growth rates of four spherulites, 
each at a different temperature, is shown.  Colder temperatures should cause spherulites to grow more 
rapidly, and the data support this.  The radial growth also appears to be approximately linear as a function 
of time, at least for the limit where the total spherulite size is on the order of ~100µm or less (as they are 
here).  At 55OC, the spheulites were not observed to grow at all; for this molecular weight, this may be the 
temperature limit where the growth and dissolution rates for spherulites are approximately equal.  A 
linear fit to growth with time shows that the radial growth rate in µm/second was found to be 0.337, 
0.175, 0.183, and 0.055 for 35OC, 40OC, 45OC, and 50OC. 
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Figure 4.14. Left: sequence of images of PEO spherulite growing in the bulk.  These images are taken at the same depth during a 
z-stack scan, and thus show the growth rate of the spherulite in the x-y plane as a function of time.  White circles are added to 
emphasize the growing boundary.  Right: sequences of images at different temperatures distilled into radius vs. time, showing 
the growth rate as a function of time.  The spherulites grow faster at lower temperatures, and for PEO Mw 100,000 this rate 
approaches zero around 55OC.  Scale bar = 20μm. 
Figure 4.15 shows an attempt to represent the growth of a spherulite along the z-axis by looking at the 
change in Raman intensity of each z-plane as a function of time.  These data are significantly less 
straightforward to interpret, and do not show any well-defined trends as the data in Figure 4.14 do.  It has 
been previously mentioned that refractive index changes will hamper the ability to resolve precise borders 
a spherulite along any axis.  Additionally, the background intensity of the amorphous polymer fluctuates 
slightly with time.  This is unexpected, and the effect is just strong enough to complicate data analysis 
significantly.  If the field of view of the microscope objective were larger, we would be able to use the 
information from the regions surrounding these images to correct for these fluctuations; unfortunately, 
this particular instrument is limited to a small field of view because the hot stage is not motorized in any 
way.  Most of all, when attempting to image the z-axis growth of the spherulite, the direction of the crystal 
orientation becomes orthogonal to the polarization of the excitation light.  Laser light used to perform 
SRS cannot have its polarization oriented along the z-axis, as it is the direction of propagation.  So, as the 
z-stack approaches the top or bottom of any given spherulite, the signal will begin to drop off as a function 
of the cosine squared of the angle between the polymer orientation and the orientation of the laser light 
polarization.  As a result, in any sort of highly oriented system, orientation along the axis of propagation 
will lead to reduced signal for linearly polarized excitation light.  Circular polarization has been employed 
to remove polarization dependence from the imaging response entirely, but in cases like this it would 
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remove the sole method of contrast (ie polarized and amorphous material would yield approximately the 
same signal).  This reveals a fundamental limitation to the analysis of highly-oriented structures in 3D with 
chemical imaging, and this may be a central theme in new chemical imaging technology research going 
forward.  In its current implementation, linearly polarized SRS may still be able to visualize the lateral 
growth of a single spherulite in the presence of overlapping spherulites (above or below along the z-axis) 
or in turbid environments of varying crystallinity.  Additionally, creative geometries or specimen 
manipulation may be employed to image the growth of spherulites in any direction relative to their 
environment. 
 
Figure 4.15. Plots indicating the growth of the sperulite in the z-direction, ie orthogonal to the imaging plane, at a temperature 
of 35OC.  Time points indicated in the legend (seconds).  The spherulite appears and begins to grow around time-point t=207 
seconds, although this may be due to the lack of contrast along the z-axis.  It is not straightforward how to turn this type of plot 
into meaningful or rigorous information about z-axis growth rates, the main difficulty being that the organization of the growing 
crystalline region is parallel to the direction of light propagation. 
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Conclusion 
We have demonstrated here the ways in which SRS may be a valuable tool for examining dynamic polymer 
systems on the microscale.  While affixing a hot stage and configuring a long working distance NIR-
corrected objective to an SRS microscope and designing the proper light collection optics represent 
significant effort towards these ends, there are still a few small hurdles remaining before complete 
polymer investigations can be carried out.  For the phase separation study, imaging large volumes to 
ensure that the Raman signal can account for all polymer mass will lend more credibility to the 
identification of polymer blend gradients or other unexpected features.  Proper equipment to induce 
temperature gradients in the DOP/PS/PB system will allow for the demonstration of measurements 
performed on a dynamic system.  For the PEO crystallinity measurements, a challenge of imaging 
crystalline components which are aligned with the axis of light propagation has been identified. 
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Chapter five: Breast tissue classification with stimulated Raman scattering microscopy 
 
Abstract 
Modern pathology may benefit from the incorporation of additional imaging tools which provide 
quantitative, reproducible data and additional insight into disease state or treatment efficacy prediction.  
Ideally, such tools would cause a minimal disturbance to the current clinical workflow while delivering 
information which is readily-interpretable by pathologists.  Chemical imaging via vibrational spectroscopic 
microscopy is one potential set of technologies from which to develop such a tool.  As a truly non-
perturbative imaging technique, vibrational spectroscopy probes the overall distribution of major 
components within tissue and presents this information in a spatially / morphologically preserving 
manner.  Here, we evaluate stimulated Raman scattering (SRS) microscopy as a candidate for this 
application.  SRS microscopy was performed on tissue from ~50 patients, and we show that a robust 
classifier for the main two tissue components (epithelium and stroma) is constructed, one which retains 
excellent tissue morphology due to resolution and imaging sharpness.  This type of classification can be 
performed by sampling a minimal number of Raman frequencies, illustrating the advantages of discrete-
frequency approaches towards the collection of spectral imaging datasets.  We illustrate that classification 
of other tissue types requires a larger pool of training data, and examine other challenges associated with 
developing a state-of-the-art chemical imaging tool for large-scale tissue analysis. 
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Introduction 
Cancer diagnosis via modern histopathology can be interpreted as a decision tree based on a pathologist’s 
interpretation of the visual characteristics of stained tissue biopsies.  A pathologist will often look for the 
presence or absence of expected colors and their intensities.  Tissue stains may bind to specific proteins 
or receptors (such as antibody-tagged immunohistochemical stains) or to larger classes of molecular 
components (Hematoxylin and Eosin target general proteins and DNA/RNA)1.  This color response 
indicates the presence or lack of chemical components, and color intensities and distribution can 
sometimes confer additional information to the pathologist.  Morphological clues and pattern recognition 
are also a part of this equation.  Density and size of nuclei, size and organization of glandular structures, 
and the relative order (or disorder) of collagen are examples of well-defined geometries that a pathologist 
will recognize as being either normal or abnormal.  By studying this range of visual cues via optical 
microscopy, a diagnosis is generated.  This information will also be used to inform treatment and 
potentially to predict outcomes. 
While technological advancements have come to play important roles in modern pathology (including 
better quality and automated imaging microscopes, the development of immunohistochemical stains to 
target specific receptor proteins, etc.), this general approach has been in place for approximately 140 
years, and the burden of diagnosis falls heavily on the shoulders of pathologists and their interpretation 
of biopsies2.  To be sure, this process has proven to be effective, and hence remains the ‘gold standard,’ 
but as with any approach to solving a complex problem this approach does have drawbacks.  The 
occurrence of false positives and negatives is always a risk no matter the technique, but limited statistical 
confidence and operator variability are the direct consequence of analysis by a single pathologist.  A 
second opinion or additional check literally requires the same analysis by a different pathologist. 
Additional drawbacks can arise via the potentially misleading nature of serial sections.  Stains are often 
not compatible with one another, ie each stain ‘uses up’ a piece of tissue, and evaluating multiple stains 
requires an equal number of tissue specimens.  Biopsies are sliced into thin ‘serial sections’ and a different 
stain is applied to each.  While a given biopsy usually yields more than a sufficient quantity of tissue to 
run numerous separate stains, each slice of tissue will come from a distinct region of the biopsy.  
Structures separated by tens to hundreds of micrometers may have significantly different morphology 
(Figure 5.1).  Furthermore, structures or cell types present in one slice of a biopsy may be not be 
representative of a far-away slice, or of the tissue as a whole.  Not only does this make the task of 
evaluating many stains side-by-side more difficult, but the process of serial sectioning can potentially lead 
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to missing certain information altogether.  Homogenizing a biopsy is not an appropriate solution to this 
problem, as the important morphological/spatial distribution information is lost. 
 
Figure 5.1.  Left: breast tissue biopsy stained with Hematoxylin and Eosin (H&E) and annotated by a pathologist, indicating 
regions of normal epithelium.  Right: an unstained piece of tissue from the same biopsy, sliced approximately 30um away.  
Student annotations show the regions of epithelium.  While the two tissue sections are similar in structure, they are far from 
identical, emphasizing several of the problems associated with evaluating a flight of histological stains on separate slices of 
tissue biopsies. 
What may be the most important aspect for the advancement of modern pathology is the fact that the 
evaluation of stains provides minimal quantitative information.  While a pathologist is able to evaluate 
the presence or absence of various structures/components and their relative quantity, this information 
can be boiled down to answering a series of yes/no questions.  Using digital imaging of stained tissue 
sections to extract quantitative information is likely to be a limited approach.  Staining techniques can 
vary between clinical settings3, not only in the actual staining process (variation is this area has been 
reduced by the adoption of automated staining machinery), but in the preparation and handling of the 
stains themselves which is often performed on-site.  With the extraction of quantitative data from tissue 
biopsies there is the opportunity to take big-data approaches towards aiding diagnosis.  While traditional 
pathology is currently able to inform treatment, additional information can add additional insight.  Any 
given pathologist can only see so many cases in his lifetime, and so ultimately knowledge and experience 
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– especially for rare cases or cancer subtypes – is limited.  Big data, which can be contributed to and 
shared amongst clinics across the globe, may aid in the accurate diagnosis and treatment of disease. 
This idea of the utility of quantitative, big data-type approaches is currently being pursued in evaluating 
the genetic expression of tumors.  Gene expression profiling in cancer has shown the ability to identify 
particular genetic defects at the individual level4–7.  Although technology has not yet reached sufficient 
maturity to be readily deployed in the clinic, the approach will have several drawbacks even after maturity.  
Tissue is destroyed during the process, which prevents additional or secondary analysis on the same cells.  
Microdissection is required in order to ensure that cell types are examined individually8, and 
morphological information is not obtained. 
Thus, an outstanding questions remains: what other approaches can be made appropriate for use in the 
clinic that evaluate the pathological or chemical state of biopsies and provide quantitative information?  
Ideally, this technique would be fast, such that results could be produced within hours and not significantly 
delay the established diagnosis timeline.  Non-destructive analysis would not cost additional ‘tissue 
resources’ and may potentially mitigate the previously-mentioned problems associated with serial 
sectioning.  Many serial sections could be analyzed before being stained, reducing the risk of measuring 
different components on different slices of tissue.  Finally, the technique should be able to be deployed 
without significantly altering the current clinical workflow.  While there will always be some additional 
time or money cost associated with the addition of new steps, if there is no new tissue preparation 
requirements or changes in how pathologists and other members of the medical team interact with 
patients, a new analysis tool is much more likely to be adopted.  The goal is to pursue solutions which 
enhance modern histopathological diagnosis without requiring it to be altered to conform to this new 
technique. 
Chemical imaging has been proposed by my advisor and others as a tool for addressing this outstanding 
issue9.  While vibrational spectroscopy cannot identify specific proteins or chemical moieties within a 
complicated biological environment, it can examine changes in the overall distribution of major cellular 
components, such that a shift in cellular chemistry will be reflected in the vibrational spectrum.  
Additionally, an imaging approach provides morphological / spatially distributed information, which is an 
entire data set in its own right.  The analysis of morphology is integral to the pathologist’s process, 
examining structures, shapes, proximities, relative quantities, etc.  Genetic tests, or those approaches 
which would otherwise homogenize tissue, cannot access this information, providing the potential for a 
wealth of additional information.  Chemical imaging is also a truly non-destructive technique (if done 
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correctly); the interaction of tissue with reasonable amounts of near-infrared to far-infrared light should 
not alter the tissue or its chemistry in any meaningful or detectable way.  This affords pathologists the 
ability to perform staining etc. on the exact cells which have already been analyzed by chemical imaging. 
Evaluating the utility of chemical imaging for such clinical applications is a significant undertaking, as there 
are a number of issues to be explored before an appropriate solution can be developed.  Many different 
optical techniques make up the field of chemical imaging.  Vibrational spectroscopy can be readily 
assumed to provide the richest wealth of information, as second harmonic generation (SHG) and sum 
frequency generation (SFG) provide limited chemical contrast10.  Even within vibrational spectroscopy, 
there are a number of modalities to evaluate.  In infrared absorbance imaging, there exist the distinct 
approaches of Fourier-transform infrared (FT-IR) microscopy11 and quantum cascade laser (QCL) driven 
discrete frequency infrared (DF-IR) microscopy12.  Among Raman scattering-based modalities, 
spontaneous Raman spectroscopy13, stimulated Raman scattering (SRS) microscopy, and coherent anti-
Stokes Raman scattering (CARS) microscopy14 are each significantly different from one another in terms 
of both implementation and analysis.  Surfaced enhanced Raman spectroscopy (SERS) adds an additional 
dimension of possibilities15.  Even after a particular modality is selected for evaluation or development, 
there are a number of instrumentation options and challenges that need to be addressed.  There are a 
‘thousand ways of doing the same thing,’ from the selection of sources and detectors to how images are 
constructed and recorded and the protocols for performing the tissue analysis.  After all this stands the 
equally monumental challenge of data analysis.  It is as yet not completely clear what sort of mathematical 
model is most appropriate for interpreting vibrational spectroscopic imaging data in this setting.  The 
amount, quantity, and quality of data for successful implementation are important values to determine, 
as are the determination of what type of clinical information is desired from all of this work.  The 
incorporation of both spectroscopic and spatial/morphological data is an additional outstanding task. 
Finally, making any of this practical or useful in the clinic remains an important challenge at all steps.  It 
has already been established that chemical imaging is appealing for its non-destructive evaluation of 
cellular chemistry, and that these techniques may be made automated to the point of not requiring 
specially-trained users to operate.  It is not inappropriate to assume that there is likely some path towards 
the development and maturation of this technology that is clinic-appropriate, even if technological 
advancement is required.  The question at the moment is one of basic science and the demonstration of 
accurate and reproducible classification and grading. 
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Our group and others have demonstrated success in the past and present using infrared imaging towards 
tissue classification.  This work has been performed on sections of various diseased tissues including 
breast16, prostate17, lung18, and heart tissue19, among others, as well as work towards predicting the 
recurrence of cancer from chemical imaging analysis20.  These approaches have shown an incredible 
amount of promise; yet, it is not clear that any of these forms of infrared imaging is the most appropriate 
for all tissue-related chemical imaging analysis tasks.  It is entirely possible that a complementary 
vibrational spectroscopic modality could provide useful capabilities towards biomedical investigations 
which infrared imaging cannot achieve.  Thus, while the pursuit of better image quality, spectral quality, 
and classification ability is necessary for advancing infrared capabilities, exploring alternate approaches 
towards biological chemical imaging and classification is necessary. 
My contribution towards this large outstanding problem is evaluating the potential of stimulated Raman 
scattering (SRS) microscopy.  It is thoroughly expected that spontaneous Raman scattering will remain too 
slow for clinical application due to the extremely weak scattering effect.  Coherent anti-Stokes Raman 
scattering (CARS) is not expected to be significantly more sensitive than SRS, and the presence of a non-
resonant background can present problems21, potentially amplified with the complicated morphology of 
tissue biopsies.  Arriving at the question of SRS as a potential candidate, it has a handful of distinct 
advantages over IR imaging.  The resolution of SRS allows for a diffraction limit below the cellular level; 
the wavelength of IR light prevents such resolution from being possible without the incorporation of tip 
enhancement.  Refractive index changes aren’t as detrimental for thin tissue biopsies, as they don’t 
appear as SRS signal.  On the other hand, when IR light is scattered off the edges of tissue, it appears as 
absorption and causes difficulties for both baselining / data processing and interpretation22.  This can be 
problematic as tissue morphology is busy on the microscale; tissue-air interfaces or interfaces between 
different tissue types are not expected to present a significant problem for SRS in this manner.  As a direct 
result of both enhanced resolution and decreased interface scattering artifacts, morphological 
information from SRS is expected to be of higher fidelity than that of IR imaging.  While the inclusion of 
morphological information will not be pursued in this dissertation, Raman will always be capable of 
producing ‘crisper’ images than IR.  This image quality also does not change significantly as a function of 
wavelength/Raman shift, which is a significant problem for IR imaging as the diffraction limit is larger for 
longer wavelengths.  SRS also excels in applications towards 3D analysis and the potential to examine wet 
or unfixed tissue.  These may not have direct applications towards clinical analysis as proposed here, as 
sectioning requires dehydration and the generation of specimens appropriate for 3D imaging would 
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require new (potentially disruptive) clinical protocols.  Still, this represents a set of potential capabilities 
unique to Raman over IR-based analysis. 
SRS is not without drawbacks.  This technique, while capable of rapidly generating images, will ultimately 
not be able to match the speed of QCL-based infrared imaging23.  Current instrumentation cost and 
complexity are both significant; these will be both reduced in the future, but may never be comparable 
to that of IR imaging which has a great head-start in terms of technological maturity.  Laser noise and 
dynamic range issues for detection are significant detractors of image quality, but again this is a 
technology issue and will certainly be remedied in time.  The nonlinear nature of the technique also 
introduces new problems for the 2-dimensional imaging of thin specimens.  Light must be focused tightly 
in order to generate any amount of signal.  This isn’t necessarily a bad feature, but increases the risk of 
sample damage during imaging.  Furthermore, focusing becomes a significant issue.  The focus must be 
very tightly controlled over the macroscopic movements of a motorized specimen stage associated with 
the imaging of (relatively) large tissue biopsies.  When transmission infrared microscopes slightly defocus, 
images blur but the signal is not significantly degraded; when SRS defocuses, the generated images 
become useless. 
Here, we take the first steps towards evaluating the efficacy of SRS for the application of tissue biopsy 
classification by attempting to replicate earlier infrared experiments9 with this new modality.  The general 
procedure will be to take spectroscopic images of a number of biopsy ‘core’ sections, build training and 
validation data sets for the major cell types present, and evaluate classification accuracy and image 
contrast as compared to previous infrared benchmarks.  We examine a reasonable number of specimens 
(48) from an equal number of patients.  This isn’t a large number by some standards, but we can draw 
some conclusions about a sample set of this size.  The specimens aren’t all from one patient or disease 
state, which could potentially lead to biased training (and therefore classification).  The tissue origins are 
from different hospitals, but were handled and prepared in a similar manner, justifying their use as part 
of the same data set while removing the potential for bias due to originating from a singular source.  
Finally, we ensure that specimens are divided between training and validation sets evenly as a function of 
the time the data were taken.  If there exists some instrumentation drift, one would not want to apply 
that drift unevenly to training and validation data sets. 
Stating that the goal of this project is to reproduce earlier results betrays the additional work that goes 
into this exploration, as there exist some significant differences between the two projects.  In brief, full 
spectral acquisition (FT-IR) and discrete frequency sampling (SRS) require very different approaches to 
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data collection and imaging protocols as well as data processing.  The deliverables for this particular 
project include reporting the initial accuracy/efficacy of SRS as implemented hear, the identification of 
challenges or obstacles to pursue working on, and predictions and advice for moving forward. 
 
Background 
The foundation for our training and validation data sets are pathologist annotations.  As used here, 
‘annotations’ are recorded when a trained pathologist examines high-resolution images of stained tissues, 
draws on the images (digitally) to mark certain cell types or disease states, usually limited to regions where 
there is a very high probability of correct identification.  These annotations can then be applied to images 
of adjacent serial section, in this case the SRS images.  Annotations are the next best thing to ‘ground 
truth’ for the classification of tissue biopsies, because there is no absolute ground truth for this type of 
classification and the ‘gold standard’ is manual pathological recognition.  One problem with this approach 
is that the location of tissue structures can change dramatically across serial sections if they are spaced 
apart in terms of sequential slice numbers (Figure 5.2).  In our case, we have chosen a set of tissues which 
are 30μm apart, minimizing these morphology changes.  The annotated regions were transferred by hand 
to high-resolution images of the tissue analyzed by SRS, so as to not risk inadvertently including incorrect 
tissue types in our training or validation data sets.  Briefly, the annotations are applied to the SRS data 
sets by converting the transferred annotations (which can be thought of as digital masks themselves) into 
masks which are the proper type/size to lay over the SRS images and automatically extract pixels of 
interest. 
 
Figure 5.2. Left: H&E stained tissue section, annotated by a pathologist.  Center: white light image of a separate unstained tissue 
section which will be used for SRS analysis.  Regions equivalent to those annotated by the pathologist must be identified in order 
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to build a tissue classifier.  Right: Single-band SRS image of the unstained tissue section at 2937cm-1.  Scale bar shows the 
voltage output of the detection system which is directly proportional to the amount of Raman signal generated. 
A spontaneous Raman spectroscopy library is a poor training data set for designing an SRS classifier.  We 
have explored this in the past and found that the spectra between the two modalities do not correspond 
one-to-one (Figure 5.3); after all, the spectra are produced by different physical phenomena and one 
cannot expect them to be perfectly identical.  The reasons for these differences can include polarization 
(circularly polarized spontaneous Raman vs. linear SRS), background and the presence of 
‘additional/confounding’ optical phenomena (while baseline correction is standard protocol for 
spontaneous measurements, the resulting baseline does not end up looking quite like that of the SRS 
which is expected to be truly background-free), glass removal (the Raman spectrum of borosilicate glass 
is highly reproducible, but spectral subtraction of large spectroscopic components can always lead to 
error), detector sensitivity as a function of wavelength (this can be corrected for, but it is not obvious how 
to do so with the commercial instrument that we used, and is expected to be negligible across narrow 
regions of the spectrum).  This spontaneous Raman data set did show contrast between epithelial and 
stromal tissue, and that is a strong hint that moving forwards towards evaluating the efficacy of SRS is an 
appropriate next step. 
Because the specific frequencies for SRS that provide the best (or even decent) classification are not 
known, the approach is to sample the ‘CH’ region of the spectrum uniformly.  From this series of spectral 
images, classification can be performed, and upon successful classification the most important 
frequencies can be determined.  This region of the spectrum is selected for several reasons.  The CH region 
provides by far the best quality data as compared to any other region of the spectrum, as it provides the 
strongest inherent signal and is present in virtually any biological component worth measuring.  The 
fingerprint region produces a much smaller signal, and the presence of other confounding optical 
phenomena further limit the accuracy/utility of sampling this spectral region.  As such, the CH region is 
what is most commonly investigated in the SRS literature.  Due to the good signal and contribution from 
all major biological components, this region represents the narrowest spectral corridor where a wide 
range of information can be obtained.  Examples from the literature that support this claim include the 
separation of protein vs. lipids vs. DNA24, and accurate determination of brain tumor margins, all using 
only CH region information25. 
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Figure 5.3. Spontaneous and stimulated Raman spectra of the CH region of breast tissue.  The spontaneous spectrum is sampled 
at approximately every 2cm-1, while the stimulated spectrum is sampled at about 8cm-1 (discrete data point locations shown).  
Features are similar between the two modalities, but spectra are not identical, precluding the development of a stimulated 
classifier using solely spontaneous data. 
There are a number of ways in which the tissue images can be acquired, and we have chosen the following 
approach and parameters because we believe them to be most appropriate.  A moderate numerical 
aperture (NA) objective (20x, 0.6NA) is selected for a number of reasons.  As mentioned previously, 
focusing can be a tremendous issue with SRS microscopy.  A lower NA means that the tolerance for 
defocusing is more accommodating.  [We have also found that our microscope stage vibrates terribly at 
certain speeds; this is easily overcome by purchasing a new/better stage, but we didn’t do that.  While we 
have taken steps to minimize this, the low NA objective also helps mitigate this effect.]  Another important 
issue is that the tissue is not a perfectly even thickness across the entire biopsy slice.  While the nominal 
thickness is 5μm, there are a number of factors which can cause regions of the tissue to swell/shrink 
disparately.  When using an objective with a very tight z-axis sampling volume, this becomes immediately 
apparent, and artificial contrast between tissue types can be generated by defocusing slightly.  This effect 
will only serve to hamper the honesty of the classifier (ie the information provided to the classifier should 
be based solely on the vibrational spectrum) and should be eliminated.  Water and oil immersion 
objectives are also not ideal for this application.  The presence of immersion oil would penetrate the tissue 
significantly (the morphology affords many gaps and spaces in the tissue), and it is unclear how different 
fixed tissue types or densities interact with / absorb oil or water, which may additionally lead to swelling 
during the course of measurements.  The oil will produce its own chemical signal; the relative presence of 
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this signal increases as the z-axis sampling volume increases.  Finally, as previously mentioned a benefit 
of chemical imaging for this application is that it is non-destructive and does not alter the specimen, 
allowing for staining after imaging.  Inundating the tissue with water or oil would certainly not allow for 
this. 
A pixel size of 3μm on an edge was selected to acquire these images.  While this value seems large 
compared to other SRS studies from the literature, it was not selected without careful thought.  3μm 
approaches the resolution necessary for single-cell measurements 9, reducing the occurrence of mixed 
class pixels as compared to infrared imaging.  Furthermore, it has been demonstrated in the past that a 
sub-cellular pixel size as implemented by high-definition infrared (HD-IR) microscopy can fundamentally 
change the classification ability26.  When sampling becomes truly sub-cellular, components not before 
individually analyzed (ie nuclei) need to become their own classes, lest these pixels be guaranteed to be 
misclassified.  At this juncture we have no desire to explore this with SRS, and so pixel size will be kept to 
a moderate value. 
While SRS has been well demonstrated with currently available technology, it is worth mentioning that 
technological advances and instrument upgrades can conceivably enhance the ability to perform this task.  
As far as currently-available technology goes, a better specimen stage, a microscope noisepiece with a 
linear encoder, and/or a specialized oil condenser (but not an oil objective!) would make the instrument 
perform better.  Unfortunately, there isn’t always enough time or money to always have the latest and 
greatest.  As far as future technologies are concerned, the reduction of laser noise via better lasers and 
new detection schemes would significantly reduce the single largest barrier to instrument sensitivity.  
Quieter lasers are always a plus.  The limited utility of the detector dynamic range has been discussed 
previously, and creative interferometric detection strategies may enable significantly lower-noise 
measurements. 
The nuances of data handling and processing will result in significant consequences, and these will be 
discussed here.  In the past, IR approaches to spectral classification have been rooted in the dimensionality 
reduction of the spectral data set via metric calculation27.  In short, a metric is a single number that 
represents or describes some feature of the IR spectrum.  It could be the integration of a spectral band of 
interest, the peak wavelength location of a band which is known to shift, or the center of gravity of a band.  
These metric definitions are human-derived, which may be seen as a drawback, but assignments are based 
on chemical knowledge, ie the chemical nature of the bands of interest are known in advance, and this 
helps to decide which regions to integrate, which peaks are most likely to have a meaningful shift in 
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maxima, etc.  This process serves two main purposes.  First, the size of the resulting data set is significantly 
reduced, leading to decreased computational requirements and enabling the development of more 
complicated classifiers (only so many bytes of data can be held in RAM at any given time, and I/O 
operations can often be the bottleneck in terms of computation time).  The second, subtler, advantage is 
that it reduces the degree of correlation between features (the different spectral data points as they are 
provided to a classifier).  Adjacent data points on a spectrum are expected to trend together, as they are 
produced from nearly identical underlying chemical components.  Integrating over a band, for example, 
takes all of these highly correlated data points and distills them into a single representative value.  This 
approach is appropriate when spectra are sampled evenly and densely over the entire range.  For discrete 
frequency approaches, where a limited number of spectral frequencies are to be sampled and their 
spacing may be wide and not uniform, this method of calculating metrics is not applicable, and the 
responses at individual frequencies must be used as classification features. 
Highly correlated data points are inherent to the collection of vibrational spectra, and while the presence 
of highly correlated data does not necessarily reduce the accuracy of a classifier, it does severely impede 
the ability to determine which spectral features are most important towards successful classification28.  
The idea of spectral feature ‘importance’ can be examined or evaluated in several ways.  For example, 
one strategy can be to construct a series of classifiers, adding metrics one-at-a-time to see how much the 
classification accuracy improves.  This process can be both monotonously tedious and computationally 
expensive, because this requires construction a factorial-number of classifiers to fully figure out which 
features are truly important.  Even if some a priori knowledge is gained about the potential importance 
of features based on their univariate value distributions, this sort of shortcut can still lead to failure.  The 
opposite approach, one which is more often applied in machine learning contexts, is to start with a 
classifier containing all features and remove each one individually.  If the classification accuracy suffers, 
the feature is important.  This requires significantly less computational power, but the inclusion of 
correlated features defeats this strategy.  If two features are contributing essentially the same information 
to the classifier, removing either one will not cause a significant decrease in classifier performance.  
Neither will be identified as important, when in reality removing both may affect the classifier in a way 
that the removal of only one did not. 
Circumventing the correlated nature of individual data points within a spectrum can be achieved by 
bootstrapped feature selection29.  To do this, small subsets of the total feature pool are selected, and a 
‘mini’ classifier is constructed from each of these subsets.  An important feature is more likely to be 
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included without highly correlated features if this selection is sparse and random.  The presence of an 
important feature in the classifier without other correlated variables will result in that feature being 
deemed important by the leave-one-out method described above.  The number of features to include in 
each of these ‘mini’ classifiers can be determined by examining the correlation coefficients between 
features across the dataset.  Another trick can be to ensure that no two spectral features are too close 
together in wavenumber (as spectrally-adjacent data points are highly likely to be correlated).  Again, 
determining the threshold for what is ‘too close’ in terms of wavenumbers can be achieved by 
examination of correlation coefficients across the data set, or by trial-and-error. 
 
Methods 
A tissue microarray (TMA) was obtained and used as the specimens for this investigation.  A TMA is a glass 
slide which contains many tissue biopsies (in this case 81) from a range of patients and cases, and these 
can be acquired from a number of commercial companies (in this case US Biomax Inc., Derwood, MD).  
This arrangement of tissue is effective for getting a significant amount of tissue diversity on a single glass 
slide.  A number of serial sections on separate glass slides can be purchased and provided to a pathologist 
for staining, leading to straightforward annotation and application to the spectral data set.  This particular 
TMA that has been used (BRN801b) contains about 12% tumor cases and 87% normal tissue.  This 
distribution is less than ideal, as it is preferred to have equal representation among the classes of interest.  
One advantage of this distribution is that there is unlikely to be a shortage of ‘normal’ tissue, and we 
should be able to make an estimate of approximately how many different patients need to be sampled in 
order to build a robust classifier for these tissue types. 
Autofocus is an important aspect of this type of imaging, because a lack of autofocus leads to significantly 
reduced reproducibility.  This is due to macroscopic stage movements and the potential for some beam 
steering of the pump laser as a function of time.  The goal of autofocus is to get the pump beam back to 
the same relative depth ‘inside’ of the tissue across scans.  While this point is ideally in the ‘center’ of the 
tissue, it does not matter if this point of focus is exactly at this location or not.  While this would provide 
the best signal, the focus just has to be reproducible to generate useful spectra.  In fact, if a tissue is 
scanned in a constantly slightly defocused manner, band normalization should account for this.  In order 
to get this focus back to a reproducible point, we examine how strongly the pump beam scatters from 
each tissue core at some specific location.  It is not ideal to examine the SRS signal generated for autofocus 
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purposes, because generally speaking not every wavelength or specimen will produce the amount of 
Raman signal necessary; examining scattering is a more general case which is more broadly applicable.  
While scanning a wide area, the nosepiece is stepped in 0.5μm increments to find the point at which the 
scattering is the greatest.  The first time this is performed for each biopsy, the z-axis point of greatest 
scattering is compared to the z-axis point of greatest SRS signal, and this results in an effective ‘offset’ 
between the two.  Thus, by finding the depth at which pump scattering is the greatest, the focus can be 
adjusted to the location where the greatest SRS signal is expected, even if there is no Raman signal 
generated at a later point in time.  Even better autofocus can certainly be achieved, but this is a 
technological hurdle that can be solved with more time / money / resources / etc. 
The power of the pump and probe beams at the specimen were selected to be 44mW and 93mW, 
respectively.  These values are approximate (as the pump power will necessarily change with wavelength) 
and were found to cause only minimal photodamage to the specimen while retaining a maximal amount 
of signal (higher power levels caused obvious damage).  While we have touted the non-destructive nature 
of the modality and subsequently, contrarily implied that a small amount of photodamage is acceptable, 
the actual ideal power that can be applied with truly no tissue damage can be investigated in more depth 
once it is found that SRS is an appropriate technology to pursue for this application.  A lock-in amplifier 
(HFLI, Zurich Instruments, Zurich, Switzerland) was used to measure the Raman signal from the detector.  
The dwell time was selected to be 180μs, representing a tradeoff between several competing factors.  
First of all, we want the imaging time to be reasonable.  Infinitely slow images would yield a nice signal-
to-noise ratio but would be impractical; additionally, slow imaging increased the potential impact of 
instrument drift.  Second, there are some fast speeds that make the microscope stage behave poorly (as 
mentioned previously) and the resulting imaging artifacts would seriously confound data processing and 
classification.  The time constant was selected to be one fourth of the dwell time, or 45μs.  Combined with 
an octave filter order of 2, the images remain crisp and unsmeared.  We chose to measure the X 
demodulator instead of the R component as this helps to eliminate some of the out-of-phase noise 
sources. 
In selecting the specific Raman shifts to image, the goal is to achieve even coverage of the entire CH region 
of the tissue spectrum, which runs from approximately 2800-3100cm-1.  Thirty-three frequencies were 
selected (Figure 5.3), and they are [2800, 2840, 2847, 2856, 2864, 2871, 2880, 2888, 2896, 2905, 2912, 
2920, 2927, 2930, 2937, 2944, 2952, 2959, 2969, 2979, 2984, 2992, 3001, 3008, 3016, 3024, 3032, 3039, 
3049, 3056, 3064, 3072, 3080] cm-1.  This amounts to an approximate spacing of 8.5 cm-1.  While it is 
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possible that a denser sampling, and therefore tighter spacing between wavenumbers may be more 
useful, but ultimately this will contribute to highly correlated data and returns will inevitably diminish.  
This number of frequencies was also selected to achieve a balance between total acquisition time and 
sufficient spectral data.  with the previously-mentioned imaging parameters, each core takes 
approximately 2-2.5 hours.  This emphasis on time is not purely for the sake of convenience; 
instrumentation drift becomes a significant phenomenon over the period of days, and prohibitively long 
scans will be affected by this.  In actuality, we chose to image the tissue biopsies in sets of six cores.  This 
meant 13.5 hours per set of six, after which some small alignment maintenance was performed and then 
another six were measured until the full set was complete. 
Once the data set has been collected and the raw data has been formed into a spectroscopic image cube, 
there exists a significant amount of preprocessing necessary to ensure good-quality training data can be 
extracted.  The images must be normalized in some way in order to provide the most accurate 
classification.  It has been observed in the past that stromal tissue, once dehydrated and prepared in this 
manner, is more ‘dense’ than many forms of epithelium and will present a stronger inherent Raman 
intensity.  While this may aid in classification, we are not looking to classify tissues based on density.  We 
wish to demonstrate classification based on vibrational spectroscopic response only.  Furthermore, while 
each biopsy section is sliced to precisely the same thickness (5μm), there will always necessarily be some 
variation, and this can contribute to the intensity of the spectra if they are not normalized.  One common 
approach to normalization is to set one particular frequency within the vibrational spectrum to a fixed 
value (usually 1.0), and scale all other values accordingly.  This is equivalent to dividing each spectral image 
by a chosen spectral image across the entire dataset.  One drawback to this approach is that noise in the 
selected band is propagated across all other images in the dataset.  The approach we take here (in part 
because the SRS measurements are inherently noisier than equivalent infrared measurements) is to sum 
all 33 bands and set this result to a fixed value, providing equal contribution from the random noise across 
all bands as opposed to a single band. 
As mentioned previously, there are a lot of empty spaces created by the tissue morphology.  Rather than 
having ‘empty’ or ‘glass’ pixels as a class of its own, it is straightforward to remove these regions from the 
image for the purposes of classification.  Identifying these empty regions can be accomplished by either a 
threshold SRS signal, a threshold for depleted pump intensity, or a combination of both.  We have chosen 
to use both in this case.  Scattering of the pump beam leads to a clear bimodal distribution of depleted 
pump intensities across the image; the interface between these two distributions is determined in an 
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automated fashion for each individual spectral image, and any pixels which are determined to not contain 
tissue are automatically added to a growing ‘background mask’ identifying these pixels as such.  The same 
is done for SRS intensity: if the mean across all images is below a threshold, mark those pixels as 
background. 
There also exist some compounds / structures on the TMA which cause very large signal intensities to 
appear on the detector which do not originate from Raman scattering.  Dirt and dust will ‘light up’ under 
intense optical power.  While the TMAs are brand new and otherwise untouched, freshly de-paraffinized 
tissue specimens, there will always be some dust and other debris present.  The operating room is not a 
particularly clean environment.  Other components of the tissue, such as secretions and blood cells, cause 
photothermal lensing (for example the heme in red blood cells)30.  These components may be relevant for 
some sort of analysis in the future, and it is unfortunate that they interfere with SRS imaging; however, 
for the time being, pixels containing these components can be masked out.  While it does not apply to 
this particular study, cauterized tissue, which has already been partially burned, also behaves in this 
manner but can be readily identified and masked out of a final data set. 
In addition to pixels which contain objects that detract from image quality, there are some pixels in the 
image that simply do not get imaged.  The SRS acquisition strategy we use, galvanometer mirror rastering 
with simultaneous stage movement, is efficient but will ultimately lead to some pixels being ‘missed’ by 
the galvos.  For these imaging parameters, this accounts for 0.05% of all pixels in a spectral image, or 
approximately six pixels for each individual frame.  These missing pixels do not reduce the size of our data 
set by any meaningful amount, and really only serve to make the tissue images slightly less appealing to 
look at.  If a data point is missing in any individual frame, the whole spectrum for that particular pixel is 
thrown out (rather, masked out). 
Masking out ‘bad’ pixels so not as to affect classification becomes more complicated when using 
interpolative drift correction to ensure overlap between successive spectral images.  The truth is that, for 
movements on the order of millimeters, the specimen stage is not repeatable to sub-μm positions.  There 
will necessarily exist some drift in the image over time, and this can spell disaster for spectral fidelity 
across a series of SRS images.  With FT-IR images, a full spectrum is acquired while the stage is stopped 
before moving to another region of tissue.  Even if stitching of the resulting mosaic is poor, there is 
assurance that each spectrum is derived from one pixel-sized region of tissue.  This is not the case with 
SRS, and these slight errors in positioning can be corrected by shifting each frame to overlap well with all 
other frames by examining the depleted pump image; in fact, we have written a robust script to 
93  
accomplish this at the sub-pixel level.  Unfortunately, a pixel containing missing data (or overloaded signal 
from the presence of a red blood cell, etc.) can negatively influence neighboring pixels if the images are 
shifted in a sub-pixel manner.  We take the cautious approach, and further mask out any pixels that 
contain components from pixels which have been previously deemed ‘bad.’  Again, this does not remove 
a significant amount of data from each tissue image, but mostly serves to make the resulting images less 
visually appealing. 
Ensuring that pixels containing nonsense or anomalous data have been removed is absolutely essential 
for performing any noise-reducing algorithms or transformations, including the minimum noise fraction 
(MNF) transform31.  While the mathematics underpinning this transformation are outside the scope of 
this dissertation, it is important to discuss issues associated with its use as it pertains to this project.  
Briefly, the MNF transform is similar to principle component analysis (PCA) in that the data are mapped 
onto new coordinates.  Whereas PCA selects these coordinates based on linear combinations of variables 
which introduce the greatest separation between data points, MNF creates eigenvectors which attempt 
to separate signal from noise.  After data is transformed into the MNF space, some subset of eigenvectors 
is selected and a reverse MNF transform is applied, hopefully resulting in de-noised spectral images.  While 
there are a number of potential pitfalls associated with the use of this algorithm (including over-
smoothing by selecting too few transformed components to reverse transform), one that is of particular 
importance to this application is the presence of ‘bad’ or empty pixels.  MNF attempts to understand the 
noise characteristics of the image; if any pixels contain absolutely no noise (ie are a consistent value such 
as 0), the resulting transform will be nonsense.  As such, in addition to ensuring good data for 
classification, it is imperative that pixels are carefully filtered before applying MNF to the data set.  
Another potential drawback is that the transformed components on which to apply a reverse transform 
must be selected by hand.  One of the themes of this project is to develop a technique which is as free 
from user input, bias, or error as possible, and so this aspect goes against the spirit of what this is trying 
to accomplish.  Additionally, MNF has a tendency to ‘smooth’ or ‘blend’ data along the spectral axis, and 
may affect the SNR characteristics of certain spectral images more than others.  In discrete-frequency 
spectroscopic imaging approaches, an overarching goal is to determine which subset of vibrational 
frequencies is most efficient for solving a particular imaging investigation.  For the SRS dataset that we 
have generated here, removing individual frequencies is analogous to having sampled a smaller subset, 
as the measurements are completely independent of one another.  After an MNF transform, smoothing 
along the spectral axis removes this independence between spectral images, and the data are no longer 
appropriate for determining efficient subsets of spectral data to acquire.  
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After all data processing was performed on the data, pixels were divided into training and validation sets.  
Note that only pixels which were indicated by the pathologist annotations and were readily located on 
the sections analyzed by SRS were used in these sets; as such, most pixels were not used in either training 
or validation sets.  In short, the annotations were transferred by hand to the SRS dataset by way of an 
illustration program, a high-resolution white-light image of the TMA, and a tablet writing computer.  This 
difference in tissue morphology which makes this annotation transfer a requirement also means that 
there are some annotated regions which cannot be readily identified on the second tissue set.  These 
annotations must be discarded, as a classifier can be no better than the annotations on which it is trained.  
This conservative approach reduces the total amount of data available to the classifier, makes some tissue 
specimens useless due to the presence of no usable annotated regions, and thus reduces the overall 
diversity of the usable data. 
One general rule of thumb when dividing data into these sets is to attempt to have an equal 
representation of each tissue type in each set while reducing potential sources of bias.  In order to make 
the classifiers robust, the ultimate goal is for each case/specimen to be assigned to either the training or 
the validation set, and not be mixed between the two.  Here we will show results both when the tissue 
specimens are segregated this way and when they are not.  There are 7 specimens which present 
‘malignant’ tissue and 48 which present ‘normal’ tissue annotations capable of being transferred to our 
data set, so distributing these evenly within a classifier is important.  Additional factors in determining 
which cores should fall into which data set include the day on which the data were collected and the 
relative number of pixels identified for each class.  Table 5.1 shows all of these numbers.  It is important 
to note that there were a number of pathologically normal specimens which were not included in the 
classifiers in any form.  A conscious choice was made to leave these out.  Once the number of annotated 
pixels for the ‘normal’ tissue types approached that of the ‘cancerous’ tissue types, annotating additional 
‘normal’ cores would only serve to imbalance the overall dataset.  Ideally, an equal number of pixels for 
each class should be derived from an equal number of patients.  
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Table 5.1.  List of all specimens used for classification purposes, the total number of usable pixels from each (separated by class), 
and which ‘imaging group’ they were a part of, indicating relative time at which they were imaged.  ‘Normal’ tissue cores were 
imaged until an approximately equal number of normal epithelium/stroma pixels were acquired as compared to cancerous 
epithelium/stroma pixels; thus, there were a number of ‘normal’ tissue cores imaged by SRS that were not applied towards 
classification.  The total number of blood vessel pixels is much smaller than any other class, and thus were not incorporated as a 
class. 
Core ID Pathology Diagnosis 
# Normal Epithelium Pixels 
# Cancerous Epithelium Pixels 
# Dense Stroma Pixels 
# Reactive Stroma Pixels (cancer) 
# Blood Vessel Pixels Imaging Group # 
C2 Adjacent normal  8872 0 4415 0 1077 2 
C3 Adjacent normal  0 0 6437 0 1001 4 
D8 Adjacent normal  0 0 4328 0 2297 8 
F1 Adjacent normal  4133 0 8452 0 0 1 
F2 Adjacent normal  3273 0 4183 0 0 1 
F3 Adjacent normal  1518 0 3827 0 0 3 
F4 Adjacent normal  5802 0 3925 0 0 3 
F5 Adjacent normal  0 0 9588 0 0 5 
F6 Adjacent normal  3862 0 7101 0 0 5 
F7 Adjacent normal  6336 0 5028 0 0 7 
F9 Hyperplasia  4059 0 12946 0 0 9 
F10 Hyperplasia  10120 0 6893 0 0 9 
G1 Chronic mastitis 4230 0 5397 0 2006 1 
G2 Adjacent normal  6513 0 11326 0 165 1 
G3 Adjacent normal  6302 0 9589 0 0 3 
G4 Adjacent normal  6637 0 4081 0 0 3 
G5 Adjacent normal  10875 0 6604 0 0 5 
G6 Adjacent normal  4377 0 4870 0 3347 5 
G7 Hyperplasia  2065 0 14315 0 0 7 
G8 Hyperplasia  1254 0 1852 0 0 7 
G9 Hyperplasia  2851 0 7331 0 0 9 
G10 Hyperplasia  3640 0 3585 0 0 9 
H2 Invasive ductal carcinoma 1054 0 1355 0 610 1 
H3 Invasive ductal carcinoma 0 7400 0 1232 0 3 
H4 Invasive ductal carcinoma 0 13376 0 17300 0 3 
H5 Invasive ductal carcinoma 2628 11590 0 2609 3738 5 
H8 Invasive ductal carcinoma 3189 29913 0 12632 742 7 
H9 Invasive ductal carcinoma 0 55809 0 45224 0 9 
H10 Invasive ductal carcinoma 0 14466 0 5874 2254 9 
 Total Usable Pixels 103590 132554 147428 84871 17237   
Random Forest 
Once all the data were processed and organized, the process of constructing classifiers using the Random 
Forest method could begin32.  All the computation was performed entirely using the TreeBagger function 
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built-in to Matlab (MathWorks, Nantucket, MA).  The functionality of this particular programming 
approach allows full control over what data is supplied to the training and validation datasets, the ‘size’ 
and other parameters related to how the classifier is constructed, etc. such that we can choose 
appropriate parameters for this particular application.  In order to construct the training and validation 
sets, we take random pixels from each class, and equal numbers of each (3500-10000 pixels per class).  
No pixel will be found in both training and validation sets.  We construct the membership of our training 
and validation datasets in two different ways, depending on whether or not we want so segregate patients 
into specific pools. 
The number of decision trees in the predictive model determines the ‘size’ of the inner-workings of the 
classifier.  Beyond some threshold, increasing the number of trees does not appreciably increase accuracy, 
but having too few trees will produce inconsistent results33.  For example, if there exist two identical 
classifiers, except each is provided different subsets of training data, they trend towards agreeing with 
one another as the number of trees increases.  For the amount of data here, 200-600 trees were found to 
be sufficient. 
For figuring out subsets of spectral images (known as ‘features’ in classifier-speak), a bootstrapped feature 
selection approach needs to be taken29.  The ‘brute force’ method of evaluating the efficacy of subsets of 
spectral data (ie building an individual classifier from each possible subset of available Raman frequencies) 
results in an astronomical amount of computation time and is not possible without a significant reduction 
in the number of available spectral data points.  The bootstrapping method described previously is an 
intelligent way to reduce the 33 spectral frequencies to a more reasonable number.  After some amount 
of reduction, brute force evaluation of all possible subsets of the remaining data becomes feasible (hours 
of computation time vs. months) and the feature subsets that produce classifiers with the greatest 
accuracy can be determined. 
In order to get the most useful information from the bootstrapped feature selection method, we ensure 
that there exists some minimum spacing between frequencies selected for any given run.  In this data set, 
there is a relatively small number of frequencies to consider (33), and these frequencies are not as close 
together in spectral space as for many other vibrational spectroscopic modalities (~8cm-1 for this dataset, 
often 4cm-1 or 2cm-1 for FT-IR or spontaneous Raman).  As such, strict spacing requirements between data 
points may not be required to achieve useful information.  A valid result should converge for some 
threshold minimum spacing as well as larger spacings.  (At too large of a spacing value, only a small number 
of frequency subsets will satisfy the selection conditions, leading to a reduced representation of some 
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frequencies and an unrepresentative answer.  A check to make sure that no frequency is tested more than 
twice as much as any other frequency ensures that this is not the case.)  Also, this approach is not expressly 
tied to a specific number of features to select in each subset.  For example, attempting this method using 
subsets of 4 features should converge to a solution which is recapitulated if the process is repeated using 
subsets of 6 features.  So long as the number of features selected is not too large as to significantly reduce 
the number of legal combinations / bias the selection of individual frequencies, or too small such that the 
resulting classification accuracies are poor, the same approximate answer should be achieved. 
It was found that a subset of 6 of 33 frequencies, with a minimum distance of 2 between selected 
frequencies, was sufficient to achieve a convergence of importance values.  This convergence is observed 
both in the average importance value of feature performance and the single maximum importance value 
of each feature over hundreds of bootstrapped runs.  This convergence in importance values is also 
recapitulated when a minimum spacing of 3 is selected, further validating this conclusion.  With this 
information, a reduced subset of features can be brute force evaluated to determine the accuracy for 
small subsets of the 33 spectral features. 
 
Classification Results 
There are many ways that the accuracy of a classifier can be defined in the machine learning literature34.  
Furthermore, the fact that this application is aimed towards clinical applications can change the ideal 
approach significantly.  There are certain real-world costs associated with certain forms of 
misclassification, for example false negatives such as confusing a tumorous mass for benign tissue.  
Likewise, there are other misclassifications which may not carry as heavy a cost.  At this early stage, it may 
be instructive to take a straightforward approach to classification accuracy, where we maximize correct 
identification and do not assign any particular weight to what type of misclassification occurs. 
The basic efficacy of a classifier, ie determining which samples have been classified correctly or incorrectly 
for a validation dataset, is readily achieved via examining the confusion matrix35.  This is a representation 
of what each sample was classified as, providing insight into not only the accuracy for each class but also 
which type of classification tasks might be most difficult.  Elements of this matrix which lie on the diagonal 
describe the rate of ‘correct’ classification events, while all off-diagonal components indicate the rates at 
which each class was misclassified.  Here, we judge the accuracy of each classifier by the average of all the 
diagonal elements (or the overall correct classification rate). 
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We start with a classifier with the goal of discriminating between the two main ‘healthy’ tissue types, 
benign epithelium and dense stroma.  This is a reasonable first task for several reasons – it contains a 
minimal number of classes and identifies the most important/common components of tissue.  
Importantly, these are also the tissue types which are found on the overwhelming majority of specimens 
present on our TMA, meaning that we can sample from the most total number of patients for this 
classifier, and therefore inter-patient variation will necessarily be minimized as compared to the 
construction a classifier using less-present classes of tissue.  Furthermore, as a first pass we take the less 
robust approach of mixing all the pixels into one large pool from which to draw training and validation 
datasets.  The individual data points selected for the training and validation datasets are completely 
separate, but there is nothing to prohibit data from any one patient (or even one annotated region) from 
appearing in both sets.  This approach lacks clinical utility and has an increased chance of overfitting 
patient-specific characterizes, but also represents a ‘best case’ scenario as segregating the data further 
by patient, etc. should necessarily lead to reduced classification accuracy. 
Before getting into the numbers which describe the accuracy of the resulting classifier, it is instructive to 
provide a better sense of what the collected data look like, and what the output of the classifier is.  Figure 
5.4 shows a mosaic of (nearly) every tissue core imaged for this set of experiments.  While Table 5.1 
describes the number of pixels from each specimen which were used to build the classifier, the total 
amount of data taken is much larger, as the annotated regions represent only a small fraction of the total 
tissue surface area.  Each tissue core can contain up to 200,000 pixels, easily passing 5 million pixels for 
the entire dataset.  Application of the classifier to these data is much less computationally expensive than 
the developing of the classifier itself.  For each tissue core, a number describing the classification for each 
pixel is returned (in this case, either epithelium or stroma).  These returned values can be used to form 
color-coded images of each tissue core.  Here, the color scheme is chosen to match the expected visual 
result from a Hematoxylin and Eosin stain – pink for stromal tissue, and purple for epithelium. 
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Figure 5.4.  A two-class classifier as applied to all measured tissue cores.  The total dataset comprises millions of pixels, even 
though a much smaller subset was used for classifier training and validation.  The color scheme was devised to mimic that of an 
H&E stain (epithelium as purple, stroma as pink).  Each full core is approximately 1.5mm in diameter. 
 
The quality of the classifier is first evaluated by comparing its ability to correctly classify a validation 
dataset.  Looking at these results, accuracy approaches 85% for both classes (Figure 5.5).  This value is 
significantly higher than guessing (50% for a two-class problem), but seems low in the context of an 
important problem like cancer.  Fully determining the efficacy of a classifier applied to this type of 
problem, where the real data are image-based in nature, requires evaluation of its application to an image.  
After all, during training/validation the imaging aspect has been removed entirely, and we can only get a 
feel for how this translates back into imaging by looking closely at entire classified biopsy specimens. 
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Figure 5.5. Confusion matrix of an SRS classifier for benign epithelium and dense stroma only, using all 33 Raman frequencies 
measured.  The correct prediction rates for epithelium and stroma were 83.6% and 85.4%, respectively.  Patients were not 
segregated by training and validation sets. 
Four cores that were NOT part of the training or validation datasets were selected, fully classified, and 
then re-colored to resemble the H&E stain (Figure 5.6).  Compared side-by-side with the H&E gold 
standard, they look pretty good.  Morphology is accurately recapitulated.  Nice definition appears on the 
lobules, and the ‘large’ strands of stroma that run through them are successfully identified.  Other 
duct/vessel structures, which are not classifier elements, have been misclassified as epithelium, which is 
a good sign at this stage.  So not only is the classification accuracy decent, but the application to imaged 
biopsies shows good sharpness/spatial contrast. 
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Figure 5.6. Four tissue cores with the two-class SRS classifier applied.  (SRS data from these cores were not used in training or 
validating the classifier.)  Left column: white light microscope images of the unstained tissue.  Center column: classified SRS 
images of the unstained tissue.  Right column: H&E stained adjacent sections, annotated by a pathologist.  Excellent agreement 
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with the adjacent annotated H&E sections are observed, and tissue morphology is accurately recapitulated by the classifier even 
when such morphology is not apparent from the examination of the white-light images. 
The accurate determination of epithelial morphology, combined with the mediocre overall classification 
accuracy, indicates that there may be room for improvement in overall accuracy by applying data 
processing after the results have been converted back to image format.  Applying a spatial filter, a very 
simple form of image processing, can clean up classified images significantly.  It is known that cells are 
larger than the pixel size, so single pixels of a given class which are entirely surrounded by pixels of a 
different class are very unlikely to be of clinical relevance; more likely it is just mis-classified.  Designing 
an algorithm to identify and then change the classification value of these pixels is very straightforward, 
and the results can be seen in Figure 5.7.  Caution must be exercised, as being too heavy-handed with 
removing ‘stray’ pixels can start to change the observed morphology.  We will limit our discussion of such 
image processing at this point, as the scope of this study was to look at SRS alone as a classification tool; 
the incorporation of post-classification image processing represents the inclusion of additional 
technologies into the mix.  Obviously, incorporating information from other modalities (stain results, 
machine learning on white light images, multi-modality machine learning, etc.) can have the capacity to 
increase capacity beyond what SRS can achieve alone, and certainly this will be a strong consideration 
moving forward. 
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Figure 5.7. Examples of applying simple spatial filtering algorithms to classification results.  Left: the original classification image 
with no filtering.  Center: application of a filter which identifies pixels which are surrounded entirely by pixels of a different class, 
and then changes the value of those pixels.  The image appears denoised without significant changes to any morphological 
features.  Right: application of a filter with a lowered threshold for determining whether the identity of a pixel should be switched.  
This level of processing begins to change the shape of the endothelial regions and is likely introducing additional errors into the 
measurement.  Each half-core is approximately 1.5mm from top to bottom. 
The next appropriate step is to construct a similar two-class classifier where each patient is now assigned 
to either the training or validation datasets, not mixed between the two.  Total pixel pools are 
approximately equal for each class and the selection of cores for each dataset are spread over time to 
eliminate any potential influence of instrument drift.  The result is odd and not expected for a well-
functioning classifier: accuracy for one class goes up, and the other goes down significantly (Figure 5.8).  
We should not expect this behavior.  Even more oddly, switching the training and validations sets and re-
building the classifier shows the opposite trend. 
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Figure 5.8. Confusion matrices for two-class epithelium/stroma classifiers when individual cores/patients are assigned to either 
the training or validation dataset.  (a) imposing this extra restriction on how the classifier is built strongly decreases the 
accuracy of stroma identification but actually increases the classification rate for epithelium.  This unexpected behavior indicates 
that patient-to-patient variation is too large as compared to the total size of the dataset.  (b) switching the training and 
validation datasets shows the opposite effect, further strengthening the argument that a larger patient population is required if 
patients are to be separated by training and validation sets. 
This result hints at an important consequence of the SRS dataset being used.  Even though there are a 
large number of pixels to sample from, patient-to-patient variation appears to be too large as compared 
to the total number of patients available.  The behavior of these classifiers is changed dramatically by how 
patients are distributed between the training and validation datasets.  Quite simply, this means that more 
data is required, not in the total number of pixels, but in the number of patients contributing to the 
classifier such that between patient variation can be accurately captured.  12 patients per set is simply 
too small.  The classified image results indicate that on the order of 30 patients might be approaching the 
correct size.  Unfortunately, there are only <45 total patient specimens with useful information at our 
disposal, and so we are close to the apparent threshold but not quite there. 
A four-class classifier (adding in cancerous epithelium and reactive stroma, the disease-state versions of 
benign epithelium and dense stroma) is the logical next step, but the effects of the small patient pool on 
the two-class classifier does not bode well for the addition of more classes.  The first step, taking all data 
into a single pool to create training and validation datasets, will hopefully mitigate some of this size effect 
(Figure 5.9).  The classifier does not perform nearly as well, but this is to be expected to a degree.  The 
two added tissue types are closely related to the first two tissue types incorporated, and are expected to 
only have some small amount chemical difference.  The classification rates for all four classes are at least 
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above the 25% guessing rate.  The misclassification rates can now be more useful to analyze, as there are 
now 12 ways of misclassifying tissue as compared to two for the previous set of classifiers.  There is a 
decent amount of confusion between cancerous and non-cancerous epithelium (12%/16%), and this is to 
be expected because they are of the same basic tissue type.  There also exists some confusion between 
the two types of stroma (11%/11%), which again is expected. 
 
Figure 5.9.  Confusion matrices for four-class classifiers with the addition of cancerous epithelium and reactive stroma data.  (a) 
performance when patients are not segregated by training or validation sets.  Modest accuracy is reported for each class.  There 
is a significant mix-up between the two ‘cancerous’ issues, indicating a strong dependence on patient-specific variations (only 6 
total cores of 25 presented either of these tissue types).  (b) performance when patients are placed into either the training or 
validation sets.  A similar unusual trend is seen as before, with one class improving in accuracy and others falling to ‘guessing’ 
levels, indicating that the patient pool is too small for this type of analysis.  (c) switching the training and validation data sets 
shows the accuracy of one class dropping far below guessing levels, another indication of inter-patient variation dominating the 
classifiers. 
The most telling mix-up is between the two cancerous classes (22%/18%).  They are made up of 
fundamentally different cells, and in terms of chemical similarity we would expect them to be two of the 
least-likely classes to be mixed up.  Again, this points to the problems associated with having a small 
patient pool.  While this data set comes from 30 total patients, only six are contributing cancerous tissue 
information to the classifier.  Furthermore, in order to obtain an approximately even number of samples 
for each class in the training and validation sets, the cancer-contributing patients had to be split up 4/2.  
Two is not a good number of patients to have in a training or validation set.  Given that splitting 26 patients 
between training and validation datasets led to poor results, six is expected to be abysmally 
underpowered. 
As such, there is no way to state at this juncture whether or not SRS can successfully discriminate between 
normal and cancerous tissue, or to do multi-class classification as proposed.  There certainly seems to be 
the possibility for predictive capability beyond the basic epithelium/stroma problem, and this lays the 
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groundwork for future experiments utilizing a broader set of patient specimens.  It may behoove the 
pursuit to implement multi-level classifiers, where epithelium/stroma/other is determined first, followed 
by a determination of state (normal vs cancerous/inflamed). 
A final goal of this project was to determine the ‘most important’ spectral features for classification 
purposes, enhancing the discrete-frequency approach to chemical imaging.  At this point it is safe to say 
that this approach is only valid for the one classifier which worked correctly, ie the 30-patient classifier 
not segregated by patient.  We apply the bootstrapping as described before, using subsets of seven Raman 
frequencies and a minimum spacing of 2 to get a convergence of importance values.  Once the total 
number of features has been cut down, running ‘brute force’ combinations of features allows the ‘least 
useful’ feature to be removed from the set, and after multiple iterations the subsets of 7 / 6 / 5 / 4 / 3 
features which provide the overall highest accuracy rates have been identified.  The accuracy for each of 
these classifiers as a function of total number of features used is shown in Figure 5.10.  As expected, 
accuracy drops with each successive frequency removed, and the total drop is several percent as most of 
the data is cut out.  This decrease in accuracy also takes a toll on the quality of the resulting images, also 
shown in Figure 5.10.  While the epithelial morphology remains, the overall noise level has increased 
dramatically.  This is where spatial filtering or other image processing algorithms may really shine: 
enabling reduced overall collection times while retaining accurate depictions of tissue morphology. 
 
Figure 5.10.  (a) True positive rate for benign epithelium and dense stroma classifiers using a reduced number of features 
(Raman frequencies).  The overall accuracy drops from ~85% to ~78% as the number of features used decreases from 33 to just 
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3.  Given the imaging parameters used in this investigation, the measurement of 3 bands takes just over 12 minutes per core, 
cutting time by a factor of 11 with only a modest reduction in accuracy.  (b) A comparison of what epithelium/stroma 
classification looks like when applied to a tissue core using all possible frequencies (33) and a minimal number of frequencies (3).  
The overall structure of the stromal tissue is maintained but is obscured by significant noise.  Some combination of a reduced 
frequency sampling combined with spatial filtering and other image processing techniques will lead to an ideal tradeoff between 
time and accuracy. 
 
Other Thoughts 
The SRS data, as acquired here, are extremely noisy.  As mentioned previously, this is due to several 
factors.  The quality of SRS spectra will always be limited by the detection scheme and laser noise.  As 
new, more elegant detection methods are developed, this source of noise will be reduced significantly.  In 
this investigation, the issues of focus drift and lackluster stage performance encourage the use of a low-
NA objective.  Signal-to-noise ratio can also be increased with longer acquisition times, and the use of a 
smaller subset of Raman frequencies during a second iteration of the experiment may be leveraged to 
retain reasonable imaging times.  Furthermore, image correction for stage inaccuracy in the X-Y plane can 
only go so far; some ‘edge effects’ are still observed even with robust drift correction applied, especially 
in the thin spindly remains of fat tissue.  Even though the instrument used in this study has come a long 
way from its inception, there are always ways in which the technique can be improved and, in turn, the 
accuracy and utility of classification results. 
 
Conclusions 
As demonstrated here, the information from SRS imaging of the CH region of tissue biopsies can do a 
surprisingly nice job of discriminating between epithelium and stroma, with good recapitulation of 
epithelial morphology.  Resolution can be made to be vastly superior to infrared imaging, and even when 
resolution is decreased, image sharpness is increased dramatically with reduced edge effects.  At this 
juncture, we cannot speculate regarding how well this technique can differentiate between cancerous 
and non-cancer tissues, as there were not enough available specimens to yield the necessary between-
patient diversity.  Also, the signal acquired is very noisy but still provided some good classification 
capabilities.  This indicates that steps towards reducing noise, increasing SNR, and developing and 
deploying advanced post-processing algorithms will pay significant dividends in future work. 
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