The grid theorem, originally proved in 1986 by Robertson and Seymour in Graph Minors V, is one of the most central results in the study of graph minors. It has found numerous applications in algorithmic graph structure theory, for instance in bidimensionality theory, and it is the basis for several other structure theorems developed in the graph minors project.
INTRODUCTION
Structural graph theory has proved to be a powerful tool for coping with computational intractability. It provides a wealth of concepts and results that can be used to design efficient algorithms for hard computational problems on specific classes of graphs occurring naturally in applications. Of particular importance is the concept of tree width, introduced by Robertson and Seymour as part of their seminal graph minor series [38] 1 . Graphs of small tree width can recursively be decomposed into subgraphs of constant size which can be combined in a tree like way to yield the original graph. This property allows to use algorithmic techniques such as dynamic programming, divide and conquer etc, to solve many hard computational problems efficiently on graphs of small tree width. In this way, a huge number of problems has been shown to become tractable, e.g. solvable in linear or polynomial time, on graph classes of bounded tree width. See e.g. [3, 4, 5, 13] and references therein. But methods from structural graph theory, especially graph minor theory, also provide a powerful and vast toolkit of concepts and ideas to handle graphs of large tree width and to understand their structure.
One of the most fundamental theorems in this context is the grid theorem, proved by Robertson and Seymour in [39] . It states that there is a function f : N → N such that every graph of tree with at least f (k) contains a k × k-grid as a minor. This function, initially being enormous, has subsequently been improved and is now polynomial [6] . The grid theorem is important both for structural graph theory as well as for algorithmic applications. For instance, algorithmically it is the basis of an algorithm design principle called bidimensionality theory, which has been used to obtain many approximation algorithms, PTASs, subexponential algorithms and fixed-parameter algorithms on graph classes excluding a fixed minor. These include feedback vertex set, vertex cover, minimum maximal matching, face cover, a series of vertex-removal parameters, dominating set, edge dominating set, R-dominating set, connected dominating set, connected edge dominating set, connected R-dominating set and unweighted TSP tour. See [8, 9, 10, 11, 16, 15] and references therein.
Furthermore, the grid theorem also plays a key role in Robertson and Seymour's graph minor algorithm and their solution to the disjoint paths problem [40] (also see [23] ) in a technique known as the irrelevant vertex technique. Here, a problem is solved by showing that it can be solved efficiently on graphs of small tree width and otherwise, i.e. if the tree width is large and therefore the graph contains a large grid, that a vertex deep in the middle of the grid is irrelevant for the problem solution and can therefore be deleted. This yields a natural recursion that eventually leads to the case of small tree width. Such applications also appear in some other problems, see [18, 28, 29] .
Furthermore, with respect to graph structural aspects, the excluded grid theorem is the basis of the seminal structure and decomposition theorems in graph minor theory such as in [41] .
The structural parameters and techniques discussed above all relate to undirected graphs. However, in various applications in computer science, the most natural model are directed graphs. Given the enormous success width parameters had for problems defined on undirected graphs, it is natural to ask whether they can also be used to analyse the structure of digraphs and the complexity of NP-hard problems on digraphs. In principle it is possible to apply the structure theory for undirected graphs to directed graphs by ignoring the direction of edges. However, this implies an information loss and may fail to properly distinguish between simple and hard input instances (for example, the disjoint paths problem is NP-complete for directed graphs even with only two source/terminal pairs [17] , yet it is solvable in polynomial time for any fixed number of terminals for undirected graphs [23, 40] ). Hence, for computational problems whose instances are digraphs, methods based on undirected graph structure theory may be less useful.
As a first step towards a structure theory specifically for directed graphs, Reed [35] and Johnson, Robertson, Seymour and Thomas [21] proposed a concept of directed tree width and showed that the k-disjoint paths problem is solvable in polynomial time for any fixed k on any class of graphs of bounded directed tree width. Reed [34] and Johnson et al. [21] also conjectured a directed analogue of the grid theorem. Conjecture 1.1 (Reed and Johnson, Robertson, Seymour, Thomas) There is a function f : N → N such that every digraph of directed tree width at least f (k) contains a cylindrical grid of order k as a butterfly minor Actually, according to [21] , this conjecture was formulated by Robertson, Seymour and Thomas, together with Alon and Reed at a conference in Annecy, France in 1995. Here, a directed grid consists of k concentric directed cycles and 2k paths connecting the cycles in alternating directions. See Figure 1 for an illustration and Definition 2.1 for details. A butterfly minor of a digraph G is a digraph obtained from a subgraph of G by contracting edges which are either the only outgoing edge of their tail or the only incoming edge of their head. See Definition 2.2 for details.
In an unpublished manuscript, Johnson et al. [22] proved the conjecture for planar digraphs. In [26] , this result was generalised to all classes of directed graphs excluding a fixed undirected graph as an undirected minor. For instance, this includes classes of digraphs of bounded genus. Another related result was established in [24] , where a half-integral directed grid theorem was proved. More precisely, it was shown that there is a function f : N → N such that every digraph G of directed tree width at least f (k) contains a half-integral grid of order k. Here, essentially, a half-integral grid in a digraph G is a cylindrical grid in the digraph obtained from G by duplicating every vertex, i.e. adding for each vertex an isomorphic copy with the same in-and outneighbours. However, despite the conjecture being open for nearly 20 years now, no progress beyond the results mentioned before has been obtained. The main result of this paper is to finally solve this long-standing open problem.
Theorem 1.2
There is a function f : N → N such that every digraph of directed tree width at least f (k) contains a cylindrical grid of order k as a butterfly minor
We believe that this grid theorem for digraphs is a first but important step towards a more general structure theory for directed graphs based on directed tree width, similar to the grid theorem for undirected graphs being the basis of more general structure theorems. Furthermore, it is likely that the duality of directed tree width and directed grids will make it possible to develop algorithm design techniques such as bidimensionality theory or the irrelevant vertex technique for directed graphs. We are particularly optimistic that this approach will prove very useful for algorithmic versions of Erdős-Pósa type results and in the study of the directed disjoint paths problem. As mentioned above, the half-integral directed grid theorem in [24] has been used to show that a variant of the quarter-integral directed disjoint paths problem can be solved in polynomial time. It is conceivable that our grid theorem here will allow us to show that the halfintegral directed disjoint paths problem can be solved in polynomial time. Here, the half-integral directed disjoint paths problem is the problem to decide for a given digraph G and k pairs (s1, t1), . . . , (s k , t k ) of vertices whether there are directed paths P1, . . . , P k such that Pi links si to ti and such that no vertex of G is contained in more than two paths from {P1, . . . , P k }. While we are optimistic that the directed grid theorem will provide the key for proving that the problem is solvable in polynomial time, this requires much more work and significant new ideas and we leave this for future work. Note that in a sense, half-integral disjoint paths are the best we can hope for, as the directed disjoint paths problem is NP-complete even for only k = 2 pairs of source/target pairs [17] .
However, the directed grid theorem may also prove relevant for the integral directed disjoint paths problem. In a recent breakthrough, Cygan et al. [7] showed that the planar directed disjoint paths problem is fixed-parameter tractable using an irrelevant vertex technique (but based on a different type of directed grid). They show that if a planar digraph contains a grid-like subgraph of sufficient size, then one can delete a vertex in this grid without changing the solution. The bulk of the paper then analyses what happens if such a grid is not present. If one could prove a similar irrelevant vertex rule for the directed grids used in our paper, then the grid theorem would immediately yield the dual notion in terms of directed tree width for free. The directed disjoint paths problem beyond planar graphs therefore is another prime algorithmic application we envisage for directed grids.
Another obvious application of our result is to Erdős-Pósa type results such as Younger's conjecture proved by Reed et al. in 1996 [36] . In fact, in their proof of Younger's conjecture, Reed et al. construct a kind of a directed grid. This technique was indeed a primary motivation for considering directed tree width and a directed grid minor as a proof of the directed grid conjecture would yield a simple proof for Younger's conjecture. In fact our result immediately gives the following corollaries.
1. Our grid theorem implies the following stronger result than Reed et al. in 1996 [36] (see also [33] ): for every and every integer n ≥ 0, there exists an integer tn = tn( ) such that for every digraph G, either G has n pairwise vertex disjoint directed cycles of length at least or there exists a set T of at most tn vertices such that G − T has no directed cycle of length at least .
The undirected version was proved by Birmelé, Bondy and Reed [2] , and very recently, Havet and Maia [20] proved the case = 3 for directed graphs.
2. The half-integral directed grid theorem in [24] has been used to show that a variant of the 1/4-integral directed disjoint paths problem can be solved in polynomial time. By our new result, we can improve this to 1/3-integral.
Organisation and high level overview of the proof structure.
In Section 2, we state our main result and present relevant definitions. In Sections 3 and 4, then, we present the proof of our main result.
At a very high level, the proof works as follows. It was already shown in [35] that if a digraph G has high directed tree width, it contains a directed bramble of very high order (see Section 2). In [24] it was shown that from this bramble one either gets a subdivision of a suitable form of a directed clique, which contains the cylindrical grid as butterfly minor, or one can construct a structure that we call a web (see Definition 2.6).
Our main technical contributions of this paper are in Sections 3 and 4. In Section 3 we show that this web can be ordered and rerouted to obtain a nicer version of a web called a fence. Actually, we need a much stronger property for this fence. Let us observe that a fence is essentially a cylindrical grid with one edge of each cycle deleted. In Section 3, we also prove that there is a linkage from the bottom of the fence back to its top (in addition, we require some other properties that are too technical to state here).
Hence, in order to obtain a cylindrical grid, all that is needed is to find such a linkage that is disjoint from (a subfence of) the fence. The biggest problem here is that the linkage from the bottom of the fence back to its top can go anywhere in the fence. Therefore, we cannot get a subfence that is disjoint from this linkage. This means that we have to create a cylindrical grid from this linkage, together with some portion of the fence. This, however, is by far the most difficult and also the most novel part of the proof, which we present in Section 4, and takes more than 20 pages in the full version of the paper.
Due to space restrictions, we defer most proofs of the Sections 3 and 4 to the full version, which is available from arXiv [27] .
Let us mention that our proof is constructive in the sense that we can obtain the following theorem, which may be of independent interest.
Theorem 1.3
There is a function f : N → N such that given any directed graph and any fixed constant k, in polynomial time, we can obtain either 1. a cylindrical grid of order k as a butterfly minor, or 2. a directed tree decomposition of width at most f (k).
Note that the second conclusion follows from the result in [22] , which says that for fixed l, there is a polynomial time algorithm to construct a directed tree decomposition of a given directed graph G of width 3l, if G has directed tree width at most l. So for Theorem 1.3, if the directed tree width of a given directed graph is at least 3f (k), we obtain the first conclusion from the constructive proof of Theorem 1.2. Otherwise, we obtain the second conclusion by the result in [22] . Related work.
As mentioned above, in [24] , a halfintegral grid theorem (which corresponds to a "grid-like" in undirected graphs [32, 37] ) is obtained. However, getting from this result to the full grid theorem presented here paper requires major work spanning nearly 30 pages in the full version of the paper. We remark that in [24] , similar techniques to those in Section 3 are also used (as they are, for instance, in [36] ). However, here we need significant improvements of these techniques and a much finer analysis leading to new results in Section 3. Section 4 is completely new and forms the major new contribution of this paper.
DIRECTED TREE-WIDTH
The main result of this paper is the grid theorem for directed tree width. As we will actually be working with the dual notion of brambles, we refrain from giving a formal definition of directed tree width and refer to [21] instead. See also [30] . Let us first recall the definition of a cylindrical grid as defined in [34, 35, 21] .
Definition 2.1 (cylindrical grid) A cylindrical grid of order k, for some k ≥ 1, is a digraph G k consisting of k directed cycles C1, . . . , C k , pairwise vertex disjoint, together with a set of 2k pairwise vertex disjoint paths P1, . . . , P 2k such that
• each path Pi has exactly one vertex in common with each cycle Cj,
• the paths P1, . . . , P 2k appear on each Ci in this order and
• for odd i the cycles C1, . . . , C k occur on all Pi in this order and for even i they occur in reverse order C k , . . . , C1.
See Figure 1 for an illustration of G4. We also need the concept of butterfly minors. Definition 2.2 (butterfly minor) Let G be a digraph. An edge e = (u, v) ∈ E(G) is butterfly-contractible if e is the only outgoing edge of u or the only incoming edge of v. In this case the graph G obtained from G by butterflycontracting e is the graph with vertex set V (G) − {u, v} ∪ {xu,v}, where xu,v is a fresh vertex. The edges of G are the same as the edges of G except for the edges incident with u or v. Instead, the new vertex xu,v has the same neighbours as u and v, eliminating parallel edges. A digraph H is a butterfly-minor of G if it can be obtained from a subgraph of G by butterfly contraction.
Directed tree width has a natural duality, or obstruction, in terms of directed brambles, defined in [34, 35] . Definition 2.3 Let G be a digraph. A bramble in G is a set B of strongly connected subgraphs B ⊆ G such that if B, B ∈ B then B ∩ B = ∅ or there are edges e, e ∈ E(G) such that e links B to B and e links B to B. A cover of B is a set X ⊆ V (G) of vertices such that V (B) ∩ X = ∅ for all B ∈ B. Finally, the order of a bramble is the minimum size of a cover of B. The bramble number bn(G) of G is the maximum order of a bramble in G.
The next lemma is from [35] . Using this lemma we can rephrase our main theorem as follows.
Theorem 2.5
There is a function f : N → N such that for all digraphs G and all k ∈ N, if G contains a bramble of order at least f (k) then G contains a cylindrical grid of order k as a butterfly minor.
As a first step towards proving the theorem we recall the following definition and result from [24] . Recall that a linkage is a set of pairwise vertex disjoint directed paths. For sets X, Y ⊆ V (G), an X-Y -linkage is a set of pairwise vertex disjoint directed paths each with start vertex in X and end vertex in Y . A set A ⊆ V (G) in a digraph G is welllinked, if for all X, Y ⊆ A with |X| = |Y | = r there is an X−Y -linkage of order r. Definition 2.6 ((p, q)-web) Let p, q, c ≥ 0 be integers and let Q * be a linkage. A (p, q)-web with linkedness c with respect to Q * in a digraph G is a pair (P, Q) of linkages P = {P1, . . . , Pp} and Q = {Q1, . . . , Qq} such that 1. Q is a C−D linkage for two distinct vertex sets C, D ⊆ V (G) and P is an A−B linkage for two distinct vertex sets A, B ⊆ V (G), 2. for 1 ≤ i ≤ q, Qi intersects every path P ∈ P and 3. for every P ∈ P and every edge e ∈ E(P ) \ E(Q * ) there are at most c disjoint paths from P1 to P2 in (P ∪ Q * ) − e, where P1, P2 are the subpaths of P such that P = P1eP2.
The set C ∩ V (Q) is called the top of the web, denoted top (P, Q) , and D ∩ V (Q) is the bottom bot (P, Q) . The
The notion of top and bottom refers to the intuition, used in the rest of the paper, that the paths in Q are thought of as vertical paths and the paths in P as horizontal.
Theorem 2.7 ( [24] ) For every k, p, l, c ≥ 1 there is an integer l such that every digraph G of bramble number at least l contains a cylindrical grid of order k as a butterfly minor or a (p, l · p)-web with avoidance c such that the top and the bottom of the web are elements of a well-linked set A ⊆ V (G).
FROM WEBS TO FENCES
The objective of this section is to show that if a digraph contains a large well-linked web, then it essentially also contains a big fence (originally defined in [36] ) whose bottom and top come from a well-linked set. We give a precise definition of a fence and then state the main theorem of this section. 3. For 1 ≤ j ≤ q, the paths P1 ∩ Qj, . . . , P2p ∩ Qj appear in this order on Qj, and the first vertex of Qj is in V (P1) and the last vertex is in V (P2p).
. . , Pi ∩ Qq are in order in Pi, and if i is even then Pi ∩Qq, . . . , Pi ∩Q1 are in order in Pi.
The fence F is well-linked if A ∪ B is well-linked.
The main theorem of this section is to show that any digraph with a large web where bottom and top come from a well-linked set contains a large well-linked fence. To prove the previous theorem we first establish a weaker version where instead of a fence we obtain an acyclic grid. We give the definition first. Definition 3.3 (acyclic grid) An acyclic (p, q)-grid is a (p, q)-web P = {P1, . . . , Pp}, Q = {Q1, . . . , Qq} such that 1. for 1 ≤ i ≤ p and 1 ≤ j ≤ q, Pi ∩ Qj is a path Rij, 2. for 1 ≤ i ≤ p, the paths Ri1, . . . , Riq are in order in Pi, and 3. for 1 ≤ j ≤ q, the paths R1j, . . . , Rpj are in order in Qj.
The definition of top and bottom as well as well linkedness is taken over from the underlying web.
Theorem 3.4 For all integers t ≥ 1, there is an integer p such that every digraph G containing a well-linked (p, p)-web (P, Q) contains a well-linked acyclic (t, t)-grid.
Theorem 3.2 is now easily obtained from Theorem 3.4 using the following lemma, which is (4.7) in [36] . It is easily seen that in the construction in [36] the top and the bottom of the fence are subsets of the top and the bottom of the acyclic grid it is constructed from.
Lemma 3.5 For every p ≥ 1, there is a p ≥ 1 such that every digraph with a (p , p )-grid G has a (p, p)-fence F such that the top and bottom of F are subsets of the top and the bottom of G.
We now turn towards the proof of Theorem 3.4. We first need some definitions. Definition 3.6 Let P and Q * be linkages and let Q ⊆ Q * be a sub linkage of order q. Let r ≥ 0.
1. An r-split of (P, Q) of order q (with respect to Q * ) is a pair (P , Q ) of linkages of order r = |P | and q = |Q | with Q ⊆ Q such that P can be ordered P := (P1, . . . , Pr) in a way that there is a path P ∈ P and edges e1, . . . , er−1 ∈ E(P ) \ E(Q * ) with P = P1e1P2 . . . er−1Pr and every Q ∈ Q can be divided into subpaths Q1, . . . , Qr such that Q = Q1e 1 . . . e r−1 Qr and
2. An r-segmentation of P of order q (with respect to Q and Q * ) is a pair (P , Q ), where P is a linkage of order r and Q ⊆ Q is a linkage of order q such that Q is a segmentation of every path Pi into segments P i 1 e1P i 2 . . . e q −1 P i q and for every Q ∈ Q and all i = j, if Q intersects Pi in segment P i l , for some l, then Q intersects Pj in segment P j l . We say that Q is an rsegmentation of P (with respect to Q * ).
An r-split (P, Q) and an r-segmentation (P, Q) are welllinked if the set of start and endpoints of paths in Q is a well-linked set.
The previous concepts are illustrated in Figure 2 . Part a) of the figure illustrates a segmentation, where the vertical paths are the paths in Q which segment the two paths in P. In Part b), a single path P is split at 5 edges, marked by the arrows on P . The paths in Q involved in the split are marked by solid black vertical paths whereas the paths in Q which do not split P are displayed in light grey.
We now present one of our main constructions showing that for every x, y every web of high enough order either contains an x-segmentation of order q or a y-split of order q.
Lemma 3.7 For all p, q, r, s, c ≥ 0 and all x, y ≥ 0 with p ≥ x there is a q ≥ 0 such that if G contains a (p, q )-web W := (P, Q) with linkedness c, then G contains a y-split (P , Q ) of (P, Q) of order q or an x-segmentation (P , Q ) of (P, Q) of order q. Furthermore, if W is well-linked then so is (P , Q ).
Consider the case that the outcome of the previous lemma is a y-split. This case is illustrated in Figure 2 b ). We call the structure that we obtain in this case a pseudo-fence. of pairwise disjoint paths, where |Q| = q, such that each Q ∈ Q can be divided into segments Q1, . . . , Q2p occurring in this order on Q such that for all i, each Pi hits all Q ∈ Q in their segment Qi and Pi does not hit any Q in another segment. Furthermore, for all i, there is an edge ei connecting the endpoint of Pi to the start point of Pi−1. The top of (P, Q) is the set of start-and the bottom is the set of end-vertices of Q.
In the following two lemmas, adapted from [25, 24] (see also [36] ), we show how in each of the two cases of the previous lemma we get an acyclic grid.
Furthermore, Q ⊆ Q and for every path P ∈ P , every subpath S of P with both endpoints on a path in Q but internally vertex disjoint from Q is also a subpath of a path in P. Finally, if (S split , Q) is well-linked then so is (P , Q ).
Lemma 3.10 For every integer t there are integers q, r ≥ 0 such that if G contains an r-segmentation (Sseg, Q) of order q, then G contains a (t, t)-grid W = (P , Q ) such that P ⊆ Sseg. Furthermore, if the set of start and end vertices of Q is well-linked, then so is W .
The grid (P , Q ) can be chosen so that one (but not both) of the following properties is satisfied. Let P := (P1, . . . , Pt) be an ordering of P in order in which they occur on the paths Q of the grid.
1. For every Q ∈ Q , the first path P ∈ P hit by Q is P1.
2. For every Q ∈ Q , the last path P ∈ P hit by Q is Pt.
Note that these two lemmas prove stronger properties than those in [25, 24] (see also [36] ). It turns out that these properties are all needed in the rest of our proof.
The previous three lemmas together imply Theorem 3.4. As noted at the beginning of this section, Theorem 3.2 follows from Theorem 3.4
FROM FENCES TO CYLINDRICAL GRIDS
So far we have seen that every digraph of sufficiently high directed tree width either contains a cylindrical grid or a well-linked fence. In this section we complete the proof of our main result by showing that if G contains a well-linked fence of sufficient order, then it contains a cylindrical grid as a butterfly minor. Let F = (P, Q) be a fence. An F-bottomup linkage is a linkage R from bot(P, Q) to top(P, Q).
We first need the following concept of minimality. Let L be an A−B-linkage and let
The main result of this section is the following theorem. Let F and R be as in the statement of Theorem 4.1. We prove the theorem by analysing how R intersects F. Recall that essentially a cylindrical grid is a fence F with a bottomup linkage R that does not intersect F. Hence, this is what we aim to find in any fence with a bottom-up linkage R.
It is not hard to see that it suffices if R avoids a large enough subpart of the fence. The basic idea is illustrated in Figure 3 . Here, the dark red curved path represents the linkage R avoiding the subfence marked in dark grey. To get a cylindrical grid we combine R with a linkage from R's end points through the fence to the top of the subfence and from the bottom of the subfence to the start points of R (both marked by thick dotted lines). The reality is slightly more involved as the linkage R can twist in a complicated way but the main idea is the same. The same idea can also be applied if the linkage R avoids a sub-grid instead of a fence.
The case where the bottom up linkage R avoids a subfence completely is particularly simple. With significantly more work one can show that it actually suffices if R only avoids the vertical paths of a sub-fence. Moreover, instead of a fence, a pseudo-fence (see Definition 3.8) is all that is needed.
Lemma 4.2 For every p ≥ 1 there are integers t , t ≥ 0 such that if G is a digraph containing a (t , t )-pseudo-fence W = (P, Q), for some t ≥ t , and a linkage R of order t from the bottom of W to the top of W such that no internal vertex of any path in R is contained in V (Q), then G contains a cylindrical grid of order p. The same is true if W is a fence instead of a pseudo-fence.
We are now ready to complete the proof of our main result, Theorem 2.5, and thus also of Theorem 1.2. The starting point is Theorem 3.2, i.e. we assume that there are linkages P of order 6p and Q of order q forming a welllinked fence. Let F := (P, Q) with P := (P1, . . . , P6p) and Q := (Q1, . . . , Qq) be a (3p, q)-fence. We think of P and Q as being ordered from the top to the bottom and from the left to the right, respectively. We divide F into three parts F1, F2, F3, where Fi is bounded by P (i−1)2p+1 , Pi2p, together with Q1, Qq for i = 1, 2, 3. See Figure 4 for a schematic overview.
Let R = {R1, . . . , R q
3
} be such that the linkage R joins the last 1 3 of the bottom vertices (b 2 3 q+1 , . . . , bq) to the first 1 3 of the top vertices (a1, . . . , a q 3 ). We use the following notation for the rest of this section.
• Let xi be the last vertex of Ri in F3 for i = 1, . . . ,
• Let yi be the first vertex of Ri in F1 for i = 1, . . . ,
• Let R be the linkage obtained from R by taking a subpath of each path in R between one endpoint in X and the other endpoint in Y .
• Let a i be the first vertex of Qi in F2 from the endpoint ai. Let A = {a 1 , . . . , a q }.
• Let b i be the last vertex of Qi in F2 from the endpoint ai for i = 1, . . . , q. Let B = {b 1 , . . . , b q }.
• Let Q i be the subpath of Qi between a i and b i for
Let F = Q ∪ R . Figure 4 illustrates the notation introduced so far. By our assumption, no vertex in F is in F1 nor in F3, except for the endpoints of paths in Q ∪ R . We first show the following.
nkage obtained from R by taking a subpath of each path in R between one endpoint other endpoint in Y .
0 . Figure 7 illustrates the notation introduced so far. By our assumption, no vertex in F 3 , except for the endpoints of paths in Q 0 [ R 0 . We first show the following For every t, r, q there are r 0 and q 0 and p 0 such that if R 0 , Q 0 and P of order r 0 , ly, are as above then either G contains a cylindrical grid of order t or there is a order r and an R 00 -minimal linkage Q 00 of order q such that the set of endpoints of endpoints of Q 0 and such that every Q 2 Q 0 hits every R 2 R 00 .
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is now easily obtained from Theorem 5.4 using the following lemma, which is (4.7) in een that the top and bottom of the fence are subsets of the top and bottom of the acyclic ted from. d) For every integer p 1, there is an integer p 00 1 such that every digraph with as a (p, p)-fence such that the top and bottom of the fence are subsets of the top and d.
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From Webs to Fences
(sec:web-to-grid)
The objective of this section is to show that if a digraph contains a large web, then big fence whose bottom and top come from a well-linked set. We give a precise defini then state the main theorem of this section. The results obtained in this section appe different notation) in [20] and are based on [27] . Here we need a much more refined new results, such as Lemma 6.14.
Definition 5.1 (fence) (def:fence) Let p, q be integers. A (p, q)-fence in a digraph F := (P 1 , . . . , P 2p , Q 1 , . . . , Q q ) with the following properties:
1. P 1 , . . . , P 2p are pairwise verte disjoint paths of G and
2. For 1  i  2p and 1  j  q, P i \ Q j is a path (and therefore non-empty).
3. For 1  j  q, the paths P 1 \ Q j , . . . , P 2p \ Q j are in order in Q j , and the fi in V (P 1 ) and the last vertex is in V (P 2p ).
The main theorem of this section is to show that any digraph with a large web whe come from a well-linked set contains a large well-linked fence. To prove the previous theorem we first establish a weaker version where instead of an acyclic grid. We give the definition first. Definition 5.3 (acyclic grid) (def:grid) An acyclic (p, q)-grid is a (p, q)-web P = {P {Q 1 , . . . , Q q } with avoidance d = 0 such that 1. for 1  i  p and 1  j  q, P i \ Q j is a path R ij , 2. for 1  i  p, the paths R i1 , . . . , R iq are in order in P i , and 3. for 1  j  q, the paths R 1j , . . . , R pj are in order in Q j .
The definition of top and bottom is taken over from the underlying web.
Theorem 5.4 (thm:grid1) For all integers t, d
1, there is an integer p such tha containing a well-linked (p, p)-web (P, Q) with avoidance d contains a well-linked a Theorem 5.2 is now easily obtained from Theorem 5.4 using the following lemma bedding. Recall that we assume that P and Q are ordered pectively. We divide F into three parts
+1 , . . . , b t ) e define the following notation for the rest of this section. 
e notation introduced so far. By our assumption, no vertex points of paths in Q 0 [ R 0 . We first show the following e r 0 and q 0 and p 0 such that if R 0 , Q 0 and P of order r 0 , her G contains a cylindrical grid of order t or there is a al linkage Q 00 of order q such that the set of endpoints of h that every Q 2 Q 0 hits every R 2 R 00 .
inkedness d with respect to
2. for 1  i  q, Q i intersects every path P 3. for every P 2 P and every edge e 2 E( of of the previous lemma and we therefore refrain from repeating it here.
or every p 1 there are integers t 0 , t, with t 3 · t 0 , such that the following is true: containing a (t, t)-fence W = (P, Q) and a linkage R of order t 0 from bottom of W in R contains any vertex of V (Q). Then there is a cylindrical grid of order p.
g a Cylindrical Grid
e complete the proof of our main result, Theorem 3.7, and thus also of Theorem 1.2. Theorem 5.2, i.e. we assume that there are linkages P of order 6p and Q of order ked fence. Let F := (P, Q) with P := (P 1 , . . . , P 6p ) and Q := (Q 1 , . . . , Q q ) be a F has a unique planar embedding. Recall that we assume that P and Q are ordered and from left to right, respectively. We divide F into three parts F 1 , F 2 , F 3 , where
} be such that the linkage R joins the last
). We define the following notation for the rest of this section. 0 . Figure 7 illustrates the notation introduced so far. By our assumption, no vertex in F 3 , except for the endpoints of paths in Q 0 [ R 0 . We first show the following For every t, r, q there are r 0 and q 0 and p 0 such that if R 0 , Q 0 and P of order r 0 , ely, are as above then either G contains a cylindrical grid of order t or there is a order r and an R 00 -minimal linkage Q 00 of order q such that the set of endpoints of endpoints of Q 0 and such that every Q 2 Q 0 hits every R 2 R 00 .
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⇤ now ready to complete the proof of Theorem 6.1. Let us recall the current situation. Af-6.12, we have a linkage R 00 and the R 00 -minimal linkage Q 00 as in the statement of the particular, for every Q 2 Q 00 there is a split edge e(Q) 2 E(Q) \ E(R 00 ) splitting subpaths l(Q) and u(Q) with Q = u(Q)e(Q)l(Q). Furthermore, for every R 2 R 00 tinct edges e 1 (R), e 2 (R) splitting R into subpaths l(R), u 1 (R) and u 2 (R) such that R = 1 (R)e 2 (R)u 2 (R) and bpath u 1 (R)e 2 (R)u 2 (R) does not intersect l(Q) for every Q 2 Q ⇤ and u 2 (R) both intersect every u(Q) for Q 2 Q ⇤ ntersects every l(Q) for Q 2 Q ⇤ (but may intersect u(Q)).
0 -minimal, at most |Q 00 | paths in R 00 can contain a vertex of some u(Q) before they contain a ) for the same Q 2 Q 00 . We can therefore take a subset R ⇤ ✓ R 00 of order r ⇤ r 00 (q 00 ) 2 , |R 00 | and q 00 := |Q 00 | such that, for all Q 2 Q 00 , no path in R ⇤ intersects l(Q) after it has (Q). Let us also fix Q ⇤ := Q 00 . construct a cylindrical grid of order k as follows. For every R 2 R ⇤ let i(R) be the last in l(Q ⇤ ). Let M 0 (R) be the subpath of R of minimal length which starts at the successor which intersects every u(Q) for Q 2 Q ⇤ . Let m(R) be the last vertex of M 0 (R) and let subpath of R of minimal length which starts at the successor of m(R) and which intersects 34
1. the subpath u 1 (R)e 2 (R)u 2 (R) does not intersect l(Q) for every Q 2 Q ⇤ 2. u 1 (R) and u 2 (R) both intersect every u(Q) for Q 2 Q ⇤ 3. l(R) intersects every l(Q) for Q 2 Q ⇤ (but may intersect u(Q)).
Q 00 is R 00 -minimal, at most |Q 00 | paths in R 00 can contain a vertex of some u(Q) before they contain a tex of l(Q) for the same Q 2 Q 00 . We can therefore take a subset R ⇤ ✓ R 00 of order r ⇤ r 00 (q 00 ) 2 ere r 00 := |R 00 | and q 00 := |Q 00 | such that, for all Q 2 Q 00 , no path in R ⇤ intersects l(Q) after it ha rsected u(Q). Let us also fix Q ⇤ := Q 00 . We now construct a cylindrical grid of order k as follows. For every R 2 R ⇤ let i(R) be the las tex of R in l(Q ⇤ ). Let M 0 (R) be the subpath of R of minimal length which starts at the successo (R) and which intersects every u(Q) for Q 2 Q ⇤ . Let m(R) be the last vertex of M 0 (R) and le ) be the subpath of R of minimal length which starts at the successor of m(R) and which intersect 34
00 -minimal, at most |Q 00 | paths in R 00 can contain a vertex of some u(Q) before they contain a (Q) for the same Q 2 Q 00 . We can therefore take a subset R ⇤ ✓ R 00 of order r ⇤ r 00 (q 00 ) 2 , := |R 00 | and q 00 := |Q 00 | such that, for all Q 2 Q 00 , no path in R ⇤ intersects l(Q) after it has u(Q). Let us also fix Q ⇤ := Q 00 . w construct a cylindrical grid of order k as follows. For every R 2 R ⇤ let i(R) be the last R in l(Q ⇤ ). Let M 0 (R) be the subpath of R of minimal length which starts at the successor d which intersects every u(Q) for Q 2 Q ⇤ . Let m(R) be the last vertex of M 0 (R) and let he subpath of R of minimal length which starts at the successor of m(R) and which intersects
Q 00 is R 00 -minimal, at most |Q 00 | paths in R 00 can contain a vertex of some u(Q) before they contain a rtex of l(Q) for the same Q 2 Q 00 . We can therefore take a subset R ⇤ ✓ R 00 of order r ⇤ r 00 (q 00 ) 2 , ere r 00 := |R 00 | and q 00 := |Q 00 | such that, for all Q 2 Q 00 , no path in R ⇤ intersects l(Q) after it has tersected u(Q). Let us also fix Q ⇤ := Q 00 .
We now construct a cylindrical grid of order k as follows. For every R 2 R ⇤ let i(R) be the last rtex of R in l(Q ⇤ ). Let M 0 (R) be the subpath of R of minimal length which starts at the successor i(R) and which intersects every u(Q) for Q 2 Q ⇤ . Let m(R) be the last vertex of M 0 (R) and let R) be the subpath of R of minimal length which starts at the successor of m(R) and which intersects 
We now construct a cylindrical grid of order k as follows. For every R 2 R ⇤ vertex of R in l(Q ⇤ ). Let M 0 (R) be the subpath of R of minimal length which sta of i(R) and which intersects every u(Q) for Q 2 Q ⇤ . Let m(R) be the last verte S(R) be the subpath of R of minimal length which starts at the successor of m(R) a 34 ⇤ . Such vertices i(R) and m(R) as well as the subpaths M 0 (R) and S(R) exist y Property 1 3 above. In the sequel we will impose various conditions on the e construct which will eventually determine the values of p, r in Theorem 6.1. We g these numbers precisely but rather state conditions on the size of the linkages. nditions can always be satisfied. e principle and as we require
⇤ of order r 1 such that there are paths Q, Q 0 2 Q ⇤ such that m(R) 2 V (Q) and R 2 R 1 . let < S R be the order on Q ⇤ where Q < S R Q 0 if the first vertex S(R) has in common ) before the first vertex S(R) has in common with Q 0 . Again, by the pigeon hole quire r 1 r 2 · (q 00 )!
t R 2 ✓ R 1 of order r 2 such that < S R =< S R 0 for all R, R 0 2 R 2 . Let < S :=< S R for 2 R 2 . the paths in Q ⇤ ordered by < S and let O := {Q q t , . . . , Q q }, for some suitable ined below.
3) t .... 2 and every v 2 V (R) \ l(Q) for some Q 2 Q ⇤ let < v be the order on Q ⇤ n the subpath R 0 of R starting at v to the end of R, the first vertex R 0 has in ppears before the first vertex R 0 has in common with u(Q 0 ). For any such v let ths in Q ⇤ ordered with respect to < v and define omit(v) :
od-vertex) For every R 2 R 2 there is a path Q 2 Q ⇤ such that R contains a good )) such that the subpath of R from the beginning of R to v(R) intersects l(Q) for R)) [ Q). structive proof of this lemma. We will construct a set 
) be the path containing v i+1 . By construction, n R before v i such that R intersects l(Q i+1 ) and such that Q i+1 6 2 O [ O i+1 . We it(v i+1 ). By induction hypothesis, O i ✓ omit(v i ). Hence, in the order < v i , every the last t paths with respect to < v i , i.e. among the last t paths hit by R according suppose some Q 2 O i+1 is not in omit(v i+1 ). This means that Q is no longer s hit by R with respect to < v i+1 . The only reason for this to happen is that the 1 to v i intersects u(Q). But, by the condition above, the subpath of R from v i to But this violates the construction of R ⇤ as in R ⇤ , no path R 0 2 R ⇤ intersects any ected u(Q). Hence, the subpath of R between v i+1 and v i cannot intersect u(Q) omit(v i+1 ) as required. The other conditions are obviously satisfied as well. rem 3.7, and thus also of Theorem 1.2. inkages P of order 6p and Q of order . . . , P 6p ) and Q := (Q 1 , . . . , Q q ) be a t we assume that P and Q are ordered F into three parts F 1 , F 2 , F 3 , where , 2, 3. See Figure 7 . t . , q. Let Q 0 = {Q 0 1 , . . . , Q 0 q }.
d so far. By our assumption, no vertex 0 [ R 0 . We first show the following uch that if R 0 , Q 0 and P of order r 0 , lindrical grid of order t or there is a rder q such that the set of endpoints of hits every R 2 R 00 .
s a cylindrical grid of order p.
3.7, and thus also of Theorem 1.2. ages P of order 6p and Q of order , P 6p ) and Q := (Q 1 , . . . , Q q ) be a e assume that P and Q are ordered into three parts 
o far. By our assumption, no vertex R 0 . We first show the following h that if R 0 , Q 0 and P of order r 0 , drical grid of order t or there is a r q such that the set of endpoints of ts every R 2 R 00 .
repeating it here.
h that the following is true: f order t 0 from bottom of W . , q.
y our assumption, no vertex e first show the following R 0 , Q 0 and P of order r 0 , rid of order t or there is a Lemma 4.3 For every t, r , q there are r, q and p such that if R , Q and P of order r, q and 3p, respectively, are as above then either G contains a cylindrical grid of order t or there is a linkage R ⊆ R of order r and an R -minimal linkage Q ⊆ F of order q such that the set of endpoints of Q is a subset of the endpoints of Q and such that every Q ∈ Q hits every R ∈ R . Furthermore, for every Q ∈ Q there is an edge e(Q) ∈ E(Q) \ E(R ) splitting Q into two subpaths l(Q), u(Q) with Q = u(Q)e(Q)l(Q) and for every R ∈ R there are edges e1 := e1(R) and e2 := e2(R) splitting R into three subpaths R1, R2, R3 such that R = R1e1R2e2R3, and both R2 and R3 intersect u(Q) for all Q ∈ Q but not l(Q) and R1 intersects l(Q) for all Q ∈ Q .
We are now ready for the last step of the argument. After Lemma 4.3, we have a linkage R and the R -minimal linkage Q as in the statement of the lemma. In particular, for every Q ∈ Q there is a split edge e(Q) ∈ E(Q) \ E(R ) splitting Q into two subpaths l(Q) and u(Q) with Q = u(Q)e(Q)l(Q).
Furthermore, for every R ∈ R there are distinct edges e1 := e1(R), e2 := e2(R) splitting R into subpaths l(R), u1(R) and u2(R) such that R = l(R)e1u1(R)e2u2(R) and 1. the subpath u1(R)e2u2(R) does not intersect l(Q) for every Q ∈ Q 2. u1(R) and u2(R) both intersect every u(Q) for Q ∈ Q 3. l(R) intersects every l(Q) for Q ∈ Q (but may also intersect u(Q)).
As Q is R -minimal, at most |Q | paths in R can contain a vertex of some u(Q) before they contain a vertex of l(Q) for the same Q ∈ Q . We can therefore take a subset R * ⊆ R of order r * ≥ r − (q ) 2 , where r := |R | and q := |Q | such that, for all Q ∈ Q , no path in R * intersects l(Q) after it has intersected u(Q). Let us also fix Q * := Q . We now construct a cylindrical grid of order k as follows. For every R ∈ R * let i(R) be the last vertex of R in l(Q * ). Let M (R) be the subpath of R of minimal length which starts at the successor of i(R) and which intersects every u(Q) for Q ∈ Q * . Let m(R) be the last vertex of M (R) and let S(R) be the subpath of R of minimal length which starts at the successor of m(R) and which intersects every u(Q) for Q ∈ Q * . Such vertices i(R) and m(R) as well as the subpaths M (R) and S(R) exist by construction, i.e. by Property 1−3 above. See Figure 4 for an illustration of the construction so far. In the sequel we will impose various conditions on the size of the linkages we construct which will eventually determine the values of p, r in Theorem 4.1. We refrain from calculating these numbers precisely but rather state conditions on the size of the linkages. It is clear that these conditions can always be satisfied.
By the pigeon hole principle and as we require r
there is a set R1 ⊆ R * of order r1 such that there are paths Q, Q ∈ Q * with m(R) ∈ V (Q) and i(R) ∈ V (Q ) for all R ∈ R1.
For every R ∈ R1 let < S R be the order on Q * where Q <
S R
Q if the first vertex S(R) has in common with Q appears on S(R) before the first vertex S(R) has in common with Q . Again, by the pigeon hole principle and as we require r1 ≥ r2 · (q )! we can choose a subset R2 ⊆ R1 of order r2 such that < Let Q1, . . . , Q q be the paths in Q * ordered by < S and let O := {Q q −t , . . . , Q q }, for some suitable constant t to be determined below. The important observation used below is that the initial subpath of a path R ∈ R2 taken of minimal length so that it intersects every Q ∈ Q * \ O does not intersect any path in O.
For every R ∈ R2 and every v ∈ V (R) ∩ l(Q) for some Q ∈ Q * let <v be the order on Q * where Q <v Q if on the subpath R of R starting at v to the end of R, the first vertex that R has in common with u(Q) appears before the first vertex that R has in common with u(Q ). For any such v let Q 1 , . . . , Q q be the paths in Q * ordered with respect to <v and define omit(v) :
Lemma 4.4 For every R ∈ R2 there is a path Q ∈ Q * such that R contains a good vertex v(R) ∈ V (l(Q)) and the subpath of R from the beginning of
We require r2 ≥ r3 · q · q t so that the previous lemma implies the next corollary.
Corollary 4.5 There is a set R3 ⊆ R2 of order r3 and a set O1 ⊆ Q * of order t and a path Q ∈ Q * \ (O ∪ O1) such that every R ∈ R3 contains a good vertex v(R) ∈ V (Q) satisfying the condition in Lemma 4.4 and omit(v(R)) = O1.
Recall from above the definition of S(R). For every R ∈ R3 let v(R) be the good vertex as defined in the previous corollary. We define M (R) to be the subpath of R from the successor of v(R) on R to the vertex m(R). We define I(R) A (p, q)-fence in a digraph G is a sequence  , . . . , P 2p , Q 1 , . . . , Q q ) with the following properties:
(fence)
. . . , P 2p are pairwise verte disjoint paths of G and {Q 1 , . . . , Q q } is an A-B-linkage for two inct sets A, B ✓ V (G), called the top, denoted top F := A, and bottom, denoted bot F := 1  i  2p and 1  j  q, P i \ Q j is a path (and therefore non-empty).
1  j  q, the paths P 1 \ Q j , . . . , P 2p \ Q j are in order in Q j , and the first vertex of Q j is (P 1 ) and the last vertex is in V (P 2p ).
1  i  2p, if i is odd then P i \ Q 1 , . . . , P i \ Q q are in order in P i , and if i is even then Q q , . . . , P i \ Q 1 are in order in P i . A [ B is well-linked. ain theorem of this section is to show that any digraph with a large web where bottom and top a well-linked set contains a large well-linked fence. ve the previous theorem we first establish a weaker version where instead of a fence we obtain grid. We give the definition first.
F is well-linked if
(acyclic grid) (def:grid) An acyclic
. . , R iq are in order in P i , and 1  j  q, the paths R 1j , . . . , R pj are in order in Q j .
ition of top and bottom is taken over from the underlying web.
(thm:grid1) For all integers t, d
1, there is an integer p such that every digraph G g a well-linked (p, p)-web (P, Q) with avoidance d contains a well-linked acyclic (t, t)-grid. em 5.2 is now easily obtained from Theorem 5.4 using the following lemma, which is (4.7) in easily seen that the top and bottom of the fence are subsets of the top and bottom of the acyclic onstructed from.
.5 (grid) For every integer p 1, there is an integer p 00 1 such that every digraph with -grid has a (p, p)-fence such that the top and bottom of the fence are subsets of the top and the grid. 
From Webs to Fences
The objective of this section is to show that if a digraph contains a large web, then it big fence whose bottom and top come from a well-linked set. We give a precise definitio then state the main theorem of this section. The results obtained in this section appear different notation) in [20] and are based on [27] . Here we need a much more refined an new results, such as Lemma 6.14.
Definition 5.1 (fence) (def:fence) Let p, q be integers. A (p, q)-fence in a digraph G F := (P 1 , . . . , P 2p , Q 1 , . . . , Q q ) with the following properties:
1. P 1 , . . . , P 2p are pairwise verte disjoint paths of G and {Q 1 , . . . , Q q } is an A-Bdistinct sets A, B ✓ V (G), called the top, denoted top F := A, and bottom, den B.
3. For 1  j  q, the paths P 1 \ Q j , . . . , P 2p \ Q j are in order in Q j , and the first in V (P 1 ) and the last vertex is in V (P 2p ).
. . , P i \ Q q are in order in P i , and i P i \ Q q , . . . , P i \ Q 1 are in order in P i .
The fence F is well-linked if A [ B is well-linked.
The main theorem of this section is to show that any digraph with a large web where come from a well-linked set contains a large well-linked fence. To prove the previous theorem we first establish a weaker version where instead of a an acyclic grid. We give the definition first. Definition 5.3 (acyclic grid) (def:grid) An acyclic (p, q)-grid is a (p, q)-web P = {P 1 , {Q 1 , . . . , Q q } with avoidance d = 0 such that 1. for 1  i  p and 1  j  q, P i \ Q j is a path R ij , 2. for 1  i  p, the paths R i1 , . . . , R iq are in order in P i , and 3. for 1  j  q, the paths R 1j , . . . , R pj are in order in Q j .
Theorem 5.4 (thm:grid1) For all integers t, d
1, there is an integer p such that ev containing a well-linked (p, p)-web (P, Q) with avoidance d contains a well-linked acyc Theorem 5.2 is now easily obtained from Theorem 5.4 using the following lemma, w [27] . It is easily seen that the top and bottom of the fence are subsets of the top and bottom grid it is constructed from.
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Applying Lemma 6.15 to (Q ⇤ \ O 1 , M(R 3 )), which has linkedness q 00 , where Q ⇤ \ O 1 takes on the role of P and M (R 3 ) takes on the role of Q, we either get 1. a q s -split (Q s , R 5 ) of order r 5 obtained from a single path Q 2 Q ⇤ \ O 1 which is split into q s subpaths, i.e. Q = Q 1 · e 1 · Q 2 . . . e q s 1 · Q q s or 2. we obtain a q 1 -segmentation (Q 1 , R 5 ) of order r 5 defined by a subset R 5 ✓ M (R 3 ) of order r 5 and a set Q 1 of order q 1 of subpaths of paths in Q ⇤ \ O 1 satisfying the extra conditions of Lemma 6.15.
In the first case, we easily get a cylindrical grid of order k as follows. Let R 4 ✓ {R 2 R ⇤ : M (R) 2 R s } be a linkage of order r 4 . Hence, R 4 is a linkage from the bottom of the original fence F to its top and R 4 and Q s form a pseudo-fence F p . S: Put figure here
We can now define paths back from the endpoints of R 4 to their start points as follows. Let A 1 ✓ A be the endpoints of the paths in R 4 and let B 1 ✓ B be the start vertices of the paths in Note that M (R 4 ) and L 00 are vertex disjoint. Let f : N ! N be the function implicitly defined in Lemma 6.10, i.e. for every p if t 0 = f (p) and t 3t 0 then we can apply the lemma to get a cylindrical grid of order p. As we require that
t r 4 (eq : 9) (10)
we can apply Lemma 6.10 to L 00 [ L(R s ) to obtain a cylindrical grid of order k.
36
the webs (with avoidance 0)
longer require that in a web split P at an edge e, i.e. P as in the various constructio preserved. We give a formal 
.
here O 1 is as in the previous corollary. Furthermore, S(R). We write M (R 3 ) := {M (R) 
r 4 (eq : 9) (10)
n a cylindrical grid of order k.
R
be the paths in Q ⇤ ordered by < S and let O := {Q q t , . . . , Q q }, for some suitable ermined below.
:n:3) t .... R 2 and every v 2 V (R) \ l(Q) for some Q 2 Q ⇤ let < v be the order on Q ⇤ f on the subpath R 0 of R starting at v to the end of R, the first vertex R 0 has in ) appears before the first vertex R 0 has in common with u(Q 0 ). For any such v let paths in Q ⇤ ordered with respect to < v and define omit(v) :
:good-vertex) For every R 2 R 2 there is a path Q 2 Q ⇤ such that R contains a good (Q)) such that the subpath of R from the beginning of
constructive proof of this lemma. We will construct a set 
) be the path containing v i+1 . By construction, h on R before v i such that R intersects l(Q i+1 ) and such that Q i+1 6 2 O [ O i+1 . We omit(v i+1 ). By induction hypothesis, O i ✓ omit(v i ). Hence, in the order < v i , every ng the last t paths with respect to < v i , i.e. among the last t paths hit by R according ow suppose some Q 2 O i+1 is not in omit(v i+1 ). This means that Q is no longer ths hit by R with respect to < v i+1 . The only reason for this to happen is that the v i+1 to v i intersects u(Q). But, by the condition above, the subpath of R from v i to ). But this violates the construction of R ⇤ as in R ⇤ , no path R 0 2 R ⇤ intersects any ersected u(Q). Hence, the subpath of R between v i+1 and v i cannot intersect u(Q) ✓ omit(v i+1 ) as required. The other conditions are obviously satisfied as well. the construction of O i , v i , Q i for all i. By construction, in every step i in which no d, the set O i increases. However, as O i ✓ omit(v i ) and |omit(v i )|  t by definition, rminate after at most j  t iterations. Hence, v j is a good vertex. In the first case, we easily get a cylindrical grid of order k as follows. Let R 4 R s } be a linkage of order r 4 . Hence, R 4 is a linkage from the bottom of the ori and R 4 and Q s form a pseudo-fence F p . S: Put figure here
We can now define paths back from the endpoints of R 4 to their start points a be the endpoints of the paths in R 4 and let B 1 ✓ B be the start vertices of the set Q d ✓ O 1 of order r 4 . Let A 0 1 ✓ A 0 and B 0 1 ✓ B 0 be the set of start and end we can apply Lemma 6.10 to L 00 [ L(R s ) to obtain a cylindrical grid of order k.
2. we obtain a q 1 -segmentation (Q 1 , R 5 ) of order r 5 defined by a subset R 5 ✓ M (R 3 ) of order r 5 and a set Q 1 of order q 1 of subpaths of paths in Q ⇤ \ O 1 satisfying the extra conditions of Lemma 6.15.
, where O 1 is as in the previous corollary. Furthermore, M (R) intersects u(Q) for all Q 2 Q ⇤ and so does S(R). We write M (R 3 ) := {M (R) In the first case, we easily get a cylindrical grid of order k as follows. Let R 4 ✓ {R 2 R ⇤ : M (R) 2 R s } be a linkage of order r 4 . Hence, R 4 is a linkage from the bottom of the original fence F to its top and R 4 and Q s form a pseudo-fence F p . S: Put figure here
if in
, which has linkedness q 00 , where Q ⇤ \ O 1 takes on the ro of P and M (R 3 ) takes on the role of Q, we either get In the first case, we easily get a cylindrical grid of order k as follows. Let R 4 ✓ {R 2 R ⇤ : M (R) R s } be a linkage of order r 4 . Hence, R 4 is a linkage from the bottom of the original fence F to its t and R 4 and Q s form a pseudo-fence F p . S: Put figure here
We can now define paths back from the endpoints of R 4 to their start points as follows. Let A 1 ✓ be the endpoints of the paths in R 4 and let B 1 ✓ B be the start vertices of the paths in 1. a q s -split (Q s , R 5 ) of order r 5 obtained from a single path Q 2 Q ⇤ \ O 1 which is split into q s subpaths, i.e. Q = Q 1 · e 1 · Q 2 . . . e q s 1 · Q q s or 2. we obtain a q 1 -segmentation (Q 1 , R 5 ) of order r 5 defined by a subset R 5 ✓ M (R 3 ) of order r 5 and a set Q 1 of order q 1 of subpaths of paths in Q ⇤ \ O 1 satisfying the extra conditions of Lemma 6.15.
we can apply Lemma 6.10 to L 00 [ L(R s ) to obtain a cylindrical grid of order k. 
0 to L 00 [ L(R s ) to obtain a cylindrical grid of order k.
36
. (R 4 ) and L 00 are vertex disjoint. Let f : N ! N be the function implicitly defined in for every p if t 0 = f (p) and t 3t 0 then we can apply the lemma to get a cylindrical s we require that
ma 6.10 to L 00 [ L(R s ) to obtain a cylindrical grid of order k.
Figure 5: Creating a grid from a split and the resulting pseudo-fence.
to be the initial subpath of R from its beginning to v(R). By construction, I(R) intersects l(Q) for all Q ∈ Q * \ (O ∪ O1), where O1 is as in the previous corollary. Furthermore, M (R) intersects u(Q) for all Q ∈ Q * and so does S(R). We write M (R3) := {M (R) : R ∈ R3}.
We require that the values |Q * \ O1| = q − t and r3 are such that if in Lemma 3.7 we take p = q − t and q = r3 and c = q then there is an r4-split of order r5 or a q1-segmentation of order r5.
Applying Lemma 3.7 to (Q * \ O1, M (R3)), which has linkedness q , where Q * \ O1 takes on the role of P and M (R3) takes on the role of Q, we either get 1. a qs-split (Qs, R5) of order r5 obtained from a single path Q ∈ Q * \ O1 which is split into qs subpaths, i.e. Q = Q1 · e1 · Q2 . . . eq s −1 · Qq s or 2. we obtain a q1-segmentation (Q1, R5) of order r5 defined by a subset R5 ⊆ M (R3) of order r5 and a set Q1 of order q1 of subpaths of paths in Q * \ O1.
In the first case, we easily get a cylindrical grid of order k as follows. Let R4 = {R ∈ R * : M (R) ∈ R5} be a linkage of order r4 := r5. Hence, R4 is a linkage from the bottom of the original fence F to its top and R4 and Qs form a pseudofence Fp. See Figure 5 for an illustration of the following construction.
We can now define paths back from the endpoints of R4 to their start points as follows. Let A1 ⊆ A be the endpoints of the paths in R4 and let B1 ⊆ B be the start vertices of the paths in R4. Choose a set Q d ⊆ O1 of order r4. Let A 1 ⊆ A and B 1 ⊆ B be the set of start and end vertices of the paths in Q d . Then there is a linkage Lu of order r4 from A1 to A 1 and a linkage L d of order r4 from B 1 to B1. Hence, Lu ∪ Q d ∪ L d form a linkage L of order r4 from A1 to B1.
Let B2 be the start vertices of the paths in M (R4) and A2 be their end vertices. Every path R ∈ R4 can be split into three disjoint subpaths, D(R), M (R), U (R), where D(R) is the initial component of R − M (R) and U (R) is the subpath following M (R). Then, L ∪ {U (R), D(R) : R ∈ R4} form a half-integral linkage from A2 to B2 of order r4 and hence there is an integral linkage L of order 1 2 r4 from A2 to B2. Note that M (R4) and L are vertex disjoint (but Qs may not be disjoint from L ). We require that t ≥ r4 and qs ≥ r4 and r4 is large enough so that we can apply Lemma 4.2 to L ∪ M (R4) and Qs to obtain a cylindrical grid of order k.
Let us now consider the second case above, i.e. where we obtain a segmentation S1 := (Q1, R5). We define R 5 := {R ∈ R * : M (R) ∈ R5} ⊆ R * . We now apply the same construction to (Q1 \ O, S(R 5 )) (which, essentially, can be shown to have linkednessss q , see the full version of this paper). By Lemma 3.7 we either get 1. a qs-split (Qs, R7) of order r7 obtained from a single path Q ∈ Q1 \ O which is split into qs subpaths, i.e. Q = Q1 · e1 · Q2 . . . eq s −1 · Qq s or 2. we obtain a q5-segmentation (Q5, R7) of order r7 defined by a subset R7 ⊆ S(R 5 ) of order r7 and a set Q5 of order q5 of subpaths of paths in Q1 \ O.
In the first case, we can argue exactly as before to get a cylindrical grid of order t. So we can now assume that we instead get a q5-segmentation S2 := (Q5, R7) of order r7. Let us define R 7 ⊆ R5 to be the paths R in R5 which have a continuation in R7, i.e. R 7 := {R ∈ R5 : S(R ) ∈ R7}. Let S 1 := (Q1, R 7 ) be the restriction of S1 to these paths R 7 . Note that every path R in R 7 ends in a vertex v such that the successor of v on R is the start vertex of a path in R7, where R ∈ R * is the path such that M (R ) = R.
Lemma 4.6 (Q5, R 7 ∪ R7) contains a cylindrical grid of order k or a pseudo-fence (Q 6 , R8) for some R8 ⊆ (R 7 ∪ R7) of order r8 and some Q 6 ⊆ Q5 of order q6.
The current situation is illustrated in Figure 6 . Note that the pseudo-fence created in the previous lemma is not strictly a pseudo-fence but suffices to apply the relevant results.
Let V ∈ Q * be the path such that every R ∈ R3 contains a good vertex v(R) on V . We define Q6 := Q 6 ∪ {V }. Now, R8 and Q6 are no longer a pseudo-fence, but they are a pseudo-fence in restriction to Q 6 and furthermore, every path Ri and R i in R8 also intersects Q.
Recall that R8 is a set of paths R i ∈ R 7 and Ri ∈ R7. Let (R1, . . . , Rr 8 ) be an ordering of the paths Ri ∈ R8 ∩ R7 in the order in which they occur on the paths in Q 6 . We define horizontal strips Hi := {R (i−1)h 9 ∪ R (i−1)h 9 , . . . , R ih 9 −1 ∪ R ih 9 −1 } and let Vi := {mi(Q) : Q ∈ Q 6 } where mi(Q) is the minimal subpath of Q containing every vertex of V (Hi). Recall from above that every path R ∈ R * is split into three distinct parts, I(R), M (R) and S(R). The subpaths M (R) and S(R) are part of the construction of R8, where the M (R) take on the role of the Ri above and the S(R) play the role of R i . We will now use the initial subpaths, I(R). Recall further that the endpoint of each I(R) for R ∈ R3 is on the path V .
there is a linkage L 00 from the endpoints of H 2 3 h 6 , . . . , H h 6 to the start points of V 1 , . . . , V1
. As L, L 0 , L 00 are pairwise disjoint except for the endpoints they have in common, they form a linkage L 000 from the top of U to the bottom which is disjoint from U . Hence U [ L 000 form a cylindrical grid of order h 6 = k. a
By the previous claim, in every H i there is a path R 2 H i and a path R 0 2 H 0 i such that the endpoint of R is the start vertex of R 0 and a set (R 0 ) ✓ Q 5 of order q 6 such that R 0 hits every path Q 2 Q 0 i within H i . For all 1  i  h we choose such a path R i and R 0 i . Note that S 2 is a segmentation of Q ⇤ , hence no path R 0 i can intersects any Q 2 Q 0 i at a vertex v which occurs on Q before a vertex w 2 V (Q) \ V (R 0 j ) for some j < i.
As
we can choose a set R 8 of paths R i and R 0 i such that (R 0 i ) = (R 0 j ) for all R 0 i , R 0 j 2 R 8 . Let Q 0 6 := (R 0 i ) for some (and hence all) R 0 i 2 R 8 . Hence, R 8 and Q 0 6 form a quasi-mesh as required. ⇤
The current situation is illustrated in Figure 11 b). Let V 2 Q ⇤ be the path such that every R 2 R 3 contains a good vertex v(R) on V . We define Q 6 := Q 0 6 [ {V }. Now, R 8 and Q 6 are no longer a quasi-fence, but they are a quasi-fence in restriction to Q 0 6 and furthermore, every path R i and R 0 i in R 8 also intersects Q. Recall that R 8 is a set of paths R 0 i 2 R 0 2 and R i 2 R 7 . Let (R 1 , . . . , R r 8 ) be an ordering of the paths R i 2 R 8 \ R 7 in the order in which they occur on the paths in Q 0 6 . As in the proof of the previous lemma we define horizontal strips H i := {R (i 1)h 9 [ R 0 (i 1)h 9 , . . . , R ih 9 1 [ R 0 ih 9 1 } and let V i := {m(Q) : Q 2 Q 0 6 } where m(Q) is the minimal subpath of Q containing every vertex of V (H i ). Recall from above that every path R 2 R ⇤ is split into three distinct parts, I(R), M (R) and S(R). The subpaths M (R) and S(R) are part of the construction of R 8 , where the M (R) take on the role of the R i above and the S(R) play the role of R 0 i . We will now use the initial subpaths, I(R). Recall further that the endpoint of each I(R) 2 R 3 is on the path V . Proof. Towards a contradiction, suppose the claim was false. For every 1  i  h 0 9 choose a path M (R i ) 2 H i such that I(R i ) intersects H i [ V i . As I(R i ) ends in V and in fact ends in l(V ) and furthermore, every path R 2 H i intersects u(V ), this implies that there is a path P i from u(V ) to l(V )
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