In this paper, by using fixed-point theorems, and lower and upper solution method, the existence for a class of fractional initial value problem (FIVP)
Introduction
Consider the following problem We noted that there were many works in respect of the existence of solutions for this fractional differential equations IVP, which were shown in [1, 2, 3, 4, 6, 7, 10, 11, 12, 13, 14] and the references therein. However, the following well known and widely cited results are not correct.
Denote by R n the following set of points (x, y) in a domain D lying in R × R:
,
where a, h, b k are certain constants. 
Based upon the above result, Kilbas et al. [10] obtained the following conclusion: (1.2) in the space C α n−α [a, b] .
Problems and considerations:
Instead the interval [a, b] with [0, h]. The above results which present in monographs [13, 10] are not perfect, there are some mistakes as follows:
1. Under initial condition (1.2), the solution of IVP is singular, that is to say lim t→a+ u(t) = ∞ (we can call it as blow-up solution). It can only be considered in the space C 2−α [0, h] (see the definition later). However, this space is not mentioned in monographs [13, 10] . They considered the problem just in the space C(0, h], and in fact in the proof of above results it was directly instead of
2. The rationality of the corresponding operator T was not argued, i.e. for given u ∈ C(0, h], the existence of integral
was directly confirmed. In fact, it can't be assured even with the condition that f ∈ C([0, h] × R). For example, with the conditions 0 < α < 1 and
Consequently, the existence of the integral
is equivalent to the existence of the integral
Specially, the solution of the IVP
is not equivalent to the existence of the integral (1.5) due to the fact that the integral
is not convergent. 3. To prove the IVP is equivalent to the integral (1.4), Samko et al. [13] and Kilbas et al. [10] all used the following relation:
However, this is not true. If the composite function f (t, x(t)) ∈ C[0, h], the above relation holds. Otherwise, the limit can equal to other constants or even did not exist. For example
We refer the readers to monographs [10, 13] for other arguments about the fractional IVP.
Another important fact which motivates our study is that the equation
We say the former is a continuous solution and the last is a blow-up solution. The case is very different from the case of integer-order equation (α = 2).
More recently, in [5] , we considered the basic theory for the following
where
is the standard Riemann-Liouville fractional derivative, 1 < α < 2. The point is that the solution considered is continuous in [0, T ].
In this paper, we will focus our attention on the following problem:
is the standard Riemann-Liouville fractional derivative, 1 < α < 2. Firstly, a new condition on the nonlinear term is given to guarantee the equivalence between the solution of the IVP and the fixed-point of the operator. Secondly, as an application, the existence of the blow-up solution, that is to say u ∈ C(0, h] and lim t→0+ u(t) = ∞, is obtained. This problem is very important in many models of physics phenomena [8, 11, 12, 13] , so it is worth studying the parallel theory to the known theory of ordinary differential equations.
Preliminaries
Given 0 ≤ a < b < +∞ and r > 0, define a set
Clearly, C r [a, b] is a linear space with the normal multiplication and addi-
By the completeness of the space 
.
P r o o f. It is just similar to that of Lemma 3.2 of [10] , the details are omitted.
2 Lemma 2.1 shows that the problem (1.1), (1.2) is equivalent to the problem (1.8), (1.9). (
Lemma 2.4. ( [12] ) Suppose that n ∈ N, 0 < α ∈ R, then: 
Definition 2.1. A function v(t) ∈ C 2−α [0, h] is called as a lower solution of problem (1.8), (1.9), if it satisfies
If one of the above inequalities is strict, then we call it as a strict lower (upper) solution.
The existence of solutions
We will use the following assumption:
Remark 3.1. Assume that f (t, u) = f (u) and f is a Hölder continuous function, then (3.1) holds. 8) , (1.9) 
if and only if it is a fixed-point of the operator
P r o o f. Firstly, we need to show that the operator is well defined, i.e., for every u ∈ C 2−α [0, h] and t > 0, the integral
Under the condition (3.1), there is
That is to say, the integral exists and belongs to
The last inequality and the assumption r 1 ≤ 1 < r 2 < 1/(2 − α) imply that
Consequently, lim t→0+ t 2−α (T u)(t) = b 1 . On the other hand, by Lemma 2.3,
The above arguments combined with Lemma 2.2 show that the solution of the following Volterra integral equation
solves the IVP (1.8), (1.9). And the vice versa. The proof is complete. 2 Remark 3.2. The proof process shows that the condition r 2 < 1/(2 − α) is a sharp condition, i.e., if there is r 2 = 1/(2 − α), then the generalized integral will not be convergent and the equivalence will be lost.
In the following, we consider the compactness of the set of the space
The above arguments imply that to proof that F ⊂ C r [0, h] is a compact set, it is enough to prove that E ⊂ C[0, h] is a bounded and equicontinuous set. 
That is to say that T :
At last, we prove the equicontinuity of T (F ). Given > 0, for every u ∈ F and
To the first term of the above formula, let δ 1 = Γ(α − 1)/(3b 2 ), then when (1.8) , (1.9) respectively such that 
Conclusions
This paper made some clarifications to the existence conditions for a class of fractional initial value problems for fractional differential equations. Using fixed-point theorems, and lower and upper solution method, the existence for a class of fractional initial value problem (FIVP) 0+ u(t) is the standard RiemannLiouville fractional derivative, 1 < α < 2. We are able to obtain a new condition on the nonlinear term to guarantee the equivalence between the solution of the FIVP and the fixed-point of the operator. Based on the new condition, we are able to obtain some new existence results presented as example.
