A recently proposed linear-scaling scheme for density-functional pseudopotential calculations is described in detail. The method is based on a formulation of density functional theory in which the ground state energy is determined by minimization with respect to the density matrix, subject to the condition that the eigenvalues of the latter lie in the range [0,1]. Linear-scaling behavior is achieved by requiring that the density matrix should vanish when the separation of its arguments exceeds a chosen cutoff. The limitation on the eigenvalue range is imposed by the method of Li, Nunes and Vanderbilt. The scheme is implemented by calculating all terms in the energy on a uniform real-space grid, and minimization is performed using the conjugate-gradient method. Tests on a 512-atom Si system show that the total energy converges rapidly as the range of the density matrix is increased. A discussion of the relation between the present method and other linear-scaling methods is given, and some problems that still require solution are indicated. 71.10.+x, 71.20.Ad, 71.45.Nt 
I. INTRODUCTION
electron density can be computed by contour integration. In this case linear scaling results from the fact that the continued fraction used to evaluate a particular diagonal element of the Green's function can be truncated once a certain neighborhood of each point has been explored. This neighborhood is independent of the system size for sufficiently large systems.
More recently, several new schemes that resemble traditional first-principles methods have been reported. Galli and Parrinello [4] pointed out that some improvement could be achieved in the scaling of a conventional DFT calculation by requiring spatial localization of the electronic orbitals. This localization was achieved by adding certain non-local constraining terms to the Hamiltonian, or by using a filtering procedure. The total energy can then be obtained as a functional of the localized orbitals |φ i and their conjugate orbitals
ji |φ j , but in order to obtain these conjugate orbitals, the overlap matrix S has to be inverted. Since spatial localization implies sparsity of S, this can be achieved in O(N 2 ) operations, so that some improvement with respect to O(N 3 ) is obtained. A step further in this direction was made independently by Mauri, Galli and Car [5, 6] (hereafter referred to as MGC) and by Ordejón et al. [7, 8] . They introduced a new functional of the occupied orbitals that possesses the same ground state as the conventional energy functional, but with the added advantage of leading naturally to orthogonal orbitals when minimized. If this new functional is minimized with respect to orbitals that are constrained to remain localized in chosen regions of space, as suggested by Galli and Parrinello [4] , a linear scaling method results. In the original formulation, the number of orbitals entering the new functional is equal to half the number of electrons in the system. This restriction seems to lead to very slow convergence, and to the appearance of spurious local minima in the functional.
This problem has been recently overcome by Kim, Mauri and Galli [9] , by generalizing the functional so that it depends on an arbitrary number of orbitals.
The linear-scaling scheme most relevant to the present work is that put forward by Li, Nunes and Vanderbilt [10] (hereafter referred to as LNV) in the context of tight-binding semi-empirical calculations. In this method, linear scaling is achieved by taking advantage of the real space localization properties of the density matrix, ρ(r, r ′ ). By introducing a spatial cutoff R c in ρ, such that ρ(r, r ′ ) is set to zero if |r − r ′ | ≥ R c , the number of non-zero elements in ρ increases only linearly with the system size. The electronic structure problem is then formulated as a minimization of the total energy with respect to the truncated density matrix, subject to the constraints of idempotency (ρ 2 = ρ) and correct trace (2 Tr ρ = N e ,
where N e is the number of electrons). The scheme of LNV consists of an algorithm for imposing these constraints that at the same time fulfils the goal of linear scaling. The idempotency of ρ is the most difficult constraint to impose, and this scheme achieves it by expressing ρ in terms of an auxiliary matrix, which we denote in this paper by σ. This is subjected to a purifying transformation due to McWeeny [15] . If σ is a near-idempotent matrix, i.e. if its eigenvalues lie close to 0 or 1, this transformation will return ρ as a more nearly idempotent matrix, and thus it is possible to minimize the total energy with respect to σ while ensuring the near idempotency of ρ. By construction, the method is variational (i.e. min E(R c ) ≥ min E(∞)), and it has been shown that the convergence of calculated properties with the parameter R c is fairly rapid [10, 11] . It is now being widely used in tight-binding simulations of large systems.
Recently, the idea of working with the density matrix has been applied to DFT linear scaling schemes. This has been done independently by Hierse and Stechel [12] and by Hernández and Gillan [13] . In both cases, the density matrix is represented in real space as:
where the φ α are a set of localized functions, and K αβ is a symmetric matrix. The total energy is expressed in terms of ρ(r, r ′ ), and minimization is carried out with respect to both the φ α and the K αβ . Hierse and Stechel [12] use a number of functions φ α equal to the number of occupied orbitals, but this restriction is not present in our scheme. The consequences of this and other differences between the two methods will be addressed later in this paper.
Previously, only a brief description of our method has been published [13] . In this paper we give a detailed description of the method, together with some illustrations of its practical performance and a discussion of its relation to other methods. In section 2, the method is outlined and its theoretical foundations are discussed. The practical implementation of the method is then described in section 3. The tests we have performed to probe the practical usefulness of the scheme are presented in section 4. In section 5, we assess what has been achieved and we discuss possible future developments, with particular attention to the problems that need to be overcome before the method can be generally applied. Some of the mathematical analysis is reported in an Appendix.
II. FORMULATION OF DFT IN TERMS OF THE DENSITY MATRIX
A. Density functional theory
We need to recall briefly the principles of DFT [16] . The total energy E tot of the system of valence electrons and atomic cores is expressed as:
where the terms on the right are the kinetic, pseudopotential, Hartree and exchangecorrelation energies of the electrons, and E M is the Madelung energy of the cores. The first two energies are:
where ψ i are the Kohn-Sham (KS) orbitals,V ps is the total pseudopotential operator, and
N e is the number of occupied orbitals. The energies E H and E xc can be written in terms of the electron number density n(r):
where for simplicity we assume the local density approximation (LDA) for E xc , with ǫ xc the exchange-correlation energy per electron. The number density is:
The important principle for present purposes is that the true ground-state energy and electron density are obtained by minimizing E tot with respect to the KS orbitals, subject to the constraint that the latter are kept orthonormal.
In the standard formulation of DFT, which we have just summarized, all the occupied orbitals are fully occupied. However, it is frequently convenient, for physical, computational or formal reasons, to generalize the theory so that orbitals can be partially occupied. Spatial orbital ψ i (r), rather than containing 2 electrons, may now contain 2f i electrons, where the occupation number f i lies in the range 0 ≤ f i ≤ 1. The number density n(r) now becomes:
and the kinetic and pseudopotential energies are:
The expressions for E H and E xc in terms of n(r) are unchanged.
The usual physical reason for making this generalization is that one wishes to treat the electrons at a non-zero temperature, in which case the f i are Fermi-Dirac occupation numbers [17] ; computationally, the generalization is sometimes made in order to get rid of the troublesome discontinuity at the Fermi level in metallic systems [18, 19] . Our reason for considering it here is that it will be relevant to the density matrix formulation. We shall assume that if E tot is minimized both with respect to the ψ i (subject to orthonormality) and with respect to the f i (subject to the restriction 0 ≤ f i ≤ 1 and the condition that the sum f i be equal to 1 2 N e ), then we arrive at exactly the ground state that is obtained by the more usual minimization with respect to fully occupied states ψ i . Another way of putting this is that the energy cannot be reduced below the normal ground state by allowing partial occupation.
Now we turn to the density matrix, which is defined by
It follows from this definition that ρ(r, r ′ ) is a Hermitian operator whose eigenvalues are all in the interval [0, 1]. The converse is also true: a Hermitian operator ρ(r, r ′ ) whose eigenvalues are f i and whose eigenfunctions are ψ i (r) can be written as in equation (8) . In terms of such an operator ρ(r, r ′ ), let the kinetic energy, pseudopotential energy and number density be defined as:
with E H and E xc expressed in the usual way in terms of n(r).
It follows from what we have said before that if E tot is minimized with respect to ρ(r, r ′ ) subject to the condition that the eigenvalues of the latter are in the required interval and add up to 1 2 N e , then we arrive at the usual ground state. This is the density matrix formulation of DFT.
B. Localization of the density matrix
Since DFT is variational, any restriction placed on the class of density matrices ρ(r, r ′ ) that can be searched over has the effect of raising the minimum energy E min above its true ground-state value E 0 ; progressive relaxation of such a restriction makes E min tend to E 0 . Now in general the density matrix in the true ground state tends to zero as the separation of its arguments |r − r ′ | increases. This strongly suggests the usefulness of estimating E 0 by searching over ρ(r, r ′ ) with the restriction that:
where R c is a chosen cutoff radius. The resulting estimate E min (R c ) will tend to E 0 from above as R c → ∞. The manner in which ρ(r, r ′ ) goes to zero at large separations depends on the electronic structure of the system, and particularly on whether there is a gap between the highest occupied and lowest unoccupied states. It is rigourously established that in onedimensional systems having a gap ρ decays exponentially with separation, while in gapless systems it decays only as an inverse power [20] . It is presumed that three-dimensional systems behave similarly. This suggests -though to our knowledge it is unproven -that E min (R c ) → E 0 exponentially for insulators and algebraically for metals.
Clearly in practical calculations we cannot work directly with a six-dimensional function ρ(r, r ′ ), even if it vanishes beyond a chosen radius. It is essential that ρ be separable, i.e.
representable in the form:
For practical purposes, there must be only a finite number of φ α (r) functions, which will be referred to as support functions. For ρ to be Hermitian, we must require that the matrix K αβ be Hermitian. The restriction to a finite number of support functions is equivalent to the condition that ρ have only this number of non-zero eigenvalues, and this is the essence of the separability requirement. With this, we now have two independent restrictions on ρ:
localization and separability. The localization of ρ can be imposed by requiring that the support functions be non-zero only within chosen regions, which we call the support regions, and that the coefficients K αβ vanish if the separation of the support regions of φ α and φ β exceeds a chosen cutoff.
We now have a general framework for linear-scaling DFT schemes. In practical calculations, the φ α functions will be represented either as a linear combination of basis functions, or simply by numerical values on a grid. Either way, the amount of information contained in a support function will be independent of the size of the system. The amount of information in the support functions will then scale linearly with the size of the system, and the number of K αβ coefficients will scale in the same way. This in turn implies that the electron density n(r) and all the terms in the total energy can be calculated in a number of operations which scales linearly with system size.
C. Eigenvalue range of the density matrix
In this general scheme, the ground state is determined by searching over support functions and K αβ matrices. However, it is essential that this search be confined to those φ α and K αβ for which the eigenvalues of ρ(r, r ′ ) lie in the interval [0, 1] . This is a troublesome condition to impose, because we certainly do not wish to work directly with these eigenvalues. We can achieve what we want by expressing ρ in a form that satisfies the condition automatically.
The scheme developed in this paper is the DFT analogue of the tight-binding scheme of LNV [10] . We write the density matrix as:
where σ(r, r ′ ) is an auxiliary function. (The asterix here indicates the continuum analogue of matrix multiplication. For arbitrary two-point functions A(r, r ′ ) and B(r, r ′ ), we use the notation C = A * B as a short-hand for the statement:
The reason this works is that the eigenvalues λ ρ of ρ automatically satisfy 0 ≤ λ ρ ≤ 1 provided the eigenvalues λ σ of σ are in the range −
; in addition, λ ρ has turning points at the values 0 and 1. Since the ground state is obtained when λ ρ = 0 or 1, there is a natural mechanism whereby variation of σ drives ρ towards idempotency.
To obtain the separable form of ρ (Eq. (11)), we write:
which implies the matrix relation:
where S αβ is the overlap matrix of support functions:
The ground state is now obtained by minimizing E tot with respect to the φ α and the L αβ matrix, with the K αβ matrix given by Eq. (15) . In the practical calculations reported later, the φ α are non-zero only inside spherical regions of radius R reg , and the L αβ are non-zero only if the centres of the regions α and β are separated by less than a cutoff distance R L .
It will be useful for the purposes of later discussion to note how a closely related scheme leads back to the MGC method [5] . This scheme is obtained by writing:
where σ is required to be positive semi-definite. Since the eigenvalues λ σ can be expressed as κ 2 σ where κ σ is real, the eigenvalues of ρ are given by:
This quartic function lies in the range [0,1] for |κ σ | ≤ 2 1/2 and has turning points when λ ρ = 0 and 1. This give an alternative mechanism for driving ρ towards idempotency. With σ given, as before, by Eq. (14) , it is straightforward to show that σ is positive semi-definite if and only if the matrix L αβ is positive semi-definite, and this is equivalent to the condition that L αβ be expressible as:
The result is that σ(r, r ′ ) must have the form:
where:
Following arguments presented by Nunes and Vanderbilt [21] in the tight-binding context, it can now be shown that this scheme is exactly equivalent to the linear-scaling DFT scheme of MGC.
III. PRACTICAL IMPLEMENTATION OF THE METHOD
A. The real-space grid
We now give a prescription for the calculation of the energy functional, and of its derivatives with respect to the support functions φ α and the L αβ parameters, and we describe how minimization of the energy can be carried out in practice. Central to our implementation of the method described in the previous section is the use of a regular cubic real-space grid, spanning the whole system under study. There have been a number of recent implementations of conventional DFT-pseudopotential calculations using real-space grids [22] [23] [24] [25] .
The support functions are represented by their values at the grid points. Since these functions are required to be spatially localized, they have non-zero values only on the grid points inside the localization regions. In the present work, these regions are chosen to be spherical, and their centres are at the atomic positions. Real-space integration is replaced by summation over grid points, so that e.g. the overlap matrix elements are calculated as:
where the sum goes over the set of grid points r ℓ common to the localization regions of both φ α and φ β , and δω is the volume per grid point.
The action of the kinetic energy operator on the support functions is evaluated using a finite difference technique. To nth order in the grid spacing, h, we have that
where n x , n y and n z are integer indices labelling grid point r ℓ , and the coefficients C |m| can be calculated beforehand. Equivalent expressions can be used for ∂ 2 φ α /∂y 2 and ∂ 2 φ α /∂z 2 , and it is thus possible to evaluate ∇ 2 φ α approximately at each grid point. From Eqs. (9) and (11), the kinetic energy is given by:
where
Once ∇ 2 φ α (r) has been evaluated at each grid point using Eq. (23), the T αβ matrix elements are calculated by summing over grid points, just as for S αβ (see Eq. (22)).
In order to evaluate the exchange-correlation, Hartree and pseudopotential contributions to the total energy, we first need to evaluate the electron density at each grid point. From
Eqs. (9) and (11), the density at grid point r ℓ is:
From this, it is straightforward to evaluate the exchange-correlation energy by summing the quantity n(r ℓ )ǫ xc [n(r ℓ )] over grid points. The exchange-correlation potential µ xc can also be calculated at each point, and is given as
To obtain the Hartree energy and potential we use the fast Fourier transform (FFT) method to transform the calculated electronic density into reciprocal space, thus obtaining its Fourier componentsn G . The Hartree energy is then given as
where Ω is the volume of the simulation cell. The Hartree potential in reciprocal space is:
This can be constructed on the reciprocal-space grid, and transformed to obtain the Hartree potential in real space. FFT is, of course, an O(N log 2 N) operation rather than an O(N)
operation, but the difference is negligible for present purposes.
We restrict ourselves here to local pseudopotentials, so that the value of the total pseudopotential V ps (r ℓ ) at grid point r ℓ is formally given by:
where v ps (r) is the ionic pseudopotential and R I is the position of ion I. In practice, however, V ps (r ℓ ) cannot be calculated like this, because v ps (r) has a Coulomb tail −Z|e| 2 /r at large r,
where Z is the core charge. In order to obtain a linear-scaling algorithm for E ps , we proceed as follows. The ionic pseudopotential is represented as the sum of the Coulomb potential due to a Gaussian charge distribution η(r) and a short-range potential v 0 ps (r). The total charge in η(r) is Z|e|, and the distribution is given by:
where the parameter α governs the rate of decay of the Gaussian. We therefore have:
The part of V ps coming from v 
B. Derivatives and minimization
Once the contributions to the total energy have been obtained as outlined above, we need to vary both L αβ and φ α in order to minimize it. The L αβ and φ α are independent variables, and the problem breaks naturally into two separate minimizations that can be carried out in an alternating manner: one with respect to L αβ with fixed φ α , and the other with respect to φ α with fixed L αβ . Indeed, the choice of object function can be different for the two types of variation, and when minimizing with respect to the L αβ we find it more convenient to take Ω = E tot − µN e as our object function, where µ is the chemical potential
and N e is the electron number. We return to this point below.
Expressions for the derivatives with respect to L αβ and φ α are obtained in Appendix A.
The partial derivative of Ω with respect to L αβ is given by
where H ′ = H − µS, and H is the matrix representation of the KS Hamiltonian in the support function representation. It is worth noting that this expression is exactly the same as would be obtained in a non-orthogonal tight-binding formalism [26] . There is, however, one important difference: in self-consistent DFT calculations the Hamiltonian matrix elements depend on L αβ through the electronic density n(r). The partial derivative of the total energy with respect to φ α at grid point r ℓ is given by
whereĤ is the Kohn-Sham operator, which is made to act on support function φ β .
It is important to notice that because of the spatial localization of the support functions, and the finite range of L, all the matrices involved in the calculation of these derivatives are sparse, when the system is large enough. Provided this sparsity is exploited in the computational scheme, the method scales linearly with the size of the system.
In the scheme of LNV [10] , it is proposed to work at constant chemical potential, rather than at constant electron number. We prefer to maintain the electron number constant.
The variations with respect to L αβ and φ α will in general cause the electron number to differ from the correct value, and it is therefore necessary to correct this effect as the minimization proceeds. We achieve this in the following manner: during the minimization with respect to L, the current search direction is projected so that it is tangential to the local surface of constant N e , i.e. perpendicular to ∇ L N e at the current position. This ensures that the minimization along this direction will cause only a small change in N e , and it is expected that at the new minimum N e will differ only slightly from the required value. In any case, it is possible to return to a position as close as desired to the constant N e surface by following the local gradient ∇ L N e . If the value of the chemical potential µ is appropriately chosen, this correction step can be carried out without losing the reduction in Ω obtained by performing the line minimization, and this is why we prefer to take Ω as the object function instead of the total energy, when minimizing with respect to L. We find that this scheme is capable of maintaining the electron number close to its correct value throughout the minimization, and is also simple to implement. The gradient ∇ L N e has elements
which, as all other gradients discussed earlier, can be calculated in O(N) operations. Minimization with respect to φ α (r ℓ ) will also have the effect of changing the electron number.
However, given that the two types of variation are performed alternately, the correction during the L minimization is sufficient to counteract this effect.
Given that variation of L αβ causes the electronic density to change, and this in turn implies that the Hamiltonian matrix elements change, it would seem necessary to update the Hamiltonian at each step of the minimization with respect to L. However, we find that this can be avoided by considering H fixed during this part of the minimization. Strictly speaking, if H is held fixed while L is varied, we are not minimizing Ω = E tot − µN but rather Ω ′ = E ′ − µN, where E ′ is given by
If this minimization were carried out through to convergence, this would be equivalent to diagonalizing H in the representation of the current support functions. At convergence, it will be found in general that L and H are not mutually consistent, and if consistency is required, one needs to update H and repeat the minimization, iterating this cycle until consistency was achieved. This is not necessary in practice, because H will be updated at the next variation with respect to the support functions. The minimization of Ω ′ has practical advantages in that it avoids the updating of the Hamiltonian at each step, and, because of its construction, it is a cubic polynomial in every possible search direction, so it is possible to find the exact location of line minima during its minimization.
The minimization with respect to φ α (r ℓ ) can be carried out by simply moving along the gradient ∂E tot /∂φ α (r ℓ ) Eq. (35) (steepest descents) or by using this expression to construct mutually conjugate directions (conjugate gradients).
IV. TEST CALCULATIONS
In order to test our O(N) DFT scheme, we have performed calculations on a system of 512 Si atoms treated using a local pseudopotential. The purpose of these tests is to find out how the total energy depends on the two spatial cutoff radii: the support-region radius R reg , and the L-matrix cutoff radius R L . The practical usefulness of the scheme, and the size of system for which linear-scaling behavior is attained depend on the rate of convergence of E tot to its exact value as R reg and R L are increased. Here, 'exact' refers only to the absence of errors due to the truncation of ρ(r, r ′ ); other sources of inexactness, such as the use of a discrete grid and a local pseudopotential, are of no concern here.
The system treated is a periodically repeating cell containing 512 atoms of diamondstructure Si having the experimental lattice parameter (5.43Å). The local pseudopotential is the one constructed by Appelbaum and Hamann [27] , which is known to give a satisfactory representation of the self-consistent band structure. The LDA exchange-correlation energy is calculated using the Ceperley-Alder formula [28] . We use a grid spacing of 0.34Å, which is similar to the spacing typically used in pseudopotential plane-wave calculations on Si, and is sufficient to give reasonable accuracy. The second derivatives of the φ α needed in the calculation of E K are computed using the second-order formula given in Eq. (23) .
A support region is centred on every atom, and each such region contains four support functions. One can imagine that these support functions correspond roughly to the single 3s function and the three 3p functions that would be used in a tight-binding description, but we stress that nothing obliges us to work with this number of support functions. In keeping with the tight-binding picture, the initial guess for the support functions is taken to be a Gaussian multiplied by a constant, x, y or z, so that the functions have the symmetry of s and p states. As an initial guess for the L-matrix, we take the quantity 2I − S, where S is the overlap matrix calculated for the initial support functions. This guess for L, which represents the expansion of S −1 ≡ (I − (I − S)) −1 to first order, is crude, and does not yield the correct value of Tr ρ. This error is corrected by displacing L iteratively along the gradient ∇ L N e until N e is within a required tolerance of the correct value.
The initial guesses for the φ α and the L αβ define the initial Hamiltonian and overlap matrices. From this starting point, we make a number of conjugate-gradient line searches to minimize Ω by varying L, with the Hamiltonian and overlap matrices held fixed. This is followed by a sequence of line searches in which the φ α are varied. We refer to the sequence of L moves followed by a sequence of φ moves as a cycle. The entire energy minimization consists of a set of cycles. In practice, we have found that cycles consisting of five L moves and two φ moves work satisfactorily, and that E tot is converged to within 10 −4 eV/atom after typically 50-60 cycles. This would not be an efficient rate of convergence for routine applications, but is more than adequate for present purposes.
Our test calculations confirm our earlier finding [13] that for the Si perfect crystal E tot is already quite close to its exact value when R L = 5.0Å. We have therefore used this value of R L to make calculations of E tot as a function of R reg (see fig. 1a ). The results show that E tot converges very quickly with increasing R reg , and that it is within ∼ 0.1 eV of its fully converged value for R reg = 3.05Å. In order to show how E tot depends on R L , we present a series of results at the two region radii R reg = 2.04 and 2.38Å (see fig. 1b ). These results indicate that there is only a slow variation with R L and that this variation is almost the same for different values of R reg . This means that it is possible to converge the total energy to satisfactory accuracy with easily manageable spatial cutoffs.
It is interesting to know the form of the support functions for the self-consistent ground state. These are shown in fig. 2 from the presence of a nearest neighbour ion, which lies at 2.35Å from the origin in the positive direction. Remarkably, the s-like support function seems to be almost perfectly spherically symmetric, except near the peak at r ≈ 0.8Å. It is encouraging to see that the support functions go rather smoothly to zero at the region boundary, and this confirms that the boundary is having little effect on the results.
V. DISCUSSION
We have tried to do three things in this work: to develop the basic formalism needed to underpin O(N) DFT-pseudopotential methods; to implement one such method and identify the main technical issues in doing so; and to present the results of tests on a simple but important system, which allow us to gauge the usefulness of the method. We have shown that a rather general class of O(N) DFT-pseudopotential methods can be based on a formulation of DFT in terms of the density matrix, and that this formulation is equivalent to commonly used versions of DFT that operate with fractional occupation numbers. From this viewpoint, the key challenge is to ensure that the eigenvalues of the variable density matrix lie between 0 and 1, and we have seen that the method of LNV [10] gives a way of doing this. The implementation of the basic ideas has been achieved by performing all calculations in real space, with the DFT integrals approximated by sums on a grid -except for the use of FFT to treat the Hartree term. An alternative here would be to work with atomic-like basis functions, but we note that the use of a grid preserves an important link with conventional plane-wave methods, as will be analysed in more detail elsewhere. Our test results on perfect-crystal Si show that the total energy converges rapidly as the real-space cutoffs are increased, and that it is straightforward to achieve a precision comparable with that of normal plane-wave calculations.
An important question for any O(N) method is the system size at which it starts to beat a standard O(N 3 ) method -a plane-wave method in the present case. This will clearly depend strongly on the system, but even for Si it is too soon to answer it on the basis of practical calculations. The cross-over point depends on the prefactor in the linear scaling, and this is strongly affected by the efficiency of the coding. All we have attempted to do here is to address the problem of achieving O(N) behavior. The question of the prefactor is a separate matter, which will need separate investigation.
It should be clear that there is much more to do before the present methods can be routinely applied to real problems. We have deliberately not discussed in detail the problems of doing calculations on a real-space grid. Such problems have been discussed outside the linear-scaling context in several recent papers [22, 23] , and it should be possible to apply the advances reported there to O(N) DFT calculations. In particular, curvilinear grids [24, 25] for the treatment of strongly attractive pseudopotentials are likely to be very important for O(N) calculations. We have also not discussed here the calculation of forces on the atoms, the problems that may arise when the boundaries of support regions cross grid points, and the general question of translational invariance within grid-based techniques.
We have noted already that our method is related to other recently proposed methods. As shown in sec. 2, the Mauri-Galli-Car scheme is obtained from ours by taking an alternative polynomial expression for the density matrix ρ in terms of the auxiliary matrix σ. It would clearly be interesting to repeat the calculations done here using this approach. In a sense, this is what has already been done by Hierse and Stechel [12] , except that instead of performing calculations on a grid, they use a minimal atomic basis set. The hydrocarbon systems used by them for test purposes are also rather different from the Si crystal we have studied.
Finally, we note that our linear-scaling scheme is intended for calculations on very large systems, and this means that parallel implementation will play a key role. The test calculations we have presented were, in fact, performed on a massively parallel machine, and the parallel-coding techniques we have developed will be described in a separate paper. 
APPENDIX A: DERIVATIVES OF THE TOTAL ENERGY
We derive here expressions for the derivatives ∂E tot /∂L αβ and δE tot /δφ α (r).
Derivative with respect to L αβ
In DFT, the total energy Eq. (2) has two types of contributions: those that can be written as the trace of some operator acting on the density matrix, as is the case for the kinetic and pseudopotential energies (see Eq. (9)), and those that depend only on the diagonal elements of ρ, i.e. the electron density, namely the Hartree and exchange-correlation energies. The Madelung term, E M , does not depend on either L αβ or φ α , so it will make no contribution to the variation in total energy as these are changed. Denoting by E c the kinetic or pseudopotential contribution to the energy, we have:
for the kinetic energy, and for the pseudopotential
where V ps is in general a non-local pseudopotential operator. Clearly, C γδ does not depend on L αβ for either operator, so this term does not change as L αβ is varied. It is thus easy to see that
where C is the matrix representation of the corresponding operator (kinetic energy or pseudopotential) in the basis of the support functions.
For the Hartree and exchange-correlation contributions, denoted by E v , we have that
The electron density n(r) is simply 2ρ(r, r), so that:
In the case of the Hartree contribution, we have
where Φ(r) is the Hartree potential, while in the case of the exchange-correlation contribution we have
where µ xc is the exchange-correlation potential. If we take V (r) to represent either Φ(r) or µ xc (r) as the case may be, we see that expression (A5) reduces to
By comparing this expression with Eq. (A4), it is easy to see that the partial derivative of the total energy with respect to L αβ can be written more compactly as
where H αβ is the sum of the corresponding matrix elements of the kinetic, pseudopotential, According to Eq. (11), the density matrix, and hence the total energy, can be regarded as a function of the quantities φ α and K αβ . When φ α is varied, E tot therefore varies firstly because of its direct dependence on φ α , and secondly because of the implicit dependence of the K αβ matrix on φ α through its dependence on the overlap matrix elements S αβ (see Eq. (15)); we call these two types of variation type 1 and type 2.
To see how variations of type 1 behave, consider first the kinetic and pseudopotential energies. The type 1 variation of either of these is given by: 
The last equality follows from the fact thatĈ is a Hermitian operator. The type 1 variation of E c can therefore be expressed as:
where (Ĉφ β )(r) represents the action of the operatorĈ on φ β evaluated at the point r.
Now consider the type 2 variation of E c due to the variation of the overlap matrix elements. The variation of S αβ is δS αβ = dr (φ α δφ β + δφ α φ β ) ,
and the type 2 variation of E c is then obtained by applying this expression to Eq. (A1).
After a little manipulation, one obtains: 
Here, C is the matrix whose elements are:
Combining Eqs. (A14) and (A16), we obtain the following expression for the total variations of the kinetic and pseudopotential energies: 
Substituting this expression into
where the quantity V (r) ≡ δE v /δn(r ′ ) represents the Hartree or exchange-correlation potential, we find, after some manipulation:
Combining this expression for the Hartree and exchange-correlation derivatives with Eq. (A18) for the kinetic and pseudopotential derivatives, we find:
whereĤ is the Kohn-Sham operator, and H is its matrix representation in the basis of support functions.
Note that in the practical grid-based calculations, the derivative we actually want is ∂E tot /∂φ α (r ℓ ), which describes the variation of E tot with respect to change of φ α at the grid point r ℓ . The formula for ∂E tot /∂φ α (r ℓ ) is identical to Eq. (A23) except that we need to multiply by the volume per grid point δω. 
