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Abstract
The CEO problem has received a lot of attention since Berger et al. first investigated it, however, there are
limited results on non-Gaussian models with non-quadratic distortion measures. In this work, we extend the CEO
problem to two continuous alphabet settings with general rth power of difference and logarithmic distortions, and
study asymptotics of distortion as the number of agents and sum rate grow without bound. The first setting is a regular
source-observation model, such as jointly Gaussian, with difference distortion and we show that the distortion decays
at R−r/2sum up to a multiplicative constant. We use sample median estimation following the Berger-Tung scheme for
achievability and the Shannon lower bound for the converse. The other setting is a non-regular source-observation
model, such as copula or uniform additive noise models, with difference distortion for which estimation-theoretic
regularity conditions do not hold. The optimal decay R−rsum is obtained for the non-regular model by midrange estimator
following the Berger-Tung scheme for achievability and the Chazan-Ziv-Zakai bound for the converse. Lastly, we
provide a condition for the regular model, under which quadratic and logarithmic distortions are asymptotically
equivalent by entropy power relation as the number of agents grows. This proof relies on the Bernstein-von Mises
theorem.
I. INTRODUCTION
We consider the multiterminal source coding problem where the CEO (Chief Executive Officer) of an organization
is interested in a sequence of random variables {X(t)}∞i=1, but does not observe it directly. Instead, there are L
agents of the organization who make noisy observations; the ith agent has noisy version {Yi(t)}∞t=1. The agents
must convey their observations to the CEO without convening, but the CEO has cognitive constraints that limits the
information rate she can receive from agents, requiring each agent to discretize his observation under rate constraints
{Ri}Li=1. The CEO declares {Xˆ(t)}∞t=1 that minimizes an expected distortion function E[d(X, Xˆ)] in a long-term
average sense.
The CEO problem was first proposed in [1] with discrete alphabets, so the Hamming distortion was considered.
Later a jointly Gaussian setting was studied with quadratic distortion [2], where the asymptotic tradeoff between sum
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rate and distortion was investigated. The quadratic Gaussian CEO problem was further studied in [3], [4], finding
the exact rate region for finite agents. Under the logarithmic distortion, the exact rate region for general setting was
found [5] and the rate region for the jointly Gaussian case was given explictly using quadratic-logarithmic distortion
duality [6]. In contrast to the jointly Gaussian CEO problem, non-Gaussian and non-quadratic CEO problems have
received less attention due to limited analytic tractability compared with the Gaussian case. A non-regular source-
observation pair such as copula model or truncated Gaussian noise was considered under quadratic distortion [7],
and a general continuous source with additive Gaussian noise was considered under quadratic distortion and general
distortion [8]. Toward generalization of source-observation pair, it was shown that Gaussianity is in fact the worst
[9].
It is common to study quadratic distortion |x − xˆ|2 for a continuous source due to its analytic tractability in
many cases. For example, there are many useful results such as the Fisher information and the Cramer-Rao lower
bound, its mutual information representation in Gaussian channels [10], linear estimation optimality for Gaussian
case, etc. However, one might want to consider lower- or higher-order difference distortion (|x − xˆ|r with r = 1
or r ≥ 3) to penalize less or more for bigger difference. The absolute distortion (r = 1) is in particular important
when our estimation is consistent or asymptotically consistent, i.e., the estimate converges to the true value as the
number of observations increases, so |x− xˆ| is small with high probability. To illustrate the importance, recall the
Maclaurin approximation: a non-decreasing difference distortion function dgen(x, xˆ) = dgen(|x − xˆ|) : R+ 7→ R+
can be expanded around small |x− xˆ| as (assuming dgen(0) = 0)1
dgen(|x− xˆ|) = d′gen(0)|x− xˆ|+
d′′gen(0)
2!
|x− xˆ|2 + d
′′′
gen(0)
3!
|x− xˆ|3 + · · · ,
where d′gen(0), d
′′
gen(0), d
′′′
gen(0) are right derivatives of dgen. Suppose that the estimator Xˆ is consistent. Under
appropriate assumptions,2 the linear term dominates the distortion function as
dgen(|x− xˆ|) = d′gen(0)|x− xˆ|+ o(|x− xˆ|)
=⇒ E
[
dgen(|X − Xˆ|)
]
= d′gen(0)E
[
|X − Xˆ|
]
+ o (E [|x− xˆ|])
=⇒ Dgen = 1
n
n∑
t=1
E
[
dgen(|X(t)− Xˆ(t)|)
]
=
d′gen(0)
n
n∑
t=1
E
[
|X(t)− Xˆ(t)|
]
= d′gen(0)Dabs + o(Dabs),
which shows that the absolute difference distortion Dabs is a dominant portion of the general difference distortion
function.
1This approximation for one-sided function is not well defined, but we may think of an extension of dgen on small neighborhood around
origin such that all left derivatives agree with their right counterparts at the origin. Then, the Maclaurin series is well defined for the extended
function.
2Note that E
[
d(|X − Xˆ|)
]
− d′(0)E
[
|X − Xˆ|
]
=
∑∞
k=2
d(k)(0)
k!
E
[
|X − Xˆ|k
]
. Hence, the condition for the approximation to be valid
is equivalent to the fact that the infinite series on right side vanishes with the number of observations. For example, if all d(k)(0) are absolutely
bounded by a constant, and the estimator is consistent and has a sub-Gaussian tail, then the series vanishes with the number of observations.
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In this work, we explore two CEO problems that differ from the results listed above in that the models not only
have a non-Gaussian source-observation pair, but also have general rth power difference distortion d(x, xˆ) = |x−xˆ|r
or logarithmic distortion. There are two classical asymptotic approaches that have been developed for CEO problems.
The first takes asymptotics in the number of agents [1], [2], where the number of agents grows without bound
keeping individual coding rate fixed. In this regime, the nature of detection (for discrete alphabet) or estimation
(for continuous alphabet) plays a key role. The other takes asymptotics in individual coding rate with fixed number
of agents [11], which highlights the nature of compression. Note that distortion asymptotics of the two regimes in
terms of sum rate are different even for a common model. In this work, we will take the first approach. The models
and our contributions are briefly summarized here.
• (Sec. III, regular model) Continuous source and observation supported on R satisfying some regularity condi-
tions, including the jointly Gaussian CEO problem [2]–[4], but with |x− xˆ|r distortion: The distortion scales as
R
−r/2
sum . Achievability is by the Berger-Tung scheme [12] and median estimator and converse is by the Shannon
lower bound [13].
• (Sec. IV, non-regular model) Bounded source and observation such that estimation-theoretic regularity condi-
tions do not hold, including copula [7] or additive uniform noise model with |x− xˆ|r distortion: The distortion
scales as R−rsum. Achievability is by the Berger-Tung scheme and midrange esitmator [14] and converse is by
the Chazan-Ziv-Zakai bound [15], [16].
• (Sec. V, equivalence) The regular model as in Sec. III: If test channels satisfy some conditions, quadratic
(i.e, r = 2) and logarithmic distortions are asymptotically equivalent as L → ∞, bridged by entropy power
relation DQ = 12pie2
DLog , where DQ, DLog are quadratic and logarithmic distortions, respectively. It also implies
logarithmic distortion decays as − logRsum.
With the results of [2]–[5], our results suggest that the Berger-Tung achievable scheme might be asymptotically
optimal even for various types of models, not listed here. Furthermore, noting that the jointly Gaussian model, a
special case of regular models, is the worst model among additive noises [9], we can conclude that other regular
models are not much easier to estimate since they all have R−r/2sum asymptotics. It is possible to further argue that
regular models are essentially the worst model among all variance-bounded additive noise models (not necessarily
regular) in the sense of sum rate asymptotics by the argument of [9]. In contrast, non-regular models that have R−rsum
are easier to estimate than regular models. The equivalence of the two distortions is interesting since we already
know the entropy power inequality Var(X|Z) ≥ 12pieeh(X|Z) [17], where the left and right sides are interpreted as
quadratic and logarithmic distortions respectively, but the equivalence shows asymptotically equality.
This paper is organized as follows. Sec. II formally defines the CEO problem and the figure of merit that we are
interested in. Sec. III states the regular CEO problem and result with complete proofs. Sec. IV states the non-regular
CEO problem and result; since parts of the proof including Berger-Tung compression and coding rate derivation
duplicate the regular counterpart, common proof steps are omitted. Sec. V shows the equivalence of quadratic and
3
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Fig. 1. The CEO problem model with L agents.
logarithmic distortions. Sec. VI concludes the paper and mentions a few extensions.
II. CEO PROBLEM FORMULATION
We consider the CEO problem as in [1], but with real-valued alphabets, i.e., X ,Y ⊂ R. The source {X(t)}∞i=1 that
the CEO is interested in is independent and identically distributed (i.i.d.) from a density function fX(x). There are L
agents who collect the source information, but ith agent is only given a noisy version {Yi(t)}∞t=1, i.i.d. drawn from
a common observation distribution fY |X . The agents encode observations separately into messages of rate {Ri}Li=1;
more precisely, ith agent encodes a length n block of observations into a codeword Ci from codebook Ci of rate Ri
and proceeds to send the codeword index. Sum rate of the link to the CEO is limited to Rsum =
∑L
i=1Ri. Upon
receiving codewords from agents, the CEO wishes to estimate {Xˆ(t)}nt=1 that minimizes the expected distortion
of length n,
Dn(Xn, Xˆn) :=
1
n
E
[
n∑
t=1
|X(t)− Xˆ(t)|r
]
=
1
n
n∑
t=1
E
[
|X(t)− Xˆ(t)|r
]
where Xˆ ∈ X , if the distortion is rth power of difference distortion.
The other distortion measure in this paper is logarithmic distortion, which commonly arises in machine learning
literature and also recently in information theory [5],
Dn(Xn, Xˆn) :=
1
n
E
[
n∑
t=1
− log Xˆ(X; t)
]
=
1
n
n∑
t=1
E
[
− log Xˆ(X; t)
]
,
where Xˆ is a probability distribution over X , i.e., Xˆ ∈ P(X ), where P(X ) denotes the probability distribition
space over X . The problem model is illustrated in Fig. 1.
In this work, we are interested in the asymptotic tradeoff between Rsum and Dn(Xn, Xˆn). To see this, define
Dn(L,Rsum) := min
{Ci}Li=1:
∑L
i=1 Ri≤Rsum
Dn(Xn, Xˆn),
D(L,Rsum) := lim
n→∞D
n(L,Rsum).
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As we will see, D(L,Rsum) asymptotically vanishes as L,Rsum grow without bound, but keeping the average
individual rate Rsum/L unchanged. So we investigate the following quantities:
βreg := lim
L,Rsum→∞
R
r/2
sumD(L,Rsum) in Sec. III,
βn-reg := lim
L,Rsum→∞
RrsumD(L,Rsum) in Sec. IV.
Hence, if βreg and βn-reg are constant, it tells us that the speeds of distortion decay are R
−r/2
sum and R
−r
sum for regular
and non-regular models, respectively.
Before proceeding with formal definitions of regular and non-regular models in following sections, recall one of
the regularity conditions of the Fisher information (and thus the Cramer-Rao lower bound) [18, Sec. 2.5]:
The support of fY |X is common for all x, i.e., the set {y : fY |X(y|x) > 0} is independent of x.
In this context, a model is called regular if it satisfies the above condition as well as other conditions in Sec. III,
whereas it is non-regular if the above does not hold, but conditions in Sec. IV hold. Note that these two definitions
do not form a disjoint partition, and there are examples that are neither regular nor non-regular
In the sequel, f, p denote continuous and discrete probability densities, respectively. We will use the natural
logarithm so that the unit of information rate is nats. Hat notation Vˆ is for estimated values and tilde notation V˜ is
for quantized values. The function q(·) also stands for the quantization function so q(V ) and V˜ are interchangeable.
The round bracket subscript V(i) denotes ith order statistics, that is, reordered sequence from {Vi}Li=1 in increasing
order V(1) ≤ V(2) ≤ · · · ≤ V(L). When L = 2m+ 1,m ∈ Z+, V(m+1) is the sample median and it is often denoted
by med({Vi}Li=1). Also the true median of fV is denoted by med(V ) with abuse of notation.
III. REGULAR CEO PROBLEM
A. Model and Result
We consider unbounded source and observation alphabets X = Y = R and impose regularity conditions on
probability distributions that enable us to characterize βreg explicitly. Let us first state source and observation
conditions (A1)–(A4).
(A1) Source has a finite absolute moment of order r.
(A2) The density fX is continuous and positive almost everywhere in R and the density fY |X is twice continuously
differentiable with respect to x for almost every x ∈ R and almost every y ∈ R.
(A3) For almost every x ∈ R,
EY |x
[∣∣∣∣ ∂∂x log fY |X(Y |x)
∣∣∣∣2
]
<∞ and EY |x
[∣∣∣∣ ∂2∂x2 log fY |X(Y |x)
∣∣∣∣2
]
<∞,
and the Fisher information IY (x) := EY |x[( ∂∂x log fY |X(Y |x))2] is well-defined, finite, and positive for almost
every x ∈ R.
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(A4) The posterior distribution of x given Y n asymptotically concentrates on the true value sufficiently fast for
every x ∈ R. Formally speaking, for any δ > 0, x ∈ R
Pr[fX|Y n [N cx] > δ] = o(1/ log n),
for every open set Nx containing the true x.
Condition (A1) is necessary not only for technical evaluation, but also for the rate-distortion formulation as in [19].
Conditions (A2)–(A4) are smoothness conditions that enable us to characterize asymptotics explicitly, especially
(A4) leads to a simple expression of Lem. 5.
Next we impose some conditions for the existence of an auxiliary random variable U that satisfies some properties.
Recall that med(U |x) is the median of fU |X=x, i.e.,∫ med(U |x)
−∞
fU |X(u|x)du = 1
2
.
(A5) The Markov chain X − Y − U holds and U has a finite absolute moments of order r.
(A6) Medians of fU |x0 , fU |x1 are distinct when x0 6= x1. In addition, the function u = `(x) := med(U |x) that
maps x to the median of fU |x is bi-Lipschitz continuous, i.e., `(·) and `−1(·) are both Lipschitz. Suppose `−1
has a Lipschitz constant K > 0.
(A7) For some positive constant c, it holds that α := infx∈R fU |x(med(U |x)|x) > c.
Define Sreg to be the set of Us that satisfy (A5)–(A7). Condition (A5) enables forward test channels in compression
step. Also since we will use median estimation, conditions (A6) and (A7) are technically required because upon
obtaining the exact median of U conditioned on x, one should be able to recover x from it. The Lipschitz property
also guarantees that when error in estimating the median of U is small, error in X is small as well up to the
Lipschitz constant factor. If one adopts another estimation scheme such as mean estimation or maximum likelihood
estimation, different conditions will be required. It is however remarkable that (A1)–(A7) all hold for the Gaussian
CEO problem with additive Gaussian test channel as in [2], where sample mean is used.
As mentioned, the distortion measure we will consider is the rth power of difference, i.e.,
d(x, xˆ) = |x− xˆ|r,
under which our main result of this section is the following.
Theorem 1 (Regular CEO problem). Suppose conditions (A1)–(A4) hold for source and observation model and
suppose there exists U such that (A5)–(A7) hold. Then, for distortion measure d(x, xˆ) = |x− xˆ|r,
C1
(
min
U :X−Y−U
I(Y ;U |X)
)r/2
≤ βreg ≤ C2
(
min
U∈Sreg
I(Y ;U |X)
)r/2
,
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where
C1 =
1
re
(
V1Γ
(
1 +
1
r
)
e−
1
2E[log det IY (X)]√
2pie
)−r
,
C2 =
(
K
2α
)r
23r/2
Γ( r+12 )√
pi
,
and the minimum of the lower bound is taken over non-trivial random variables to ensure that the mutual information
is non-zero.
B. Direct Coding Theorem
We will make use of standard achievable scheme in [2]. That is, first finely quantize continuous alphabets and
apply Berger-Tung encoding and decoding over incurred discrete alphabets, and then, estimate the source. Our
estimation is based on sample median estimator, which is the best for absolute distortion, i.e., |x − xˆ|. Suppose
the number of agents is odd, i.e., L = 2m+ 1,m ∈ Z+ to simplify notation. Before proceeding, note that random
variables {Ui}Li=1 are all generated through an identical test channel fU |Y that satisfies (A5)–(A7). This assumption
does not lose optimality.3
1) Quantization: Quantizing the real line enables agents to use subsequent codes and Slepian-Wolf compression
in discrete domain. Let X˜, Y˜ , U˜ denote the quantized versions of X,Y, U . We suppose our fine quantization ensures
that the loss due to quantization is negligible. Formally, we take a quantization scheme that satisfies the following
conditions: for some small δi > 0, i ∈ {0, 1, 2},
E
[|U(m+1) − q(U(m+1))|r] ≤ δ0 and E [|q(U(m+1))−med({q(Ui)}Li=1)|r] ≤ δ0 (1)
|I(Y ;U)− I(Y˜ ; U˜)| ≤ δ1, (2)
|I(X;U)− I(X˜; U˜)| ≤ δ2. (3)
It is easy to see that there exists a quantization scheme with finite cardinality that satisfies (1)-(3); (1) from the
finite moment condition, (2) and (3) from the definition of mutual information for arbitrary ensembles [20], hence
3Suppose that nonidentical test channels achieve a smaller distortion D. As agents are symmetric, the distortion must be invariant under
permutation. Time-sharing argument that averages nonidentical channels shows that identical test channels also achieve D, which yields a
contradiction.
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a common refinement of quantization schemes satisfies all three conditions. This quantization also induces discrete
probability distributions for X˜, Y˜ , U˜ :
pY˜ ,U˜ (y˜, u˜) =
∫
{(y,u):q(y)=y˜,q(u)=u˜}
fY,U (y, u)dydu,
pX˜,U˜ (x˜, u˜) =
∫
{(x,u):q(x)=x˜,q(u)=u˜}
fX,U (x, u)dxdu,
pY˜ |X(y˜|x) =
∫
{y:q(y)=y˜}
fY |X(y|x)dy,
pU˜ |Y˜ (u˜|y˜) =
pY˜ ,U˜ (y˜, u˜)
pY˜ (y˜)
.
Spaces of X˜, Y˜ , U˜ are denoted by X˜ , Y˜, U˜ .
2) Codes Approximating Test Channel: Each agent takes block length n0 and encodes qunatized observation Y˜ n0
into a codeword, instead of Y n0 . Let ϕ : Y˜n0 7→ U˜n0 be the (possibly stochastic) block code encoder, common for
all agents. This mapping induces the following empirical distributions,
pˆY˜ n0 ,U˜n0 (y˜
n0 , u˜n0) = pY˜ n0 (y˜
n0)1{ϕ(y˜n0 )=u˜n0},
pˆY˜ ,U˜ (Y˜ (t) = y˜, U˜ = u˜) = EpY˜ n
[
1{U˜(t)=u˜,Y˜ (t)=y˜}
]
,
pˆU˜ |Y˜ (U˜(t) = u˜|Y˜ (t) = y˜) =
pˆY˜ ,U˜ (Y˜ (t) = y˜, U˜(t) = u˜)
pY˜ (Y˜ (t) = y)
,
where 1{·} is the indicator function. Then the existence of a block code that approximates the true test channel
fU |Y follows from [2, Prop. 3.1].
Proposition 1 ( [2]). For every , δ > 0, there exists a deterministic mapping ϕ : Y˜ n0 7→ U˜n0 with the range
cardinality M such that
1
n0
logM ≤ I(Y ;U) + 
and ∑
u˜∈U˜
|pˆU˜ |X(U˜(t) = u˜|x)− pU˜ |X(U˜(t) = u˜|x)| ≤

|X˜ | .
for all t ∈ [1 : n0] and all x ∈ R.
3) Encoding and Decoding: The overall encoding scheme is two-step as [1], [2]: in the first stage, each agent
encodes Y˜ n0i into U˜
n0
i by common ϕ(·). Note that {U˜n0i }Li=1 are correlated; the second stage performs Slepian-Wolf
(or SW, for short) encoding to remove the correlation. Let Wi ∈ W be the index of the codeword U˜n0i . Formally
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speaking, the SW encoder at ith agent is the mapping ξi :Wn → {0, 1, . . . , Ni − 1}. Individual and sum rates are
therefore defined to be
Ri =
1
nn0
logNi,
Rsum =
L∑
i=1
Ri =
1
nn0
L∑
i=1
logNi.
The complete encoder of ith agent is given by
Zi := ξi ◦ ϕn0(y˜nn0) ∈ {0, 1, . . . , Ni − 1}.
The CEO performs decoding in reverse: recovers {Uˆnn0i }Li=1 from {Zi}Li=1, and then estimates X from {Uˆnn0i }Li=1.
The next proposition ( [2, Prop. 3.2 and Sec. III.D]) specifies the average individual rate upper bound in multi-
and single-letter mutual information forms, and its error probability.
Proposition 2 ( [2]). For every , λ > 0 and ′ > , there exists sufficiently large L, n and index encoders {ξi}Li=1
such that
Rsum
L
≤ 1
n0
H(U˜n0 |X˜n0) +  ≤ I(Y ;U |X) + ′,
Pr[B] ≤ λ,
where B := {(Uˆn01 , . . . , Uˆn0L ) 6= (U˜n01 , . . . , U˜n0L )} is the error event.
4) Estimation Upper Bound: If the CEO has the true U(m+1) = med({Ui}Li=1), the median of {U1, . . . , UL},
then she can uniquely determines X by mapping `−1. Therefore our goal is to estimate U(m+1) as accurately as
possible from decoded {Uˆi}Li=1. Note that for a given X = x, the true median of U is med(U |x) = `(x).
Lemma 1 (Median Esitmator [21]). Let F, f be the cumulative distribution and density function of V . Then, the
sample median of L = 2m+ 1 samples follows the density function
Pr[V(m+1) = v] =
(2m+ 1)!
m!m!
(F (v))m(1− F (v))mf(v) = (F (v))
m(1− F (v))m
B(m+ 1,m+ 1)
dF (v),
where B(·, ·) is the Beta function, so it is the Beta(m+1,m+1) distribution scaled by F (v). Furthermore, V(m+1)
is approximately Gaussian N
(
med(V ), 14Lf2(med(V ))
)
provided that L is large.
Lemma 2. Under the notations of Lem. 1, the following holds when L is large.
E[|V(m+1) −med(V )|r] ≤
(
2
Lf2(med(V ))
)r/2 Γ( r+12 )√
pi
+ .
Proof: See App. A.
Now we can derive the distortion asymptotics in terms of Rsum.
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Theorem 2 (Achievability of Regular CEO Problem).
βreg ≤ 23r/2
(
K
α
)r Γ( r+12 )√
pi
(
min
U∈Sreg
I(Y ;U |X)
)r/2
.
Proof: Given t, instantaneous error is bounded as follows. Since `(·) is the function that maps x to med(U |x) ∈
U and X = `−1(med(U |X)), our estimation is Xˆ = `−1(Uˆ(m+1)(t)).
E
[
|X(t)− Xˆ(t)|r
]
= E
[
|X(t)− `−1(Uˆ(m+1)(t))|r
]
(a)
≤ KrE
[
|med(U |X)− Uˆ(m+1)(t)|r
]
= KrE
[
|med(U |X)− U(m+1)(t) + U(m+1)(t)− Uˆ(m+1)(t)|r
]
(b)
≤ (2K)rE [|med(U |X)− U(m+1)(t)|r|]+ (2K)rE [|U(m+1)(t)− Uˆ(m+1)(t)|j]
(c)
≤ (2K)rE [|med(U |X)− U(m+1)(t)|r]+ 1,
where (a) follows from the Lipschitz property of `−1; (b) follows from the triangle inequality and Prop. 7 in App. D;
and (c) is proven as Prop. 4 in App. B.
Regarding the first term, since the median estimator is approximately Gaussian N
(
med(U |X), 14Lf2(med(U |X))
)
distributed,
(2K)rE
[|med(U |X)− U(m+1)(t)|r]
= (2K)rEXEU |X
[|med(U |X)− U(m+1)(t)|r|X]
≤ (2K)rEX
[(
2
Lf2(med(U |X))
)r/2 Γ( r+12 )√
pi
+ 2|X
]
= 23r/2
(
K
α
)r
1
Lr/2
Γ( r+12 )√
pi
+ 2,
where the inequality follows from Lem. 2.
Summing over all t ∈ [1 : n], we have
Dn(Xn, Xˆn) =
1
n
n∑
t=1
E
[
|X(t)− Xˆ(t)|r
]
≤ 23r/2
(
K
α
)r
1
Lr/2
Γ( r+12 )√
pi
+ 
=⇒ D(L,Rsum) ≤ 23r/2
(
K
α
)r
1
Lr/2
Γ( r+12 )√
pi
+ 2.
From Prop. 2, we have RsumL ≤ I(Y ;U |X), therefore,
βreg = lim
L,Rsum→∞
R
r/2
sumD(L,Rsum)
≤ 23r/2
(
K
α
)r Γ( r+12 )√
pi
I(Y ;U |X)r/2.
Taking infimum over Sreg completes the proof.
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C. Converse Coding Theorem
A key feature of the converse is the Shannon lower bound [19], [22], which for real-valued sources with difference
normed distortion is given in [13]. It is one of the few tools that evaluates the rate distortion function as a closed-
form expression and is known for asymptotically tightness when distortion goes to zero [23], [24]. Combining
Lem. 5 stemming from [25], [26], we can show the matching converse. As we will see, the Shannon lower bound
is essentially an uncoded lower bound, that is, the bound is for estimation from {Yi}Li=1 rather than from received
codewords. It therefore shows a lower bound only due to intrinsic observational noise, yet is sufficient to show the
matching asymptotics. Converse argument regarding coding rate also follows standard argument in [2], but we state
it for completeness.
1) Coding Rate Lower Bound: Let us first derive coding rate lower bound.
nRi = log |Cni |
≥ I(Y ni ;Ci|Xn)
=
n∑
t=1
I(Yi(t);Ci|Y t−1i , Xn)
=
n∑
t=1
[
h(Yi(t)|Y t−1i , Xn)− h(Yi(t)|Ci, Y t−1i , Xn)
]
=
n∑
t=1
[
h(Yi(t)|Xn)− h(Yi(t)|Ci, Y t−1i , Xn)
]
≥
n∑
t=1
[h(Yi(t)|Xn)− h(Yi(t)|Ci, Xn)]
=
n∑
t=1
I(Yi(t);Ci|Xn).
The sum rate lower bound is therefore given by
Rsum ≥ 1
n
n∑
t=1
L∑
i=1
I(Yi(t);Ci|Xn).
Define X˘t := (X(1), . . . , X(t − 1), X(t + 1), . . . , X(n)) and let Ui(t, x˘t) be a random variable whose joint
distribution with X(t) and Yi(t) is
Pr[x ≤ X(t) ≤ x+ dx, y ≤ Yi(t) ≤ y + dy, Ui(t, x˘t) = c]
= fX(x)fY |X(y|x) Pr[Ci = c|Yi(t) = y,X(t) = x, X˘t = x˘t]dxdy
= fX(x)fY |X(y|x) Pr[Ci = c|Yi(t) = y, X˘t = x˘t]dxdy,
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since the codeword Ci depends on X(t) only through Yi(t). Hence, the Markov chain X(t) − Yi(t) − Ui(t, x˘t)
holds for each i and given x˘t, which gives the following lower bound in expectation form.
Rsum ≥ 1
n
n∑
t=1
L∑
i=1
EX˘t [I(Yi(t);Ui(t, X˘t)|X(t))].
Note that Xˆ(t) = g(C1, . . . , CL) = g′(U1(t), . . . , UL(t)) for some functions g, g′.
2) Estimation Lower Bound: An estimate of the CEO problem is Xˆn(C1, C2, · · · , CL), however, it is obvious
that there is an estimate Xˆ ′n = Xˆ ′n({Y ni }Li=1) based on {Y ni }Li=1 yielding a better estimate than Xˆn. We will
derive the performance lower bound for Xˆ ′n using the Shannon lower bound and it turns out that this lower bound
for Xˆ ′n is sufficient to show the asymptotics.
Lemma 3. Let Xˆ be an arbitrary estimate from {Yi}Li=1. Then,
I(Xn; Xˆn) ≤ nI(X; {Yi}Li=1).
Proof:
I(Xn; Xˆn)
(a)
≤ I(Xn; {Y ni }Li=1)
= h({Y ni }Li=1)− h({Y ni }Li=1|Xn)
=
n∑
t=1
h({Yi(t)}Li=1|{Y t−1i }Li=1)−
n∑
t=1
h({Y ni (t)}Li=1|Xn, {Y t−1i }Li=1)
(b)
≤
n∑
t=1
h({Yi(t)}Li=1)−
n∑
t=1
h({Yi(t)}Li=1|Xn, {Y t−1i }Li=1)
(c)
=
n∑
t=1
h({Yi(t)}Li=1)−
n∑
t=1
h({Yi(t)}Li=1|X(t))
=
n∑
t=1
I(X(t); {Yi(t)}Li=1)
(d)
= nI(X;Y L),
where (a) follows from the data processing inequality for Xn − {Y ni }Li=1 − Xˆn; (b) follows from the fact that
removing conditions only increases entropy; (c) follows since {Yi(t)}Li=1 depends only on X(t); and (d) follows
since X(t), {Yi(t)}Li=1 are i.i.d. over time.
Lemma 4 (Shannon lower bound [13]). Suppose X, Xˆ are d-dimensional vectors in Rd and consider any norm
‖X − Xˆ‖. Define the standard rate distortion function
R(D) := inf
PXˆ|X :E[‖X−Xˆ‖r]≤D
I(X; Xˆ).
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Then, the Shannon lower bound is given by
R(D) ≥ RSLB(D) := h(X)− d
r
log
(
rD
d
(VdΓ(1 + d/r))
r/de
)
,
where Vd is the volume of d-dimensional unit ball such that {x : ‖x‖ ≤ 1, x ∈ Rd} and Γ(·) is the Gamma function.
Lemma 5 ( [25], [26]). Suppose X ∈ Rd and conditions (C2)–(C4) hold. Then,
I(X; {Yi}Li=1) =
d
2
log
L
2pie
+ h(X) +
1
2
E[log det IY (X)] + o(1)
Combining all of the above, we can prove the converse.
Theorem 3 (Converse of Regular CEO Problem).
βn-reg ≥ C1
(
min
U :X−Y−U
I(Y ;U |X)
)r/2
,
where
C1 =
1
re
(
V1Γ
(
1 +
1
r
)
e−
1
2E[log det IY (X)]√
2pie
)−r
.
Proof: In particular, suppose that Xˆ ′(t) in Lem. 3 is an estimate achieving distortion D′ := 1n
∑n
t=1 E[|X(t)−
Xˆ ′(t)|r] from {Y ni }Li=1 with D′ ≤ D. Then, combining all lemmas we have the following chain of inequalities:
h(X)− d
r
log
(
rD′
d
(VdΓ(1 + d/r))
r/de
)
(a)
≤ RSLB(D′)
(b)
≤ inf
PXˆ|X :E[‖X−Xˆ‖r]≤D′
I(X; Xˆ)
≤ 1
n
I(Xn; Xˆ ′n)
(c)
≤ I(X;Y L)
(d)
=
1
2
log
L
2pie
+ h(X) +
1
2
E[log det IY (X)] + o(1),
where (a), (b) are from the Shannon lower bound Lem. 4; (b) is from Lem. 3; and (c) is from Lem. 5.
With d = 1, we have the following inequality:
h(X)− 1
r
log (rD′(V1Γ(1 + 1/r))re) ≤ 1
2
log
L
2pie
+ h(X) +
1
2
E[log det IY (X)] + o(1).
Arranging terms, we obtain
D ≥ D′ ≥
(
1√
L
)r
1
re
(
V1Γ
(
1 +
1
r
)
e−
1
2E[log det IY (X)]√
2pie
)−r
=:
C1
Lr/2
,
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where
C1 =
1
re
(
V1Γ
(
1 +
1
r
)
e−
1
2E[log det IY (X)]√
2pie
)−r
.
It is easy to see D(L,Rsum) ≥ C1L−r/2.
Multiplying D(L,Rsum) by R
r/2
sum,
βreg ≥ lim
L→∞
(
1
n
n∑
t=1
L∑
i=1
EX˘t [I(Yi(t);Ui(t, X˘t)|X(t))]
)r/2
· C1
Lr/2
= C1 lim
L→∞
(
1
nL
n∑
t=1
L∑
i=1
EX˘t [I(Yi(t);Ui(t, X˘t)|X(t))]
)r/2
≥ C1 lim
L→∞
(
1
nL
n∑
t=1
L∑
i=1
min
t,i,X˘t
I(Yi(t);Ui(t, X˘t)|X(t))
)r/2
≥ C1
(
min
U :X−Y−U
I(Y ;U |X)
)r/2
.
So the lower bound has been proved.
It is interesting to evaluate the Shannon lower bound for jointly Gaussian CEO problem. When the model is
jointly Gaussian as in [2], but with general rth power of difference, it is possible to exactly evaluate the right side
of the chain of inequalities without resorting to Lem. 5. Note that when X,Y L are jointly Gaussian, once receiving
yL the posterior distribution Pr(X|Y L = yL) is also Gaussian. Let X,Z ∼ N (0, σ2X),N (0, σ2Z), respectively, and
Yi(t) = X(t) + Zi(t).
Letting y¯ be the sample mean, y¯ := 1L
∑L
`=1 yi,
Pr(X|Y L = yL) ∼ N (E[X|Y L = yL],Var[X|Y L = yL])
= N
 σ2X
σ2X +
σ2Z
L
y¯,
σ2X
1 +
σ2X
σ2Z
L
 .
This results in the mutual information as follows.
I(X;Y L) = h(X)− h(X|Y L)
=
1
2
log(2pieσ2X)− h(X|Y L)
=
1
2
log(2pieσ2X)−
∫
p(yL)h(X|Y L = yL)dyL
=
1
2
log(2pieσ2X)−
∫
p(yL)
1
2
log
2pie σ2X
1 +
σ2X
σ2Z
L
 dyL
=
1
2
log(2pieσ2X)−
1
2
log
2pie σ2X
1 +
σ2X
σ2Z
L
 .
14
It is immediate that RSLB(D) ≤ I(X;Y L) gives the same asymptotics R−r/2sum (up to a different constant factor).
It verifies our aforementioned conclusion that non-Gaussian regular models do not perform much better than the
Gaussian model in the sense of sum-rate asymptotics, although Gaussianity is the worst compressible model [9].
IV. NON-REGULAR MODEL
A. Model and Result
This section considers the bounded source and observation in [7], where the source-observation model is assumed
to be non-regular in the sense of regularity conditions of the Cramer-Rao lower bound [18], [27]. A special case of
such non-regular model is known as a copula4 that models dependency between two (or multiple) uniform random
variables and is widely used in quantitative finance: the CEO wishes to estimate some economic event or financial
risk such as bankruptcy of a firm, but, only related indicators governed by the copula model are observable. The
formal definition of the non-regular model is as follows.
(B1) The source and the observation are finitely supported, that is, X ,Y ⊂ R are finite intervals of the real line.
Without loss of generality, we suppose X = Y = [0, 1]. In addition, fY |x is discontinuous at both end points of
support conditioned on x, i.e., let Yx := [e`(x), eu(x)] be the support of fY |x, then, fY |x(e`(x)), fY |x(eu(x)) >
0.
(B2) There exists a random variable U ∈ U satisfying the following: 1) the Markov chain X−Y −U holds; 2)fU |x
has bounded support [a(x), b(x)] for which (a+ b)(x) is invertible; 3) the inverse function `−1 = (a+ b)−1
exists and is Lipschitz with constant K > 0; and 4) fU |x(u|x) does not vanish at either end point a(x), b(x),
i.e., fU |x(a(x)|x), fU |x(b(x)|x) > δ for some positive δ that does not depend on x. Without loss of generality,
we assume U = [0, 1].
As illustration, a simple example of (X,Y ) that satisfies (B1) is a copula [28]. Another example is a uniform
source with independent additive uniform observational noise, i.e., Yi = X + Zi where X,Zi ∼ unif[0, 1]. Also
X ∼ unif[0, 1] with Y ∼ unif[0, X] is an example that satisfies (B1). Verifying (B1) for the copula example is
given in [7], and for the uniform examples is immediate. Also it should be noted that one of regularity conditions
of the Cramer-Rao lower bound [18, Sec. 2.5] that the support of fY |X is the same for all x ∈ X is violated in
(B1) as well as all examples above, so that the model is called non-regular.
Let Sn-reg be the set of Us that satisfy (B2). Applying a copula test channel (e.g., Clayton copula) fU |Y to Y
satisfies (B2) so that Sn-reg is nonempty.
4A copula is a multivariate distribution that has the uniform distribution for each marginal [28].
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Theorem 4 (Non-regular CEO problem). Suppose condition (B1) holds for source and observation model and there
exists U such that (B2) holds. Then, for distortion measure d(x, xˆ) = |x− xˆ|r,
C3
(
min
U :X−Y−U
I(Y ;U |X)
)r
≤ βn-reg ≤ C4
(
min
U∈Sn-reg
I(Y ;U |X)
)r
,
where
C3 = r2
−r
∫ 1
h˜=0
h˜r−1
∫ 1
x=0
fX(x)e
−h˜g(x)dxdh˜,
C4 =
r!2r+1Kr
δr
,
with
g(x) =
d
d∆
(
− min
s∈[0,1]
log
(∫
fsY |X(y|x)f1−sY |X(y|x+ ∆)dy
)) ∣∣∣∣∣
∆=0
,
and the minimum of the lower bound is taken over non-trivial random variables to ensure that the mutual information
is non-zero.
Before proceeding, it should be noted that proofs in sequel repeat parts of standard achievability and converse
proofs in Sec. III-B and Sec. III-C so omitted.
B. Direct Coding Theorem
Like Sec. III-B, we repeat quantization, Berger-Tung compression-decompression, and then estimation of the
source X . Conditions for the quantization are the following:
E[|U − U˜ |r] ≤ δ0, (4)
|I(Y ;U)− I(Y˜ ; U˜)| ≤ δ1,
|I(X;U)− I(X˜; U˜)| ≤ δ2.
Remaining steps are the same as Sec. III-B except for the estimation step. Midrange estimator will be used to
estimate the source since it is optimal in several cases with bounded support [14], [29], [30]. Furthermore, it is
more efficient than sample mean in many cases such as the cosine, parabolic, rectangular, and inverted parabolic
distributions [14].
Theorem 5 (Achievability of Non-regular CEO Problem).
βn-reg ≤ r!2
r+1Kr
δr
(
min
U∈Sn-reg
I(Y ;U |X)
)r
,
where δ > 0 is given in the condition (B2).
Proof: As mentioned, the CEO estimates by sample midrange estimator, i.e.,
Xˆ(t) = `−1
(
Uˆ(1)(t) + Uˆ(L)(t)
2
)
.
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Then we have the following distortion upper bound:
E
[
|X(t)− Xˆ(t)|r
]
= E
[∣∣∣∣∣X(t)− `−1
(
Uˆ(1)(t) + Uˆ(L)(t)
2
)∣∣∣∣∣
r]
= E
[∣∣∣∣∣`−1
(
a(X(t)) + b(X(t))
2
)
− `−1
(
Uˆ(1)(t) + Uˆ(L)(t)
2
)∣∣∣∣∣
r]
≤ KrE
[∣∣∣∣∣a(X(t)) + b(X(t))2 − Uˆ(1)(t) + Uˆ(L)(t)2
∣∣∣∣∣
r]
since `−1 is Lipschitz with constant K. For notational simplicity, let us denote aX = a(X(t)), bX = b(X(t)) and
omit ‘(t)’.
KrE
[∣∣∣∣∣aX + bX2 − Uˆ(1) + Uˆ(L)2
∣∣∣∣∣
r]
(a)
≤ KrE
[(∣∣∣∣aX + bX2 − U(1) + U(L)2
∣∣∣∣+
∣∣∣∣∣U(1) + U(L)2 − Uˆ(1) + Uˆ(L)2
∣∣∣∣∣
)r]
(b)
≤ (2K)rE
[∣∣∣∣aX + bX2 − U(1) + U(L)2
∣∣∣∣r]+ (2K)rE
[∣∣∣∣∣U(1) + U(L)2 − Uˆ(1) + Uˆ(L)2
∣∣∣∣∣
r]
= KrE
[∣∣aX + bX − U(1) − U(L)∣∣r]+KrE [∣∣∣U(1) + U(L) − Uˆ(1) − Uˆ(L)∣∣∣r]
(c)
≤ KrE [∣∣aX + bX − U(1) − U(L)∣∣r]+ ,
where (a) follows from the triangle inequality; (b) follows from Prop. 7 in App. D; and (c) is proven by Lem. 5 in
App. B.
Recall that fU |X does not vanish at either end point, aX and bX . Define the set I := {u(1) > aX +  or u(L) <
bX − 1} so that Ic = {U(1) ≤ aX + 1 and U(L) ≥ bX − 1}.
E
[∣∣aX + bX − U(1) − U(L)∣∣r] = EXEU |X [∣∣aX + bX − U(1) − U(L)∣∣r |X] .
The conditional expectation is
EU |X
[∣∣aX + bX − U(1) − U(L)∣∣r |X]
=
∫
I
∣∣aX + bX − U(1) − U(L)∣∣r fU(1),U(L)|X(u(1), u(L)|x)du(1)du(L)
+
∫
Ic
∣∣aX + bX − U(1) − U(L)∣∣r fU(1),U(L)|X(u(1), u(L)|x)du(1)du(L)
≤ const · Pr[I|X] +
∫
Ic
∣∣aX + bX − U(1) − U(L)∣∣r fU(1),U(L)|X(u(1), u(L)|x)du(1)du(L). (5)
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Let us separately evaluate each term. First, since {Ui}Li=1 are independent when conditioned on X ,
Pr[I|X] ≤ Pr[U(1) > aX + 1|X] + Pr[U(L) < bX − 1|X]
=
L∏
i=1
Pr[Ui > aX + 1|X] +
L∏
i=1
Pr[Ui < bX − 1|X]
=
L∏
i=1
(1− Pr[Ui ≤ aX + 1|X]) +
L∏
i=1
(1− Pr[Ui ≥ bX − 1|X])
= (1− Pr[U ≤ aX + 1|X])L + (1− Pr[U ≥ bX − 1|X])L,
where the last equality follows since agents are i.i.d. Since fU |X is continuous and does not vanish at aX , bX :
lim
u→aX or bX
fU |X(u|x) ≥ δ
Pr[U ≤ aX + 1|X] ≥ δ1 and Pr[U ≥ bX − 1|X] ≥ δ1.
Therefore
Pr[I|X] ≤ (1− Pr[U ≤ aX + 1|X])L + (1− Pr[U ≥ bX − 1|X])L ≤ 2(1− δ1)L,
so the first term vanishes exponentially fast as L.
Let us consider the second term of (5). Take random variables
η := L
∫ U(1)
aX
fU |X(u)du ≥ δL(U(1) − aX),
ξ := L
∫ bX
U(L)
fU |X(u)du ≥ δL(bX − U(L)),
where aX ≤ U(1) ≤ aX + 1, bX − 1 ≤ U(L) ≤ bX with marginal and joint distributions [31]
fξ(s) = fη(s) =
(
1− s
L
)L−1
and
fξ,η(s1, s2) =
L− 1
L
(
1− s1 + s2
L
)L−2
,
where s1, s2 ≥ 0 and s1 + s2 ≤ L. Also note that as L → ∞, ξ and η are asymptotically independent and
fξ(s), fη(s)→ e−s. From the definition of ξ, η,
|aX + bX − (U(1) + U(L))|r =
(
(U(1) − aX) + (bX − U(L))
)r ≤ 2r(ξr + ηr)
(Lδ)r
,
where the last inequality follows from Prop. 7 and the definitions of η and ξ. Therefore, when L is large the second
term is ∫
Ic
∣∣aX + bX − U(1) + U(L)∣∣r fu(1),u(L)|X(u(1), u(L)|x)du(1)du(L)
≤ 2
r
(Lδ)r
∫ L(1−FU|X(bX−1)
0
∫ LFU|X(aX+1)
0
(sr1 + s
r
2)fξ,η(s1, s2)ds1ds2.
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Combining all of the above,
RrsumD(L,R)
≤ RrsumKrEX
[
2r
(Lδ)r
∫ L(1−FU|X(bX−1)
0
∫ LFU|X(aX+1)
0
(s1 + s2)fξ,η(s1, s2)ds1ds2 + 
]
.
As
∫∞
0
sre−sds = r!,
lim
L→∞
RrsumD(L,Rsum) ≤
(2K)rI(Y ;U |X)r
δr
(
2
∫ ∞
0
sre−sds
)
=
r!2r+1KrI(Y ;U |X)r
δr
.
Taking infimum over Sn-reg gives us the achievability.
C. Converse Coding Theorem
To show the converse, we will use the generalized Chazan-Ziv-Zakai bound since it still holds for the non-
regularity conditions (B1) and (B2) unlike the Cramer-Rao lower bound. The next lemma is a generalized version
of the Chazan-Ziv-Zakai bound. Proof is an easy extension of special case r = 2 [15], [32], but for the sake of
completeness we include it in App. C. Note that Pmin in the next theorem is a function of fY |X so it is also an
uncoded lower bound like the Shannon lower bound in Sec. III-C. However, it gives a matching asymptotic lower
bound up to a constant.
Lemma 6 (Chazan-Ziv-Zakai Bound for r ∈ N). Suppose X ∈ [0, 1]. Then,
E
[
|X − Xˆ|r
]
≥
∫ 1
h=0
r2−rhr−1
∫ 1−h
x=0
fX(x) + fX(x+ h)
2
Pmin[x, x+ h]dxdh,
where Pmin is the minimum probability of error of binary hypothesis testing with H0 : Y ∼ fY |x and H1 : Y ∼
fY |x+h.
Proof: See App. C.
Recall that the same argument in Sec. III-C1 gives the sum rate lower bound
Rsum ≥ 1
n
n∑
t=1
L∑
i=1
EX˘t [I(Yi(t);Ui(t, X˘t)|X(t)].
Theorem 6 (Converse for Non-regular CEO Problem).
βn-reg ≥ r2−r
(
min
U :X−Y−U
I(Y ;X|U)
)∫ 1
h˜=0
h˜r−1
∫ 1
x=0
fX(x)e
−h˜g(x)dxdh˜,
where
g(x) =
d
d∆
(
− min
s∈[0,1]
log
(∫
fsY |X(y|x)f1−sY |X(y|x+ ∆)dy
)) ∣∣∣∣∣
∆=0
.
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Proof: It is obvious that the estimate from {Y ni }Li=1 performs better than an estimate from codewords. Let Xˆ ′
be the uncoded estimate, i.e., Xˆ ′ = Xˆ ′({Y ni }Li=1). Then,
Dn(Xn, Xˆn)
≥ Dn(Xn, (Xˆ ′)n)
=
1
n
n∑
t=1
E
[
|X(t)− Xˆ(t)|
]
(a)
≥ 1
n
r2−r
2
n∑
t=1
∫ 1
h=0
hr−1
∫ 1−h
x=0
(fX(x) + fX(x+ h))Pmin(x, x+ h)dxdh
=
1
n
r2−r
2Lr
n∑
t=1
∫ 1
h=0
(Lh)r−1
∫ 1−h
x=0
(fX(x) + fX(x+ h))Pmin(x, x+ h)dxd(hL)
(b)
=
1
n
r2−r
2Lr
n∑
t=1
∫ 1
h˜=0
h˜r−1
∫ 1− h˜L
x=0
(
fX(x) + fX(x+
h˜
L
)
)
Pmin
(
x, x+
h˜
L
)
dxdh˜
(c)
≥ r2
−r
2Lr
1
1
n
∑n
t=1
[∫ 1
h˜=0
∫ 1− h˜L
x=0
(
fX(x) + fX(x+
h˜
L )
)
Pmin
(
x, x+ h˜L
)
dxdh˜
]−1 ,
where (a) follows from the Chazan-Ziv-Zakai bound in Lem. 6; (b) is obtained by letting h˜ = hL; and (c) follows
from the arithmetic-harmonic (AM-HM) inequality. In addition,
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RrsumD
n(Xn, Xˆn)
≥ r2
−r
2
(
1
n
∑n
t=1
∑L
i=1 EX˘t [I(Yi(t);Ui(t, X˘t)|X(t)]
)r
1
n
∑n
t=1
[∫ 1
h˜=0
h˜r−1
∫ 1− h˜L
x=0
(
fX(x) + fX(x+
h˜
L )
)
Pmin
(
x, x+ h˜L
)
dxdh˜
]−1
(a)
≥ r2
−r
2
1
n
∑n
t=1
(∑L
i=1 EX˘t [I(Yi(t);Ui(t, X˘t)|X(t)]
)r
1
n
∑n
t=1
[∫ 1
h˜=0
h˜r−1
∫ 1− h˜L
x=0
(
fX(x) + fX(x+
h˜
L )
)
Pmin
(
x, x+ h˜L
)
dxdh˜
]−1
=
r2−r
2
∑n
t=1
(∑L
i=1 EX˘t [I(Yi(t);Ui(t, X˘t)|X(t)]
)r
∑n
t=1
[∫ 1
h˜=0
h˜r−1
∫ 1− h˜L
x=0
(
fX(x) + fX(x+
h˜
L )
)
Pmin
(
x, x+ h˜L
)
dxdh˜
]−1
(b)
≥ r2
−r
2
min
t
(∑L
i=1 EX˘t [I(Yi(t);Ui(t, X˘t)|X(t)]
)r
[∫ 1
h˜=0
h˜r−1
∫ 1− h˜L
x=0
(
fX(x) + fX(x+
h˜
L )
)
Pmin
(
x, x+ h˜L
)
dxdh˜
]−1
≥ r2
−r
2
min
t,i
(
EX˘t [I(Yi(t);Ui(t, X˘t)|X(t)]
)r
[∫ 1
h˜=0
h˜r−1
∫ 1− h˜L
x=0
(
fX(x) + fX(x+
h˜
L )
)
Pmin
(
x, x+ h˜L
)
dxdh˜
]−1
=
r2−r
2
min
t,i
(
EX˘t [I(Yi(t);Ui(t, X˘t)|X(t)]
)r ∫ 1
h˜=0
h˜r−1
∫ 1− h˜L
x=0
(
fX(x) + fX(x+
h˜
L
)
)
Pmin
(
x, x+
h˜
L
)
dxdh˜,
where (a) follows after applying the Jensen’s inequality on the numerator; and (b) follows from Prop. 6 in App. D.
Also the Chernoff-Stein lemma [17] gives
Pmin
(
x, x+
h˜
L
)
= e−LC(x,x+
h˜
L ),
where C
(
x, x+ h˜L
)
is the Chernoff information between two conditional densities of y given x and x+ h˜L . Since
L→∞, the quantity Gx
(
h˜
L
)
:= C
(
x, x+ h˜L
)
can be approximated by the Maclaurin expansion
Gx(∆) = Gx(0) + ∆ ·G′x(0) +O(∆2).
As Gx(0) = 0, we have
Pmin
(
x, x+
h˜
L
)
= e−LC(x,x+
h˜
L ) = e−h˜G
′
x(0)+O(L
−1).
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Therefore, for large L,
RrsumD
n(Xn, Xˆn)
≥ r2
−r
2
(
min
t,i
EX˘t [I(Yi(t);Ui(t, X˘t)|X(t)]
)r ∫ 1
h˜=0
h˜r−1
∫ 1− h˜L
x=0
(
fX(x) + fX(x+
h˜
L
)
)
e−h˜G
′
x(0)+O(L
−1)dxdh˜
(a)
=
r2−r
2
(
min
t,i
EX˘t [I(Yi(t);Ui(t, X˘t)|X(t)]
)r ∫ 1
h˜=0
h˜r−1
∫ 1
x=0
2fX(x)e
−h˜g(x)dxdh˜
= r2−r
(
min
t,i
EX˘t [I(Yi(t);Ui(t, X˘t)|X(t)]
)r ∫ 1
h˜=0
h˜r−1
∫ 1
x=0
fX(x)e
−h˜g(x)dxdh˜
≥ r2−r
(
min
t,i,X˘t
I(Yi(t);Ui(t, X˘t)|X(t)
)r ∫ 1
h˜=0
h˜r−1
∫ 1
x=0
fX(x)e
−h˜g(x)dxdh˜,
where (a) follows from the fact that L is sufficiently large; and g(x) is the first derivative of G′x(0), i.e.,
g(x) =
d
d∆
(
− min
s∈[0,1]
log
(∫
fsY |X(y|x)f1−sY |X(y|x+ ∆)dy
)) ∣∣∣∣∣
∆=0
.
Taking limits concludes the proof that
βn-reg = lim
L,Rsum→∞
lim
n→∞R
r
sumD
n(Xn, Xˆn)
≥ r2−r
(
min
U :X−Y−U
I(Y ;U |X)
)r ∫ 1
h˜=0
h˜r−1
∫ 1
x=0
fX(x)e
−h˜g(x)dxdh˜.
V. EQUIVALENCE OF QUADRATIC AND LOGARITHMIC DISTORTIONS
In this section, we will show that quadratic distortion DQ and logarithmic distortion DLog [5] are in fact
asymptotically equivalent under some conditions. Those two are in general related by the entropy power inequality
[17], that is, when Z is a set of received messages,
Var(X|Z) ≥ 12pieeh(X|Z) =⇒ DQ ≥ 12pie2DLog .
We previously showed equality in the case of the jointly Gaussian CEO problem with finite number of agents [6]
due to entropy maximization property of Gaussians. Here we extend it to our regular CEO problem and provide
conditions for which DQ and DLog are equivalent under the entropy power conversion DQ = 12pie2
DLog , as L→∞.
Regarding such universality of logarithmic distortion, it is known that logarithmic distortion is equivalent to any
distortion measure in a direct source coding problem [33], but, note that it is not true for remote source coding
problems.
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To argue the equivalence, we state again that each agent’s test channel fUi|Yi is identical to fU |Y as assumed
in the previous sections since it does not lose optimality.5 Also beyond the regular model in Sec. III, we further
suppose the following conditions on test channel for logarithmic optimal codewords [34], [35]:
(C1) For all x ∈ X , it holds that ∫U ∂2∂x2 fU |X(u|x)du = 0. Also the Fisher information is finite and positive, i.e.,
0 < IU (x) := EU |x[( ∂∂x log fU |X(U |x))2] <∞ for all x ∈ X .
(C2) Let x0 denote the true source. Then, there exists k(u) such that | ∂2∂x2 fU |x(u|x)| ≤ k(u) on small neighborhood
of x0 and such that Ex0 [k(U)] is finite.
Define S ′reg to be the set of Us that satisfy (C1) and (C2) as well as (A5)–(A7). Note that although S ′reg ⊂ Sreg, it
only affects a constant factor in Thm. 1.
Theorem 7. Given L,Rsum, suppose optimal codebook for logarithmic distortion is generated from a member of
S ′reg. Then, DQ(L,Rsum) and DLog(L,Rsum) asymptotically satisfy
DQ(L,Rsum)− 1
2
log
(
2pieDLog(L,Rsum)
)→ 0 as L,Rsum →∞.
It is easy to anticipate that the logarithmic distortion decays as − logL (so that − logRsum) since the minimum
logarithmic distortion is always h(X|UL) by declaring posterior distribution [5, Lem. 1] and h(X|UL) decreases as
− logL from Lem. 5. The above theorem not only validates such intuition, but also shows its asymptotic equivalence
to quadratic distortion with entropy power relation. Before proceeding to the proof, let us state the Bernstein-von
Mises theorem which is often referred to as asymptotic normality of posterior, without the prior having an effect.
Lemma 7 (Bernstein-von Mises [34], [35]). Suppose (C1) and (C2) as well as (A1)–(A7) hold. Then, for any
x0 ∈ X ,
‖f(X|UL)−N (XˆMLE, (LIU (x0))−1)‖TV → 0 as L→∞ with fY |x0 -probability 1,
where XˆMLE and ‖ · ‖TV denote the maximum likelihood estimator and total variation distance, respectively.
Now we can prove the equivalence, which relies on the Bernstein-von Mises theorem.
Proof of Thm. 7: Let us consider the quadratic optimal codebook and fix some codewords (w1, w2, . . . , wL).
5Note that individual rates need not be identical, however, sum rate that agents must satisfy is unchanged by the Slepian-Wolf coding regardless
of individual rates allocation.
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Then, incurred quadratic distortion is
(
DnQ(L,Rsum|{wi}Li=1)
)n
=
(
1
n
n∑
i=1
E
[
|Xi − Xˆi|2|{wi}Li=1
])n
=
(
1
n
n∑
i=1
Var(Xi|{wi}Li=1)
)n
(a)
≥
n∏
i=1
Var(Xi|{wi}Li=1)
(b)
≥
n∏
i=1
1
2pie
e2h(Xi|{wi}
L
i=1) =
1
(2pie)n
e2
∑
h(Xi|{wi}Li=1)
(c)
=
1
(2pie)n
22nD
n
Log(L,Rsum|{wi}Li=1) =
(
1
2pie
22D
n
Log(L,Rsum|{wi}Li=1)
)n
,
where (a) follows from the arithmetic-geometric inequality; (b) follows from the fact that Gaussian maximizes
differential entropy for a given variance; and (c) follows by declaring the true posterior distribution [5, Lem. 1].
Hence, taking expectation over all codewords,
DnQ(L,Rsum) = E
[
DnQ(L,Rsum|{Wi}Li=1)
] ≥ E [ 1
2pie
22D
n
Log(L,Rsum|{Wi}Li=1)
]
(d)
≥ 1
2pie
22E[D
n
Log(L,Rsum|{Wi}Li=1)] =
1
2pie
22D˜
n
Log(L,Rsum),
where (d) follows from the Jensen’s inequality and D˜nLog is the logarithmic distortion incurred by quadratic optimal
codebook. It is therefore obvious that the logarithmic optimal codebook achieves a smaller distortion. It shows one
direction
DnQ(L,Rsum) ≥
1
2pie
22D
n
Log(L,Rsum).
To show the other direction, consider the logarithmic optimal codebook.
DnLog(L,Rsum) = h(X|UL)
(a)
=
1
2
log
(
2pieVar(X|UL)) (b)≥ 1
2
log (2pieDnQ(L,Rsum)) ,
where (a) is in fact ‘≥’, but the equality holds asymptotically by the Bernstein-von Mises theorem; and (b) follows
since the logarithmic optimal codebook is suboptimal for quadratic distortion. The theorem is proved.
VI. CONCLUSION
We studied two continuous alphabet CEO problems—regular and non-regular—and found their matching sum
rate asymptotics R−r/2sum and R
−r
sum, respectively, for |x − xˆ|r distortion. For the regular CEO problem in Sec. III,
we used a practical estimator (sample median) to estimate the source. The median estimator is not unique nor the
best, but, achieves the correct sum rate asymptotics. For instance, the (scaled version of) sample mean estimator in
[2] turns out to be the best estimator for the quadratic Gaussian CEO problem even in non-asymptotic regime [3],
[4] because the minimum mean-squared error estimator (MMSE) is in fact linear summation of codewords for the
additive Gaussian test channel. To illustrate pros and cons of those estimators, consider a simple estimation problem
of X from observation Yi = X + Zi, i ∈ [1 : L], where Yi is given observation, Zi is additive and i.i.d. drawn
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from some fZ with zero mean and σ2Z variance. In this case, sample mean estimator is distributed approximately
N (0, σ2Z/L) by the central limit theorem so yields approximately σ2Z/L quadratic distortion. However, the quadratic
distortion induced by median estimator is (4Lf2Z(0))
−1 according to Lem. 1. Since the performance of median
estimator is independent of variance, median estimator is more efficient when Z is sufficiently heavy-tailed. Also
Gaussianity of Lem. 1 suggests a further extension to a broader class of estimators called Consistent and Asymptotic
Normal (CAN) estimators, for example, the maximum likelihood estimator (MLE) is also CAN and furthermore
asymptotically efficient [36]. The asymptotic normality of MLE by the Bernstein-von Mises theorem is also the
stepping stone to the equivalence of quadratic and logarithmic distortions in Sec. V.
For the non-regular CEO problem in Sec. IV, we used midrange estimator that relies heavily on nonvanishing
property of conditional distribution at support boundaries, however, the Chazan-Ziv-Zakai bound does not require
such nonvanishing condition. So it would be an interesting future direction to find generalization of source-
observation condition and its matching estimation scheme in (non-)asymptotic regime.
Since (A1)–(A7) and (B1)–(B2) do not form a disjoint partition, there are other models that do not belong to
either of the two. For example, when the observational noise is additive triangular, it does not satisfy non-vanishing
probability density in (B1) so that midrange estimator does not gives tight asymptotics with the Chazan-Ziv-Zakai
based converse.
As mentioned, jointly Gaussian model is the worst model among all finite variance models as shown in [9]
and all regular models have the same asymptotics. Therefore, regular models belong to the class of the slowest
distortion decay R−r/2sum , and our non-regular models are another class of decay R
−r
sum. In this context, it is interesting
to classify various models by distortion decay.
APPENDIX A
PROOF OF LEM. 1: ABSOLUTE CENTRAL MOMENTS FOR SAMPLE MEDIAN
Let us introduce notations first. Let W be a Gaussian random variable with distributionN
(
med(V ), 14Lf2(med(V ))
)
.
Let ξm := E[V(m+1)] and note that ξm 6= med(V ) in general since V(m+1) is a biased estimator in general. Also
let γr, γ′r be absolute central moments of V(m+1) and W , i.e.,
γr := E[|V(m+1) − ξm|r],
γ′r := E[|W −med(V )|r],
and ρr, ρ′r be central moments of V(m+1) and W , i.e.,
ρr := E[(V(m+1) − ξm)r],
ρ′r := E[(W −med(V ))r].
Then, our proof is based on the following result.
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Proposition 3 ( [37]). limm→∞ ρr = ρ′r for all r ≥ 2, and limm→∞ ξm = med(V ).
Due to the triangle inequality and Prop. 7,
E[|V(m+1) −med(V )|r]
= E[|V(m+1) − ξm + ξm −med(V )|r]
≤ 2rE[|V(m+1) − ξm|r] + 2rE[|ξm −med(V )|r]
= 2rE[|V(m+1) − ξm|r] + 2r|ξm −med(V )|r,
where the last equality follows since ξm,med(V ) are deterministic quantities. Furthermore, due to Prop. 3, we can
take large m for any positive δ such that |ξm −med(V )|r ≤ δ.
Consider the first term. Since ρr → ρ′r, we know that γr, γ′r are bounded. Letting A := V(m+1) − ξm and
B := W −med(V ) for brevity, we can take large p ∈ N such that∣∣∣E[|A|r]− E[|A|r ∧ p]∣∣∣ ≤ δ and ∣∣∣E[|B|r]− E[|B|r ∧ p]∣∣∣ ≤ δ.
Then, ∣∣∣E[|A|r]− E[|B|r]∣∣∣ = ∣∣∣E[|A|r − |A|r ∧ p+ |A|r ∧ p]− E[|B|r − |B|r ∧ p+ |B|r ∧ p]∣∣∣
≤ 2δ +
∣∣∣E[|A|r ∧ p]− E[|B|r ∧ p]∣∣∣.
Note that | · |r ∧ p is a bounded continuous function and A→ B in distribution as m→∞ by Lem. 1. Therefore
we can take large m such that
∣∣∣E[|A|r ∧ p]−E[|B|r ∧ p]∣∣∣ ≤ δ by the continuous mapping theorem, which leads us
to ∣∣∣E[|A|r]− E[|B|r]∣∣∣ ≤ 3δ.
Hence, we have
E[|V(m+1) −med(V )|r] ≤ 2rE[|B|r] + 2r3δ + 2rδ.
Note that E[|B|r] is the rth absolute central moment of Gaussian, so
E[|B|r] =
(
1
2Lf2(med(V ))
)r/2 Γ( r+12 )√
pi
.
Since δ is arbitrary, the proof is completed.
APPENDIX B
DISTORTION BOUNDS IN ACHIEVABILITY
The next proposition is a part of the proof of the regular model achievability.
26
Proposition 4 (Regular CEO Problem).
(2K)rE
[
|U(m+1)(t)− Uˆ(m+1)(t)|r
]
≤ .
Proof: For the sake of notational brevity, we omit ‘(t)’ so
(2K)rE
[
|U(m+1)(t)− Uˆ(m+1)(t)|r
]
(6)
= (2K)rE
[
|U(m+1) − Uˆ(m+1)|r
]
≤ 22rKrE [|U(m+1) − q(U(m+1))|r]+ 22rKrE [|q(U(m+1))− Uˆ(m+1)|r]
≤ 22rKrE [|U(m+1) − q(U(m+1))|r]+ 23rKrE [|q(U(m+1))−med({U˜i}Li=1)|r]
+ 23rKrE
[
|med({U˜i}Li=1)− Uˆ(m+1)|r
]
,
where both inequalities are due to the triangle inequality and Prop. 7.
Now the first and the second terms are small enough because of (1), i.e.,
22rKrE
[|U(m+1) − q(U(m+1))|r] ≤ 22rKrδr0,
23rKrE
[
|q(U(m+1))−med({U˜i}Li=1)|r
]
≤ 23rKrδr0.
The last term is positive only when there is a Slepian-Wolf decoding error B defined in Prop. 2 so
23rKrE
[
|med({U˜i}Li=1)− Uˆ(m+1)|r
]
≤ 23rKr(2u˜max)r Pr[B] ≤ 23rKr(2u˜max)rλ,
and λ→ 0 as n→∞. Therefore (6) can be bounded by  if we choose small δ and large n appropriately.
The next proposition is a part of the proof of the non-regular model achievability.
Proposition 5 (Non-regular CEO Problem). For any  > 0, there exist a quantization scheme and block length n
such that
KrE
[∣∣∣U(1) + U(L) − Uˆ(1) − Uˆ(L)∣∣∣r] ≤ .
Proof: Using the triangle inequality and Prop. 7, we have
KrE
[∣∣∣U(1) + U(L) − Uˆ(1) − Uˆ(L)∣∣∣r]
≤ (2K)rE
[∣∣∣U(1) + U(L) − U˜(1) − U˜(L)∣∣∣r]+ (2K)rE [∣∣∣U˜(1) + U˜(L) − Uˆ(1) − Uˆ(L)∣∣∣r] . (7)
The first term is decomposed into two terms by Prop. 7 and we take sufficiently fine quantization points (4),
(2K)rE
[∣∣∣U(1) + U(L) − U˜(1) − U˜(L)∣∣∣r]
≤ 22rKrE [∣∣U(1) + U(L)∣∣r]+ 22rKrE [∣∣∣U˜(1) − U˜(L)∣∣∣r]
≤ 22r+1Krδr0.
27
Next, to bound the second term recall the decoding error probability Pr[B] ≤ λ given in Prop. 2. Then,
(2K)rE
[∣∣∣U˜(1) + U˜(L) − Uˆ(1) + Uˆ(L)∣∣∣r] ≤ 22rKr (E[|U˜(1) − Uˆ(1)|r] + E[|U˜(L) − Uˆ(L)|r])
≤ 22rKr2(2u˜max)r Pr[B] ≤ 22rKr2(2u˜max)rλ,
where u˜max := max{|u˜| : u˜ ∈ U} < 1 as U = [0, 1].
Hence, taking sufficiently fine quantization and taking sufficiently large n, we can bound (7) for any  > 0.
APPENDIX C
PROOF OF LEM. 6: CHAZAN-ZIV-ZAKAI BOUND FOR rTH POWER
Let us start with the following identity for a non-negative random variable Z:
E[Z] =
∫ ∞
0
Pr[Z ≥ t]dt.
Letting Z = |Xˆ −X|r and t = (h2 )r, we have the following identity by change of variable.
E[|X − Xˆ|r] =
∫ ∞
0
Pr[|X − Xˆ|r ≥ t]dt
=
∫ ∞
0
r2−rhr−1 Pr
[
|X − Xˆ|r ≥
(
h
2
)r]
dh
=
∫ ∞
0
r2−rhr−1 Pr
[
|X − Xˆ| ≥ h
2
]
dh.
Let us derive a lower bound of Pr
[
|Xˆ −X| ≥ h2
]
.
Pr
[
|Xˆ −X| ≥ h
2
]
= Pr
[
Xˆ −X ≥ h
2
]
+ Pr
[
Xˆ −X < −h
2
]
=
∫ 1
0
fX(x) Pr
[
Xˆ −X ≥ h
2
∣∣∣X = x] dx+ ∫ 1
0
fX(x) Pr
[
Xˆ −X < −h
2
∣∣∣X = x] dx.
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By change of variable x = t+ h in the second integration, we have
Pr
[
|Xˆ −X| ≥ h
2
]
=
∫ 1
0
fX(x) Pr
[
Xˆ −X ≥ h
2
∣∣∣X = x] dx+ ∫ 1−h
−h
fX(x) Pr
[
Xˆ −X < −h
2
∣∣∣X = t+ h] dt
=
∫ 1
0
fX(x) Pr
[
Xˆ − x ≥ h
2
∣∣∣X = x] dx+ ∫ 1−h
−h
fX(t+ h) Pr
[
Xˆ − t < h
2
∣∣∣X = t+ h] dt
≥
∫ 1−h
0
fX(x) Pr
[
Xˆ − x ≥ h
2
∣∣∣X = x] dx+ ∫ 1−h
0
fX(t+ h) Pr
[
Xˆ − t < h
2
∣∣∣X = t+ h] dt
=
∫ 1−h
0
fX(x) Pr
[
Xˆ − x ≥ h
2
∣∣∣X = x]+ fX(x+ h) Pr [Xˆ − x < h
2
∣∣∣X = x+ h] dx
=
∫ 1−h
0
(fX(x) + fX(x+ h))
{
fX(x)
fX(x) + fX(x+ h)
Pr
[
Xˆ − x ≥ h
2
∣∣∣X = x]
+
fX(x+ h)
fX(x) + fX(x+ h)
Pr
[
Xˆ − x < h
2
∣∣∣X = x+ h]}dx.
So the quantity in the curly bracket implies the error probability of a decision rule
Xˆ − x
X=x+h
≷
X=x
h
2
and then it is further bounded by the optimal error probability Pmin(x, x+h). Then, we have the final lower bound
as follows.
Pr
[
|Xˆ −X| ≥ h
2
]
≥
∫ 1−h
0
(fX(x) + fX(x+ h))Pmin(x, x+ h)dx
=⇒ E[|X − Xˆ|r] ≥
∫ ∞
0
r2−rhr−1
∫ 1−h
0
fX(x) + fX(x+ h)
2
Pmin(x, x+ h)dxdh
=
∫ 1
0
r2−rhr−1
∫ 1−h
0
fX(x) + fX(x+ h)
2
Pmin(x, x+ h)dxdh.
The proof is completed.
APPENDIX D
INEQUALITIES
Proposition 6. Suppose ai, bi > 0 for all i ∈ [1 : n]. Then,∑n
i=1 ai∑n
i=1 bi
≥ min
i∈[1:n]
(
ai
bi
)
.
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Proof: Let m := mini
(
ai
bi
)
. Then,
ai ≥ mbi ∀i ∈ [1 : n],
=⇒
n∑
i=1
ai ≥ m
n∑
i=1
bi,
=⇒
∑n
i=1 ai∑n
i=1 bi
≥ m = min
i∈[1:n]
(
ai
bi
)
.
Proposition 7. For a, b ≥ 0 and r ∈ N,
(a+ b)r ≤ 2r(ar + br).
Proof: By the binomial expansion theorem,
(a+ b)r =
r∑
i=0
(
r
i
)
aibr−i
≤
r∑
i=0
(
r
i
)
(max(a, b))
r
= 2r (max(a, b))
r
≤ 2r (ar + br) .
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