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V  
PROLOGUE 
Big criteria 
Have Little criteria 
Upon their backs to bite'em. 
The small ones 
Have still smal1er 
And so on ad infinitum. 
Untitled verse in Herzog (1959:17) 
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CHAPTER ]  
INTRODUCTION 
The general objective of this thesis is to investigate alternative 
measurement models of complex organizational variables within~a multi­
variate, causal theory of interorganizational relations; as such it will 
be integrative of past research approaches and exploratory of new ap­
proaches. The central measurement problem is an old one in sociology 
namely, how to account for group effects when data are collected from in­
dividuals. The specific analysis is couched relatively uniquely in a re­
search arena of federated complex organizations where the causal theory 
will be reconstructed on the basis of the various measurement models and 
the results will be compared and evaluated in terms of implications for 
future research in complex organizations. The purpose of this intro­
duction is to specify the research problem and to state the research 
objectives. 
The Research Problem 
The research problem has three interrelated components: (1) develop­
ment of a theoretical orientation, (2) development of alternative variable 
measurements, and (3) comparison and evaluation of theories constructed by 
these alternative measurements. 
Development of a_ theoretica1 orientation 
The theoretical orientation will serve two important functions in 
tr.is research. First it will serve as a guide to relevant concepts and 
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their causal interrelationships. This means that the theory needs to be 
stated parsimoniously, precisely and in the form of causal statements. 
Second, the theory has to serve as an explanation for interorganizational 
relations. Because of the dearth of such formulations in the literature 
(Hall and Clark, 1969:1) related and similar works will be integrated in 
the attempt to develop such a theory. 
Development of alternative variable measurements 
Discussions of organizational and individual variables in the liter­
ature suggest that two different phenomena are involved; for example, the 
degree of communication within an organization (group variable) is quite 
different than the degree of communication by an individual within that 
organization (Blau, 1957:64). The analytical problem readily becomes 
one of measurement of such organizational variables (Blalock, 1970:106). 
A further problem is encountered with federated organizations where, "the 
units (member organizations, rather than integral departments) have their 
individual goals but there is some formal organization for the accomplish­
ment of inclusive goals..." (Warren, 1967:404-405). The focus of this 
work will be on the measurement of "federated" variable properties, which 
are somewhat analogous to group variable properties, versus "unit" vari­
able properties, which are analogous to individual variable properties. 
Seven alternative measurement procedures" for federated organizational 
i.e., "measurement models" (Ofshe et al., 1969) which in this work 
will refer only to various observations or response manipulation proce­
dures; "variable measures" refer to the specific operationalization of con 
cepts in the formal interview questions; "theoretical trodel", of course, 
refers to the specification of relationships between theoretical concepts. 
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variable properties will be developed and evaluated within two data re­
strictions: (]) data collected by survey interview techniques from feder­
ation units in time and (2) relatively small sample size. 
Comparison and evaluation of constructed theories 
The theoretical orientation serves as a beginning point for multi­
variate statistical model building (constructing) techniques for each of 
the seven measurement precedures. Seven final theoretical models will 
be developed and these will be compared and evaluated with respect to the 
particular measurements involved. 
The general research problem, then, is to integrate, clarify and 
rebuild a causal theory of interorganizational relations with special 
attention to alternative measurement models of federated complex organiza­
tional variables. 
Importance of the Research Problem 
The importance and uniqueness of the research problem lies in several 
areas. 
First, although much discussion and research on (a) interorganiza-
tional relations and (b) causal network analysis is found in the liter­
ature, there has been no systematic attempt to build a theory of inter-
organizational relations which is amenable to this analysis framework, 
i.e., a causal theory explanation for interorganizational relations. 
Second, assumptions concerning group versus individual properties 
also have been discussed extensively but in actual research efforts, one 
method of dealing with group (or organizational) properties is adopted 
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and thus, a comparison of alternative methods within a single research 
setting has never been attempted. 
Third, very little research has focused on the nature of federations. 
Fourth, although this work is primarily "discipline" oriented, the 
findings could be used in action programs to facilitate attempts to 
establish actual interorganizational relations. 
Research Objectives 
From the research problem, several specific research objectives 
follow: 
(1) to integrate related theoretical works into a causal theoretical 
model explanation of interorganizational relations. 
(2) to develop alternative measurement models and procedures for 
analyzing federated organizational variables. 
(3) to utilize alternative measurement procedures in statistically 
constructing a theoretical model. 
(4) to compare and evaluate reconstructed theories utilizing alter­
native measurement procedures for future utility in guiding research. 
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CHAPTER 2 
THEORY 
In this chapter several types of "theory" will be discussed: (1) 
propositional causal theory involving interorganizational relationships; 
(2) general issues, contentions and taxonomies ("theory") regarding the 
existence of organizational properties; (3) general measurement and oper­
ational approaches ("theory") to research applications of organizational 
variables. After these areas have been previewed a particular orientation 
will be developed for use throughout this dissertation. 
Complex Organization Theory 
In this section, "complex organization" will be defined, various 
theoretical orientations reviewed and a particular orientation developed. 
Complex organization def ined 
The term "complex organization" has been used synonomously with 
"forir«i organization," "largc-scale organization," and "bureaucratic 
organization" (Blau and Scott, 1962:4) and is usually characterized as 
one specific type of social organization, Blau and Scott (1962:4) define 
social organizations as "...networks of social relations and shared orien­
tations," and complex organizations as social organizations which "...have 
been deliberately established for a certain purpose." This definition is 
similar to Etzioni's (1964:3) definition of organizations: "...social 
units (or human groupings) deliberately constructed and reconstructed to 
seek specific goals." Such units, Etzioni continues, are characterized 
by (1) division of labor, (2) presence of one or more power centers and. 
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(3) substitution of personnel. In this v.'ork the term "complex organiza­
tion" and Etzioni's definition will be used to refer to the general class 
of units of analysis. 
Classification of theories of complex organization 
No one theory of complex organization has enjoyed consensus among 
social scientists and any attempt to classify various theories must be 
quite broad in order to be exhaustive; W. Richard Scott (1964:489-490) 
offers such a scheme. Scott discusses three approaches to organizational 
analysis: (1) behavioral--study of individuals' behavior within specific 
organizations; (2) structural--study of structural features and social 
processes which characterize specific organizations; and (3) ecological— 
study of the organization as an entity viewing it as a unit in the larger 
system. This third category is the area of emphasis in this dissertation. 
Two major types of relationships to the "larger system" are available in 
varying degrees to organizations: (1) vertical, whsrc the interacting 
units are forma!ly part of a larger inclusive ordered system; and (2) 
horizontal, where the interacting units are not formally part of a larger 
inclusive system. Federated organizations, which are the focus of this 
thesis, are an example of vertical relationships. Another example of 
vertical relationships is found with unitary organizations which are 
described by Warren (1967:404) as "...units (divisions, bureaus, and so 
on) deliberately organized for the achievement of inclusive goals." The 
complex organizational theoretical focus of this thesis, however, is in 
terms of explanations for horizontal relationships between federated 
organizations. This topic is discussed in detail in the next section. 
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Diagram 2.1 illustrates the various classifications of complex organiza­
tion theory discussed thus far in this chapter. 
SOCIOLOGICAL THEORY 
SOCIAL ORGANIZATION THEORY 
COMPLEX INFORMAL 
ORGANIZATION ORGANIZATION 
THEORY THEORY 
I 1 
Behavioral Structural Ecological 
I ^ 1 
Vertical Horizontal 
Unitary Federated 
Diagra .T!  2.! Class!f Icatlon scheme for theory of complex organizations 
Theories of horizontal relations among complex organizations 
As with most aspects of complex organization theory, theories of 
horizontal relationships among complex organizations have not been codified 
and are found in various journal articles and sections of books and re­
search reports. Three types of general conceptual discussions concerning 
interorganizational relations appear in the literature. The first deals 
with the various types of interaction, that is the various forms of inter­
action which may take place; the second deals with the environmental 
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preconditions necessary for interaction (of any type) to take place and 
the third focuses on intraorganizational unit preconditions. These 
three areas of conceptualization are dealt with below. 
Among the more frequently cited taxonomies of types of organizational 
interaction is that given by Thompson and McEwen (1958:23-31). These 
authors dichotomize organizational relations into cooperation and compe­
tition. Cooperation is further divided into: (1) bargaining, or "the 
negotiation of an agreement for the exchange of goals or services between 
two or more organizations"; (2) cooptation, or "the process of absorbing 
new elements into the leadership or policy determining structure of an 
organization"; and (3) coalition, or "the combination of two or more 
organizations for a common purpose." Other schemes for delineating types 
of relationships exist in the literature but it appears as if most of 
these conform closely to Thompson and McEwen's (Aiken and Hage, 1968; 
Finley and Capener, 1967; Leadley, 1969; Hall and Clark, 1969). The con­
cept of bargaining has especially received a great deal of attention 
and under the more general ruberic of exchange theory has formed one 
theory of organizational relations (Homans, 1958; Blau, 1964). Under 
Levine and White's (1963:588) broad formulation organizational bargaining 
or exchange includes "...any volunteer activity between two organizations 
which has consequencesj actual or anticipated, for the realization of 
their respective goals or objectives." 
The second conceptual consideration of interorganizational relations 
is the area of environmental preconditions for the establishment of inter' 
action. Again, although several schemes exist, they are similar in that 
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they specify certain needs which must exist in order for interaction to 
take place (Levine and White, 1963; Parsons, 1951). One system proposed 
by Litwak and Hylton (1962:397) includes three requirements for coordina­
tion or interaction to take place: (1) partial interdependence, (2) aware­
ness of this interdependence, and (3) expression in standard units of 
action. 
The third conceptual discussion focuses on the intraorganizational 
structural characteristics as preconditions for interorganizational 
relations. Very few works have focused on this particular orientation. 
Where intraorganizational characteristics have been associated with 
interorganizational relationships the direction of influence has usually 
been stated in the reverse form, i.e., from the environment to the organi­
zation; Thompson and McEwen discuss environmental influence on goal 
setting (1958:23-31); Dill discusses the influence of the environment on 
managerial autonomy (1958:409-443); Evan discusses environmental influence 
on decision making (1966:173-190• A notable exception to this orienta­
tion is Aiken and Hage's (1968:915) explanation for organizational estab­
lishment of interorganizational relations, namely the need for resources 
stimulated by internal innovation. These authors continue by saying that 
interorganizational relations, in turn, stimulate organizational diversity 
which, finally, increases inncvsticn; the essential point, however» is 
that initially interorganizational relations are a function of intraorga-
nizational characteristics (see Dillman, 1969; Klonglan, Dillman, Wright, 
Beal, 1969; Klonglan, Paulson, 1971). 
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The works of Aiken and Hage in this third conceptual area forms the 
basis for the theoretical orientation of the present work. 
The theoretical orientation 
Two topics will be discussed in this section: (1) the nature of 
causal theory in sociology; (2) the integrated causal theory orientation 
for this work. 
Causal analysis in sociology The analysis of causal models has 
recently become a very popular approach in sociological research. The 
digital computer has made a variety of multi-variate statistical tech­
niques available to the sociologist which he never had before. In addi­
tion, the application of general multi-variate techniques to social 
science research problems by Blalock (I96I) and others (Duncan, 1966; Land, 
1969) have made them more meaningful and, thus, still more accessable. 
The particular statistical causal analysis utilized in the present work 
are presented in chapter four; however, the analyses of causal theories 
requires certain assumptions and conditions of the theory, A brief dis­
cussion of these will precede the presentation of the theoretical orien­
tation. 
(1) Blalock (1961:9) refers to Bunge for his definition of cause: 
According to Bunge, one of the essential ingredients in the 
scientist's conception of a cause is the idee of "producing," 
a notion that seems basically similar to that of forcing. If 
X is a cause of Y, we have in mind that a change in X produces 
a change in Y and not merely that a change in X is followed by 
or associated with a change in Y. Thus although the idea of 
constant conjunction may be made a part of one's definition of 
causality, conjunction is not sufficient to distinguish a 
causal relationship from other types of associations. 
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(2) Blalock (1961:6) discusses the idea of a theory of cause versus 
measurement of cause: 
One admits that causal thinking belongs completely on the 
theoretical level and that causal laws can never be demon­
strated empirically. But this does not mean that it is not 
helpful to think causally and to develop causal models that 
have implications that are indirectly testable. In working 
with these models it will be necessary to make use of a whole 
series of untestabie simplifying assumptions... 
(3) Relationships between variables in a causal theory have been 
referred to as "causal chains" (Blalock, 1968:158); for example, if 
variate A causes variate B, and variate B causes variate C, a chain of 
events (variable changes) beginning with A and ending with C is formed. 
(4) Such theoretical causal chains may be diagrammed for clarity, 
where, by convention, arrows between variable changes or events denote 
direction of causation. Such a diagram is usually referred to as a 
"model." A model may include several connected causal chains and as such 
may be referred to as a network of causal chains. An example diagram of 
the causal model posited in (3) above is given as follows: A »B . 
(5) Several assumptions are usually made about causal models: 
(a) "A," or the first event, is "exogenous" (Blalock, 1961:54) 
meaning that it is produced or caused by variables not included in the 
mode 1. 
(b) All other variables ("B" and "C") are assumed to be caused 
by variables in the model thus positing a "closed system." 
(c) The causal relationships are usually assumed to be "asym­
metrical" that is, they are in one direction only (e.g., A causes B, but 
B never causes A). Such an assumption is a simplifying one and will be 
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assumed in this work. Analysis of symmetrical or feedback relationships 
has been discussed by Blalock (1969) and others (Coleman, 1968:428-478). 
(6) An important distinction can be made between the existence of 
causal relationships and the relative importance of such relationships 
(Blalock, 1968:187). For example, in the model, 
A and 8 are both assumed to be exogenous variables and causes of C, how­
ever, if A is responsible for most of the change in C, interpretation will 
be quite different. Statistical techniques for determining such relative 
importance of variables are discussed in Chapter 3. 
(7 )  The distinction between positive (+) and negative (-) relation­
ships also is important for interpretation. In the model, 
A  — — 5 > B  — s C  
an increase in A produces an increase in B and an increase in B causes a 
decrease in C. 
(8) The idea of indirect causes may also be important for interpreta­
tion. For example, in the model, 
A » B ^ C 
although there is no direct relationship of A to C, an indirect relation­
ship may exist from A to C through B. 
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The works of Aiken and Hage integrated The theoretical orienta­
tion for this work consists of an integration and modification of the 
works of Aiken and Hage into a multi-variate causal model explanation of 
interorganizational relations. The reasons for utilizing only these 
authors' works are as follows: (1) although many authors use the same 
"words" in characterizing organizations they are nominally defined and 
measured in various ways—in all the works reported here the concepts are 
consistent in definition and measurement. Such a condition is desirable 
for any attempt at integration; (2) the nominal definitions and operation­
al measures of variables are clearly specified which is not the case with 
many publications in this conceptual area; (3) relationships between con­
cepts are stated in propositional form—a prerequisite for causal analysis; 
(4) time sequence between changes in variables is implied; (5) the vari­
ables which Aiken and Hage use are those which have appeared often in the 
literature, thus this work provides an opportunity to codify widely used 
concepts in one framework. 
The variables (concepts) and nominal definitions will be presentad^^ 
first, followed by a discussion of the integration procedure and then a 
final model for analysis with a summary discussion. 
(1) Interorganizational relations—interdependence among complex 
organizations on the basis of resource need (Aiken and Hage; 19^8?912-915)-
(2) Organizational complexity—specialization of an organization in 
terms of personnel skills and training, and number of specific tasks 
(Hage, 1965:294). 
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(3) Organizational centralization--hierarchy of authority with 
respect to involvement in decision making (Hage, 1965:295). 
(4) Organizational formalization—standardization of behavior within 
an organization (Hage, 1965:295). 
(5) Organizational stratification—individual status mobility within 
an organization (Hage, 1965:295). 
(6) Organizational innovation--flexibi1ity in adapting to the chang­
ing environment (Hage, 1965:292). 
(7) Organizational effectiveness--degree of goal attainment (produc­
tion) (Hage, 1965:293). 
(8) Organizational efficiency--amount of resources expended relative 
to goal attainment (cost) (Hage, 1965:294). 
(9) Job satisfaction--morale of organizational members (Hage, 1965: 
294). 
Although Aiken and Hage, individually or together, have published 
seven articles and one book which relate, in some way, to these concepts 
(Hage, 1965; Aiken and Hage, 1966; Hage and Aiken, 1967a; Hage and Aiken, 
1967b; Aiken and Hage, I968; Hage and Aiken, 1969; Hage and Aiken, 1970; 
Aiken and Hage, 1971), only three works will be referred to in this sec­
tion (Hage, 1965; Aiken and Hage, I968; Hage and Aiken, 1970). The prop­
ositions which involve the above concepts are all found in these works 
and, generally, expanded with further discussion in the others. The major 
work on which all the others build is Hage's I965 article, "An Axiomatic 
Theory of Organizations." The following statements are taken directly from 
from Hage's work and provide an overview of it. 
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The major purpose of this paper is to suggest a theory of orga­
nizations in an axiomatic format. Eight variables are related 
to each other in seven simple, two-variable propositions. These 
seven propositions are then used to derive twenty-one corol­
laries. .. .The eight variables are formal characteristics of or­
ganizations: four of the variables represent organizational 
means, and four represent organizational ends....A major con­
sideration in the choice of the variables was that they be gen­
eral enough so that they could be applied to any kind of orga­
nization....Although the original variables were selected on 
an ad hoc basis, they have some theoretical justification. The 
four ends were suggested by the work of Parsons, Bales, and 
their associates on the four functional problems of a social 
system (although they might disagree with the author's inter­
pretation). Production is equivalent to their goal achieve­
ment; efficiency is equivalent to their integration; job 
satisfaction is equivalent to their tension mangement; and 
adaptiveness is equivalent to their adaptation. The four means 
are major characteristics of organizations: complexity is a 
measure of how many specialties are utilized, centralization 
is a measure of how power is distributed, formalization is a 
measure of how many rules are used, and stratification is a 
measure of how rewards are distributed....Central to the theory 
are seven propositions, which have been drawn from the writings 
of Weber, Bafrrant, and^hompson.~.l?eBir's model can be formu­
lated into the following three propositions: 
I. The higher the centralization, the higher the produc­
tion. 
II. The higher the formalization, the higher the efficiency. 
III. The higher the centralization, the higher the formal­
ization. ... 
Barnard also noted that stratification reduced adaptiveness.... 
All of these ideas can be expressed in three propositions: 
IV. The higher the stratification, the higher the produc­
tion. 
V. The higher the stratification, the lower the job satis­
faction. 
VI. The higher the stratification, the lower the adaptive-
ness.... 
Thompson noted that a proliferation of occupational specialties, 
particularly those requiring long periods of training results 
in an undermining of hierarchical authority....These ideas can 
be summarized as proposition VII. 
VII. The higher the complexity, the lower the centraliza­
tion. 
Hage then goes on to "derive" 21 corollaries by rules of syllogisms. 
These corollaries will not be used in the present work for two reasons: 
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(1) comments on Hage's article by Barton (1965:134-139) and Ferman (1965: 
139-141) question the use of such logic; "In 'applying the simple rules 
of the syllogism' to his postulated propositions to the corollaries, Dr. 
Hage commits a simple logical error....If X causes Y, and Z causes Y 
then X need not be correlated with Z" (Barton, 1965:135-136); (2) the 
derived corollaries essentially imply that each variable causes each 
other variable; for the purpose of this work the concern is only initial 
causal direction at one point in time and thus feedback relationships 
will not be considered. Hage's general idea of "means" and "ends" implies 
that, at the initial point, the relationships are asymmetrical. Diagram 
2.2 illustrates Hage's seven propositions in a causal model diagram; note 
that (a) the arrows point in the direction of implied causation (e.g., 
complexity causes centralization which, in turn, causes formalization, 
etc.), (b) Roman numerals refer to Hage's propositions and (c) all rela­
tionships are assumed to be positive unless a minus (-) sign is shown in 
which case a negative relationship is posited. 
Diagram 2.2 Causal relations among eight variables implied from Hage's 
(1965) seven propositions 
ORGANIZATIONAL MEANS ORGANIZATIONAL ENDS H 
(COMPLEXITY 
(-) ^(CENTRALIZATION)^! I I 
(FORMALIZATIONXII 
(JOB SATISFACTION) 
(INNOVATION) (STRATIFICATION^ 
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The second work of Importance to the theoretical orientation is 
Aiken and Hage's 1968 article, "organizational interdependence and intra-
organizational structure." The authors state six general assumptions 
and five resulting research hypotheses (Aiken and Hage, 1968:915); note 
that "diversity", as Aiken and Hage use the term, is a composite of 
complexity, internal communication, centralization and formalization. 
Assumptions : 
I. Internal organizational diversity stimulates organiza­
tional innovation. 
II. Organizational innovation increases the need for re­
sources. 
III. As the need for resources intensifies, organizations 
are more likely to develop greater interdependencles 
with other organizations, joint programs, in order to 
gain resources. 
IV. Organizations attempt to maximize gains and minimize 
losses in attempting to obtain resources. 
v. Heightened interdependence increases problems of in­
ternal control and coordination. 
VI. Heightened interdependence increases the internal di­
versity of the organization. 
Hypotheses: 
1. A high degree of complexity varies directly with a high 
number of joint programs. 
2. A high degree of program innovation varies directly with 
a hiyn number of joint programs. 
3.  A high rate of internal communication varies directly 
with a high number of joint programs. 
4. A high degree of centralization varies inversely with a 
high number of joint programs. 
5.  A high degree of formalization varies inversely with a 
high number of joint programs. 
The concepts of interdependency (joint programs) or interorganiza-
tional relations and internal communication are additions to the 1965 
article cited above; internal communication (and hypothesis 4) is not used 
in this work because it was not part of the original axiomatic framework 
and its place In the causal ordering cannot easily be determined. The 
remaining four hypotheses are shown in a causal model diagram in 
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Diagram 2.3- Again, the feedback relationships are not considered in 
the present work. 
(COMPLEXITY 
(CENTRALIZATION 
(FORMALIZATION 
(INNOVATION' 
Diagram 2.3 Causal relations among five variables implied from Aiken 
and Hage's (1968) four hypotheses 
The third work by Hage and Aiken which relates to the theoretical 
orientation is a book entitled, Social Change in Complex Organizations. 
In this work the authors attempt to provide a manual for social actionists 
in terms of stimulating program change or organizational innovation. 
Seven basic hypotheses are presented (Hage and Aiken, 1970:33-53). 
(1) The greater the complexity, the greater the rate of 
program change. 
(2) The higher the centralization, the lower the rate of 
program change. 
(3) The greater the formalization, the lower the rate of 
program change. 
(4) The greater the stratification, the lower the rate 
of program change. 
v5) The higher the volume of production [effectiveness], 
the lower the rate of program change. 
(6) The greater the emphasis on efficiency, the lower the 
rate of program change. 
(7) The higher the job satisfaction, the greater the rate 
of program change. 
The rationale for each hypothesis is given in their work and will 
be partially incorporated into the rationale for the theoretical 
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orientation of this work. Diagram 2.4 shows these hypothesized relation 
ships in causal diagram form. 
(COMPLEXITY)^ 
(CENTRALIZATION) 
(FORMALIZATION)-
(STRATIFICATION) 
(EFFECTIVENESS)-
(EFFICIENCY)--^ 
(JOB SATISFACTION 
Diagram 2.4 Causal relations among eight variables implied from Hage 
and Aiken's (1970) hypotheses 
NNOVATION 
The complete theoretical model of this research is shown in Diagram 
2.5. This diagram is an integration of Diagrams 2.2, 2.3 and 2.4 and is 
thus an integrated causal theory of interorganizational relations derived 
from the works of Aiken and Hage. 
Of particular importance to causal theory is the idea of time 
sequence. The model shown in Diagram 2.5 implies six time periods as 
shown at the bottom of the diagram. Once again, the time sequence 
assumes the initial causal ordering of events. The rationale for the 
time periods and sequence of events (changes in variables) is as follows: 
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Diagram 2.5 Integrated model of causal relations among nine variables implied from Aiken and Hage's 
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(1) Initially an organization has a certain degree of specialization 
of skills and tasks (complexity) and status mobility (stratification). 
(2) As complexity increases, the types of decisions to be made be­
come more specified and more persons have either particular skills needed, 
or related job roles to qualify, for participation in specified decision 
making—decision making becomes more diffused and decentralized. 
(3) As decision making becomes decentralized, the formal mechanisms 
for control of behavior become less effective due to lack of interpersonal 
contact, and informal methods, within decision making groups, replace 
them—formalization decreases. 
(4) The increase of specialized skills and decentralization of 
decision making, and decrease in formality of behavior standards has 
occurred during the period in which status mobility has been increasing 
(i.e., stratification decreasing) the effect of which is to (a) put a 
strain on effectiveness: when mobility is easier, effectiveness of goal 
attainment goes down; on the other hand when decentralization takes place 
effectiveness of goal attainment increases; the outcome, for effective­
ness, will be a function of the relative strengths of the effects of 
centralization and stratification; (b) efficiency of goal attainment 
decreases and (c) job satisfaction increases. 
(5) The effects of all these variables increase organizational inno­
vation. 
(6) Interorganizational relations are increased by the general in­
crease in organizational innovation and complexity, and by the decreases 
in organizational formalization and centralization. 
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Statement of hypotheses 
In this work no formal statement of two-variable hypotheses will be 
made. The diagrammatic models of variable relationships will serve as 
hypothesized models. Since the variables in a causal theory are assumed 
to be part of a larger network of relationships, isolation of two-variable 
relationships is not meaningful and a statement of the entire multi­
variate model as a hypothesis in prose form would be unweildly. 
Organizational Properties and Their Measurement 
Discussions in the literature concerning the properties or character­
istics of organizations and the measurement of such properties are often 
dealt with simultaneously. However, a distinction between these topics, 
when possible, is useful as a clarification of levels of abstraction; 
the former is generally more abstract than the latter. A few authors 
make the distinction explicit; Barton (1961:61) in referring to organiza­
tional measurement distinguishes "...the substantive nature of the vari­
able and the formal nature of the measurGmcnt"; Tcnnenbaum and Sachman 
(1964:594) state that they would like "...to maintain the important 
distinction between a structural concept and a structural measure." 
A third level might also be introduced which is the particular measuring 
instruments. In this section the first two general topics will be dis­
cussed. The third topic will be discussed in Chapter 3-
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Organizational properties 
Although the major focus of this work is complex organization, many 
relevant discussions refer to "groups" or "collectives." The literature 
cited in this section is of this nature. 
A topic of general discussion throughout the history of sociology has 
been the nature of group characteristics (properties) and individual 
characteristics. The central question of such discussions has been, to 
what extent can groups of individuals have properties which are different 
from properties which individuals can have? A historical review of intro­
ductory textbooks in sociology reveals that (1) the issue has always 
been a part of sociological thinking and (2) while various positions have 
been taken, the general orientation is to acknowledge that both types of 
properties do exist. "Group" may be defined as any collection of persons 
who are bound together by a distinctive set of social relations (Broom 
and Selznick, 1963:31). One type of group, of course, is a complex 
organization. The following are excerpts from introductory sociology 
books. 
We do not deal with the metaphysical conception of a fictitious 
individual, on the one hand, nor are we, on the other hand, 
any longer speculating about "society," as though it were an 
affair independent of persons, and leading a singular and supe­
rior order of life apart from persons. We see that human 
society in all times and places is the combined activities of 
persons vvho reset upon each other in countless ways. (Albion 
W. Small. General Sociology, 1905:473). 
...considered as a social unit, the individual man has physi­
cal traits, such as degrees of strength, activity, endurance, 
which affect the growth and structure of the society. He is 
in every case distinguished by emotional traits which aid, or 
hinder, or modify, the activities of the society, and its 
developments. Always, too, his degree of intelligence and the 
tendencies of thought peculiar to him, become co-operating 
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causes of social quiescence or social change. (Herbert Spencer. 
The Principles of Sociology, 1910:9). 
That which constitutes "society" is evidently types of recipro­
cal influencing. Any collection of human beings whatsoever 
becomes "society" not by virtue of the fact that in each of the 
number there is a life-content which actuates the individual as 
such, but only when the vitality of these contents attains the 
form of reciprocal influencing. Only when an influence is 
exerted, whether immediately or through a third party, from one 
upon another has society come into existence in place of a mere 
spatial juxtaposition or temporal contemporaneousness of succes­
sion of individuals. (Park and Burgess. Introduction to the 
Science of Sociology, 1921:349). 
In other words "society" and "persons" do not denote separable 
phenomena, but are simply collective and distributive aspects 
of the same thing, the relation between them being like that 
between other expressions one of which denotes a group as a 
whole and the other the members of the group, such as the army 
and the soldiers, the class and the students, and so on.... 
So far, then, as there is any difference between the two, it is 
rather in our point of view than in the object we are looking at; 
when we speak of society or use any other collective term, we 
fix our minds upon some general view of the people concerned, 
while when we speak of persons we disregard the general aspect 
and think of them as separate. (Cooley, Angel 1 and Carr. 
Introductory Sociology, 1933 =71). 
A major objective of this book is to explore the following 
general principle: the way men behave is largely determined 
by their relations Lô each other and by their membership in 
groups. The more fully these relations are understood, the 
better will be the comprehension of why and how people act 
as they do. (Broom and Selznick. Sociology, 1955=15). 
Sociology begins with two basic facts: The behavior of human 
beings shows regular and recurrent patterns, and human beings 
are social animals and not isolated creatures. (Ely Chinoy. 
Society, An Introduction to Sociology, 1967:23). 
A more specialized contemporary literature devoted to this topic 
follows the above general orientation and focuses on specific issues 
within it. One of three approaches is generally taken: (1) classifica­
tion of types of properties of groups and individuals; (2) methods for 
determining existence and effects of group properties; (3) measurement 
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of group properties. The first approach sets a framework for a discussion 
of the entire topic and will be presented here; the latter two will be 
discussed below under "Organizational Measurement." 
Lazarsfeld and Menzel (1969:500-501) mal<e the distinction between 
properties of collectives and properties of members of collectives: 
A collective may be an element of a proposition; that is, 
it is one of a set of units which are regarded as comparable 
in the sense specified above: the same set of properties is 
used to describe all the elements. These elements are col­
lectives if each is considered to be composed of constituent 
parts, called members, which are regarded as comparable in 
their turn. 
These authors also present a typology of properties describing collectives 
and members (1969:503-509). 
I. Properties of Collectives 
A. Analytical. These are properties of collectives which 
are obtained by performing some mathematical operation 
upon some property of each single member. 
B. Structural. These are properties of collectives which 
are obtained by performing some operation on data 
about the relations of each member to some or all of 
the others. 
C. Global. These are properties of collectives which 
ore not based on information about the properties of 
individual members. 
11. Properties of Members 
A. Absolute. These properties are characteristics 
of members which are obtained without making any use 
either of information about the characteristics of the 
collective, or of information about the relationships 
of the member being described to other members. They 
thus include most of the characteristics commonly used 
to describe individuals. 
B. Relational. These properties of members are computed 
from information about the substantive relationships 
between the member described and other members. 
C. Comparative. These properties characterize a member 
by a comparison between his value on some (absolute 
or relational) property and the distribution of this 
property over the entire collective of which he is 
a member. 
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D. Contextual. These properties describe a member by 
a property of his collective. 
Selvin and Hagstrom (1963:402) distinguish between: 
...aggregative properties, which are based on characteristics 
of smaller units within the group being described, and integral 
properties, which are not based on smaller units. 
Kendall and Lazarsfeld (1955:298) delineate three types of character­
istics: 
(1) syntality—performance of the group acting as a whole. 
(2) structure—particulars of internal structure and inter­
action. 
(3) population—characteristics of the population [of indi­
viduals] . 
Other authors delineate specific characteristics which they hold to 
be actual group, collective, or organizational properties. Merton (1957: 
310-324) lists 26; Hemphill and Westie (1955=324-325) list 14; Cattell, 
Saunders and Stice (1953=331-356) list 15. 
The concern of the works listed in this section is primarily concep­
tual. The more empirical measurement approaches to organizational proper­
ties are given In the next section. 
Organizational measurement 
The major concern from this point on in this thesis will be analyti­
cal and structural properties as discussed by Lazarsfeld and Menzel; such 
properties, of course, originate front? absolute and relational properties 
of members. One of two approaches seems to dominate discussion of mea­
surement of organizational (or collective, or group) properties: (1) 
concern for determining the effect of a property (i.e., group or indivi­
dual); (2) concern for accounting for such an effect in measurement. 
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Variable effects Essentially, the first approach is an attempt 
to determine the validity of moving conceptually and empirically from 
absolute-relational properties to analytical-structural properties when 
the researcher has data collected from, and relating to individuals. 
Invalid conceptual moves of this type are usually classified as types of 
ecological fallacies. 
W.S. Robinson (1950:351-357) discussed the relationship between 
ecological correlations (correlation between two analytical variables) 
and individual correlation (correlation between absolute variables). 
Robinson demonstrated that inferences from ecological correlations to 
individuals' behavior are misleading and can be false (ecological falla­
cies). After Robinson's article was published, several authors made 
comments on and extensions of Robinson's basic idea. Menzel (1950:674) 
commented that: 
it seems to me that ecological correlations may be of great 
value even without reflecting individual correlations, and 
that they are indeed used by many researchers without any 
thought of serving as substitutes for the latter. 
Leo Goodman (1953:663) pointed out that: 
...in general the study of the regression between ecological 
variables cannot be used as substitutes for the study of the 
behavior of individuals in very special circumstances the 
study of the regression between ecological variables may be 
used to make inferences concerning the behavior of individuals. 
Duncan and Davis (1953:665) state that: 
...even if the investigator is concerned with the individual 
correlation, data classified by area may be of service.... 
Under favorable conditions, the individual correlation may be 
determined to a fair approximation, using principles set forth 
by Yule for testing consistence of data and for drawing infer­
ences from incomplete data. 
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Riley (1963:704) discusses ecological fallacy as "aggregate fallacy." 
One of the most comprehensive discussions of aggregative fallacies is 
given by Merritt and Rokkan (1966:131-190). These authors discuss two 
types of aggregative fallacies (1966:164). 
The group fallacy (and, as a special case, the ecological 
fallacy) results from the difference between units of obser­
vation and units of inference. The danger of committing this 
fallacy is always present when the unit to which the inference 
refers is smaller than the unit either of observation or of 
counting....The danger of the individualistic fallacy is then 
present when the units of observation or counting are smaller 
than the units to which inferences are made. 
The above discussions are useful for making conceptual distinctions 
between the type of data collected and inferences made from it. Several 
authors attempt to go further in this area and offer empirical methods 
for determining if an absolute-relational variable may serve as a basis 
for constructing an analytical-structural variable. The essential pro­
cedure is to determine if a variable has a "structural" (or "composi­
tional") effect; essentially such terms may be replaced by "normative." 
!f a "structurai effect" is operating then the norms of the group are 
affecting individuals through reinforcement by socialization and reward 
systems; as Blau (1957:64) states, 
The general principle is that if ego's X affects not only ego's 
Y but also alters' Y, a structural effect will be observed, 
which means that the distribution of X in a group is related 
to Y even though the individual's X is held constant= Such a 
finding indicates that the network of relations in the group 
with respect to X influences Y. It isolates the effects of 
X on Y that are entirely due to or transmitted by the processes 
of social interaction. 
This orientation suggests that to determine if a variable is a structural 
variable ("analytical-structural") its effect on another (criterion) 
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variable must be observed. Contingency analysis is used by Blau ( I96O:  
181) for this purpose. 
To isolate the structural effects of pro-client values, groups 
are divided on the basis of whether or not a majority of group 
members favors raising the assistance budget for all clients, 
and within each type of group, individuals are divided into 
those that favor an increase in assistance for all clients and 
those that do not. 
James Davis (1961) uses an approach similar to Blau (I96O) only employs 
regression analysis. Tannenbaum and Bachman (1964:585-595) use Blau's 
(i960) approach only they introduce a matching technique into the design 
for further control. Davis, Spaeth and Huson (1961:220) suggest that a 
"...'pure' group effect [is one] in which we observe a between groups 
difference related to [a criterion] but no within group difference at 
all." The authors term such a group effect a "compositional" effect 
where groups are subdivided ("within group") on the basis of categories 
of the compositional variable. 
Accounting for organizational effects in measurement Once the 
assumption is made that a variable is an organizational ("structural," 
"compositional," "normative") property, a further problem is encountered 
in attempting to reflect this information in measurement. Several alter 
natives are suggested in the literature and as seen by this author form 
six general orientations. 
(1) Use each member response as a unit of analysis, ignoring organi 
zational membership—this is analogous to treating the variable as an 
individual effect. Here the assumption is that the individual response 
actually includes organizational (as well as all other) effects. 
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(2) Obtain, for each organization, as a unit of analysis, a measure 
of central tendency where each member's response is weighted equally. 
This approach has been used by Davis, Spaeth and Huson (1961:222). 
If more than one element is sampled from a given collectivity, 
the sample is heavily clustered, and the effective sample 
size is much less than the number of individual samples.... 
Our current convention is to proceed as if N is equivalent to 
the number of aggregates, but this is a conservative convention 
and wasteful of data. 
(3) Obtain, for each organization as a unit of analysis, a weighted 
measure of central tendency where level's (subgroups of members) responses 
are averaged and an overall organizational mean is computed from these. 
Hage and Aiken ( I967a :506) have suggested such an a l ternat ive.  
The organizational score for a given variable was determined 
by computing the average of all social position means in the 
agency. The procedure for computing organizational scores 
parallels the method utilized in selecting respondents. It 
attempts to represent organizational life more accurately by 
not giving disproportionate weight to those social positions 
that have little power and that are little involved in the 
achievement of organizational goals. 
Smith and Tannenbaum (1963=304) also used this method. 
The amounts of actual and ideal control exercised by each of 
the hierarchical levels in a given organizational unit were 
computed by averaging the judgments of respondents (members and 
officers separately) regarding each of the levels....Actual 
and ideal total control were computed for each organizational 
unit simply by summing the amount of control reported to be 
exercised by or 'desired' for the various hierarchical levels. 
The magnitude of these scores is, of course, a function of the 
amount of influence attributed to each level and the number of 
organizational levels in the unit considered, 
(A) Obtain, for each member as a unit of analysis, a score based upon 
his own response plus an organizational (2 above) or level (3 above) 
measure of central tendency (or norm, see Marsh and Coleman, 1954) thus 
weighting the respondent for the organizational effect yet allowing his 
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own effect to be included in the measurement. Merritt and Rokkan call for 
such an approach (1966:166). 
Too often, survey research ignores the objective context in 
which individuals live; too often, the individual's responses 
are interpreted at face value. In this way social research 
bypasses an important chance to derive macrotheory partly from 
individual measurements....Problems of inference, and in gen­
eral the analysis of this type of research, have remained 
largely unexplored, and, as they cannot be discussed here, 
we must rest with the assertion that indeed individual measure­
ments and aggregate data should be combined. 
Anant Saxena (1970:31) utilized an analogous approach in research where 
village (system) mean adoption level was added to village members' adop­
tion level. Saxena concludes: 
Even clearer support for joint contribution of individual 
and system variables was provided when several independent 
variables were combined in the multiple correlation. An 
increase of 19 percent of the variance in innovâtiveness was 
found in India by combining both individual and system measures 
of the eight variables in a multiple correlational analysis. 
The increase in explained variance due to such simultaneous 
consideration was 5 percent in Nigeria. 
(5) Use the same procedure as 4 above only subtract the organiza­
tional or level measure of centra! tendency thus controlling for the 
organizational effect allowing "pure" individual effects to be analyzed. 
(6) Assign to each organizational member, as a unit of analysis, the 
organizational or level measure of central tendency—such a procedure 
allows for the organizational effect to be the only effect analyzed but 
also allows greater degrees of freedom than with the similar methods 
given (2 and 3) above. Saxena (1970:17) has utilized this method. 
The system-level measures are designated as the norms of the 
systems and are computed as the central tendency for each 
system on the individual-level measures. Accordingly, every 
individual in a social system is assigned the same score for 
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the system variables, but these scores differ from system 
to system depending upon the central tendency of these systems 
on individual-level measures. 
Thus each alternative with corresponding assumptions attempts to 
account for the organizational effect in the measurement of organizational 
(analytical-structural) variables. The specific models and techniques 
derived from the above and preceding subsections, which were utilized in 
this work, are given in the next section. 
Alternative models for analysis 
The current work, as described in Chapter one is concerned with 
"federated effects on organizational units." This orientation is differ­
ent from the various studies cited in this chapter only in degree. That 
Is, the federation is analogous to the above discussions of collectives, 
groups and organizations; the organizational unit within the federation 
is analogous to the above discussions of members and individuals. This 
work assumes that essentially the same procedures can be applied to the 
study of federations as can be applied to these other units of analysis. 
Two topics will be discussed in this section which relate to the current 
work: (1) method selected to determine federated effects; (2) models of 
(federation effects) measurement selected for investigation. 
Method for determining federated properties The various methods 
described in the above section all utilize a criterion variable to 
determine if an independent variable is a structural effect. The primary 
concern of this work is not in terms of the structural effect of one vari­
able on another but rather it is concerned with learning if a variable is 
more of a property of a federation or of a unit within a federation. A 
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crucial criterion, then, is the degree to which differences within a fed­
eration with respect to a variable, are less than differences between fed­
erations. That is, if the differences within a federation are signifi­
cantly smaller than differences between federations, this work assumes 
that the variable is a norm of that federation (i.e., federation property). 
This line of reasoning follows that of Davis, Spaeth and Huson (1961:220). 
Following Hage and Aiken (1967a:506), and Smith and Tannenbaum (1963:304), 
the same statements may be made concerning federation levels; that is, if 
there is less difference within a level of a federation than there is 
between federations then this work assumes that the variable is a norm of 
that level of the federation (i.e., federation level property). 
Chapter three will discuss in detail the statistical operations 
employed in testing for this criterion; essentially analysis of variance, 
blocking for level with federations as treatments, will be used. 
Measurement models A major criterion for selecting measurement 
models of variables to be used in causal analysis is that the number of 
final observations must be relatively large so as to keep the effect of 
measurement and other non-systematic errors low. This criterion rules 
out the use of alternatives 2 and 3 above under "accounting for organiza­
tional effects in measurement" because if the research involves, for 
cXuiMplc, eight federations of 12 units each, the final number of cbseî 
vat ions under these alternatives would be eight federation means. Alter­
natives 1, 4, 5, and 6 will be utilized as they allow a large enough 
number of observations (96 in the example) to utilize current causal 
model analysis techniques. 
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Specifically, these models define the observations, alternatively, 
as follows: 
(1) the original unit observation. 
(2) the original unit observation plus the mean of the unit's feder­
ation. 
(3) the original unit observation plus the mean of the unit's feder­
ation level. 
(4) the original unit observation minus the unit's federation mean. 
(5) the original unit observation minus the unit's federation level 
mean. 
(6) the unit's federation mean. 
(7) the unit's federation level mean. 
Each of these measurement models will be employed separately in 
analyzing the causal model referred to earlier under "theoretical orienta­
tion" and the results will be compared. This part of the present research 
is exploratory; that is, no hypotheses were made concerning differences 
or similarities in results but rather the attempt was to learn by general 
induction something about the nature of alternative measurement models of 
properties of complex federated organizations. 
CHAPTER 3 
METHODS 
The purpose of this chapter is to present and discuss the research 
procedures and techniques used in gathering and analyzing data for this 
dissertation. Four broad areas will be discussed: (1) data sources, 
(2) data collection, (3) variable measures, and (4) statistical proce­
dures. 
Data Sources and Collection Procedures 
The data analyzed in this work were originally collected for the 
U.S. Public Health Service by Iowa State University (see Klonglan and 
Paulson, 1971). The objectives of that project necessitated collection 
of health related organizational data on multi-county and county organi­
zational units in two seven-county areas of Iowa and on state (Iowa) units 
of 35 federations on a purposive rather than random selection basis. 
Purposive sample selection is not unusual in organizational studies, 
especially when the units form a substantial part of the organizational 
population (Aiken and Hage, 1966:502; Hall, Haas and Johnson, 1967:907) 
as was the case in this project (Klonglan and Paulson, 1971:39). The 
population of organizations from which the sample was drawn was defined 
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the area of health and an organizational structure encompassing the state 
of Iowa" (Klonglan and Paulson, 1971:39)-
Eight federations and 93 federation units were selected from the 
original sample for study in this thesis. A major criterion in selecting 
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the federations from the original study was that the federation had to have 
at least one state-wide level unit with multi-county ("district") and 
county units in each of the two seven-county areas of Iowa. This require­
ment was necessary for the analysis by federation level as discussed in 
Chapter Two. From the original study it was found (Klonglan and Paulson, 
1971:30) that: 
For many of the organizations, the county levels carry out the 
programs and services of the organization, the district level 
acts as a consultant and control in terms of the programs, and 
the state level is the initiator of the programs. In the case 
of most private and professional organizations, funds are col­
lected at the county levels but dispersed from the state level. 
For public and interorganlzational organizations funds are 
usually collected and dispersed at the utate level. There are 
a great many variations of these procedures in terms of functions 
of the levels, however, the division seems to be a major variable 
in terms of explaining differences within organizations. 
The federation and unit sample for the present work is given in 
Table 3-1• 
Table 3-1 Number of organizational units by level and federation 
Unit Federation 
Unit Level 
State Multi-County County TOTAL 
Cancer Society 1 4 6 11 
Heart Association 1 2 8 11 
Tuberculosis Association 1 2 8 11 
Cornnriun i ty Health Service 1 4 5 14 
Department of Social Services 1 2 8 11 
University Extension Service 1 2 7 10 
Farm Bureau Federation 1 6 7 14 
Medical Society ] 3 7 11 
TOTAL 8 25 60 93 
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The principle source of data for each unit was the person occupying 
the "top administrative position" as defined by the federation itself. 
In units where administrators were both paid and voluntary, the paid 
administrator was selected as the respondent. For all federations except 
the Department of Social Services, the multi-county and county units 
had very few (1-5) members where "members" includes any individual with 
access to policy setting mechanisms. The reliability of using one respon­
dent per multi-county and county unit, then, is assumed to be quite high; 
Allen Barton (1961:62) comments on this situation. 
One troublesome problem arises when organizational character­
istics are indicated not by the aggregated perceptions of a 
sample of members but by the perceptions of a single informant; 
or when the researcher makes his own rating based on unsystem­
atized impressions. Such ratings or descriptions may actually 
be more valid than the perceptions of samples of rank-and-file 
participants, if they are made by people with special access 
to information. However, they open the possibility of severe 
personal bias on the part of informants or researchers or of 
simply inaccurate description by the poorly informed. 
The reliability of using one respondent at the state level unit is 
somewhat less, however, because membership is larger (o-lOO); in three 
cases (Department of Social Services, University Extention Service, and 
Medical Society) various respondents were consulted for various kinds 
of data; nevertheless, no two individuals contributed data relating to 
any one concept. 
After preliminary contacts and legitimation of the study with the 
federations personal interviews using structured interview schedules 
were conducted. These interviews ranged from 2 to 4 hours for completion 
of a schedule, depending upon elaboration by the respondent. 
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The actual personal data collection was completed between June 15, 
1969 and September 15, 19^9 and took place at the business offices or 
homes of the respondents. In a few cases other persons were present. 
However, in these instances it was believed that responses were not 
influenced by the presence of others. Data were collected from all 
state and multi-county level units of the federations selected for study; 
however, time and resource limitations made it impossible to collect the 
same amount of data from all county units, thus, in each area the organi­
zational unit in the county containing the central city and at least two 
other county units in each area were randomly selected to be studied. 
Because each organization which had multi-county organizational units 
had boundaries which differed from the two designated areas it was decided 
to include for study any multi-county unit which contained any part of 
either study area. 
Variable Measures 
Although a major focus of this work is In terms of alternative 
measurement models (i.e., procedures for accounting for effects of aggre­
gate properties) each concept has a unique empirical indicator, or mea­
sure, which remains constant throughout the present work. The original 
measures are assumed to be absolute properties of federation units; an 
alternative way of stating the research problem is that it is to determine 
if (and how) measures of absolute properties may be used in reflecting 
analytical properties of federations. 
The particular concepts to be analyzed in this work were introduced 
and given nominal definitions in Chapter 1. The empirical measures for 
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the concepts were interview questions with closed end responses. The 
detail of the interview questions with response frameworks are found in 
Appendix A of this work. Of crucial importance to this work is the con­
tent validity of the measures in terms of variable measures specified 
by Aiken and Hage; in order to evaluate a causal model built from theoret­
ical propositions specified by these authors, it is important to 
follow their operational (empirical) propositions as well. Table 3.2 
presents a brief description of each variable measure used by the present 
work and the corresponding measure suggested by Aiken and Hage. 
Because of its crucial importance to the present work, the major 
dependent variable of interorganizational relations will be discussed in 
some detail here. Two basic decisions regarding the measurement of inter­
organizational relations were made. 
(l) A distinction may be made in terms of whose perception is used 
for the interaction score. This research has used one of three alterna­
tives. If the respondent is labeled A and the set of organizations, in 
the environment of A (Evan, 1966) are labeled B, C....N the following dia­
grams present the three alternatives. The fi rst diagrammed alternative 
is that used by this research. The arrows indicate direction of percep­
tion of interaction. 
in brief, A's interaction score is determined as follows: in alter­
native 1 by his perception of interaction with others; in alternative 2 
by others' perception of interaction with him; in alternative 3 by com­
bining both types of perception. Again the first alternative was used 
in this research. 
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Table 3.2 Summary of variable measures used by the dissertation and by 
Aiken and Hage 
CONCEPTS DISSERTATION MEASURES AIKEN AND HAGE SUGGESTED MEASURES 
INTERORGANIZA-
TIONAL RELATIONS 
(X,) 
ORGAN IZATIONAL 
COMPLEXITY 
(Xg) 
ORGANiZATiOMAL 
CENTRALIZATION 
(Xg) 
3 part composite where each 
weighted same: 
1. Total number of times in 
last 3 years the uni t 
gave resources to each of 
17 organizations (0-20) 
2. Total number of times in 
last 3 years the unit 
gave resources to each of 
17 organizations (0-11) 
3. Total number of joint 
programs in last 3 years 
the unit had with each of 
17 organizations (0-24) 
[Actual range = 0 to 55] 
Total number of voluntary and 
paid persons with title of 
assistant 
[Actual range =0 to 98] 
L I tern compos i te : 
1. Frequency of new program 
initiation by unit 
1 = never to 5 = always 
2. Level of autonomy in 
decision making which 
affects unit 
1 = None to 5 = Complete 
[Actual range = 2 (centralized)-
10 (decentra1i zed)1 
4 items suggested: 
1. Number of cases 
clients or pa­
tients referred 
or exchanged 
2. Number of per­
sonnel lent, 
borrowed or 
exchanged 
3. Number, sources 
and amounts of 
financial 
support 
4. Number of joint 
programs 
2 items suggested: 
1. Number of occu­
pational 
speciali ties 
2. Level of train­
ing required 
2 i terns suggested : 
1. Proportion of 
jobs that par­
ticipate in 
decision making 
2. Number of areas 
in which deci­
sions are made 
by decision 
makers 
ORGANIZATIONAL 
FORMALIZATION (\) 
2 i tern composi te: 
1. Frequency of reference of 
respondent to written poli­
cies to carry out duties 
10 = Never to 50 = Always 
2. Average (of 4 types of pol­
icies with 0-4 response for 
each) detail of policies 
[times] 10.00 
2 items suggested: 
1. Proport ion of 
jobs that are 
cod ified 
2, Range of vari­
ation a1lowed 
within jobs 
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Table 3.2 Continued 
CONCEPTS DISSERTATION MEASURES AIKEN AND HAGE SUGGESTED MEASURES 
ORGANIZATIONAL 
STRATIFICATION 
(Xg) 
ORGANIZATIONAL 
INNOVATION 
(X^) 
ORGANIZATIONAL 
EFFECTIVENESS 
(Xy) 
ORGANIZATIONAL 
EFFICIENCY 
(XG) 
00 = No Policies 
10 = Very General to 
40 = Very Detailed 
[Actual range = 10 to 90] 
The numbers of years the respon­
dent has been member of organi­
zation [minus] the number of 
years the respondent held the 
position currently occupied 
(usually director or like-
titled top administrator) 
[Actual range = 0 to 40] 
Within five years of present, 
the number of types of changes 
(future geographical, activi­
ties; past geographical, activ­
ities) ; 1 = No, 2 = Yes 
[Actual range = 4 to 8] 
Total of responses to 10 1 feme 
each initiating an area of orga­
nizational effectiveness 
10 = Strongly agree with all 
statements (low self-perception 
of effectiveness) 
50 = Strongly disagree with 
all statements (high self-
perception of effectiveness 
[Actual range = 10 to 43] 
Amount of expenditures (annual) 
[divided by] total membership of 
the organization (all volunteers 
and paid) 
[Actual range = 0 to 75,000] 
items suggested: 
I. Rate of mobi1-
ity between low 
and high rank­
ing jobs or 
status levels 
I. Differences in 
income ana 
prestige among 
jobs 
2 items suggested: 
1. Number of new 
programs in a 
year 
2. Number of new 
techniques in 
a year 
2 i terns suggested : 
1. Number of units 
produced per 
year 
2. Ra te of i n-
crease in units 
produced per 
year 
2 items suggested: 
1. Cost per un i t 
output per year 
2. Amount of idle 
resources/year 
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Table 3.2 Continued 
CONCEPTS DISSERTATION MEASURES AIKEN AND HAGE SUGGESTED MEASURES 
JOB 
SATISFACTION 
(Xg) 
100 [times] number of persons 
(voluntary and paid) worked for 
organization for one year or 
more [divided by] total number 
of persons who work for organi­
zation; (i.e., turnover rate; 
0 = Complete, 100 = None) 
[Actual range = 0 to 100] 
2 items suggested; 
1. Satisfaction 
wi th working 
condi tions 
2. Rate of turn­
over i n job 
occupants per 
year 
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1st Alternative 2nd Alternat ive 3rd Alternative 
0 0  
0 0 0 0 0 
0 
0 
0 0 0 
(2) For the present work, the set organizations could be operation­
ally defined in two ways: (a) include only the eight federations utilized 
for analysis, or (b) include 10 additional federations which, when com­
bined with the eight federations of this work represent a larger part 
of the general organizational environment. Preliminary analysis revealed 
that differences between these alternatives were minor in terms of the 
zero order correlation between them. Table 3.3 illustrates this point 
as the correlation (93 federation units = observations) between the total 
(sum of resources received, resources given and joint programs) relations 
with seven other federations and with seventeen other federations is rela­
tively high (r = .899). 
Because the variance is higher for the total relations with seventeen 
federations (s^ = 63.3) than with seven (s^ = 18.0), the decision was made 
to utilize the former approach as a wider variance allows for clearer dis­
tinctions between organizations. The 10 additional federations are given 
in Table 3.4. 
Of additional interest from Table 3-3 are the relatively high corre­
lation values among the three composites (all above .500) and for each 
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Table 3.3 Correlation values among composite and total indicators of 
interorganizational relations 
COMPOSITES* TOTALS 
Number of 
Instances 
of Giving 
Resources 
to 17 Other 
Federations 
Number of 
Instances 
of Receiving 
Resources 
from 17 Other 
Federations 
Number of 
Joint 
Programs 
with 17 
Other 
Federations 
Total of 
Compos i te 
of Relations 
with 17 
Other 
Federations 
Total of 
Compos i te 
of Relations 
with 7 
Other 
Federations 
1.000 .678 .645 .888 .817 
1.000 .513 .785 .757 
1.000  .891  .761  
1 .000  .899 
1.000 
Spearman-Brown reliability coefficient = .856  
Table 3.4 Ten federations added to the set federations for measuring 
interorganizational relations 
UNITED CEREBRAL PALSY ASSOCIATION 
EASTER SEAL SOCIETY 
DIVISION OF REHABILITATION 
DENTAL ASSOCIATION 
NATIONAL FARMERS ORGANIZATION 
HOSPITAL ASSOCIATION 
NURSES ASSOCIATION 
OSTEOPATHIC SOCIETY 
PHARMACEUTICAL ASSOCIATION 
HEALTH PLANNING COUNCIL 
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composite to the total (all above .700). Such values allow for the con­
clusion that the composites are reliable indicators of interorganiza-
tional relations. 
Statistical Procedures 
Five types of statistical procedures will be utilized in the analysis 
presented in this work (see Chapter 4): standardization of observations, 
analysis of variance with one and two way classifications, multiple 
linear regression, stepwise regression, and path of causal network analy­
sis. For the sake of brevity of discussion, it will be assumed that 
the reader has some knowledge of the various techniques employed thus 
the purpose of this section is to briefly describe these procedures with 
respect to their particular applications to the data or the present work. 
The principle sources for these procedures were: Huntsberger (1967), 
Snedecor and Cochran (1967), Draper and Smith (1966), Duncan (1966), 
Bancroft (1968), Blalock (I960), and Williams (1959). A discussion of 
assumptions of these procedures is presented below and under "Statistical 
Assumptions." 
Standardization of observations 
For all of the procedures to be utilized except one-way classifica­
tion analysis of variance, a major assumption is the additivity of vari­
ables; for this assumption to be met it must be demonstrated that the 
variances (average squared deviation of each observation from variable 
mean) of the variables are approximately equal. Where variances are not 
equal the variables may be standardized (i.e., all set to a common 
4$ 
variance of l.O) by dividing each observation by the variable's standard 
deviation (square root of variance). The original variances of the nine 
variables considered in this work averaged from 1.38 (innovation) to over 
100 million (efficiency) thus the variables were not additive and the 
standardization technique was employed. All of the analysis discussed 
from this point on In this work utilized these standardized observations 
as "original" observations. 
Analysis of variance 
One-way classification analysis of variance will be used to deter­
mine the degree to which each variable is a property (norm) of federa­
tions or of units of federations. Essentially one-way classification 
(classification of units by federation) allows for the comparison, for 
any one variable, of two variances: variance among units within a feder­
ation (average of the squared deviations of each unit from federation 
mean) and variance between federations (average of the squared deviations 
of each federation mean from the overall mean of the units). F distribua 
tions allow for a determination of the probability of chance alone being 
responsible for differences bstween the two variances. The corresponding 
F test is a comparison of the quotient of the two variances (between 
variance -r within variance) to an F distribution corresponding to the 
degrees of freedom for each variance. For each variable in this work, if 
the probability of differences (large F) between these variances occurring 
by chance alone is less than .25 it will be assumed that something other 
than a unit property exists (i.e., a federation property). 
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Two-way classification analysis of variance allows for the inclusion 
of a second classification (federation level) as a "control." That is, 
the above discussed within federation variance is now calculated within 
federation 1 eve 1 s ; this procedure reduces the amount of within federation 
variance. The remaining variance may be termed variance "between levels" 
and, thus, three sources of variance can be analyzed: between federation, 
between levels and within federation level. The usefulness of this pro­
cedure, for this work, is that it can be used to demonstrate that feder­
ation level is also a meaningful aggregation of the data (large between 
level variance). The addition of a second classification is sometimes 
termed "blocking." Huntsberger (1967:308) describes a method of deter­
mining the efficiency of such blocking by the calculation of a coeffi­
cient, where. 
Efficiency = (degrees freedom between levels X mean square between 
levels) + ((degrees freedom within federation level + 
degrees freedom between federations) X mean square 
within federation level)-r (degrees frecuom totai X 
mean square within federation level) X 100 
This work will define this coefficient as representing the degree to 
which a variable is a property of the level of the federation versus 
the entire federation- For example, an efficiency coefficient of 100 
would indicate that a variable is equally likely to be a property of the 
federation or of the federation level; a coefficient of 150 would indi­
cate that a variable is 50% more likely to be a property of the federa­
tion level than of the entire federation. 
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Many tests which discuss analysis of variance, generally recommend 
a calculation of interaction effects among two classifications to deter­
mine if blocking is feasible (low interaction); however, when, as in the 
case of the present work, any particular federation level contains only 
one unit, such a calculation can not be made (Blalock, 1960:256). Since 
the state level of each federation contains only one unit, interaction 
effects will not be calculated. Although the other levels have varying 
numbers of observations, they are nearly proportional across organizations, 
thus blocking is permissable (Roscoe, 1969:247). 
Multiple regression 
Although a major concern in this work is the causal relationship 
among organizational characteristics as related to interorganizational re­
lations, two less specified statistical procedures will be used to explore 
differences among the seven measurement models. These procedures are 
general multiple regression and stepwise multiple regression. Both pro­
cedures, for this v.-crk, assume that some or all intraorganlzatlona! 
characteristics are independent causes of interorganizational relations 
or, conversely, that interorganizational relations are a function of 
intraorganizational characteristics. 
E.J. Williams (1959:2) defines regression analysis as "...the esti­
mation or prediction of the value of one variable from the values of 
other given variables." The symbolic model for both statistical tech­
niques is: 
Y. = A + b X, + b 
^iN-l...N-l ^ 
X + e. 
^il-2...N ^i2-l,3...N 
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where: 
Y. is one observation of the dependent variable 
A is a constant (intercept) 
is an independent variate 
by is the predicted rate of change in Y. for one unit change of 
' controlling for all other independent variables ("partial 
regression coefficient") 
e. is the random deviation in Y not accounted for by the inde­
pendent variates ("error term") 
In terms of the theoretical concepts of this work, the following 
causal diagram (3.1) is the one which will be analyzed by multiple re­
gression. 
EFFECTIVENESS 
COMPLEXITY 
INNOVATION 
EFFICIENCY 
FORMALIZATION 
CENTRALIZATION 
STRATIFICATION 
JOB SATISFACTION 
ORGANIZATIONAL 
RELATIONS 
NTER-
Diagram 3.1 Causal model analyzed by multiple regression 
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Draper and Smith (1966:115-124) state several methods of evaluating 
the general multiple regression equation; one method will be used in this 
work: size and significance of the multiple correlation coefficient, — 
the amount of variation in X^(Y) accounted for by all independent vari­
ables (Draper and Smith, 1966:26). 
Stepwise multiple regression 
This technique or procedure is based on the principles of multiple 
regression. Rather than assuming the full regression model (i.e., all 
possible independent variables) as the only model for analysis, however, 
it provides a model building opportunity in that various forms of the 
full model are analyzed to obtain only regression coefficeints with sig­
nificant partial F values (or t, as t^ = F with one degree of freedom 
for the regression coefficient variance) are permitted to remain in the 
equation. Draper and Smith (1966:171) outline the steps involved in the 
procedure. 
STEP !. The stepwise procedure starts with the simple correla­
tion matrix and enters into regression the X variable most 
highly correlated with the response. 
STEP 2. Using the partial correlation coefficients it now 
selects, as the next variable to enter regression, that X vari­
able whose partial correlation with the response is highest. 
STEP 3. The method now examines the contribution the first 
X variable would have made if the second X variable had been 
first to enter and the first X variable, the second. If the 
partial F is significant the variable is retained; if not it 
is dropped from the equation. 
STEP 4. All variables not in the equation are partially cor­
related with the response controlling on variables in the equa­
tion and Steps 2 through 3 are repeated. The entire procedure 
continues until either all variables are in the equation or all 
of the variables not in the equation are not significantly cor­
related (partial) with the response. 
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The result of this procedure is to obtain a regression equation 
which contains only those independent variables which have significant 
partial regression coefficients as determined by partial F tests. 
In this work the level of significance for the partial F and corre­
lation values is .15; that is, only variables which have less than 15% 
probability of being related only by chance to interorganizational rela­
tions will be included in the final regression model. Two criteria will 
be utilized in evaluating the final stepwise regression equation of the 
seven measurement models: (1) the dependent variables included and (2) 
the multiple correlation coefficient . 
The theoretical n»de] used as the basis for Step 1 of this procedure 
is the same as given above for multiple régression. 
Path analysis 
Path analysis, like stepwise, is based upon regression principles; 
however, where stepwise considers only one dependent variable and attempts 
to find the best "fit" in terms of an initial set of inuepenuent vari" 
ables, path analysis considers several dependent variables, each in a 
unique regression equation with a particular set of independent variables. 
A set of such equations, for path analysis, must be recursive; that is, 
each dependent variable must be predicted by independent variables which 
precede it in a hypothesized causal (time) sequence. For example, the 
causal (path) model, 
X » X 
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would be represented by the regression equations; 
Xg = A + bgjXj + e^ 
^3 *^3] "2*1 ^32-1^2 ®3 
or in path notation where P stands for the standardized regression coef­
ficient: 
^2 ^21*1 •*" ®2 
^3 " ^31*1 ^32*2 * ®3 
The exogenous variable Xj has no cause within this example model and 
it is set equal to its random deviation, e^. 
The typical use of path analysis follows these eight steps: 
(1) Draw a causal model diagram as discussed in Chapter 2. 
(2) Obtain regression coefficients for each independent vari­
able in each equation of the recursive set. 
(3) Obtain partial F values for each coefficient. 
(4) Drop all variables from the equation which do not have 
significant partial F values for their coefficients. 
(5) Repeat Steps 2 through 4 until all coefficients have sig­
nificant F values. 
(6) Standardize the coefficients by multiplying the coefficient 
by the quotient of the standard deviation of the independent 
variable (4-) the standard deviation of the dependent vari­
able. The standardized coefficients may be termed "path 
values" and allow for direct comparison of weights (coef­
ficients) of variables between equations. 
(7) Place the path values on appropriate arrows in the causal 
model and delete arrows without significant path values 
(i.e., nonsignificant partial regression relationships). 
(8) Calculate for each variable, the standardized amount of 
variance not explained by its hypothesized causes (Vl -F^ ) 
and place it on the diagram as a causal path representing 
the causal effect of all variables not included in the 
original model. 
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The level of the partial F used to determine if a variable's regres­
sion coefficient remains in the equation, for the present work, is that 
which corresponds to a probability of .15 or less that such a coefficient 
could have occurred by chance alone. 
Several methods of evaluation of the final path model may be used; 
this work will utilized the following: 
(1) degree to which the path model corresponds to the original 
theoretical model (Diagram 2.5) in terms of: 
a) variables included 
b) causal arrows included 
c) direction of prediction (positive or negative) 
(2) relative strengths of the various paths 
(3) amount of variance not explained in each variable 
Although the theoretical model shown in Diagram 2.5 is of central 
concern to this work, an expanded model of theoretical paths will be 
used as an initial model (Step 1) so as to allow more flexibility in 
constructing the theory by the path technique. This expanded model may 
be termed "completely recursive" in that all possible paths (including 
all of Aiken and Hage's propositions) between time periods are considered. 
This expanded theoretical model is shown in Diagram 3.1. The entire set 
of recursive equations representing this model are as follows: where 
= interorganizational relations, = complexity, X^ = centralization, 
= formalization, = stratification, X^ = innovation, Xy = effective­
ness, Xg = efficiency, X^ = job satisfaction. The expanded model makes 
no distinction between positive or negative relationships. 
^1 " ^^2*2 ^13*3 ^14*4 ^15*5 ^^6*6 * ^ 17*7 ^^8*8 * ^^9*9 ®1 
^2 ®2 
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X3 = PggXz ^35*5 ®3 
^4 ^ ^42*2 ^43*3 "*" ^45*5 ®4 
*5 = =5 
^6 " ^62*2 ^63*3 W4 ^65*5 ^67*7 ^68*8 ^69*9 ®6 
X7 = Py2X2 ^73*3 ^74*4 ^75*5 ®7 
^8 ~ ^82*2 "*" ^8^*3 "*" ^84*4 ^85*5 "*" ®8 
^9 " ^9W*2 ^93*3 "*" ^94*4 ^95*5 "*" ®9 
Statistical assumptions 
The basic context within which the above statistical procedures will 
be employed is one of theory buiIding rather than theory testing or popula­
tion description and as such a rather lenient position is taken with 
regard to significance levels (for ANOV d = .25; for the regression 
techniques ct = .15) and meeting of assumptions. This position was taken 
so as to (1) avoid premature rejection of variables of marginal signifi­
cance to an overall model and (2) utilize existing data which favorably 
provided measures of Aiken and Hage's concepts and multi-level federations 
but, unfavorably, was not collected according to random selection proce­
dures. 
Path analysis encompasses assumptions related to analysis of variance 
and multiple regression (including stepwise) as well as some additional 
assumptions. These assumptions and the degree to which they are met in 
C O M P L E X I T Y  
X2 ^ EFFICIENCY 
FORMALIZATION 
X 
CENTRALIZATION 
^(INNOVATION 
-^V X6 . 
IVl 
EFFECTIVENESS 
STRATIFICATION 
JOB SATISFACTION 
X9 
agram 3-1 Expanded, completely recursive theoretical model for path analysis 
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this work are discussed below. Assumptions one through five apply to all 
statistical techniques used, six and seven apply only to path analysis. 
(1) The variables are additive. By standardizing the observations 
of each variable, this assumption is met with the data used for this work. 
(2) Observations are independent and random. Randomness of observa­
tion selection cannot be assumed because the unit sample was purposely 
drawn; this limitation, however, is not too severe as the same effect 
is achieved by including in the sample a major portion of the population. 
The observations are not independent as selection of a federation deter­
mined the state and multi-county units to be selected—a major objective 
of this work, however, is to explore ways of accounting for this depen­
dence among units. 
(3) Variables are normally distributed. A chi-square goodness of 
fit test determined that the sample values of the major dependent vari­
able of this work (interorganizational relations) conformed, fairly 
closely, to a normal distribution. At a = .001 and k-3 degrees of free­
dom, where k was 11 categories of interorganizational relations, the 
value must be 26.13 or less for a nonsignificant difference; the calcu­
lated was 29.06 with one extreme observation removed from the analysis. 
Blalock (1960:240) discusses this use of chi-square. It is assumed that 
the remaining eight variables, of the present work, likewise conform, at 
least closely in the population, to a normal distribution. 
(4) Variables are measured with little error. Again this appears to 
be the case with the major dependent variable (see Table 3-3), however, 
the data do not afford many measures of each concept so that an estimate 
of measurement error (among items) can be made. Thus, this work can only 
assume that the variables are measured with little error. 
(5) Relationships among the variables are linear. In order to eval­
uate this assumption in terms of the sample data, the statistical proce­
dure described by Bernard Ostle (1963:188-190) as a "test for^ linear fit" 
was followed. Essentially the procedure is to calculate, within a simple 
linear regression framework, an experimental sum of squares "...found by 
pooling the sums of deviations about the mean for each value of the 
independent variable..." which is subtracted from the residual sum of 
squares to form a lack of fit sum of squares. An F test, calculated by, 
MEAN SQUARE LACK OF FIT-r MEAN SQUARE EXPERIMENTAL ERROR, 
is used to determine the degree to which lack of linear fit of the two 
variables exists. Because interorganizational relations is the major 
dependent variable of this work, the lack of fit test was calculated for 
each of the eight independent variables regressed on Interorganizational 
relations. Three of the variables (complexity, innovation, efficiency) 
were.found to have lack of linear fit with interorganizational relations 
at the .05 level of confidence. The calculated and tabular F values for 
these three variables are as follows: complexity F^^^ = 17.6, F^^g = 1.9 
innovation = 4.9, = 2.7; efficiency = 3.1, F^^^ = 1.7. 
For all but complexity the degree to which the calculated F exceeds the 
tabular F is not great and the linear model can be assumed without great 
distortion. In order to utilize the linear model and related procedures, 
complexity will be treated as having a linear relationship with 
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interorganizational relations, however, a suggestion for future research 
is to determine the nature of the (probably) nonlinear function (see Chap 
ter 5, suggestions for further research). 
(6) All relevant variables are included in the model. According to 
the theoretical work of Aiken and Hage, all relevant variables seem to be 
included with the possible exception of organizational communication. 
(7) Asymmetrical causal relationships. Only asymmetrical causal 
relationships are posited for the regression models, in verbal theory 
diagrammatic models and mathematical equations. 
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CHAPTER 4 
FINDINGS 
The findings presented in this chapter allow for three emphasizes: 
(1) testing of the causal theory specified in Chapter 2; (2) analysis of 
structural (federational) effects on units' interorganizational relations 
where each of the seven measurement models is an alternative calculation 
of structural effect; and (3) testing the various measurement models. 
The emphasis in this chapter will be in terms of testing the various 
measurement models; exactly what this means may be clarified from compar­
ison with (1) and (2) above. First, when "testing" is done by social 
scientists it is usually a test of theory by empirical observations, if 
the theory does not conform to observation then the theory is rejected; , 
an alternative type of testing which may be used is, if theory does not 
conform to observation then the method of observation may be rejected. 
In operational terms for this work this means that the major part of the 
analysis wi'l attempt to find the mcasurcmar.t mode! which best "fits" the 
theoretical model. Because each variable and proposition used to build 
the causal model had been used previously in empirical research and found 
significant, this work assumes that the causal model is a reasonable cri­
terion for this purpose. Second, although this is the major analytical 
objective, all necessary data are presented for theory testing and a few 
comments on the value of the causal theory in terms of the data will be 
made. Third, the distinction between using a constant measure criterion 
for analyzing structural effects, and using alternative measurement 
models for all variables in an attempt to account for structural effect 
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was made in Chapter 2. Utilizing each measurement model in separate anal­
yses for independent variables while utilizing only the original unit mea­
sure for the dependent variate would allow several alternative inspections 
of structural effects in the manner of Blau (i960) and others cited in 
Chapter 2. The focus in this work, however, is with respect to the mea­
surement models as models for measurement of all variables on an explora­
tory basis to find a reasonable measurement procedure for federation prop­
erties when the data source is federation unit. Because the data lend 
themselves to the former approach, and because the two ideas are inter­
related a brief presentation of structural (federation) effects analysis 
will be given. Table 4.1 presents a list of abbreviations to be used 
throughout the remainder of this work. 
Analysis of Variance 
Variance between federations 
As stated in Chapter 3 the first step in developing measurement pro­
cedures for organizational properties is to make the assumption that the 
measures of such properties reflect differences between organizations 
rather than within organizations. The analysis of such variance is sum­
marized in an F value which reflects the extent to which differences be­
tween federations are greater than differences within. Table 4.2 presents 
the complete analysis of variance for each of the nine variables discussed 
in the present work. 
All but two variables are significant at the .25 level. The two 
variables which are not significant are complexity and stratification. 
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Table 4.1 Abbreviations to be used in Chapters 4, 5 and 6 
MODEL ABBREVIATION TERM 
1 UNIT The measurement model ut i l izing the original,  
standardized values for each unit  of each 
federation. 
I I  UNIT + FED The measurement model ut i l izing the unit  value 
plus the federation mean. 
I I I  UNIT + LEVEL The measurement model ut i l izing the unit  value 
plus the mean of the unit 's federation level.  
IV UNIT -  FED The measurement model ut i l izing the unit  value 
minus the mean of the federation. 
V UNIT -  LEVEL The measurement model ut i l izing the unit  value 
minus the unit 's federation level mean. 
VI  FED The measurement model ut i l izing the mean of the 
federation as the unit 's value. 
VI I  LEVEL The measurement model ut i l izing the mean of the 
unit 's federation level as the unit 's value. 
For ai l  but these two variables, the conclusion is that signif icant 
greater differences exist between federations than within federations and 
they may, thus, be considered properties of federations rather than prop­
ert ies of units within federations. This conclusion may not be made with 
respect Co complexity and strat i f icat ion, that is,  there is not a signif­
icant difference between federations thus these two variables appear to 
be properties of the units within federations rather properties of feder­
ations. 
Table 4.2 One-way analysis of variance between and within federations by each variable with unit  
measurement 
SUM OF SQUARES** MEAN SQUARE*** F VALUE* 
VARIABLES Between Within Between Within 
1 nterorgani zational 
Relat i  ons 11.932 80 .067  1 .705 0.942 1.810* 
^2 Complex!ty 8.370 83.629 1.196 0.984 
1 .215 
^3 
Centra 1i  zat ion 10.857 81.142 1 .551 0.955 1.625* 
^4 Formali  zat ion 23.387 68.612 3.341 0 .807  4.139* 
S  Strat i f ication 6 .982  85 .017  0.997 
1 .000 0.997 
^6  1nnovation 17.796 74.204 2.542 0.873 2 .912*  
^7 
Effectiveness 20 .038  71.962 2 .863  0.847 3.381* 
*8  Efficiency 10.461 81.539 1 .494 0.959 1.558* 
S  Job Satisfaction 9.117 
82 .882  1 . 302  0.975 1 .336*  
"An F value of 1.31 is signif icant at the .25 level of confidence. 
Total  sum of squares = 92.000. 
Degrees of freedom for between = 7,  within = 85, total  = 92. 
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Variance between federation level s 
As discussed in Chapter 2, variables may be properties of federations 
when controlling for level (state, multi-county, county). This analysis 
is presented in Table 4.3. 
Three criteria for determination of variable property may be used 
from the two-way classification of Table 4.3: (1) F value for between 
federation differences controlling on level, (2) F value for between 
level controlling on federation, and (3) efficiency coefficient for con­
trolling (blocking) on level. 
When controlling for level, all variables except stratification have 
significant F values. This may be interpreted as further evidence that 
the variables are properties of federations: between federation dif­
ferences are significantly greater than within federation differences 
controlling for level. The variable of stratification is not considered 
to be a property of federation as there is not a significant difference 
between federations when controlling for level. This finding is similar 
to that discussed above for one-way classification. The variable of 
complexity, when controlling for level, may be considered a federation 
property although when not controlling (one-way classification) for level 
it is not. 
When controlling for federation, significant differences between 
levels are found for all variables except formalization; in this case 
the differences between levels are not significantly greater than dif­
ferences within federations controlling for federation. 
Table 4.3 Two-way analysis of variance between federations and levels, 
and within federation level by each variable with unit measure­
ment 
VARIABLE 
SUM OF SQUARES A* 
Within 
Between Between Federation 
Federation Level Level 
X. Interorganlzational 
Relations 11.932 35.165 44.903 
Complexity 8.370 43.997 39.633 
Xj Centralization 10.857 10.597 70.546 
Formalization 23.387 1.050 67.563 
Xg Stratification 6 .982  8 .392  76 .626  
Xg Innovation 17.796 21.530 52.674 
X_ Effectiveness 20.038 2.497 69.465 
Xg Efficiency 10.461 4.013 77.526 
Xg Job Satisfaction 9.117 5.358 77.525 
An F of 1.32 is significant for between federations at .25 level of 
confidence; an F of 1.4l is significant for between levels at .25 
level of confidence 
A** 
Total sum of squares = 92.000 
Degrees of freedom for between federations = 7, between levels = 2, 
within level = 83, total = 92 
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Within Blocking 
Between Between Federation Eff iciency 
Federation Level Level Coefficient Federation Level 
1.705 17.582 0 .541  168.5 3.151* 32 .500"  
1 .196  21 .9^8  0 .478  198 .0  2 .504*  46 .070*  
1.551 5.299 0 .850  111 .4  1.825* 6 .234*  
3 .341  0 .525  0 .814  99 .2  4 .104*  0 .645  
0 .997  4 .196  0 .923  107 .7  1 .080  4 .545*  
2 .542  10 .765  0.635 134.7 4 .006*  16 .963*  
2 .863  1 .248  0 .837  101 .1  3 .420*  1 .492*  
1 .494  2 .006  0 .934  102 .5  1 .600*  2 .148*  
1 .302  2.679 0.934 104 .1  1.394* 2 .868*  
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The relative efficiency of controlling for level in analyzing differ­
ences between federations is given by the efficiency coefficient as 
described in Chapter 3. For all variables except formalization, some 
efficiency is gained by controlling (blocking) for level. That is, for 
all variables except formalization, the conclusion is that the variables 
are properties of levels within federations rather than of entire feder­
ations or units within federations. In order to remain consistent in 
analysis, formalization will be treated as the other variables although 
the efficiency of considering it to be a property of federation level 
is less (0.8%) than when considering it as a property of the entire féd­
érât ion. 
In brief,  the conclusions from one- and two-way analysis of variance 
are as fol  lows: 
(1) For al l  variables except complexity and stratif ication i t  is 
reasonable to assume that they are properties of federations. 
(2) For al l  variables except formalization i t  is more reasonable 
to assume that they are properties of levels of federations. 
(3) For purposes of consistency in analysis all variables will be 
considered both as properties of federations and as properties of levels 
of federations. 
Federation Effects Analysis 
As discussed above, the analysis of federation effects is subsidiary 
to the major analysis of this work but wil l  be presented here because 
of i ts similarity to the major analysis ( i .e. ,  of measurement models) and 
past research efforts (see Chapter 2 for discussion of these).  Each of 
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the measurement models of this work except Model 1 account, in some spec­
ified way, for the effect of social structure (federation, or federation 
level). If the research objective is to determine the effect of social 
structure upon the unit in terms of some outcome (unit interorganizational 
relations), then an appropriate analysis would be to employ, alternative­
ly, Models II through V11 in measuring the independent variates and Model 
I in measuring the dependent (outcome) variate. The analysis in a general 
multiple regression framework (see Chapter 3, general multiple regression 
description) of structural or federation effects for each measurement 
model is given in Table 4.4. 
Each measurement model column in Table 4.4 provides the partial 
regression coefficients of each variable regressed on interorganizational 
relations where interorganizational relations is measured (across models) 
by Model I—original unit score. The value is the total amount of 
variance in interorganizational relations explained by the combined 
effects of all the independent variates. When the original unit scores 
are used as measures, the amount of variance in interorganizational 
relationships explained is .372; this may serve as a benchmark from which 
to analyze the various methods of accounting for structural effects on 
interorganizational relations. When the units are weighted according to 
federation effects (UNIT 4= FED) the amount of variance explained decreases 
to .353 (from .372); when the units are weighted according to federation 
level effect (UNIT + LEVEL) the amount of variance explained increases 
to .446. When the structural effect is controlled (UNIT - FED, UNIT -
LEVEL) the amount of variation decreases to .311 and .054. When only 
Table 4.4 Partial regression coefficients for every variable on the unit 
measure of interorganizational relations by seven measurement 
models of independent variables 
MEASUREMENT 
VARIABLE 
1 
ORIGINAL 
UNIT 
1 i 
UNIT + 
FED X 
ill 
UNIT + 
LEVEL X 
IV 
UNIT -
FED X 
^2 Complexity .291 .234 .121 .302 
S 
Centralization .243 .219 .220 .233 
Formalization .043 - .016 .035 .113 
^5 
Stratification -.056 -.072 - .069 -.034 
^6 Innovation .169 .095 .083 .188 
Effectiveness .033 .043 .013 .077 
*8 Efficiency .307 .278 .243 .288 
S 
Job Satisfaction .009 -.005 - .019 -.014 
R^ value* .372 .353 .446 .311 
— 
A R value of ^ .132 is significant at the .15 level of confidence. 
MODELS 
V 
UNIT -
LEVEL X 
VI  
FED 
MEAN 
VI 
LEVEL 
MEAN 
.840 .368 .203 
.040 .240 .613 
.097 -.148 .107 
.075 -.200 -.199 
.218 -.525 .105 
<
T\ CO O
 -.458 -.065 
.148 .142 .559 
.104 .790 -.094 
.054 .164 .453 
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federation effects are used (FED, LEVEL) the amount of variance decreases 
to .164 and increases to .453. 
The conclusions from structural effects analysis are as follows: 
(1) There is a structural effect of federation level on degree of 
unit interorganizational relations, This effect is strongest when consid­
ered irrespective of unit effect (R^ = .453) and stronger when in combina­
tion with the unit effect (R^ = .446) than considering the unit effect 
alone. 
(2) There is ng structural effect of federation on degree of unit 
interorganizational relations; that is, the unit effect is stronger 
(R^ = .372) than when in combination with the federation effect (R® = .353) 
or when the federation effect is considered alone (R^ = .164). 
(3 )  When controlling for structural effect there is a decrease in 
explained variance from the original unit effect (.372 versus .311 and 
.054) thus there is a greater unit effect on unit interorganizational 
relations than controlled "pure" unit effect. 
At a more general level of conclusion, these findings suggest that 
degree of unit interorganizational relations are highly affected by the 
norms of the level of the federation in which a particular organizational 
unit is located; more so than by the norm of the unit or of the entire 
I  w  w  i w * » *  
Measurement Model Analysis 
In this section each of the seven measurement models will be ana­
lyzed in terms of the degree to which relationship between variables con­
form to the theoretical causal model developed in Chapter 2. Three types 
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of  regress ion analys is  w i l l  be u t i l ized:  genera l  mul t ip le  regress ion,  
s tepwise mul t ip le  regress ion and path analys is  (s tandard ized mul t ip le  
regress ion u t i l iz ing recurs ive equat ions) .  
Beginn ing in  th is  sect ion,  d i rect ion (pos i t ive,  negat ive)  o f  re la­
t ionship as wel l  as s ign i f icance and magni tude become impor tant  c r i ter ia .  
Wi th respect  to  d i rect ion the reader  is  a ler ted to  one mis leading var i ­
ab le,  the var iab le  o f  cent ra l izat ion;  for  a l1  other  var iab les the greater  
the measured va lue the greater  the concept—for  example,  w i th  complex i ty ,  
the h igher  the number o f  ass is tant  pos i t ions, the h igher  the complex i ty .  
Wi th  cent ra l izat ion,  the h igher  the composi te  score the lower  the cen­
t ra l izat ion;  thus a pos i t ive regress ion coef f ic ient  o f  cent ra l izat ion on 
in terorganizat ional  re la t ions should be in terpreted as " the h igher  the 
cent ra l izat ion the lower  the in terorganizat ional  re la t ions."  
A second note is  wi th  respect  to  the actua l  manipulat ion o f  data to  
ar r ive a t  the federat ion mean measurement .  The or ig ina l  in tent  was to  
compute the federat ion average for  each var iab le  and ass ign i t  to  each 
un i t  as the measure;  in  pre l iminary regress ion computat ions,  th is  pro­
cedure produced meaningless resu l ts  due to  the loss o f  s ign i f icant  
f igures in  comput ing coef f ic ients  f rom near ly  s ingular  matr ices o f  in­
ver ted sums and cross products  so i t  was abandoned in  favor  o f  the fo l low­
ing procedure:  
( l )  The un i ts  in  each federat ion were purpos ive ly  sp l i t  in to  two 
groups A and B where A was composed o f  the s ta te leve l  and randomly 
se lected mul t i -county  and county  leve ls  un i ts  and B was composed o f  ran­
domly se lected mul t i -county  and county  un i ts .  
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(2) The average of each group A and B was computed and assigned to 
units comprising the group. This value was designated as the federation 
measure. 
(3) The correlation between group A and B means for all federations 
and variables is .942. Thus the split did not alter the basic interest 
of the measurement technique yet allowed for slightly more variance among 
scores so that the problem of nearly singular matrices could be avoided. 
The scores produced by this method will be used from this point on 
in this work when reference is made to federation mean measurement model. 
General multiple regression 
Table 4.5 presents the findings from the general multiple regression 
analysis. Each column of values represent the partial regression coef­
ficients from one equation of eight independent variables (X^ through X^) 
on Xj interorganizational relations. Interorganizational relations is 
measured differently for each column according to the measurement model 
employed. 
One criterion will be employed to "test" (compare and evaluate) the 
measurement models: total amount of variance explained (R^) This cri­
terion requires an ordering of measurement models by magnitude of the 
multiple correlation coefficient (R^). The largest R^ is .816 where 
seven variables, measured by FED mean, are significantly related to inter­
organizational relations. This is followed by level mean (.557), UNIT+ 
LEVEL (.470), and UNIT + FED (.437), original unit (.372), UNIT - FED 
(.357) and UNIT - LEVEL (.283). The conclusion, by this criterion, is 
Table 4.5 Partial regression coefficients for every variable on interor 
ganizational relations by seven measurement models 
MEASUREMENT 
VARIABLE 
1 
ORIGINAL 
UNIT 
II 
UNIT + 
FED X 
III 
UNIT + 
LEVEL X 
IV 
UNIT -
FED % 
*2 
Complexity .291* .266* .242* .302* 
S 
CentralIzation .243* .259* .428* .233* 
Formalization .043 -  .066 .056 .113 
*5 
Stratification -.056 - .130 -.140 -.034 
Innovation .169* .117 .142 .188* 
Effectiveness .033 - .051 -.013 .077 
*8 Efficiency .307* .350* .444* .288* 
S 
Job Satisfaction .009 .065 .042 -.014 
value** .372 .437 .470 .357 
Partial regression coefficient significant at the .15 level of con­
fidence 
A R^ value of ^ .132 is significant at the .15 level of confidence 
MODELS 
V 
UNIT -
LEVEL % 
VI 
FED 
MEAN 
VI 
LEVEL 
MEAN 
.844* -.014 .203* 
.041 .341* .613* 
.097* -.170* .107 
.075 -.195* -.199* 
.218* -.293* .106 
<T\ CO O
 -.575* -.065 
.148* . 144* .559* 
. i 04* .800* -.054 
.283 .816 .557 
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that measurement which accounts only for federation or level properties 
allows the best prediction, followed by measurement weighting unit scores 
by federation or level, measurement utilizing unit data only and measure­
ment utilizing unit data controlled for federation or level. 
A more general level of conclusion is that the findings are consist­
ent with theoretical expectations (i.e., these variables should predict 
interorganizational relations). The findings are also consistent with 
the above presented analysis of variance; that is, analysis of variance 
demonstrated that the variables were properties of federations and feder­
ation levels thus measurement which reflects the federation property 
strongest (the FED mean and level mean followed by UNIT + FED and UNIT + 
LEVEL) should provide the best prediction. The measurement which reflects 
the federation property least (original unit followed by UNIT - FED and 
UNIT - LEVEL) should provide the least prediction. 
Stepwise multiple regression 
Beginning with stepwise regression analysis, a major concept wil l  be 
model building; that is, the statistical techniques employed will be used 
to create models (i.e., regression equations, recursive systems of regres­
sion equations) which best fit the empirical data in terms of significant 
variable relationships. The analysis will be made in terms of how well 
these empirically "created" theoretical models conform to the general 
hypothesized theoretical model (presented in Chapter 2). Since each 
"created" model will represent one of the seven measurement models, the 
specific conclusions from the analysis will be in terms of which measure­
ment model produces a created model which best fits the theoretical 
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model. Since the measurement models reflect, in various ways, federation 
properties the general conclusion will be with respect of the most accu­
rate method of accounting for federation properties. This type of anal­
ysis depends, for validity, on the assumption that the general theoretical 
model developed in Chapter 2 is an accurate description of the causes of 
interorganizational relations. This assumption is made and based upon 
(1) the findings from studies conducted by Aiken and Hage, (2) the logic 
of integrating these findings, and (3) the degree to which the reserach 
methods reported in this dissertation are a replication of Aiken and 
Hage's research methods; these items have been discussed In Chapters 2 
and 3. 
The results of the stepwise model building procedure are found In 
Table 4.6. The values in the columns represent partial regression coef­
ficients selected by the procedure and are all significant at a = .15. 
Each column represents a unique multiple regression on Interorganizational 
relations in terms of the measurement model employed. 
Two specific criteria will be used to evaluate the various measure­
ment models: (1) fit to theory and (2) amount of variation explained, if . 
The second criterion needs little elaboration as the values of the R^'s 
are almost identical to those found by general multiple regression and 
the ranking of measurement models by the R values Is identical, thus the 
conclusions are the same. 
The first criterion may be dealt with in two ways (subcrIteria): 
(1) the degree to which the results fit the theoretical (and statistical) 
model as given in Diagram 3.1 or (2) the degree to which the results 
Table 4.6 Partial regression coefficients for variables selected* by 
stepwise regression technique on interorganizational rela­
tions by seven measurement models 
VARIABLE 
MEASUREMENT 
I II III VI 
ORIGINAL UNIT + UNIT + UNIT -
UNIT FED % LEVEL % FED Ï 
Xg Complexity .273** .323** .237** .265** 
Xj Centralization .251** .224** .430** .268** 
X^ Formalization 
X^ Stratification 
X^ Innovation 158** .165** 
Xy Effectiveness 
Xg Efficiency ,301 .400 .476 .279 
Xg Job Satisfaction 
R value .366 .403 .444 .341 
All are significant at the .15 level of confidence; blank positions 
indicate that it was not significant at the .15 level for one or more 
steps of the procedure 
Direction and relationship proposed by Aiken and Hage ( I968)  
MODELS 
V 
UNIT -
LEVEL X 
VI  
FED 
MEAN 
V I I  
LEVEL 
MEAN 
.807** .183** 
.338** .606** 
.094 -.169"" 
- .196 -.212 
.217— - .296 .137"" 
.086 - .  566 
.157 .153 .555 
.092 .793 
.260 .816 
.551 
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conform to  only  those proposi t ions or ig ina l ly  s ta ted by Aiken and Hage 
( i .e . ,  the h igher  the complex i ty ,  p lus the lower  the cent ra l izat ion p lus 
the lower  the formal izat ion p lus the h igher  the innovat ion,  the h igher  
the in terorganizat ional  re la t ions) .  The f i rs t  subcr i ter  ion is  evaluated 
by count ing the number o f  var iab les found s ign i f icant  by each measurement  
model .  In  th is  case the FED model  conforms c losest  wi th  e ight  fo l lowed 
by UNIT -  LEVEL wi th  s ix  and LEVEL wi th  f ive;  the or ig ina l  un i t  measure 
and UNIT -  FED measure each have four  and the UNIT +  FED and UNIT +  LEVEL 
each have three.  
The second subcr i ter  ion may be evaluated by the extent  to  which the 
four  var iab les proposed by A iken and Hage are re la ted to  in terorganiza-
t ions to  the exc lus ion of  o ther  var iab les.  No one measurement  model  pro­
duced resu l ts  which conformed exact ly .  Regress ion coef f ic ients  which 
conform to  Aiken and Hage's  proposi t ions are des ignated in  Table 4.6 by 
two aster isks.  Or ig ina l  un i t  and UNIT -  FED measurements conform c losest  
wi th  three of  the four  spec i f ied by A iken and Hage,  fo l lowed by LEVEL 
( three of  f ive) ,  UNIT +  LEVEL ( two o f  three) ,  UNIT +  FED ( two o f  three) ,  
UNIT -  LEVEL ( two o f  s ix)  and FED ( two o f  seven) .  
As a  conc lus ion,  in  terms o f  the measurement  models ,  the cr i ter ia  
d iscussed above may be in tegrated by ca lcu la t ing an average rank 
cr i ter ia  for  each model .  The resu l ts  o f  th is  computat ion show that  the 
leve l  measurement  i s  probably  the best  method o f  account ing for  organi ­
zat ional  proper t ies in  s ing le  regress ion equat ion predic t ion of  in ter ­
organizat ional  re la t ions;  that  is ,  i t  f i ts  equal ly  wel l  ( re la t ive to  other  
m e a s u r e m e n t  m o d e l s )  t h e  g e n e r a l  t h e o r e t i c a l  ( a n d  s t a t i s t i c a l )  m o d e l  w i t h  
79 
five of the eight variables included and the particular propositions 
(three of four), and it explains to a relatively high degree the variance 
in interorganizational relations (R^ = .551)• The other models in order 
of decreasing rank are FED, original unit, UNIT - FED, UNIT + LEVEL, 
UNIT - LEVEL and UNIT + FED. 
Path analysis 
As discussed in Chapter 3 ,  the analysis of causal model s by the path 
technique allows for an entire system of interrelated variables to be 
analyzed at one time; that is, several dependent or causal variables may 
be considered simultaneously and this is an advantage over general multiple 
and stepwise regression. Likewise, the use of path analysis allows for 
a more rigorous test of the measurement models due to the more specified 
interrelationships among variables which are assumed to be properties of 
federations and federation levels. 
Seven path analyses will be presented in this section—one for each 
measurement nrodci. AIÎ path analyses are based on the set of recursive 
equations given on pages 52-53 which represent the model shown in Diagram 
3.1. The results of the first steps of analysis in terms of standardized 
regression coefficients (path values) and pari ta 1 t values will be shown. 
Likewise, the results of the final step of analysis including a final 
(all path values significant at t = 1.45, & = .15) diagram will be pre­
sented. Intermediate steps in the analyses will not be discussed as they 
are not relevant to the type of analysis presented here. The "test" of 
each final path model will be the extent to which it conforms to the 
i n t e g r a t e d  t h e o r e t i c a l  m o d e l  s h o w n  i n  D i a g r a m  2 . 5 .  
80 
UNIT model Table 4 . 7  presents the path coefficient and t values 
for each variable of the initial completely recursive set of equations 
measured by the original unit score. Table 4.8 presents the path coef­
ficients and t values for each variables of the final recursive system 
measured by the original unit score. Diagram 4.1 is the final path model 
corresponding to the final recursive system. The reader will note that 
the path coefficients designated by two asterisks (**) represent relation­
ships which were hypothesized in the original causal model; coefficients 
designated by one asterisk were also hypothesized only the direction of 
the relationship is opposite that hypothesized. For example, the rela­
tionship between innovation and interorganizational relations was hypoth­
esized to be in a positive direction and this was the empirical finding 
(Pl^ = .158 where 1 indicates the dependent variable of interorganization­
al relations and 6 indicates the independent "cause" of innovation). The 
relationship between efficiency and innovation was hypothesized to be a 
nega t i ve  re la t i onsh ip  bu t  the  oppos i te  was  found  emp i r i ca l l y  (P^g  =  . 2 4 0 ) .  
When no designation by asterisk appears, the relationship was not hypoth­
esized by the original causal model. For example, the relationship be­
tween efficiency and interorganizational relations (Pjg = .301) was not 
posited by Aiken and Hage but was, nevertheless, calculated in the com­
pletely recursive system of equations and was found to be significant at 
a = .15. The curved arrow between complexity and stratification signifies 
that the relationship was hypothesized between them and that they are 
assumed to be produced (caused) by variables outside of the model; the 
value on the curved arrow is the zero order correlation between the two 
Table 4.7 Path and t values for initial recursive system under UNIT 
model 
Complex- Central-
ity ization 
DEPENDENT VARIABLES Value 
X Interorganizational Path .291 .243 
T 3.12 2.60 
X^ Centralization Path . 1 7 6  
T 1.70 
X^ Formalization Path -.156 . O 8 3  
T -1.47 . 7 8  
Xg Innovation Path .009 .117 
T .09 1.19 
Xy Effectiveness Path -.249 .254 
T -2.44 2 . 5 1  
Xg Efficiency Path .115 .095 
T 1.07 . 8 9  
Xg Job Satisfaction Path .182 -.14] 
T 1.70 -1.33 
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INDEPENDENT VARIABLES 
Formali- Stratifi- Innova- Effective- Effi- Job Satis-
zatlon cation tion ness ciency faction 
*4 *5 *6 *7 *8 *9 
. 0 4 3  
. 4 8  
- . 056  
- . 6 3  
. 0 4 9  
. 4 7  
- . 0 6 5  
- . 6 2  
. 1 6 9  
1 . 6 4  
. 0 3 3  
. 3 3  
. 3 0 7  
3 . 3 5  
. 0 0 9  
.10 
. 1 5 2  
1.61 
- .126 
1 . 2 5  
.038 
. 3 6  
. 1 1 4  
1 . 0 7  
. 0 9 8  
1 . 0 5  
- . 1 6 9  
• 1 . 6 9  
. 1 2 1  
1 . 1 6  
.000 
.00 
-.365 
-3.70 
. 1 9 6  
2 . 0 7  
. 1 3 3  
1 . 4 1  
Table 4.8 Path and t values for final recursive system under UNIT model 
Complex- Central-
ity ization 
DEPENDENT VARIABLES Value 
X^ Interorganizational Path .279 .252 
Relations y 3.20 2.90 
X^ Centralization Path .177 
T 1.72 
X^ Formalization Path 
T 
Innovation Path 
T 
Xy Effectiveness Path -.229 .244 
T -2.26 2.41 
Xg Efficiency Path 
T 
Xg Job Satisfaction Path 
T 
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INDEPENDENT VARIABLES 
Formali- Stratifi- Innova- Effective- Effi- Job Satis-
zation cation tion ness ciency faction 
*4 *5 *6 *7 *8 *9 
. 1 5 8  . 3 0 1  
1 - 7 7  3 . 3 7  
. 1 5 9  
1 . 7 4  
. 1 6 1  
.61  
- . 3 7 3  
• 4 . 0 3  
. 2 4 0  
2.60 
.032 
COMPLEX I  T^'  
CENTRALIZATION^ 
X3 1 
STRATIFICATION 
X5 
Residual Path 
Coefficients 
^1 ~ .796 
. 982  
^6 == 
.864 
X
 
II 
.940 
Diagram 4.1 Final path model of UNIT measurement model 
EFFICIENCY 
X 
5 
INNOVATION 
< 
EFFECTIVENESS 
c o 
s 
JOB SATISFACTION 
**Re1ation and direction hypothesized 
^Relation hypothesized 
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exogenous variables and it should be small (i.e., r < .150 at 91 degrees 
of freedom when a = .15) to support the assumption of no relationship. 
The residual path coefficients represent the effect of all other variables 
not included within the system on the variable; for example, five direct 
causes of interorganizational relations were found with this particular 
measurement model: innovation (.158), centralization (.252), complexity 
(.279) and efficiency (.301) and residual (all other possible variables— 
.796). The path coefficients may be compared to determine relative 
effects—efficiency has almost twice the effect on interorganizational 
relations than innovation does and while complexity has a slightly larger 
effect than centralization they both have more than innovation but less 
than efficiency; the largest effect, however, is the residual effect 
which has more than twice the effect of efficiency. Another example is 
in terms of the causes of centralization; only one specific variable 
cause, complexity, was found empirically and the residual causes have more 
than five times the effect that complexity does. Thus, although signifi­
cance is one important criteria for cause, magnitude is equally important. 
The reader will note that job satisfaction was not found to be a signifi­
cant part of the system—it had no causes and was not a cause; formaliza­
tion and efficiency, although causes of other variables, were not caused 
bv anv variables within the svstem. The exoected residual oath coeffi-
— / — ' ' t ' * ' ' I - # 
cient residual path coefficients for job satisfaction, formalization and 
efficiency, then, would be very close to 1.000. 
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This model will be discussed further in comparison with the other 
six measurement models below under "Comparison of causal models construc­
ted from alternative measurement models." 
The form of the discussion given above for path Diagram 4.1 could be 
given for each of the six path diagrams which will follow. However, as 
the information is presented in summary form on the diagram itself, the 
discussions of the next six diagrams will be briefer and will point out 
only the extreme deviations from the previous ones. 
UNIT + FED mean model The findings in Table 4.9 and 4.10 and 
Diagram 4.2 were based on the UNIT + FED measurement model. Table 4.9 
presents the path coefficients and t values for the first step of analysis 
and Table 4.10 presents the final model values. Diagram 4.2 presents the 
causal model corresponding to the findings of Table 4.10. 
Centralization is the only variable in the model which does not have 
at least one empirical cause. An interesting situation developed in this 
model with respect to the concept of innovation which had five direct 
causes but was not directly related to interorganizational relations. 
Thus when weighting by the federation effect, the model is altered to 
actually explain, causally, more about innovation (residual = .736) than 
about interorganizational relations (residual = .772). 
UNIT + LEVEL mean model The data for this model are found in 
Tables 4.11 (original values) and 4.12 (final values) and the final path 
diagram is shown in Diagram 4.3. This model is very similar to the one 
based on UNIT + FED measurement in that several more paths are significant 
than in the model based on unit measurement and that innovation has 
Table 4.9 Path and t values for initial recursive system under UNIT + FED 
model 
Complex- Central-
ity ization 
DEPENDENT VARIABLES Value 
Xj Interorganlzational Path .254 .256 
T  2 . 6 6  2 . 8 2  
X^ Centralization Path .106 
T 1.02 
X^ Formalization Path -.015 -.041 
T -.15 -.39 
X^ Innovation Path .045 .141 
T .49 1.63 
Xy Effectiveness Path -.416 .325 
T 4.59 3.57 
Xg Efficiency Path .318 -.008 
T 3.19 -.08 
Xg Job Satisfaction Path 273 -.106 
T 2.68 -1.04 
89 
INDEPENDENT VARIABLES 
Formali- Stratifi- Innova- Effective- EffI- Job Satis 
zatlon cation tion ness ciency faction 
-.074 -.122 .125 -.056 .344 .063 
-.83 -1.42 1.12 -.50 3.62 .70 
.092 
.88 
-.192 
-1.84 
.200 .053 -.424 .200 .175 
2.39 .64 -4.36 2.23 2.05 
-.173 -.139 
-1.89 -1.51 
.164 .135 
1.62 1.33 
.149 -.019 
1.44 -.19 
Table 4.10 Path and t values for final recursive system under UNIT + FED 
model 
Complex- Central-
ity ization 
DEPENDENT VARIABLES Value X„ X, 
Xj Interorganizational Path .315 .221 
Relations T 3.63 2.68 
Xj Centralization Path 
T 
X^ Formalization Path 
T 
X, Innovation Path .157 
' T 1.83 
Xy Effectiveness Path -.416 .325 
T -4.59 3.57 
Xg Efficiency Path .321 
T 3.23 
X^ Job Satisfaction Path .255 
T 2.51 
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INDEPENDENT VARIABLES 
Formali- StratifI- Innova- Effective- Effi- Job Satis-
zation cation tion mess ciency faction 
X4 *5 *6 *7 *8 Xg 
.393 
4.55 
.184 
2.28 
-.174 
• 1 . 8 9  
-.197 
. 1 9 2  
-.448 
-5.01 
. 2 1 3  
2.44 
.180 
2.16 
-.139 
-1.51 
I 
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X2 EFFICIENCY 
X8 
FORMALIZATION 
X4 
CENTRALIZATION 
X 3  
INNOVATI ON 
X6 
EFFECTIVENESS 
X 7  
STRATIFICAT 
X5 
JOB SATISFACTION 
X9 Residual Path Coefficients 
^ 1  =  . 772  S  =  . 8 4 3  
X 4  - . 9 8 0  X
 
00
 
• 
II 
. 947  
"^Relation and direction 
^6  =  . 736  .  9 6 6  
"Relation hypothesized 
Diagram 4.2 Final path model of UNIT + FED measurement model 
Table A.11 Path and t values for initial recursive system under UNIT + 
LEVEL model 
Complex- Central-
ity ization 
DEPENDENT VARIABLES Value X. 
Interorganizational Path .260 .333 
Relations y 2.773 3.659 
X^ Centralization Path .243 
T 2.38 
Formalization Path -.189 .003 
T -1.758 .024 
X^ Innovation Path -.083 .189 
T -.888 2.135 
Xy Effectiveness Path -.368 .285 
T -3.684 2.900 
Xg Efficiency Path .165 .110 
T 1.537 1.036 
Xg Job Satisfaction Path .326 -.194 
T 3.205 -1.939 
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INDEPENDENT VARIABLES 
Formali- Stratifi­ Innova- Effective- Effi­ Job Satis­
zation cation tion ness ciency faction 
*4 *5 *6 *7 *8 S 
.046 -.115 .131 -.009 .359 -.032 
.526 -1.378 1.207 -.094 4.112 -.344 
.049 
.483 
-.025 
-.237 
.171 .154 -.420 .165 .250 
2.003 1.892 -4.623 1.936 2.826 
-.173 -.170 
-1.785 -1.779 
.066 .155 
.631 1.505 
.299 .077 
3.029 .792 
Table 4.12 Path and t values for final recursive system under UNIT + 
LEVEL model 
Complex- Centra 1-
ity ization 
DEPENDENT VARIABLES Value 
X^ Interorganizational Path .254 .335 
T 3.080 4.079 
Centralization _ Path .246 
T 2.418 
X^^ Formalization Path -.189 
T -1.840 
X^ Innovation Path .162 
T 1.952 
Xy Effectiveness Path -.368 .285 
T -3.68 2.900 
Xg Efficiency Path .180 
T 1.756 
Xg Job Satisfaction Path .328 -.189 
T 3.235 -1.905 
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INDEPENDENT VARIABLES 
Formali- Stratifi- Innova- Effective- Effi- Job Satis-
zation cation tlon ness clency faction 
X4 *5 *6 X? *8 *9 
.385 
4.750 
.194 
2.374 
-.173 
- 1 . 7 8 5  
.159 
1.954 
- . 1 6 9  
-1.780 
. 1 5 8  
1.549 
-.395 
-4.580 
.162 
1.909 
.229 
2.689 
.297 
3.016 
254*^ 
COMPLEXITY 
X2 EFFICIENCY 
X8 
^FORMALIZATION 
X4 
CENTRALIZATION] 
X3 I 
INNOVATION 
X6 
IVENESS\ 
STRATIFICATION 
X5 
JOB SATISFACTION 
X9 Residual Path Coefficients 
.746 X7 == 
.893 
.970 Xg := 
.970 
X4 - .982 .911 **Re1ation and direction hypothesized 
^6 = .733 "Relation hypothesized 
Diagram 4.3 Final path model of UNIT + LEVEL measurement model 
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several causes but Is not related to interorganizational relations. 
Again, more causal explanation is found for innovation (residual = . 7 3 3 )  
than for interorganizational relations (residual = .746). In this model, 
however, centralization does have a significant cause (i.e., complexity). 
UNIT - FED mean model The findings based on the UNIT - FED mea­
surement are shown in Tables 4.13 (original) and 4.14 (final). Diagram 
4 . 4  i s  the  f i na l  causa l  mode l  co r respond ing  to  the  da ta  o f  Tab le  4 . 1 4 .  
This model shows fewer significant paths than either the UNIT + LEVEL or 
UNIT + FED measurements and only one more than the UNIT measurement. Job 
satisfaction, as with the UNIT measurement, has neither significant causes 
nor does it significantly cause any other variable. Formalization has 
two causes (i.e., centralization and complexity) but causes no other vari­
ables. Innovation, in this model has a causal effect on interorganiza­
tional relations. 
UNIT - LEVEL mean model The original path and t values for this 
model are found on Table 4.15 and the final values are found on Table 
4.16. Diagram 4.5 is the final path diagram corresponding to the data 
given in Table 4.16. This model has one more significant path than the 
model based on UNIT - FED measurement and fewer than either UNIT + FED or 
UNIT + LEVEL. In this model all variables except centralization have sig­
nificant causes and all variables significantly effect at least one other 
variable. 
FED mean model Table 4 . 1 7  and 4 . 1 8  contain data relating to the 
o r ig ina l  and  f i na l  mode ls  based  on  FED mean  measurement .  D iag ram 4 . 6  
corresponds to the data shown in Table 4.18 and represents the final 
Table 4.13 Path and t values for initial recursive system under UNIT 
FED model 
Complex- Centra 1-
ity ization 
DEPENDENT VARIABLES Value X_ 
Interorganizational Path .308 .234 
Relations y 3.284 2.452 
Xj Centralization Path .209 
T 2.024 
X|^ Formalization Path -.249 .176 
T -2.388 1.685 
X^ Innovation Path -.037 .126 
T - . 3 6 0  1 . 1 9 8  
Xy Effectiveness Path -.130 .186 
T -1.197 1.750 
Xg Efficiency Path -.018 .180 
T - . 1 6 5  1 . 6 6 6  
Xg Job Satisfaction Path '136 -.150 
T 1.228 -1.378 
100 
INDEPENDENT VARIABLES 
Formali- Stratifi- Innova­ Effective­ Effi- Job Satis­
za t i on cat ion tion ness c iency faction 
*4 "5 *6 *7 *8 S 
.105 -.034 .181 .073 .291 -.014 
1.137 
O
O
 C
O
 1 1.852 .757 3.178 -. 156 
.029 
.290 
.010 
.097 
.089 .138 -.309 .163 .108 
.882 1.380 -3.056 1.629 1.084 
-.050 -.189 
-.072 -1.850 
-.077 .125 
-.712 1.205 
.086 .007 
.791 .067 
Table 4.14 Path and t values for final recursive system under UNIT -
FED model 
Complex- Central-
ity izatlon 
DEPENDENT VARIABLES Value 
Xj Interorganizational Path .271 .270 
Relations ^ 3 . 0 6 5  3-003 
X^ Centralization Path .209 
T 2.039 
X^ Formalization Path -.250 .176 
T -2.401 1 . 6 9 8  
Innovation Path 
T 
Xy Effectiveness Path .153 
T 1.498 
Xg Efficiency Path .171 
T 1.653 
Xg Job Satisfaction Path 
T 
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INDEPENDENT VARIABLES 
Formali- Stratifi- Innova- Effective- Effi- Job Satis-
zatlon cation tion ness ciency faction 
X4 *5 *6 *7 *8 *9 
. 1 5 8  . 2 8 1  
1.790 3.149 
- . 3 2 5  . 2 0 3  
- 3 . 3 3 2  2 . 0 8 3  
- . 1 9 2  
- 1 . 8 7 1  
COMPLEXITY 
X2 
.271: 
.171 
FORMALIZATION 
\1^V X4 > 
CENTRALIZATION 
X3 > 
STRATIFICATION 
X5 
Residual  Path Coeff icients 
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V X8 
-.A92 
.281 
.270** 
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X9 V 
^1 "  .811 ^6 "  .924 II X 
.978 .971 
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Diagram 4.4 Final path model of UNIT - FED measurement model 
Table 4.1$ Path and t values for initial recursive system under UNIT -
LEVEL model 
Complex- Central-
Ity ization 
DEPENDENT VARIABLES Value 
Xj Interorganizational Path .202 .075 
Relations y 2.06$ .768 
X^ Centralization Path .013 
T .122 
X^ Formalization Path .034 .180 
T .328 1.735 
X^ Innovation Path .129 .104 
T 1.235 .999 
Xy Effectiveness Path -.004 .217 
T -.039 2.067 
Xg Efficiency Path -.151 .081 
T -1.446 .763 
Xg Job Satisfaction Path -.256 -.056 
T -2.517 -.544 
105 
INDEPENDENT VARIABLES 
Formal»- StratifI- Innova- Effective- Effi- Job Satis-
zation cation tion ness ciency faction 
.164 .130 .301 .169 .261 .198 
1.714 1.353 2.998 1.665 2.716 2.033 
.048 
.453 
- . 118  
-1.132 
-.045 -.074 -.328 .195 -.067 
-.435 -.716 3.167 1.916 -.644 
-.069 -.163 
-.658 -1.572 
.011 .066 
.099 .623 
-.105 -.122 
-1.007 -1.193 
Table 4.16 Path and t values for final recursive system under UNIT -
LEVEL model 
Complex- Central-
ity ization 
DEPENDENT VARIABLES Value X, 
Xj Interorganlzational Path .193 
Relations y ^ 
X^ Centralization Path 
T 
X^ Formalization Path .175 
T 1.692 
Xg Innovation Path 
T 
Xy Effectiveness Path .204 
T 1.997 
Xg Efficiency Path -.154 
T -1.484 
Xg Job Satisfaction Path 
T 
-.255 
-2.513 
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INDEPENDENT VARIABLES 
Formali- Stratifi- innova- Effective- Effi- Job Satis-
zation cation tion ness ciency faction 
X4 *5 *6 *7 *8 *9 
.160 .300 J63 .278 .175 
1 . 7 1 2  2.997 1 . 6 7 3  2.892 1.810 
- . 1 5 5  
-1.516 
-.292 
-2.947 
.174 
1.751 
.193** 
COMPLEXITY 
X2 
-.154 
EFFICIENCY 
X8 
I FORMALIZATION 
X4 
CENTRALIZATION 
X3 / 
300*= INNOVATI ON 
X6 
EFFECTIVENESS 
X7 
STRATIFICATION 
X5 
JOB SATISFACTION 
X9 
Residua1 Path Coefficients 
= 
. 8 6 0  X7 =: . 9 6 7  
X
 
J
r
 II 
CO cn 
Xg - . 9 8 8  
X
 
OS
 II 
.940 
^ 9 "  . 9 6 6  
**Relation and direction hypothesized 
*ReIation hypothesized 
Diagram 4.5 Final path model of UNIT - LEVEL measurement model 
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path model for this measurement model. This model shows more significant 
paths than any of the previously discussed models. In terms of causal 
explanation this model appears to be more adequate than any of the pre­
viously discussed models; two of the variables (innovation, interorgani-
zational relations) have relatively low residual path coefficients (.429 
for each) and a third (effectiveness) has a residual of .759 which is 
among the lowest found for any of the models discussed above. The vari­
able of innovation appears to be a causal link in this model as it is 
significantly caused by all variables preceding it in the causal ordering 
and has a significant effect on interorganizational relations although 
it is not in the direction hypothesized. The variable of centralization, 
however, has no significant cause. 
LEVEL mean model The data for the causal model based on LEVEL 
mean measurement are shown in Tables 4.19 and 4.20. Diagram 4.7 is the 
final causal diagram based on the data presented in Table 4.20. This 
model is quite similar to the one based on FED mean measurement—it con­
tains the same number of significant causal paths and shows relatively 
low residual path coefficients for innovation (.616), interorganizational 
relations (.678) and effectiveness (.850). In this model, centralization 
has a significant cause (complexity) and all variables except innovation 
have a significant effect on at least one other variable. Although 1n-
terorganizational relations has four significant causes (complexity, 
efficiency, centralization, stratification) the absence of the causal 
effect of innovation is crucial because the indirect effects of other 
Table 4.17 Path and t  values for Init ial recursive system under FED model 
Complex- Centra 1-
ity ization 
DEPENDENT VARIABLES Value X 
Interorganizational Path -.013 .316 
^^^^*tions J -.172 4.786 
X^ Centralization Path -.026 
T -.250 
X^^ Formalization Path .064 -.356 
T .662 -3.671 
X^ Innovation Path .134 .281 
T 1.779 4.835 
Xy Effectiveness Path -.503 .304 
T -6.190 3.504 
Xg Efficiency Path -.014 .011 
T -.139 .101 
Xg Job Satisfaction Path -330 -.051 
T 3.303 -.479 
in 
INDEPENDENT VARIABLES 
Formali- Stratifi­ Innova­ Effective­ Effi­ Job Satis­
zation cation tion ness ciency faction 
*4 S  *6 '7  
V 
" 8  S 
- . 2 1 7  - .236 - .320 -  .655 . 1 5 4  .670 
- 3 . 5 4 4  - 4 . 7 9 4  -2 .938 - 6 . 5 9 2  1.611 9 . 9 8 7  
. 0 4 0  
. 3 7 6  
- .168 
- 1 . 7 2 7  
.287 - . 0 9 9  - . 3 7 6  . 4 1 8  . 1 2 7  
5 . 4 7 5  -2 .066 - 4 . 1 7 3  4 . 9 9 7  1 . 9 4 3  
- .  160 - .027 
-1 .812 - .328 
.252 .078 
2 . 2 3 3  . 7 4 6  
. 0 9 3  - .  026 
. 8 5 8  - .258 
Table 4.18 Path and t  values for f inal recursive system under FED model 
Complex- Central-
ity ization 
DEPENDENT VARIABLES Value X_ 
X, Interorganizational Path .313 
Relations T 4.928 
Centralization Path 
T 
Formalization Path -.358 
T -3.701 
X^ Innovation Path .134 .281 
T 1.779 4.835 
Xy Effectiveness Path -.505 .305 
T -6.257 3.533 
Xg Efficiency Path 
T 
Xg Job Satisfaction Path -336 
T 3.400 
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INDEPENDENT VARIABLES 
Formali- Stratifi­ Innova­ Effective­ Effi­ Job Satis­
zatlon cation tion ness ciency faction 
*5 *6 *8 *9 
-.216 -.237 -.324 -.645 .164 .664 
-3.561 -4.901 -3.043 -8.012 2.262 11.413 
-. 164 
-1.670 
.287 -.099 -.376 .418 .127 
5.475 -2.066 -4.173 4.997 1.943 
-.155 
-1.791 
.233 
2.289 
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'^Relation and direction hypothesized 
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Diagram 4.6 Final path model of FED (split) measurement model 
Table 4.19 Path and t  values for init ial recursive system under LEVEL 
model 
Complex- Central-
ity ization 
DEPENDENT VARIABLES Value X_ 
X. Interorganizational 
Relations 
Path .224 .409 
T 2.276 4.391 
Xj Centralization Path -292 
T 2.901 
X^ Formalization Path -.197 
T  - 1 .824 
X^ Innovation Path -.229 .300 
7  - 2 . 6 8 3  3 . 8 6 6  
Xy Effectiveness Path -.466 .312 
T  - 4 . 8 2 0  3 . 2 8 2  
Xg Efficiency Path *^9^ «127 
X 1.807 1.202 
Xg Job Satisfaction Path "447 -.22© 
T 4.910 -2.523 
116  
INDEPENDENT VARIABLES 
Formal 1- Stratifi­ Innova­ Effective­ Effi­ Job Satis-
zation cation tion ness ciency fact ion 
*4 "s *6 '7  *8 S 
.081 -.146 .093 -.041 .399 - .059 
.923 -1 .871 .784 1 CO
 
0
 
4.794 - .566 
0
 
L
f\ 0
 
.495 
-.067 
- .616 
.108 .165 -.509 .091 .385 
1.373 2.422 -6.229 1.221 4.584 
-.213 -.170 
•2.292 -1.868 
.088 .179 
.855 1.771 
.457 .137 
5.207 1.595 
Table 4.20 Path and t  values for f inal recursive system under LEVEL 
model 
Complex- Centra 1-
Ity ization 
DEPENDENT VARIABLES Value 
X^ Interorganizational Path .209 .404 
Relations T 2.716 5.292 
Centralization Path .295 
T 2.946 
X^ Formalization Path --217 
T -2.116 
X^ Innovation Path -.279 .337 
T -3.538 4.505 
Xy Effectiveness Path -.466 .312 
T  -4.820 3.282 
Xg Efficiency Path -212 
T  2.102 
Xg Job Satisfaction Path "447 -.226 
T 4.910 -2.523 
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INDEPENDENT VARIABLES 
Formal I- Stratifi- Innova- Effective- Effi- Job Satis-
zation cation tion ness ciency faction 
*4  Xg X;  Xy Xg Xg 
-.123 .438 
-1.671 5-761 
.165 -.556 .453 
2.425 -7.197 6.143 
-.213 -.170 
•2 .292  -1 .868  
. 186 
1.838 
.457 .137 
5.207 1.595 
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Diagram 4.7 Final path model of LEVEL measurement model 
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variables through innovation would probably lower the Interorganizational 
residual path coefficient. 
Comparison of causal models constructed from alternative measurement 
models 
Table 4.21 provides a summary of information from each of the final 
path diagrams and will be used to compare and evaluate the alternative 
measurement models in terms of the degree to which each provides a causal 
model which "fits" the theoretical model. 
Column A of Table 4.21 gives the number of significant path coeffi­
cients which conform to the relationship and direction posited by the 
theoretical model; column B gives the number of significant path coeffi­
cients which conform to the relationship but not direction posited by the 
theoretical model; Column C is a total of A and B. Column D gives the 
number of significant paths which were not posited either by relation or 
direction in the theoretical model and Column E is a total of C and D, 
i=e.-j the total number of significant paths found for each model. 
The major criterion for evaluation of these models is the extent to 
which the final path model conforms to the theoretical model. This may 
be accomplished by merely inspecting the frequencies of Columns A, B and 
C—that is, the measurement model which produced the most theoretically 
posited relationships may be considered the most effective model in terms 
of conforming to the theoretical model. There are two difficulties with 
this approach, however, as Column 8 does not differentiate between models 
because of similar frequencies and, more crucially, no account is made for 
the efficiency of the model in terms of the degree to which the theoreti-
Table 4.21 Summary of seven causal models constructed from alternative measurement models 
NUMBER OF SIGNIFICANT PATH COEFFICIENTS 
Measure­
ment 
Mode I s 
Relation and 
Direction as 
Hypothesized 
(A) 
Relation 
Only as 
Hypothes i zed 
(B) 
Total** 
Relations as 
Hypothesized 
(C) 
Relation Not 
Hypothesized Total 
(0) (E) 
Proportion 
A - r - E  
Residual Path 
Coefficient 
For Interorga-
nizat ional 
Relations 
U N I T  5 4 9 2 11 .45 .796 
+  F E D  6 3 9 6 15 .40 .772 
+  L E V E L  7 4 11 9 20 .35 .746 
-  F E D  6 3 9 3 12 .50 .811 
-  L E V E L  4 4 8 5 13 .31 .860 
F E D  10 3 13 8 21 .48 .429 
L E V E L  7 4 11 10 21 .33 .678 
*Tota1 possible from completely recursive system = 32 
"ATotal possible from theoretical model = 17 
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cally posited relations are the only relations appearing. The proportion 
of theoretical relations found, to total relations found (A-f E) provides 
for this efficiency criterion. This proportion was developed by the 
author and will be considered the major criteria for fit of the path 
models to the theoretical model. 
The UNIT - FED model has the highest proportion of theoretical rela­
tions found to total relations found (.50) followed closely by the FED mea­
surement model (.48), then original unit (.45), and UNIT + FED (.31). Al­
though the proportion for the model based on UNIT - FED measurement is .02 
points higher than that based on the FED measurement, this work will con­
sider the FED model the superior model because (I) it contains almost 
twice as many (10 versus 6) of the theoretical relations and (2) the 
residual path coefficient on interorganlzatlonal relations is almost half 
as large (.429 versus .811). 
The general conclusion in terms of the various measurement models Is 
that when federated properties are assumed to exist, even though they are 
measured by data collected from federation units, an accurate method of 
accounting for such properties In testing causal theory is to assign each 
unit the mean of the federation. In the instance where the number of 
federations is small, the units may be split and two means used for each 
federation. 
The nine variables discussed in this work were found, from the analy­
sis of variance, to be federation and federation level properties thus it 
follows that measurement models which account heavily for such properties 
would be the most useful In analyzing (causal) relationships among a set 
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of variables which are, theoretically, assumed to be properties of feder­
ations. Of all of the models examined in this work, the FED mean measure­
ment model gives the most weight to the federation mean (norm) thus it 
would follow that this measurement model should be the most useful in 
reflecting the federation effect. Two empirical deviations from this line 
of reasoning appear, however, in relevance to the proportional criteria 
shown in Table 4.21. First, the UNIT - FED measurement model was found 
to have, relative to the other models, excellent fit yet this model has 
been defined as one which merely controls for federation and allows "pure" 
unit effect to take part in the measurement. The most likely explanation 
for this situation is that although we assume the variables to be feder­
ation properties, the degree to which they are such is not great; the 
analysis of variance demonstrated that there was only slightly more dif­
ferences between federations than within federations. Second, the level 
mean measurement was found to be relatively ineffective in accounting 
for relationships between variables which were assumed to be properties of 
federations and federation levels yet the analysis of variance demon­
strated that federation level was an even more meaningful characterization 
(by inspection of efficiency coefficients and mean squares) of the vari­
ables than was federation. An explanation for this might be found within 
the proport ional  cr i ter ion i tse l f ;  the f inal  proport ion was .33 or  l -7 -2 \ ,  
where 10 of the 21 path relations found significant were not hypothesized 
in the original model — this was the largest number of nonhypothesized 
relations found among the seven final path models. If the federation 
level measure is the most sensitive measure of organizational properties 
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then it is plausable to assume that it would discover relationships be­
tween such properties where past research not utilizing this measure has 
not and this would in part account for the relatively small proportion. 
Theory Testing Analysis 
A major assumption of the measurement model analysis was that the 
theory is an accurate description of reality in terms of explaining inter-
organizational relations. This assumption was necessary for evaluation of 
the various measurement models. No direct assessment of this assumption 
can be made empirically because such an assessment would depend on the 
measurement model being employed and a circular line of reasoning would 
result. Nevertheless it is useful to discuss the fit of the theory to 
empirical data (i.e., "theory testing") within the context of replication 
of past research ignoring the findings with regard to the measurement 
models. Such an approach would allow for a quasi-independent (i.e., 
utilizing another author's approaches and measurement model) partial 
assessment of the thccr.y. 
Because the concepts and empirical measures developed for this work 
were approximations of those suggested by Aiken and Hage, the following 
analysis will be considered a replication of their works within a causal 
model context. Essentially, the similarities and differences of this 
analysis to that presented above under measurement model analysis are as 
fol lows. 
(1) The level measurement will be utilized as it comes closest to 
the type of measurement model employed by Aiken and Hage (see page 30). 
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(2) A more conservative significance level will be utilized—.15 
was used above, .05 will be used here. 
(3) The original integrated model (see Diagram 2.5) which includes 
only those relationships posited by Aiken and Hage will be used. That is, 
the initial recursive set of equations will not be complete in the sense 
of including all possible relationships between six periods. 
(4) indirect effects of the variables will be considered. 
Tables 4.22 and 4.23 contain the path coefficients and t values for 
the first and the final steps of the analysis. Diagram 4.8 is the final 
path model corresponding to the data in Table 4.23. 
This model will be analyzed with regard to three criteria: (1) fit 
of the theory in terms of posited direct effects to the found direct 
effects; (2) fit of the theory in terms of support given by indirect 
effects; (3) analysis of residual path coefficients. 
D irect effects 
The final path mode! includes nine of the original seventeen re]a= 
tionships posited by Aiken and Hage and eight are excluded. It appears 
that formalization and efficiency have little relevance to this specific 
model in that no direct effects on them or from them are significantly 
(at a = .05) greater than zero; there were five causal paths related to 
these variables in the original model: complexity on formalization, 
formalization on efficiency, formalization on interorganizational rela­
tions, formalization and efficiency on innovation. Thus, of the eight 
posited relationships not found to be significant, five involved (either 
as cause or product) formalization and efficiency. Excluding these five 
Table 4.22 Path and t  values for init ial partial recursive system under 
LEVEL model 
Complex- Central-
Ity ization 
DEPENDENT VARIABLES Value Xg X 
Interorganizational Path .270 .44? 
Relations y 3.030 5.206 
X^ Centralization Path .295 
T 2.946 
X^ Formalization Path -.125 
T -1.197 
X^ Innovation Path -.229 .300 
T - 2 . 6 8 3  3 . 8 6 6  
Xy Effectiveness Path .202 
T 1. 9 8 8  
Xg Efficiency Path 
T 
Xg Job Satisfaction Path 
T 
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INDEPENDENT VARIABLES 
FormalÎ- Stratifi- Innova- Effective- Effi- Job Satis-
zation cation tion ness ciency faction 
*4 Xg *6 *7 *8 Xg 
.056 .198 
.612 2.201 
.108 .165 -.509 .091 .385 
1.373 2.422 -6.229 1.221 4.584 
-.186 
-1 .828 
.029 
.275 
.142 
1.369 
Table 4.23 Path and t  values for f inal partial recursive system under 
LEVEL model 
Complex- Central-
ity ization 
DEPENDENT VARIABLES Value X 
X^ interorganizational Path .256 .442 
Relations y 2.982 5.189 
X^ Centralization Path . 2 9 5  
T 2.946 
X^ Formalization Path 
T 
X^ Innovation Path -.279 .337 
T -3.539 4.505 
Xy Effectiveness Path 
T 
Xg Efficiency Path 
T 
Xg Job Satisfaction Path 
T 
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INDEPENDENT VARIABLES 
Formali- StratifI- Innova- Effective- Effi- Job Satis-
zatlon cation tion ness ciency faction 
^4 X- X_ XG XQ 
.220 
2 .671  
.165  
2 .425  
- .556 
-7.197 
.453 
6 .143  
. 256  
COMPLEXITY 
X2 EFFICIENCY 
FORMALIZATION 
CENTRALIZATION! 
.442 
INNOVAT I ON 
EFFECTIVENESS 
STRATIFICATION 
JOB SATISFACTION 
V X9 Residual Path 
Coeff ÎcIents 
.769 
'3 = .955 
^6 = .617 
Diagram 4.8 Final path model based on level mean measurement model and theoretical relations only 
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relationships, the model as originally posited appears to hold up under 
empirical examination. The only other relationships not found to be 
significant are: stratification on effectiveness and job satisfaction, 
and centralization on effectiveness. Two additional deviations from the 
original model are the direction of the relationships of complexity on 
innovation (posited positive, found negative) and stratification or 
innovation (posited negative, found positive). The analysis of indirect 
effects offers a partial explanation for these reverses. 
Ind i rect effects 
To this point, in this work, only the direct effects (path values or 
standardized partial regression coefficients) have been considered in 
analysis of causal models, however, the analysis of indirect effects is 
quite applicable in causal theories because the effect of a variable on 
another may not be direct but may rather be through a third variable. 
The calculation of indirect effects was made following Land (1969) 
where the total effect of A on ! is the zero order correlation (r\,), 
the total direct effect is the path value (Pj^) and the total indirect 
effect is the difference between the two (r^j - Pj^)- Specific indirect 
effects of A on I through E, for example, is the product of the zero 
order correlation of A and E and the path value for E on I 
Table 4.24 presents the results of the indirect effects analysis. 
Perhaps the most relevant findings are in terms of the indirect 
effect of complexity on innovation. The posited direct effect was 
positive, the direct effect found was negative (-.279) yet the indirect 
effect is positive and I2 times as large as the direct effect. Thus a 
Table 4.24 Analysis of indirect effects for t i ie f inal path model 
Effect  EfT.ct  dI"» inï i ïect  '  
of;  ( r )  (P)  ( r -P)  Effects 
2 on 1 .419 .256 .163*  Via 3 = .130,  v ia  6 .033 
3 on 1 .539 .442 .097 Via 6  = .021 ,  v ia  2 = . 0 7 6  
6 on 1 .300 .220 . 0 8 0  Via 3 = .042,  v ia  2 =  . 0 3 8  
2 on 3 .295 .295 . 0 0 0  None 
2  on 6  .148 - .279 .427V: Via 3 = .099,  v ia  5 =  . 0 0 9 ,  via 7 = .  1 8 8 ,  via 9  =  .131 
3 on 6  .096 .337 - .241*  Via 2 = - . 0 8 2  ,  v ia 5 =  .011,  v ia  7 =  - . 1 0 6 ,  via 9 -  - .064 
5 on 6  .332 .  165 .  167' - Via 2 = - .015 ,  via 3 =  .022,  v ia  7 = . 0 9 6 ,  via 9 = .064 
7 on 6  1
 
u
n
 
00
 
Co
 
- .556 - . 0 3 2  Via 2 = .094,  v ia  3 = .064,  v ia  5 = - . 0 2 9 ,  via 9  =  - . 1 6 1  
9 on 6 .546 .453 . 0 9 3  Via 2 = - . 0 8 1  ,  via 3 =  - .048,  v ia  5 = . 0 2 3 ,  via 7  =  .199 
"Finding which represents substant ia l  insight  to the f i t  of  the theory 
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conclusion is that the theory is correct in positing a relationship be­
tween complexity and innovation although the effect is not direct but 
indirect through, primarily, effectiveness (.188), job satisfaction (.131) 
and centralization (.099). 
A second relevant finding is with respect to the effect of stratifi­
cation on Innovation. This relationship was posited as negative yet the 
direct effect is positive (.165) as is the total indirect effect (.167). 
The finding that the indirect effect is slightly stronger than and yet 
consistent with the direct effect in terms of direction suggests that the 
theory is incorrect, i.e., that an increase in stratification (i.e., 
increase in barriers to status mobility) does not decrease innovation but 
rather increases it. 
A third relevant finding seems to support the theory with regard to 
the effect of complexity on interorganizational relations where the 
direct effect (.256) Is In the direction posited as is the relatively 
strong indirect effect (.163). 
A fourth relevant finding is with respect to the indirect effect of 
centralization on innovation which is negative (-.241) although the direct 
effect (.337) is positive. It would appear as if these two findings are 
contradicting and actually cancel each other; the total effect confirms 
this observation as the zero order correlation is relatively small (.096). 
Thus the theory is incorrect in regard to the positing of an effect of 
centralization upon innovation. 
The indirect effects discussed above are the more relevant (i.e., 
lend substantial support or refutation, as further Insight) ones; the 
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others are less relevant although they add, in smalI part, support for 
the theory as do the corresponding direct effects. 
Residual  ef fects 
In general ,  the ef fects of  var iables not  known and not  included in 
the system (residual  path coeff ic ients or  residual  ef fects)  exceed the 
ef fect  of  any one var iable al though certain var iables have re lat ively 
strong ef fects.  Table 4.25 presents the necessary data to compare these 
ef fects.  
The ef fect  of  var iables outside the model  ( residual)  appear to have 
about three t imes the ef fect  on central izat ion than does complexi ty,  
c lear ly  the model  is  def ic ient  here.  Interorganizat ional  re lat ions are 
ef fected by three var iables,  one of  which (central izat ion)  has more than 
Table 4.25 Comparison of  the var iable and residual  direct  ef fects in 
the f inal  path model  
Effected Variable 
Cause interorganiza-  Central i -  Innovat ion 
Variable t ional  Relat ions zat ion 
Residual  .709 .955 .61/ 
Complexity .256 .295 -.279 
Central izat ion .442 .337 
Innovat ion .220 
Strat i f icat ion .165 
Effect iveness -.556 
Job Sat isfact ion .453 
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half the effect of the residual. When in combination with complexity and 
innovation, the effect of variables within the model will appear to have 
greater effect than variables outside the model; yet the model is some­
what deficient here especially if only one or two variables are missing 
from the model. The least deficient variable in terms of causes included 
within the model is innovation where two variables (effectiveness and job 
satisfaction) have, separately, approximately 80 and 70% of the effect 
that the residual does and the remaining three variables also have sub­
stantial effect. Yet, if the missing variables are few in number, the 
model has a deficiency in terms of the causes of this variable. 
The general conclusion here is that although the variables included 
in the final model have substantial causal effects, the model is still 
incomplete--further exploratory as well as replicator/ research is needed. 
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CHAPTER 5 
IMPLICATIONS 
The purpose of this chapter is to extract and consolidate those 
findings which appear, to the author, to be especially relevant to the 
development of theory and methods in organizational research. Three types 
of implications will be discussed: (1) specific implications for theory, 
(2) specific implications for methods and (3) general implications for 
future research. 
Implications for Organizational Theory 
The integrated theory from the works of Aiken and Hage has certain 
strengths and weaknesses. The strengths are as follows: 
(A) Most of the variables appear to be properties of federations or 
federation levels although the data were collected from the organization 
unit. The only specific variable which was not found to be a property of 
federation level was formalization and this variable was found to be a 
property of the entire federation. The implication of this finding is 
that the theory is a theory of organizations, as units of analysis, and 
not of the data sources. Thus, the theory may be used as a device to 
predict and explain organizational behavior irrespective of individuals 
or ir.dividua! organizational units within the organization. 
(B) The theory was found to be a tentative (see implications for 
future research below) but adequate predictive device for interorganiza-
tional relations. Depending upon the measurement model employed, this 
predictive ability in a multiple regression framework ranged from .283 to 
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,816 (on a 0.0 to 1.0 scale). The latter figure was found when the feder­
ation norm was the only measure (effect) included. The stepwise analysis 
showed that not all variables were equally important in providing pre-
di.ction of interorganizational relations; the four variables of complex­
ity, centralization, innovation and efficiency were the most important 
variables, in this regard, across measurement models. The implication of 
these findings is that the theory does provide for adequate prediction of 
level of interorganizational relations. 
(C) The theory was also found to be an adequate explanation for 
interorganizational relations although parts of it did not hold up under 
empirical investigation. The prose explanation for interorganizational 
relations as given in Chapter 2 should, in light of the findings of 
theory testing analysis, be modified to conform to the following: 
(1) Complexity increases and (as the number of specialties in­
crease so does the need for specialized resources which cannot be found 
within the organization) causes interaction with other organizations to 
increase. 
(2) Complexity also increases the decentralization of the orga­
nization because of the more specified decisions which must be made. This 
decentralization also increases interaction with other organizations and 
actually has more of a direct effect on interorganizational relations than 
does complex!ty. 
(3) Complexity and centralization both have a direct effect on 
innovation although their indirect effects have a canceling result where 
centralization actually has little total effect on innovation and 
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complexity has a total effect of slightly increasing innovation although 
the direct effect is to decrease it. 
(4) Innovation increases primarily, through the direct and in­
direct effect of an increase in stratification and job satisfaction and a 
decrease in effectiveness. The relative importance of the variables in 
changing innovation is in the order given with job satisfaction almost 
three times as important as stratification and effectiveness almost four 
times as important as stratification. 
(5) The effect of general innovation is to increase interorga-
nizational relations probably because, for most organizations, interorga-
nizational relations represent a kind of innovation which would facilitate 
the increase of effectiveness for the organization (see (4) above). The 
direct effect of innovation on interorganizational relations, however, is 
slightly less than complexity and less than half the effect of centrali­
zation. 
In  b r ie f ,  a  very  genera l  conc lus ion  f rom the  var ious  ana lyses  p re­
sented  in  th is  work  i s  tha t  in te rorgan iza t iona l  re la t ions  comes about  
because o f  two k inds  o f  ra ther  independent  phenomena in  organ iza t ions :  
(1 )  a  genera l  inc rease In  the  spec ia l i za t ion  o f  the  o rgan iza t ion  ( inc rease 
in  complex i ty ,  decent ra l i za t ion  and e f f i c iency)  fo rc ing  i t  to  look  to  i t s  
env i ronment  fo r  ass is tance,  (2 )  a  genera l  decrease in  e f fec t i veness  o f  
the  o rgan iza t ion  fo rc ing  i t  to  innovate  by  look ing  to  i t s  env i ronment  fo r  
ass is tance;  fu r thermore ,  the  f i r s t  o f  these  appears  to  be  the  more  e f fec ­
t i ve  exp lanat ion .  
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The implication of these findings is that while the theory provided 
an adequate explanation of level of interorganizational relations, the 
constructed theory provides a more adequate explanation in that certain 
posited relationships and variables were deleted while others were added 
as a result of empirical analyses. 
The weaknesses of the theory are as follows: 
(A) The lack of intermediate explanatory variables does not allow 
for complete explanation. For example, it was posited and found that an 
increase in complexity produces decentralization although the mechanism by 
which this happens is not included as a variable and we are left to assume 
that the variable is specificity of decision making within organizational 
units to the exclusion of other organizational units and levels. 
(B) (A) above is a particular case of the empirically demonstrated 
lack of variables within the system (i.e., high residual path coeffi­
cients) . 
(C) An opposite problem is that some of the variables such as formal­
ization were found to be extraneous to the others. 
Implications for Organizational Research Methods 
The major general finding with respect to methods is that different 
measurement models of complex organizations produce different results. If 
the variables are assumed to be properties of federations, for example, 
and measurement reflects this, the findings will be different than if 
unit properties are assumed and measurement reflects this assumption. In 
this work, two assumptions were made in order to analyze differences among 
alternative measurement models: (1) the variables were assumed to be 
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properties of either federations or federation levels and this assumption 
was upheld under analysis of variance tests; (2) the theory of relation­
ships among the variables was assumed to be an accurate description of 
reality. Under these assumptions the measurement models were "tested" 
to determine which produced a causal model (from the empirical model 
building technique of path analysis) that best "fit" the theoretical 
model. The model which came closest was the FED mean measurement model, 
that is, it is implied that the most valid method of accounting for feder­
ation properties when data are collected from federation units is to 
assign the federation mean to each unit. This method has the advantage 
of allowing the number of observations to remain relatively high (i.e., 
equal to the number of unit data sources) in order to conduct causal 
analyses of data. This advantage is crucial, in the author's opinion, 
for the advancement of learning about complex organizations. Although 
much survey research has been conducted and theoretical writings abound, 
the analyses have remained, by and large, at the case study or two-
variable hypotheses testing level. The other measurement models also 
have this advantage although they account differently for the effect of 
the federation (or level) norm. 
The utility of this analysis is implied from the finding that differ­
ent measurement models produce different results and that some are more 
successful in reflecting organizational properties than others. That is, 
a gain in precision and validity of measurement results from considering 
alternative measurement models and this gain is seen as useful not only 
to academic research ("pure" orientation) but also to organizational 
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change ("applied" orientation). The usefulness of this analysis to the 
organizational change agent is found within the increased accuracy of 
theories which may be translated into "guidelines" for social action, 
that is,  an increased accuracy ( i .e. ,  more realistic building and testing 
measurement frameworks to develop a theory for the change agent) of 
explanation would lead to increased accuracy ("success") of organization­
al change. 
Implications for Further Research 
The major portion of this work has been devoted to a rather specific 
methodological problem, i .e. ,  the accounting for aggregative effects in 
measurement of federation variables when data are collected from federa­
tion units. Most research of federations has either ignored the problem 
completely or relegated i t  to a few brief comments in report footnotes. 
The present work has shown that the problem has several solutions. One 
task of further research would be to replicate the analysis of these 
solutions in other theoretical frameworks. This is not to imply that this 
is the only organizational methodological problem needing further re­
search; the comparative analysis of alternative data sources is another. 
The following is a l ist of suggestions for further research in complex 
organi zations. 
( I )  Any research uti l izing units as sources for data regarding aggre-
* 
gative properties of units is recommended to follow the procedure uti l ized 
in this work: (a) develop causal theory from similar past research 
efforts; (b) state the assumed property of the variables involved; (c) 
test this assumption by analysis of variance methods; (d) select a 
measurment model which allows each data source value to reflect the vari­
able property yet enter analysis as one observation (seven such models 
were utilized and analyzed herein); (e) analyze the fit of theory to the 
empirical data. 
(2) For additional precision in testing the theory utilized in this 
work, an experimental design is recommended which would facilitate the 
analysis of feedback (symmetrical cause) relationships. A more rigorous 
determination of the exact nature of the relationships in terms of devi­
ation from linear assumptions would also aid in precision of analysis. 
(3) The theory as developed in Chapter 2 of this work should be 
tested within different empirical situations, i.e., utilize industrial 
labor or other organizations in addition to replicating with health 
related organizations. The variables of the theory should have additional 
indicators developed so that estimation of reliability and validity of 
the measures can be made. Additional variables also need to be explored 
as to their relevance to the theory. The variable of communication may 
be one such candidate for inclusion in the theory for future research. 
In general, future research in complex organizations needs to be 
designed to allow, in part, for the development of criteria on which to 
evaluate the broader assumptions of complex organization analysis which 
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CHAPTER 6 
SUMMARY 
In Chapter 1, four general research objectives were stated and the 
work may be summarized in terms of these objectives. 
(1) Integrate related theoretical works into a causal theoretical 
model explanation of interorganizational relations. The "related theoret 
ical works" chosen were those by Aiken and Hage. The causal model which 
was developed included six sequential time periods and the variables 
within each of these is as follows: 1) complexity and stratification 
(both exogenous), 2) centralization, 3) formalization, 4) efficiency, 
effectiveness and job satisfaction, 5) innovation, 6) interorganizational 
relations. The theory was developed in Chapter 2. 
(2) Develop alternative measurement models and procedures for ana­
lyzing federated organizational variables. Seven models were developed 
from suggestions in the sparse literature on alternative measurement 
model s : 1) use the original unit score, z) use the original unit score 
plus the mean of the unit's federation, 3) use the original unit score 
plus the unit's federation level (state, multi-county or county) mean, 
4) use the original unit score minus the unit's federation mean, 5) use 
the original unit score minus the unit's federation level mean, 6) use 
the federation mean as the unit's score, 7) use the level mean as the 
unit's score. The first model assumes a composite of all effects (unit, 
level, federation and ail others); the second and third models give addi­
tional weight to the level or federation effect; the fourth and fifth 
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models control the level or federation effect; the sixth and seventh 
models allow only the federation or level effect to be present. 
One- and two-way classification analysis of variance were employed 
to determine if the variables were properties of federations, levels or 
units. Multiple regression was employed to determine if structural 
effects were present on a unit's level of interorganizational relations. 
These procedures and models were developed in Chapters 2, 3, and 4. 
(3) Utilize alternative measurement procedures in statistically con­
structing a theoretical model. Each measurement model was utilized in 
a separate analysis employing the model building techniques of multiple 
regression, stepwise regression, and path analysis. The model on which 
path analysis was based was fully recursive between time periods rather 
than partially recursive between time periods as suggested by the inte­
grated theory; this approach allowed more flexibility for the exploration 
of non-hypothesized relationships yet kept the basic form of the theory 
intact. This analysis was completed in Chapter 4. 
(4) Compare and evaluate reconstructed theories utilizing alternative 
measurement procedures for future utility in guiding research. The major 
"test" of the alternative measurement models was the degree to which the 
constructed theory based on them "fit" the original ("integrated") theory. 
This "test" depended upon the assumption that the theory was an accurate 
description of reolity--this assumption was based on three items: l) past 
theoretical works of Aiken and Hage and other authors, 2) past empirical 
research, 3) quasi-replication of the test of the theory as to its fit 
to empirical data. This third item is presented in Chapter 4, items 1 
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and 2 are discussed in Chapter 2. The general conclusion was that the 
federation mean as unit score was the most useful (allowed closest fit 
of data to theory) in a causal model (path analysis) framework. The level 
mean as unit score was found to be the most useful in a multiple cause 
(stepwise analysis) framework. These findings were presented and dis­
cussed in Chapter 4. Implications from the findings were discussed in 
Chapter 5. The major, very general, implication from the research was 
that because different measurement models did produce different findings, 
the consideration of such models should be a part of every organizational 
research effort where data relating to properties of organizations are 
collected from subunits of the organizations. 
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APPENDIX A 
Detail  of Variable Measures 
in Original Interview Question Form 
INTERORGANIZATIONAL RELATIONS 
Has your organization shared, loaned or provided resources such as 
meeting rooms, personnel, equipment or funds to at any 
time during the last three years? 
What were these resources? 
Has shared, loaned, or provided resources such as meeting 
rooms, personnel, equipment, or funds to your organization at any 
time during the last three years? 
What were these resources? 
Within the last three years has this unit of your organization 
worked jointly in planning and implementing any specific programs 
or activit ies with ? 
Please describe the nature of these joint efforts. 
COMPLEXITY (PARTS ALSO USED FOR EFFICIENCY AND ^  SATISFACTION) 
First,  we would l ike to know what "paid positions" (job t it les),  
i f  any, exist in your organization and a l i tt le about the persons 
who f i l l  them. Please include secretarial and clerical personnel. 
Using the table on this page, would you please write in the t it les 
of the paid positions, both part-t ime and full-t ime, held by per­
sons now working in your level of this organization. ( IF THERE 
ARE NO PAID POSITIONS AT YOUR LEVEL WRITE NONE iN THE TABLE BELOW 
AND GO TO THE NEXT PAGE.) 
How many persons presently work in this position? 
How many persons now in this position have worked in your organiza­
tion for at least one year? 
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PART FULL 
POSITION TITLE TIME TIME 
NUMBER 
WORKED MORE 
NUMBER THAN 1 YEAR 
OF PERSONS IN POSITION 
Next we would like to know what "volunteer positions" (job titles), 
if any, exist in your organization and a little about the persons 
who fill them. Using the table on this page, would you please 
write in the title of the volunteer positions, both part-time and 
full-time held by persons now working in your level of this organi­
zation. For example, chairman, vice-president, secretary-treasurers, 
public relations, public information, fund solicitors, etc. (IF 
THERE ARE NO VOLUNTEER POSITIONS AT YOUR LEVEL, WRITE NONE IN THE 
TABLE BELOW AND GO TO NEXT PAGE.) 
NUMBER 
WORKED MORE 
PART FULL NUMBER THAN 1 YEAR 
POSITION TITLE TIME TIME OF PERSONS IN POSjTION 
X_ CENTRALIZATION 
Next I would like to discuss how new programs become initiated at 
your organizational level. 
Below is a list of some of the sources from which new programs may 
become initiated in organizations. I would like you to indicate 
the frequency with which new programs become initiated by the various 
sources listed. 
SOURCE NE
VE
R 
SE
LD
OM
 
SO
ME
TI
ME
S 
FR
EQ
UE
NT
LY
 
AL
W
AY
S 
A. Initiated by national level 1 2 3 h 5 
B. Initiated by state level 12 3 4 5 
C. Initiated by district level 1 2 3 4 5 
D. Initiated by local county level . . . 1 2 3 4 5 
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To what extent does your level of your organization have autonomy 
regarding decisions about longtem (one year) policy and programs 
you implement? 
(CIRCLE ONE) 
a. COMPLETE AUTONOMY . . 5 
b. MUCH AUTONOMY . ... k 
c. SOME AUTONOMY .... 3 
d. LITTLE AUTONOMY ... 2 
e. NO AUTONOMY 1 
FORMALIZATION 
Please indicate how often you refer to written documents to carry 
out your duties. (Physical Reference) 
(CIRCLE ONE) 
a. ALWAYS 50 
b. USUALLY 40 
c. OCCASIONALLY 30 
d. SELDOM 20 
e. NEVER 10 
In terms of expected behavior and activities which of the 
categories best describes your (Substitute each document which 
exists). 
WRITTEN POLICY EXISTS 
VERY 
GEN. 
SOME 
GEN. 
SOME 
DETAIL 
VERY 
DETAIL 
a. Office orocedure manual. . . 1 2 3 L 
b. Written job descriptions . . . . .IN 2Y 1 2 3 4 
c. Written personnel policies . . . .IN 2Y 1 2 3 4 
d. Secretaries' minutes . . . . . . .IN 2Y 1 2 3 4 
Y 
"5 STRATiF ! CATION 
How long have you held your present position? 
YEARS 
Altogether how many years have you worked for this organization? 
YEARS 
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X, INNOVATION 
Earlier you indicated to me the geographical area that your 
organization serves. Have any major changes been made in the size 
of the geographical area for which you are responsible within the 
last five years? 
NO 1 
Y E S  . . . .  2  
Looking ahead to the next five years do you expect any changes to 
be made in the geographical area for which you are responsible? 
NO 1 
Y E S  . . . .  2  
Have any major changes been made during the last five years in the 
kinds of activities carried on by your organization, the size of your 
staff, or any other factors which have affected your capability to 
achieve your goals? 
NO 1 
Y E S  . . . .  2  
Looking ahead to the next five years do you expect any changes 
to be made in the kinds of activities carried on by your organiza­
tion, the size of your staff, or any other factors which might 
affect your capability to achieve your goals? 
NO 1 
YES . , , ,2 
Xy EFFECTIVENESS 
Below is 3 list of reasons that have sometimes been given as explana­
tions of limitations in the effectiveness of organizations such as 
this one. Using the categories given, I would like you to indicate 
how strongly you agree with each statement in terms of the over-all 
effectiveness of this organizational unit. 
REASON RESPONSE 
A. Our budget is too small to provide 
needed services. 
S, Our salaries are inadequate. 
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REASON RESPONSE 
C. Some of our personnel are inadequately 
trained. 
D. Not enough personnel. 
E. Lack ofunderstanding among other 
agencies of what we do for people. 
F. Lack of understanding by public of 
what we do for people. 
G. Unwillingness of other agencies to 
cooperate with us. 
H. Lack of coordination and planning with 
other agencies. 
I. High turnover of personnel. 
J. We have too many clients for available 
staff and facilities. 
RESPONSE FRAMEWORK 
1 = STRONGLY DISAGREE 
2 = DISAGREE 
3 = NO OPINION 
k = AGREE 
5 = STRONGLY AGREE 
)L EFFICIENCY 
Approximately how much were your organization's total expenditures 
for your last calendar or fiscal year? (SELECT THE MOST RECENT YEAR 
GIVEN BELOW FOR WHICH INFORMATION IS AVAILABLE OR WRITE IN THE 
SPACES PROVIDED AT 4 IF YOUR FISCAL YEAR DIFFERS FROM ANY OF THE 
DATES GIVEN.) 
FISCAL YEAR PERIOD AMOUNT 
1. January 1, 1968 - December 31, 1968 $ 
2. July 1, 1968 - June 30, 1969 $ 
3. July 1, 1967 - June 30, I968 $ 
4. - $ 
[Total number of paid and voluntary personnel obtained by 
questions listed above for complexity.] 
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JOB SATISFACTION 
[Number of persons who worked for one year or more and the total 
number of persons currently working were obtained by the questions 
l isted above for complexity.] 
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APPENDIX B 
Comparison of Dissertation Measurement Models 
With Similar Statistical Procedures 
The purpose of the following brief discussion is to show the similar­
ities of the relatively unique measurement models employed in this thesis 
to statistical procedures which have been used elsewhere. It is argued 
that although similarities exist, the dissertation models have two advan­
tages: (1) they allow for utilization of each observation as a unit of 
analysis, that Is, the N remains equal to the number of respondents so 
that maximum degrees of freedom can be assumed while conclusions may be 
reached in terms of the aggregates of units; (2) they allow for the max­
imum number of independent variables to be equal to the number of theoret­
ical concepts involved and no more. Although seven measurement models 
were discussed, three basic manipulations were involved: (I) subtracting 
the aggregate mean (i.e., federation or federation level mean) from each 
unit's response; (2) using the aggregate mean as the unit's response; 
(3) adding the aggregate mean to each unit's response. 
The basic assumption when subtracting the aggregate mean is that a 
control for aggregate membership of the unit is introduced, that is the 
"pure" unit effect is actually analyzed. This is quite similar to the 
procedure described by Draper and Smith (ÎS66: Î3^-1A'Î ) GS the use of 
dummy variables to control for distinct levels of a factor in multiple 
regression. A comparison of subtracting the federation mean to the use 
of dummy variables (i.e., 0,0,0,0,0,0,1 are the values of seven dummy 
variables assigned to all units of the first federation; 0,0,0,0,0,1,0 
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are the values of the same dummy variables assigned to the second federa­
tion; 0,0,0,0,0,0,0 are values assigned to the last of the eight federa­
tions, etc.) produced almost identical results. When all eight indepen­
dent variables were included in the regression on interorganizational 
relations no differences in partial regression coefficients were found 
and a maximum of .008 difference was found among the path coefficients. 
The basic assumption when using the aggregate mean as the unit 
response ("score") is that the aggregate effect is isolated and analyzed 
irrespective of unit effect. This is similar to the traditional method 
of using the aggregate mean as one unit of analysis (see Davis, Spaeth 
and Huson, 1969:222) so that N is equal to the number of aggregates rather 
than the number of respondents. A comparison of these two methods pro­
duced similar results. When all eight independent variables were re­
gressed on interorganizational relations the partial regression coeffi­
cients differed by .001 to .044 between analysis utilizing an N of 93 and 
that utilizing an N of 16 (split federation means used). These differ­
ences are probably due to the weighting effect of unequal federation size 
(number of units in each). Path coefficients differed by .007 to .054. 
No consistent pattern was found among the differences. 
The basic assumption when adding the aggregate mean is that the indi­
vidual response is weighted in favor of the aggregate effect. Thot is, 
it emphasizes differences between organizations on unit measures where 
such differences exist. Where there is no difference between organiza­
tions the procedure linear!ly transforms the unit measures but causes no 
distinction to be made between organizations. This procedure is 
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considered, by the author to be analogous to that described by Flinn 
(1970:987) where the group mean was entered as a separate independent 
variable with the individual scores as another. Results from four re­
gression analyses, each utilizing the unit measure of interorganizational 
relations as the dependent variable, and complexity (measured variously) 
as the independent variables were as follows: FED measure of complexity, 
R® = .069; UNIT measure of complexity, R^ = .146; UNIT + FED measure of 
complexity, R® = .167; FED measure of complexity and UNIT measure of com­
plexity as two independent variables, R^ = .170. When the same analysis 
was repeated utilizing five concepts (stratification, innovation, effec­
tiveness, efficiency, job satisfaction) as independent variables the 
results were: FED = .088; UNIT R^ = .211; UNIT + FED R® = .214; FED 
and UNIT R® = .242. The conclusion from these comparative analyses is 
that the UNIT + FED measure is analogous to the procedure described 
above, although it is more conservative in terms of variance explained 
(R®). That is, it accounts for slightly more variance than either the 
UNIT or FED measure alone (i.e., the "weighting" effect appears to have 
been involved—the federation effect appears small relative to the unit 
effect thus the UNIT + FED measure accounts for slightly more variance 
than does the UNIT measure) but less than considering the two effects as 
separate variables. 
The three procedures may also be shown to be variations of tradi­
tional mathematical notation of the composition of effects in an obser­
vation (see Ostle, 1963; Snedecor and Cochran, 1967). For this thesis 
the general (UNIT) model might appear as. 
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Y . j  + « ;  +  e ; j  
where Y.j is the jth unit observation of the ith federation, p is the 
true mean effect, a. is the true deviation of the ith federation and e.^ 
is the true deviation of the jth unit. Note that yL + Ot. is the true 
mean effect of the ith federation. 
When the federation mean is subtracted the model becomes, 
Y,j = (/i + 0!j) - (m + «;) + 6;j = e.j 
When the federation mean is used as the value assigned to the feder­
ation unit the model becomes, 
V i j  =  P  +  « i  
When the federation mean is added the model becomes, 
Y.j = (fi + a.) + (fi + Ct.) + e.j = 2&U + a.) + e.^ 
