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Multi-specimen R-curves for A515, Gr. 70 steel determined from SC(B) specimens for (a) 2c/a = 2.8 with J determined from engineering-J design curve, and (b) 2c/a = 6 with J determined from modified EPRI formulation. Data from SE(B) specimens with a/W = 0. 
INTRODUCTION
A fracture mechanics assessment of a structure is made by comparing the driving force for fracture with some measure of the materials resistance to fracture. Traditionally, the fracture toughness of the material is expressed in terms of the critical value of a single parameter (eg. K, J, or CTOD). The fracture toughness is measured in the laboratory using small, deeply-cracked specimens with through cracks. This type of specimen is chosen because it has high constraint and is expected to yield a conservative measure of the toughness, provided certain size criteria are met. In calculating the driving force for fracture, it is frequently necessary to employ 2-D idealizations of the actual flaw in order to simplify the analysis and make use of existing tabulated crack solutions. This approach is generally thought to yield a conservative assessment of the fracture safety of a structure; however, there is no way of quantifying the degree of conservatism and such analyses may be overly conservative.
Driven by a desire to accurately establish the fracture integrity of flawed structures with laboratory scale testing, the fracture mechanics community has engaged in a considerable research effort to develop methodologies for quantifying the effect of crack tip constraint on unstable crack propagation behavior in pressure vessel steels (e.g. Refs. 1-9). The U.S. Navy has developed an interest in this work, not only for accurate structural integrity evaluation, but also to develop cost effective certification procedures for ship hull materials. Currently mandated explosive loading certification tests for hull steels are expensive and lack the quantitative results that allow interpretation to a variety of loading conditions and plate thicknesses. Development of a less expensive, laboratory scale material characterization procedure that will accurately and quantitatively predict the fracture behavior of explosively loaded steel hull structures may result in considerable cost and time savings to the U.S. Navy in ship hull material certification.
Two parameter fracture mechanics methodologies have been developed over the past several years which attempt to quantify material fracture toughness as a function of constraint [1] [2] [3] [4] . The second parameter (Q or T) provides a quantitative measure of the level of constraint present in the structure or specimen. In these approaches, the material fracture toughness is not a single point value, but is described by a locus of toughness that varies with the applied constraint conditions. These approaches show the most promise for application in the ductile-brittle transition range of ferritic steels where the fracture toughness can be greatly influenced by the constraint conditions [3, 5] . A related approach that has been developed along with the two-parameter methodologies is the toughness scaling model. The toughness scaling model incorporates a micromechanics-based failure criterion to determine the driving force which must be applied to a crack in a finite body in order to achieve a stressed volume equivalent to the critical stressed volume under small scale yielding conditions [6, 7] . The various methodologies have been used to correlate experimentally observed effects of constraint on fracture toughness with some success [3] [4] [5] 7] .
All of the experimental validations of these two methodologies to quantify constraint reported to date have employed data from essentially 2-D, through cracked geometries. The critical test of these approaches will be the more difficult problem of accurately predicting the response of structural elements containing realistic 3-D flaw geometries such as surface cracks. The surface crack introduces several difficulties that are not addressed by a 2-D approach to the problem. For 2-D analyses of through crack geometries, it is generally assumed that the crack tip conditions are uniform along the crack front. This is certainly not the case for the surface crack. For a given loading condition, the value of applied J varies considerably with position around the crack front [8] . The constraint also varies around the crack front, and the constraint variation may be completely different than that of J [9] . In the ductile-brittle transition region, there is also a size effect, related to the length of the crack front and associated with the probability of the incidence of a crack front cleavage initiation site, which is independent of the in-plane constraint effect [10] . No complete methodology has been developed yet which addresses all of these issues, and theie are only very limited J and Q solutions for surface cracks currently available in the literature [8, 9] . Nevertheless, experimental measurements of fracture behavior in specimens with surface cracks are needed in order to validate these new predictive models and guide their continued development.
This paper describes experiments conducted to verify the applicability of the toughness scaling and two parameter fracture mechanics methodologies to the surface crack geometry. The driving force, J, and Q were estimated based on available 2-D and 3-D results. The surface crack results were compared with conventional data developed from small laboratory specimens containing two dimensional flaws. 
Material
Specimen material used in this study is the same ASTM A515 grade 70 steel used in previous studies [3, 4] . A515 is a C-Mn pressure vessel steel that is in transition at room temperature and shows significant plasticity before initiation of cleavage fracture. The microstructure of the material used in this study, illustrated in Figure 1 , is mixed ferrite and pearlite, with an average grain diameter of approximately 75 micrometers.
The uniaxial tensile properties of the A515 are given in Table 1 . For this study, Young's modulus, E, is assumed to be 207,000 MPa. The strain hardening coefficient given in Table 1 is defined by a fit to the stress-strain curve at stresses greater than the yield stress, a., of the form:
The lower the value of n, the greater the work hardening behavior of a material. A515, with a strain hardening coefficient of 4, is a high work hardening steel. Specimen Geometry
The large plate, surface cracked bend, SC(B), specimen tested in this study is illustrated in Figure 2 . Plate dimensions were 50.8 mm in thickness, 203.2 mm in width, and 584.2 mm in length. This approximates a geometry used by the U.S. Navy for hull material characterization under explosive loading. Cracks were oriented in the T-S direction relative to plate processing. Semi-elliptical surface cracks were grown by fatigue from electric discharge machining (EDM) slots in the center of the specimens.
Three different nominal crack geometries were tested in this study. The three different geometries are indicated in Figure 2 and Table 2 , with actual crack dimensions for all successfully tested specimens given in Table 3 . Crack geometry 1 (a = 6.35 mm and 2c = 17.8 mm), was utilized for only two specimens, GGR2-1 and GGR2-2. Neither test yielded data that could be analyzed in this study, and will only be further discussed briefly in the RESULTS section, below. Fatigue precracking was performed in three-point bending at a constant load amplitude. The cyclic moment range was approximately 17.2 kN-m, and the stress (moment) ratio, R, was approximately 0.2. This loading resulted in maximum AK's of approximately 12.6 MPa,/m for crack geometry 2 and 14.8 MPaVrm for crack geometry 3, at the end of precracking. Initial EDM slot dimensions were selected to result in specific crack geometries following precracking. Using stress intensity (K) solutions for semi-elliptical surface cracks in plates subjected to bending loads [11] and assuming steady state fatigue crack growth (da/dN -CAKm), EDM slot dimensions required could be inferred from desired final crack dimensions. Stress intensity varies around the semi-elliptical crack front for a given remote load:
where S is the bending moment, a is the crack depth, c is the half surface length, t is the plate thickness, b is the plate half-width, and 0 is the parametric angle of ellipse. K is typically higher at the maximum depth than at the surface for the cracks examined here. The semi-elliptical crack grew at different rates in the depth and along the plate surface, hence, initial depth (a) to surface length (2c) aspect ratio (2c/a) was not necessarily the same .s the desired final aspect ratio. Additionally, EDM slot depth was reduced from that dictated by this method to account for crack initiation at the maximum depth (higher initial AK) prior to initiation on the surface.
Testing Procedure SC(B) specimens were loaded in four point bending under a constant crosshead displacement rate of 2.12 x 10.5 m/s (Figure 3 ). The moment arm for applied loading was 121 mm. Load, crack mouth opening displacement (CMOD), remote strain, and AC potential difference (ACPD) across the crack mouth were monitored continuously during loading. CMOD was measured by a ring gage inserted at the crack mouth on the center line of the specimen. Remote strain was measured at ±0.5 b on the crack plane, on both the front and back faces of the plate. The parameter b is defined as the distance from the centerline to the plate edge in the plate width. ACPD was measured to indicate any ductile crack extension prior to the initiation of cleavage fracture. Neither the ACPD data nor the CMOD data were necessary for the analyses conducted in his study, but will be used for additional analyses to be conducted in the future.
J Integral Estimation
J integral values at cleavage initiation, Jc, were determined using two approximations that had previously been shown to be effective in estimating J for the SC(B) specimen geometries 2 and 3 with a different material response [8] .
For crack geometry 2, an engineering-J design curve formulation [12] was used to estimate JC from remote strains. The design curve formulation was developed from two-dimensional elastic-plastic plane-strain finite-element analyses of a variety of cracked body geometries and loading conditions, for cracks with a/W _ 0.1 [12] . When yielding has occurred in the 'gross section' of the specimen (i.e. e/ey > 1.2), the engineering-J design curve methodology provides that J can be estimated by:
where e is remote strain for the uncracked body, e.Y is the yield strain (ao/E), and G= KI /E. Kl is given by solving equation 2 with Sb = S, the bending moment &or outer fiber yielding. For crack geometry 3, a modified EPRI estimation scheme [13] was used. The EPRI methodology for determining J was developed from consideration of cracks in stressed bodies where material flow behavior is described by:
where a is a constant (%1) and e. = ao/E. J is given by:
where J. is defined as:
where E' is E for plane stress and E/(1-u 2 ) for plane strain, u is Poisson's ratio, and K(a~ff) is the stress intensity for the given plastic zone corrected crack length and applied loading. Plastic zone corrected crack length, a.f is given by:
where p is 2 for plane stress and 6 for plane strain, P is applied load, and PL is the specimen plastic limit load. Limit load was estimated for each specimen by determining an equivalent through edge crack depth, aeq for the surface crack in the plate geometry [14] ,
a -4c +2t
and solving for limit load of this through edge crack:
where B is plate width (=2b) and L is the moment arm length. Modification of the EPRI methodology, incorporating a reference stress (a,*P/PL) and the assumption that a non-dimensional geometry factor is independent of work hardening [13] , results in Jp approximated as: __n2_(a)pn (10) where j is 1 for plane stress and 0.75 for plane strain.'
RESULTS

J Integlal Estimation
It was determined early in the test program that crack geometry 1, with a P 6.4 mm and 2c r 17.8, would not yield the desired cleavage fracture data at the test temperature, 200C. Extensive ductile crack extension occurred in the two specimens of this crack geometry tested, GGR2-1 and GGR2-2, without subsequent initiation of cleavage fracture. This geometry was then abandoned for crack geometry 2, with a o 12.7 mm and 2c f 35.6 mm. Crack geometry 2 has approximately the same crack aspect ratio of 2c/a = 2.8 as geometry 1, but is four times larger by area. The load and strain at the initiation of cleavage fracture, Pc and e, from the seven successful experiments with specimen geometry 2 and ten experiments with geometry 3 are given in Table 3 . One specimen with crack geometry 2 (GGR2-10) did not fail before the displacement (M50 mm, center-line) and load limits (w1300 kN) of the test fixtures and load frame were reached. rr-0%- An example of recorded data is given in Figures 4a and 4b . Applied bending load (1/2 of load cell output) and ACPD potential ratio, Rv, are plotted versus CMOD for specimen GGR6-5 in Figure 4a . The potential ratio, Rv is defined as V/V,, where V is the potential across the crack mouth and V, is the reference potential. Bending load is plotted versus monitored remote strains for the same specimen in Figure 4b . The monitored data was relatively free of noise, with the exception of the ACPD data which is shown after smoothing. The strain at cleavage fracture had to be extrapolated from lower strains in several cases after strain gages debonded from the specimen during loading. In three instances cleavage initiation was indicated by crack "pop-in", where a burst of cleavage cracking occurred without causing total separation of the plate specimen. Total specimen failure then occurred with additional loading.
Following specimen failure, fracture surface examination at low magnification confirmed the cleavage fracture mode and allowed accurate precrack measurement ( Figure 5 ). As indicated in Table 3 , six of the specimens with crack geometry 3 and four specimens with geometry 2 failed by cleavage with no prior ductile crack extension. The other specimens exhibited varying amounts of crack extension less than 2 mm, with the exception of specimen GGR2-3. Crack extension was measured at the maximum depth. ACPD was successful at indicating the occurrence of ductile crack extension during loading, but unsuccessful in correctly measuring the amount of extension without post-test analysis. For the purposes of the current study, a real time measure of crack extension was not critical. ACPD was used primarily as a condition monitoring tool in this study with future analysis of the data to characterize the effect of ductile tearing on cleavage initiation possible. Jc values for the tested specimens were estimated using the techniques described above with the results indicated in Figure 6 and Table 3 . Values shown for geometry 3 are the average of the plane strain and plane stress values determined with the EPRI estimation. Figure 6 plots the measured cleavage toughness as a function of specimen geometry. Results for the A515 cleavage fracture toughness determined using SE(B) specimens with crack depth ranging from a/W = 0.1 to a/W = 0.55 [3] are also plotted in Figure 6 for comparison. Toughness values ranged from 51.9 kJ/m 2 to 242.1 kJ/m 2 for crack geometry 3, and from 97.5 kJ/m 2 to 337.0 kJ/m 2 for crack geometry 2. The range of measured toughness values for geometry 3 approximates the range for SE(B) specimens with a/Ws0.3, while that associated with geometry 2 approximates the cleavage toughness range for SE(B) specimens with a/Wf0.1.
Multi-specimen fracture resistance curves developed from the SE(B) data of Kirk et al. [3] and the SC(B) data for crack geometry 3 from this study are presented in Figure 7 . J values at cleavage were plotted versus the amount of ductile crack extension prior to cleavage initiation. The R-curve produced this way includes crack tip blunting with the measured crack extension. From these plots, an approximate initiation J, Ji, for ductile crack extension can be determined by the intersection with the blunting line (J = 2ao,,.Aa) of a regression line d.awn through the data. J 1 c for ductile crack extension has been previously shown to be relatively insensitive to specimen geometry for a given material [15] . Therefore, comparison of the J 1 for each of the data sets should give an indication of the accuracy of the estimation schemes used for SC(B) J analysis. As indicated in Figure 7 , Ji for ductile crack extension in the A515 steel is approximately 135 kJ/m 2 according to the SE(B) data of Kirk et al. [3] . The J 1 indicated by the regression through the SC(B) data for crack geometry 3 from this study is approximately 89 kJ/m 2 . This implies that the estimation scheme used to determine applied J for the SC(B) specimen with crack geometry 3 underestimates the true J-integral at the crack front. This result is consistant with a previous analysis of the anticipated effectiveness of the EPRI estimation for an SC(B) specimen at strains well beyond yield [8] . Similarly, the Ji for the SC(B) specimen with crack geometry 2 is approximately 197 kJ/m 2 , indicating that the engineering-J design curve overestimates the true applied J-integral in this case. 2 
Application of Constraint Methodologies
Experimental application of constraint methodologies to the data developed in the current study can only be accomplished by making numerous estimations. Future work will include the finite element modelling to develop the necessary J integral and constraint solutions for this material and specimen geometry. Finite element modelling has been performed for surface cracked tension, SC(T), specimens of the lower hardening, higher strength, pressure vessel steel ASTM A533B [9] , and for SC(B) specimens with different flow properties than the material examined in the current study [8] . Results of that modelling are used here to estimate the applicable Q values for the SC(B) A515 data.
For the J values determined for crack geometry 3 using the modified EPRI estimation scheme described previously, Q values were estimated graphically from the uniaxial tension J-Q driving force curves in Dodds et al. [9] and then adjusted to higher constraint values to account for the higher hardening material and bend loading. The amount of the adjustment (s + 0.25) to Q was selected based on previously reported dependence of Q on strain hardening coefficent for the SE(B) geometry [3, 9] . The value of Q for a given Jc for crack geometry 2 was estimated as approximately equal to that for the larger surface flaw in the lower hardening material. Prior modelling of this type of flaw [8, 9] indicates that the highest J and 2 Two different estimation schemes were used to determine JC for the two SC(B) geometries; if the same estimation technique was used for all of the data, it was found that the engineering-J design curve formulation apparently overestimated the true J at the crack tip for geometry 3 as well. Likewise, the EPRI estimation apparently underestimated the true crack-tip J for geometry 2. A determination as to which technique is more appropriate to use for the SC(B) specimens of this material is not made here.
crack tip constraint for a surface crack is not necessarily at the maximum depth. For the purposes of this study however, initiation is assumed at the maximum depth. The maximum J given by the two J estimation schemes used is at the maximum depth. Figure 8 shows the application of the two parameter fracture mechanics (J-Q) methodology to assess the effect of constraint on the cleavage fracture toughness. Plotted are the A515 data for the SC(B) specimens of this study and the SE(B) data of Kirk et al. [3] (with a crack growth restriction as indicated). If the J-Q driving force curve for crack geometry 3 is estimated as described above and shown in Figure 8 , then SC(B) measured cleavage toughness values should fall along the curve, within the J-Q toughness locus developed from SE(B) specimens with various a/W. Examination of the values estimated indicates that the data for crack geometry 3 are within the range of the SE(B) J-Q locus. Even if the actual JC values for this geometry are approximately 50% higher than the estimates, as implied by the data in Figure 7 , then the data for the SC(B) geometries would still fall within the J-Q locus. The implication from these results is that the cleavage fracture integrity of a structure can be determined using computer modelling to determine the applicable J-Q driving curve, and the J-Q locus for the material developed from standard fracture specimen laboratory tests coupled with the constraint indexing methodology.
Application of the toughness scaling methodology to the SC(B) data is not as straightforward. The general approach to validate any modelling would be to determine the range of J. for the A515 from constraint corrected SE(B) data, and then determine the range of predicted Jc for the the two SC(B) geometries from toughness scaling driving force curves for cleavage fracture. Measured data would then be compared to these ranges. At this time, however, the finite element modelling to develop the driving force curves for the A515 SC(B) specimens has not been completed. Another approach to utilize the toughness scaling approach to quantify constraint effects in cleavage fracture is possible. The toughness scaling driving force curves for the two SC(B) geometries studied could be matched to approximately equivalent driving force curves of SE(B) specimens [9] . If it were assumed that the J values determined for the experiments of this study were accurate, the implication of the data in Figure 6 is that the toughness scaling driving force curve for an SE(B) specimen with a/W of s 0.1 could be used to approximate the response of SC(B) specimen geometry 2. Likewise, the driving force curve for the SE(B) specimen with a/W m 0.3 could be used to approximate the response of SC(B) specimen geometry 3.
FuturYe Wr
Finite element modelling (3-D) will be conducted to determine the appropriate J and Q values, and toughness scaling driving force curves as a function of the material behavior, loading parameters, and position along the crack front for the two SC(B) geometries tested in this study. This will be coupled with measurements of the angle of cleavage initiation site along the crack front of each of the SC(B) specimens, determined from detailed scanning electron microscopy (SEM). In that way, accurate application of the two methodologies to quantify the effect of constraint on cleavage fracture initiation can be conducted to demonstrate that data from small laboratory specimens with 2-D flaws can be used to predict the fracture integrity of a structure containing a 3-D flaw. Preliminary SEM has indicated cleavage initiation site angles of approximately 440 and 37* for specimens GGR6-1 and GGR6-2 respectively.
CONCLUSIONS
The following conclusions can be made from the data and analyses presented:
1.
Multi-specimen fracture resistance curves for the A515 steel used in this study, developed from SC(B) and SE(B) data, indicated that JC values estimated for SC(B) specimen geometry 3 were lower than actual Jc values, and those estimated for SC(B) geometry 2 were higher. Jc values estimated are sufficiently accurate for evaluation of methodologies to quantity constraint.
2.
Application of the two parameter fracture mechanics (J-Q) methodology to quantify the role of constraint on cleavage fracture toughness appeared effective in predicting the fracture behavior of the structurally relevant surface cracked plate geometry.
3.
The data range for SC(B) geometry 2 approximates that of the SE(B) specimen with a/W s 0.1 and the data range for SC(B) geometry 3 approximates that for the SE(B) specimen with a/Wu 0.3. This result implies that toughness scaling constraint analysis of the SC(B) geometries may be possible by estimating the toughness scaling driving force curves for the two SC(B) geometries from the appropriate SE(B) curves.
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