Abstract In this paper, we consider a p-Laplacian equation in R N with sign-changing potential and subcritical p-superlinear nonlinearity. By using the cohomological linking method for cones developed by Degiovanni and Lancelotti in 2007, an existence result is obtained. We also give a result on the existence of periodic solutions for one-dimensional p-Laplacian equations which can be proved by the same method.
Introduction and main results
We mainly consider the following p-Laplacian equation in the entire space which has been studied extensively. In [4, 5, 6, 25] , (1.2) with a constant sign potential U (x) was considered. More precisely, the potential in these papers is of the form a 0 (x) + λa(x), a 0 (x) has positive lower bound, a(x) ≥ 0 and λ > 0 large enough. And in [12, 13, 19] , the authors considered (1.2) with a potential U (x) that may change sign.
For general p > 1, most of the work, as the authors of this paper known, deal with the problem (1.1) with a constant sign potential U (x), see for example [14, 26, 23] and the reference therein.
In this paper, we consider (1.1) with sign-changing potential and subcritical p-superlinear nonlinearity, moreover, periodic conditions on the potential and nonlinearity are not needed. Assume that U (x) is of the form b(x) − λV (x), here λ is a real number, b(x), V (x) and f (x, t) satisfy the following conditions
(f 1 ) f ∈ C(R N × R, R), ∃ q ∈ (p, p * ) s.t. |f (x, t)| ≤ C(1 + |t| q−1 ), f (x, t)t ≥ 0, ∀ t ∈ R, We remark that the condition inf λ satisfy conditions (B) and (V ). For p = 2, the condition (f 4 ) was introduced in [21] , and for p = 2 it was introduced in [27] . Condition (B) was first introduced in [5] , and then was used by many authors, for example, [33] .
When dealing with superlinear problem, one usually needs a growth condition together with the following classical condition which was introduced by Ambrosetti and Rabinowitz in [1] , There exists µ > 2 such that f or u = 0 and x ∈ R N , 0 < µF (x, u) ≤ uf (x, u).
Since then, many authors tried to weaken this condition, see [13, 18, 26, 27, 28, 30, 32] .
In [30] the authors obtained a weak solution of (1.2) under the following conditions
|t| is strictly increasing in t.
And in [26] the author got a weak solution of (1.1) with the following assumptions
From above we can see (1.3) is weaken to (C 4 ) with the cost (C 5 ) and to (D 3 ) with the cost (D 5 ), respectively. And condition (D 5 ) is weaker than (C 5 )(c.f. [27] ). In our result, (f 2 )takes place the condition (1.3) but we need (f 4 ).
We should also mention that there is another line to weaken (1.3). In [13] for λ large enough the authors got a nontrivial solution of (1.2) with U (x) = λV (x) under the following conditions
(E 2 ) their exists M > 0 such that the set {x ∈ R N |V (x) < M } is nonempty and has finite measure,
and all (x, u) with |u| large enough.
The authors of [13] also proved that conditions (E 4 )(E 5 )(E 6 ) are weaker than (1.3).
The main method used in the proof of Theorem 1.1 is the linking structure over cones which was developed in [9] . We will use the Cerami condition instead of (P S) condition.
This method is also valid in finding periodic solutions for one-dimensional p-Laplacian equation. We will give a brief argument in section 5 for this topic.
The paper is organized as follows. In section 2, we give the variational settings, recall a critical point theorem and some important properties of cohomological index. In section 3, an eigenvalue problem is studied. We get a divergent sequence of eigenvalues for this eigenvalue problem by cohomological index theory. In section 4, we give a proof of Theorem 1.1. In section 5, we state an existence result for the periodic solutions of one-dimensional p-Laplacian equation. we have W ֒→ L q (R N , R) for p ≤ q ≤ p * . Moreover, we have the following compactness result. It was proved in [34] in the case p = 2. For the general case, the proof is similar.
Preliminaries
We give it here for reader's convenience.
Proof : Let {u n } ⊂ W be a bounded sequence of W such that u n ⇀ u weakly in W. Then, by the Sobolev embedding theorem,
In fact, by the uniformly convex properties of L p (R N , R), we only need to prove that
). Assume, up to subsequence, that α n → α.
Choose t ∈ (1, p * p ) and t ′ such that
Since { u n } is bounded and condition (B) holds, we may choose R, M large enough such
and meas(B(R, M )) are small enough. Hence, ∀ε > 0, we have
Thus,
On the other hand, let Ω be a arbitrary domain in R N , then
Thanks to the arbitrariness of ε, we have α = u p . So (2.4) is proved.
Finally, it is easy to prove that
there is a number λ ∈ (0, 1) such that
Then by the Hölder inequality,
In the following, we consider the C 1 functional Φ : W → R defined by
It is clear that critical points of Φ are weak solutions of (1.1). In order to find a critical point of this functional, we will use the following critical point theorem. It was proved in [9] , where the functional was supposed to satisfy the (P S) condition. Recently, in [8] , the author extended it to more general case (the functional space is completely regular topological space or metric space). If the functional space is a real Banach space, according to the proof of Theorem 6.10 in [8] , the Cerami condition is sufficient for the compactness of the set of critical points at a fixed level and the first deformation lemma to hold (see [31] ). So this critical point theorem still hold under the Cerami condition.
Lemma 2.2 ([9]
) Let W be a real Banach space and let C − , C + be two symmetric cones
Define the following four sets by
suppose Φ ∈ C 1 (W, R) satisfying the Cerami condition, and sup
For convenience, let us recall the definition and some properties of the cohomological index of Fadell-Rabinowitz for a Z 2 -set, see [16, 17, 31] for details. For simplicity, we only consider the usual Z 2 -action on a linear space, i.e., Z 2 = {1, −1} and the action is the usual multiplication. In this case, the Z 2 -set A is a symmetric set with −A = A.
Let E be a normed linear space. We denote by S(E) the set of all symmetric subsets of E which do not contain the origin of E. For A ∈ S(E), denoteĀ = A/Z 2 . Let ρ :Ā → RP ∞ be the classifying map and ρ * : is defined by sup{k ≥ 1 : ρ * (ω k−1 ) = 0}. We list some properties of the cohomological index here for further use in this paper. Let A, B ∈ S(E), there hold 
Eigenvalue problem
In this section, we consider the following eigenvalue problem
We assume V satisfies condition (V) and further assume that
= 0 on some positive measure subset of R N in this section. Define on W the functionals
Our aim is to solve the eigenvalue problem
Lemma 3.1 For any u, v ∈ W, it holds that
Proof : We follow the idea of the proof of Lemma 2.3 in [24] . By direct computations, we have
From the definition of the norm in W, we can get
Applying Hölder inequality,
Using the following inequality
which holds for any α ∈ (0, 1) and for any a > 0,
we can deduce that
Similarly, we can obtain
Therefore, we have
Proof : Since W is a reflexive Banach space, it is isometrically isomorphic to a locally uniformly convex space, so as it was proved in [11] , weak convergence and norm convergence imply strong convergence. Therefore we only need to show that u n → u .
Note that
By Lemma 3.1 we have
Hence u n → u as n → ∞ and the assertion follows.
Proof : This is a direct consequence of Theorem 1.22 in [34] and Lemma 2.1.
Proof :
Because u n ⇀ u, u n is bounded. From Lemma 3.3, we have I(u n ) → I(u).
Set M = {u ∈ W : I(u) = 1}. Clearly, I(u) = 1 p I ′ (u), u , so 1 is a regular value of the functional I. Hence by the implicit theorem, M is a C 1 -Finsler manifold. It is complete, symmetric, since I is continuous and even. Moreover, 0 is not contained in M, so the trivial Z 2 -action on M is free. Set H = H| M . Lemma 3.5 If u ∈ M satisfies H(u) = λ and H ′ (u) = 0, then (λ, u) is a solution of (3.6).
Proof : By Proposition 3.14.9 in [31] , the norm of
* (here the norm · * u is the norm in the fibre T * u M, and · * is the operator norm, the minimal can be attained was proved in Lemma 3.14.10 in [31] ). Hence there exists µ ∈ R such that H ′ (u) − µI ′ (u) = 0, that is (µ, u) is a solution of (3.6) and
Lemma 3.6 H satisfies the (P S) condition, i.e. if (u n ) is a sequence on M such that H(u n ) → c, and H ′ (u n ) → 0, then up to a subsequence u n → u ∈ M in W.
Proof : First, from the definition of H, we can deduce that (u n ) is bounded. Then, up to a subsequence, u n converges weakly to some u, by Lemma 3.4, we have I(u) = 1, so
From H ′ (u n ) → 0, we have H ′ (u n ) − µ n I ′ (u n ) → 0 for a sequence of real numbers (µ n ). So H ′ (u n ) − µ n I ′ (u n ), u n → 0, thus we get µ n → c. By Lemma 3.3, we have
By Lemma 3.2, we obtain u n → u.
Let F denote the class of symmetric subsets of M, F n = {M ∈ F : i(M ) ≥ n} and
Lemma 3.7 For every F n , there is a symmetric compact set M ∈ F n .
Proof : We follow the idea of the proof of Theorem 3.2 in [20] . Since meas{x ∈ R N :
infer that there exists a sequence
for all i = 1, ...n and supp u i ∩ supp u j = ∅ when i = j. Normalizing u i , we assume that I(u i ) = 1. Denote U n the space spanned by (u i ) 1≤i≤n . ∀u ∈ U n , we have u = n i=1 α i u i and
p defines a norm on U n . Since U n is n dimensional, this norm is equivalent to · . Thus {u ∈ U n : I(u) = 1} ⊆ M is compact with respect to the norm · and by (i4), i({u ∈ U n : I(u) = 1}) = n. So {u ∈ U n : I(u) = 1} ∈ F n .
By Lemma 3.7, we have λ n < +∞, and by condition (B), there holds λ n ≥ 0. Furthermore, by Lemma 3.6 and Proposition 3.14.7 in [31] , we see that λ n is sequence of critical values of H and λ n → +∞, as n → ∞ . By Lemma 3.5 we get a divergent sequence of eigenvalues for problem (3.6). So we have the following result.
Theorem 3.8 Problem (3.6) has an increasing sequence eigenvalues λ n which are defined by (3.7) and λ n → +∞, as n → ∞ .
Lemma 3.9 Set
where F c n = {K ∈ F n : K is compact}. Then we have λ n = µ n .
Proof : From Lemma 3.7, F c n = ∅ and so µ n < +∞. It is obvious that λ n ≤ µ n . If λ n < µ n , there is M ∈ F n such that sup 
Proof of the main theorem
Set J(u) = R N F (x, u)dx, by the definition of H and I in section 3, we can write the functional Φ defined in section 2 as
It follows from Lemma 1.22 in [34] that J ′ is compact.
Replacing (λ, V ) with (−λ, −V ), we can assume that λ ≥ 0.
First, we consider the case V + (x) = 0 on some positive measure subset of R N and there exist m ≥ 1 such that λ m ≤ λ < λ m+1 . Set
9)
It is easy to see that C − , C + are two symmetric closed cones in W and C − ∩ C + = {0}.
By Theorem 3.10 we have
Theorem 4.1 There exist r + > 0 and α > 0 such that Φ(u) > α for u ∈ C + and u = r + .
Proof : Let ε > 0 be small enough, from (f 1 ) and (f 3 ), we have |F (x, t)| ≤ ε|t| p + C ε |t| q , by the Sobolev embedding inequality, for u ∈ C + , we can get
We remind that in the second inequality of (4.12), the condition (B) has been applied.
Since p < q, the assertion follows.
Since λ ≥ λ m , by (f 1 ) it holds that 
Let {u k } be a sequence such that u k → +∞ and
then, up to a subsequence, {v k } converges to some v weakly in W and a.e.in R N . Note that Lemma 3.4 is also true for functional R N (|V (x)| + 1)|u| p dx, u ∈ W, it follows from
By (f 1 ) and Fatou's lemma we can get
By the arbitrariness of the sequence {u k }, we have
→ +∞ as u → +∞ and
and by conditions (B) and (V),
the assertion follows.
Theorem 4.3 Φ satisfies the Cerami condition. i.e., for any sequence {u k } in W satis-
We claim that {u k } is bounded in W. Otherwise, if u k → ∞, we consider
Then, up to subsequence, we get Hence u is a nontrivial weak solution of (1.1).
For the cases 0 ≤ λ < λ 1 or V + (x) ≡ 0, set C − = {0} and C + = W, it is easy to see that the arguments in this section are also valid. So we get a nontrivial solution and the proof of Theorem 1.1 is complete.
Periodic problem for one-dimensional p-Laplacian equation
In this section, we state a result which can be proved by the same methods as in the proof of Theorem 1.1. We only outline the main points. Our result reads as has a nontrivial solution for every λ ∈ R.
The periodic solution of p-Laplacian equation has been considered in many papers, for example, [2, 3, 29] . Up to the author's knowledge, Theorem 5.1 is new.
Let W := W 1,p (S 1 , R) with the norm u = ( S 1 |∇u| p + |u| p dt)
Then W is a reflexive, separable Banach space. And W can be embedded into L q (R, R)
for any p ≤ q < ∞. As in section 3, we consider the eigenvalue problem We can get a divergent sequence of eigenvalues defined by λ n = inf 
