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Abstract
In this paper, we develop a diamond graph theory and apply the theory to the
(co)homology of the Lie algebra generated by positive systems of the classical semi-
simple Lie algebras over the field of complex numbers. As an application, we give
the weight decomposition of the diamond Lie algebra with Dynkin graph An+1 and
compute the rank of every weight subgraph of it.
The classification of compact simply connected Lie groups over C is due to the classifi-
cation of the Dynkin graph of the associated semi-simple Lie algebra. The Dynkin graph
determines a unique positive root system and Kostant in [3] tells that the integral cohomol-
ogy of the Lie subalgebra generated by the positive root system is in 1-1 correspondence with
the group ring of the Weyl group of the Lie algebra. But the torsion part of the (co)homology
of the Lie algebra generated by a positive root system is also very important. For exam-
ple, let An be the Lie algebra generated by the positive root system with Dynkin graph An
and A∞ = ∪nAn (a graded Lie algebra). Then, H∗(An; Zp) is the E2-term of the spectral
sequence induced by the lower central series converging to the homology of the group of
integral upper-triangular matrices in [2] and H∗(A∞; Zp) (Zp the field of integers modular a
prime p) is a direct sum summand of the E1-term of May spectral sequence in [7] converging
to the cohomology of the Steenrod algebra.
In this paper, we develop a diamond graph theory and study the (co)homology of the Lie
algebra generated by a diamond root system. Diamond graphs give more information about
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the torsion part the the (co)homology of these Lie algebras. The main results of this paper
is Theorem 2.2 and Theorem 3.5.
1 Graphs and (co)chain complexes
In this paper, all objects are of finite type. Graphs are finite graphs and Abellian groups
are finitely generated. ⊗ means ⊗Z with Z the ring of integers. For a set S, Z(S) denotes
the free Abellian group generated by S. S is called a base of Z(S) .
Recall that a graph is a pair of sets (G,E) such that every element of E is a subset of
two elements of G. The elements of G are called vertices of the graph and the elements of E
are called edges of the graph. We omit the set of edges and simply denote by G the graph
(G,E). We denote by [a, b] an edge and call a and b neighbors of each other. A graph is
finite if the set of vertices is a finite set.
Definition 1.1 For a graph G, a gradation | · | on G is a map | · |:G→ Z such that if [a, b] is
an edge, then |a|−|b| = ±1. A graph is called gradable if there is a gradation on it. A graded
graph with base graph G is a pair (G, | · |) with G a gradable graph and | · | a gradation on
it. (G, | · |) is simply denoted by |G|. Two graded graphs are isomorphic if there is a graph
isomorphism f that keeps the gradation, i.e., |f(a)| − |f(b)| = |a| − |b| for all a, b. A vertex
v of a graded graph |G| is called a top vertex if |u| = |v| − 1 for every neighbor u of v. A
vertex v of |G| is called a bottom vertex if |u| = |v|+ 1 for every neighbor u of v.
Notice that a gradable graph has no triangle as a subgraph. In fact, it has no (2n+1)-
polygon as a subgraph. That is, there is no 2n+1 vertices v0, v1, · · · , v2n such that [v0, v1], · · · ,
[v2n−1, v2n], [v2n, v0] are all edges.
Definition 1.2 Let |G| be a graded graph. If v is a top vertex of G, then | · |1 defined by
|v|1 = |v|−2 and |u|1 = |u| for every other vertex u is also a gradation on G which is called
the lowering of | · | by the vertex v. The graded graph |G|1 is called the lowering of |G| by the
vertex v. If v is a bottom vertex of |G|, then | · |2 defined by |v|2 = |v|+2 and |u|2 = |u| for
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every other vertex u is also a gradation on G which is called the lifting of | · | by the vertex v.
The graded graph |G|2 is called the lifting of |G| by the vertex v. Two gradations on G are
equivalent if one of them can be obtained from the other by a finite composite of lowerings
and liftings. Two graded graphs are equivalent if there is a graph isomorphism that induces
a gradation equivalence.
Theorem 1.1 Let G be a gradable graph. Two gradations | · | and | · |′ on G are equivalent
if and only if |v| − |v|′ is even for all v ∈ G.
Proof. The necessary part is by definition. Now we prove that if |w| − |w|′ is even for
all vertices w, then | · | and | · |′ are equivalent. Let b1 be a vertex such that |b1| > |w| for
all w ∈ G. If |b1| > 1, then lower | · | by b1 and we get a new gradation | · |1. Let b2 be a
vertex such that |b2|1 > |w|1 for all w ∈ G. If |b2|1 > 1, then lower | · |1 by b2 and we get
a new gradation | · |2. Repeat this process if there is vertex with degree > 1. Since G is
a finite graph, this process will come to an end. That is, there exists an n and gradations
| · |1, · · ·, | · |n such that each | · |i+1 is a lowering of | · |i by the vertex bi+1 and for all v ∈ G,
|v|n 6 1. Similarly, by lifting the smallest degree vertex, we get an m and gradations | · |n+1,
· · ·, | · |n+m such that each |G|n+i+1 is a lifting of |G|n+i by the vertex bn+i+1 and for all w ∈ G,
|w|n+m = 0 or 1. | · | is equivalent to | · |n+m. Similarly, | · |
′ is equivalent to a gradation
| · |′s+t such that |w|
′
s+t = 0 or 1 for all w ∈ G. Since |w| − |w|
′ is even for all w ∈ G, we have
| · |n+m = | · |
′
s+t. Thus, | · | is equivalent to | · |
′. Q.E.D.
Recall that a path from a to b is a sequence of vertices a = v0, v1, · · · , vn−1, vn = b such
that either [vi−1, vi] is an edge, or vi−1 = vi for i = 1, · · · , n. The length of the path is the
number of edges [vi−1, vi]. The distance d(a, b) between two vertices a and b is the minimum
of lengths of all paths from a to b. If there is no path from a to b, we define d(a, b) =∞. A
graph is connected if the distance between every pair of its vertices is finite.
Theorem 1.2 Let G be a connected graph with more than one vertex. G is gradable if and
only if its vertex set has a unique distance decomposition G = G1 ⊔ G2 (⊔ is the disjoint
union) such that for all u, v ∈ Gi, i = 1, 2, d(u, v) is even and for all a ∈ G1 and b ∈ G2,
d(a, b) is odd. G1 and G2 are called the distance components of G.
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Proof. If there is a distance decomposition G = G1 ⊔G2, then the gradation | · | defined
by |a| = 0 for all a ∈ G1 and |b| = 1 for all b ∈ G2 is a gradation. So G is gradable.
If G is gradable, then from the proof of Theorem 1.1 we have that there are only two
equivalent classes of gradations on G represented by the two gradations | · |1 and | · |2 such
that |v|1+|v|2 = 1 and |v|i = 0 or 1 for all v ∈ G. Then G1 = {v∈G | |v|1 = 0} and
G2 = {v∈G | |v|1 = 1} are the distance components. Q.E.D.
Definition 1.3 For a gradable graph G, any gradation | · | satisfying that |v| = 0 or 1 for
all v ∈ G is called a representation gradation of G. The set G1 = {v ∈ G | |v| = 0} and
G2 = {v ∈ G | |v| = 1} are called the distance components of the representation gradation.
Theorem 1.3 Let |G| be a connected graded graph. If |G| has only one bottom vertex v,
then d(u, v) = |u| − |v| for all vertex u. Such a graded graph is called a positive distance
graph relative to v. If |G| has only one top vertex v, then d(u, v) = |v| − |u| for all vertex u.
Such a graded graph is called a negative distance graph relative to v.
Proof. We only prove the positive distance case. Suppose | · | is a gradation that has
only one bottom vertex v. Let N = min{|u| | u ∈ G}. If |u| = N , then u is a bottom vertex
and so u = v. This implies that for all u ∈ G, |u| > |v| and the equality holds if and only
if u = v. We use induction on n to prove that |u| = |v|+n if and only if d(u, v) = n. If
n = 0, 1, the conclusion is trivial. Suppose for some n > 1, we have |u′| = |v|+i if and
only if d(u′, v) = i for i = 0, 1, · · · , n. Then for |u| = |v|+n+1, the induction hypothesis
implies that d(u, v) > n. Since u is not a bottom vertex, there is a neighbor w of u such that
|w| = |v|+n. By the induction hypothesis, d(w, v) = n. So d(u, v) 6 d(u, w)+d(w, v) = n+1.
Thus, d(u, v) = n+1. The conclusion holds. Q.E.D.
Definition 1.4 Let G be a gradable graph. A connection ν on G is a map ν :G× G → Z
that satisfies the following conditions.
1) ν(a, b) = ν(b, a) for all a, b ∈ G.
2) ν(a, b) 6= 0 if and only if [a, b] is an edge of G.
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Two connections ν, ν ′ are equivalent if there is a map e:G → {±1} such that ν(a, b) =
e(a)e(b)ν ′(a, b) for all a, b ∈ G.
A graph with connection is a pair (G, ν) with G a gradable graph and ν a connection on
G.
Notice that a connection can be defined on an ungradable graph. But such a map has no
representation matrix defined as follows. So we define connection only on gradable graphs.
Definition 1.5 For a graph with connection (G, ν), its representation matrix A = (ai,j)m×n
is defined as follows. If G has only one vertex, A = (0)1×1, the 1×1 zero matrix. The global
dimension D(A) of A is defined to be 1. If G is connected and has more than one vertices, take
a representation gradation | · | of G and suppose v1, · · · , vm and w1, · · · , wn are the distance
components of | · |, then ai,j = ν(vi, wj). The global dimension D(A) of A is defined to be
m+n−2r, where r is the rank of A. If G is not connected, then its representation matrix is the
direct sum (see the next definition) of all its connected component representation matrices
and the global dimension of A is the sum of the global dimensions of all its connected
component representation matrices.
The representation matrix is not unique and depends on the order of distance components
and their vertices. Different equivalent connections have different representation matrices. To
make the representation matrices unique under equivalences, we have the following definition.
Definition 1.6 Two matrices over Z are equivalent if one of them can be obtained from the
other by a finite composite of the following transformations.
1) Permute the rows of the matrix.
2) Replace a row α of the matrix by −α.
3) Replace the matrix A by its transpose matrix AT .
4) Replace matrix
(
A 0
0 B
)
by
(
AT 0
0 B
)
.
For two matrices A = (ai,j)m1×n1 and B = (bk,l)m2×n2, their direct sum is the matrix
A⊕ B =
(
A 0
0 B
)
(m1+m2)×(n1+n2)
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and their orthogonal product A×B = (cs,t)m×n is the following matrix. m = m1m2+n1n2,
n = m1n2+n1m2, cs,t = 0 except the following,
cim1+k,jn1+k = ai,j , i = 1, · · · , m1, j = 1, · · · , n1, k = 1, · · · , n2
cm1n2+jn1+k,m1m2+im1+k = ai,j , i = 1, · · · , m1, j = 1, · · · , n1, k = 1, · · · , m2
cm1n2+kn1+i,kn1+j = bi,j, i = 1, · · · , m2, j = 1, · · · , n2, k = 1, · · · , n1
ckm1+j,m1m2+km1+i = −bi,j , i = 1, · · · , m2, j = 1, · · · , n2, k = 1, · · · , m1
It is obvious that if A and B are respectively equivalent to A′ and B′, A⊕B is equivalent
to A′ ⊕ B′ and A×B is equivalent to A′ × B′.
Definition 1.7 A chain graph is a pair (|G|, ν) with |G| a graded graph and ν a connection
onG such that for every pair a, b ∈ G with |b| = |a|+2,
∑
|c|=|a|+1 ν(a, c)ν(c, b) = 0. Two chain
graphs (|G1|1, ν1) and (|G2|2, ν2) are similar if there is a graph isomorphism ψ:G1 → G2 such
that the induced map ν ′1(a, b) = ν2(ψ(a), ψ(b)) for all a, b ∈ G1 is a connection equivalent to
ν1. If ψ is a graded graph isomorphism, (|G1|1, ν1) and (|G2|2, ν2) are isomorphic.
Definition 1.8 For a chain graph (|G|, ν), the associated chain complex (Z(G), d) and asso-
ciated cochain complex (Z(G), δ) of the graph is defined as follows. dv =
∑
|w|=|v|−1 ν(v, w)w
and δv =
∑
|w|=|v|+1 ν(v, w)w for all v ∈ G.
The homology of (Z(G) ⊗ R, d) with R a commutative ring is called the homology of
(|G|, ν) over the coefficient ring R and is denoted by H∗(|G|;R) and H∗(|G|) = H∗(|G|; Z).
Dually, H∗(|G|;R) = H∗(HomZ(Z(G), R), δ) is the cohomology of (|G|, ν) over the coefficient
ring R and H∗(|G|) = H∗(Z(G), δ) = H∗(|G|; Z).
Definition 1.9 Let (|G1|1, ν1) and (|G2|2, ν2) be two chain graphs. The disjoint union graph
(|G1⊔G2|, ν) is defined as follows. The restriction of | · | on Gi is | · |i and the restriction of ν
on Gi×Gi is νi and ν(a, b) = 0 for all a ∈ G1 and b ∈ G2. The product graph (|G1×G2|, ν)
is defined as follows. |(g1, g2)| = |g1|1+|g2|2 for all gi ∈ Gi. [(g1, g2), (g
′
1, g
′
2)] is an edge of
G1 × G2 if either [g1, g
′
1] is an edge G and g2 = g
′
2, or g1 = g
′
1, [g2, g
′
2] is an edge G2. For all
gi, g
′
i ∈ Gi, ν((g1, g2), (g
′
1, g2)) = ν1(g1, g
′
1), ν((g1, g2), (g1, g
′
2)) = (−1)
|g1|1ν2(g2, g
′
2).
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Theorem 1.4 Let (|G|, ν) and (|H|, ν) be two chain graphs. The associated chain complex
(Z(G⊔H), d) of the disjoint union graph (|G⊔H|, ν) is the direct sum chain complex (Z(G)⊕
Z(H), d). The associated chain complex (Z(G×H), d) of the product graph (|G×H|, ν) is the
tensor product chain complex (Z(G) ⊗ Z(H), d). The same conclusion holds for associated
cochain complexes.
Proof. Direct checking. Q.E.D.
Theorem 1.5 Let (|G|, ν) be a chain graph. Then
D(|G|, ν) =
∑∞
k=−∞ dimHk(|G|) =
∑∞
k=−∞ dimH
k(|G|) = D(A)
for any representation matrix A of the graph with connection (G, ν), where dimH means
the dimension of the free part of the (co)homology. Thus, the global dimension D(G, ν) =
D(|G|, ν) of the graph with connection (G, ν) is well-defined and for two similar chain graphs
(|G1|1, ν1) and (|G2|2, ν2), D(|G1|1, ν1) = D(|G2|2, ν2) = D(G1, ν1).
Proof. We may suppose G is connected and only prove the homology case. If | · | is
a representation gradation, the conclusion is obvious. Suppose | · | is not a representation
gradation and we may suppose the associated chain complex (C, d) of the chain graph (G, ν)
is the following.
0→ Cn
dn−→ Cn−1
dn−1
−→ Cn−2
dn−2
−→ · · ·
d0→ C0 → 0
Define chain complex (C ′, d)
0→ Cn−1
d′n−1
−→ Cn−2⊕Cn
d′n−2
−→ · · ·
d′
0→ C0 → 0
as follows. Suppose Cn has a base a1, · · · , as and Cn−1 has a base b1, · · · , bt and dn(ai) =∑
j ci,jbj . Then d
′
n−1(ai) = 0 and d
′
n−1(bi) = dn−1(bi)+
∑
k ck,iak and d
′
k = dk for k < n−2. It
is obvious that (C ′, d) is the associated chain complex of another chain graph (|G|′, ν). Since
D(|G|) =
∑∞
k=−∞ dimHk(|G|;F ) for all field F of characteristic 0, we compute the number
for F = R, the real number. In this case, we may suppose all the Cn are vector spaces
over R. Let δn = d
′
n−1−dn−1 and A = (ci,j)s×t. AA
T is a symmetric matrix and there is an
orthogonal matrix Q such that AAT = QTDQ with D = diag(k1, · · · , kr, 0, · · · , 0) a diagonal
matrix (ki > 0). Suppose Q = (qi,j)s×s and let a
′
i =
∑
j qi,jaj . Then a
′
1, · · · , a
′
s is another
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base of Cn such that if dn(a
′
i) =
∑
j c
′
i,jbj , then δn(bi) =
∑
k c
′
k,ia
′
k and that δndn(a
′
i) = kia
′
i
for i = 1, · · · , r, δndn(a
′
j) = 0 for j = r+1, · · · , s. By definition, dn(a
′
j) = 0 for j =
r+1, · · · , s. So dimHn(C;R) = s−r, dimHn(C
′;R) = 0, dimHn−1(C;R) = dimHn−1(C
′;R),
dimHn−2(C
′;R) = dimHn−2(C;R)+s−r, dimHk(C;R) = dimHk(C
′;R) otherwise. Thus,
(C, d) and (C ′, d) have the same global dimension. Repeat the above process to (C ′, d) and
we can prove that (C, d) and the associated chain complex of the representation gradation
have the same global dimension. Q.E.D.
Definition 1.10 Let G be a gradable graph. A connection ν on G is deformable if it satisfies
that for all a, b ∈ G with d(a, b) = 2,
∑
c∈G ν(a, c)ν(c, b) = 0.
A gradable graph is deformable if there is a deformable connection on it. A deformation
graph is a pair (G, ν) with G a gradable graph and ν a deformable connection on G. Two
deformation graphs are isomorphic if there is a graph isomorphism that induces a deformable
connection equivalence.
Theorem 1.6 For a deformation graph (G, ν), all its representation matrices are equivalent
n×n square matrices. If ν ′ is a deformable connection equivalent to ν, all the representation
matrices of (G, ν ′) are equivalent to that of (G, ν). The equivalent matrix class is called the
representation class of (G, ν). The representation class of the disjoint union of two graphs
is the direct sum class of the two graphs. The representation class of the product of two
graphs is the orthogonal product class of the two graphs.
Proof. We only prove that representation matrices are square matrices. Other conclusions
are direct checkings. We may suppose G is connected with more than one vertices. ν is a
deformable connection implies that every representation matrix A satisfies that AAT and
ATA are both diagonal matrices with positive diagonal entries. This implies that A is a
square matrix.
Q.E.D.
Definition 1.11 The rank r(v) of a vertex v of a deformation graph (G, ν) is the non-
negative integer r(v) =
∑
w∈G ν(w, v)
2.
8
Theorem 1.7 For a connected deformation graph (G, ν), all its vertex v have the same rank
which is called the rank of (G, ν) and is denoted by r(G, ν).
Proof. If G has only one vertex, then by definition r(G, ν) = 0. Suppose G has more
than one vertices and v1, · · · , vn and w1, · · · , wn are the distance components of G with
representation matrix A = ( ai,j=ν(vi, wj) )n×n. Then AA
T = diag(d1, · · · , dn) and A
TA =
diag(d′1, · · · , d
′
n) with di = r(vi) and d
′
j = r(wj), where diag(· · ·) represents the diagonal
square matrix. Thus, AATA = diag(d1, · · · , dn)A = Adiag(d
′
1, · · · , d
′
n) and ai,j 6= 0 implies
di = d
′
j . Since G is connected, for any i, j, there is a path vi, wj1, vi1 , · · · , wjs, vis, wj from vi
to wj. So ai,j1, ai1,j1, ai1,j2, ai2,j2, · · · , ais,js, ais,j are all non-zero and di = d
′
j1
= di1 = d
′
j2
=
· · · = d′js = dis = d
′
j. Similarly, there is a path from vi to vj for i 6= j and we have di = dj.
So AAT = ATA = rE (E unit matrix) and r = r(vi) = r(wj) for all i, j. Q.E.D.
Theorem 1.8 Let (G, ν) be a deformation graph. Then for any gradation | · | on G, (|G|, ν)
is a chain graph. Such a chain graph is called a deformable chain graph.
Proof. ν is a deformable connection implies that for any gradation | · | on G and a, b ∈ G
with |b| − |a| = ±2,
∑
|c|=|b|+1 ν(a, c)ν(c, b) =
∑
c∈G ν(a, c)ν(c, b) = 0. Q.E.D.
Theorem 1.9 For a connected deformable chain graph (|G|, ν) with rank > 0, both H∗(|G|)
and H∗(|G|) are torsion groups and Hk(|G|) = Hk−1(|G|) for all k.
Proof. Since the representation matrix A of G is an orthogonal matrix and so its global
dimension D(A) = 0. By Theorem 1.5, D(G, ν) = 0 and so the free part of Hk(|G|)
and Hk(|G|) are trivial. By universal coefficient theorem, Hk(|G|) = Ext(Hk−1(|G|), Z) =
Hk−1(|G|) for all k. Q.E.D.
Theorem 1.10 Let (|G|1, ν) be a connected deformable chain graph with rank n > 0. If v
is a bottom vertex of |G|1 with |v|1 = q and |G|2 is the lifting of |G|1 by v, then there is a
divisor k of n such that (〈m〉 denotes the group of integers modular m)
Hq(|G|1)/〈k〉 = Hq(|G|2),
Hq+1(|G|2)/Hq+1(|G|1) = 〈n/k〉,
Hi(|G|1) = Hi(|G|2) if i 6= q, q+1.
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Dually, if v is a top vertex with |v|1 = q and |G|2 is the lowering of |G|1 by v, then there
is a divisor k of n such that
Hq(|G|1)/〈k〉 = H
q(|G|2),
Hq−1(|G|2)/H
q−1(|G|1) = 〈n/k〉,
H i(|G|1) = H
i(|G|2) if i 6= q, q−1.
Proof. We only prove the cohomology case. Suppose (Ci, δi, | · |i) is the associated cochain
complex of (|G|i, ν). It is obvious that the free Abellian group generated by v is a cochain
subcomplex of C1 and that the free Abellian group generated by vertices other than v is a
cochain subcomplex of C2. Denote the first cochain subcomplex of C1 by T1, then the quotient
cochain complex C1/T1 is just the second cochain subcomplex of C2 generated by vertices
other than v. Denote C1/T1 by C˜ and C/C˜ by T2. Notice that H
q−2(T2) = H
q(T1) = Z;
Hs(T2) = H
t(T1) = 0, otherwise. From the two short exact sequences of cochain complexes
0 → C˜ → C2 → T2 → 0 and 0 → T1 → C1 → C˜ → 0 , we have two exact sequences of
Abellian groups
0→ Hq−2(C˜)→ Hq−2(C2)→ H
q−2(T2)
τ
→ Hq−1(C˜)→ Hq−1(C2)→ 0
0→ Hq−1(C1)→ H
q−1(C˜)
pi
→ Hq(T1) → H
q(C1)→ H
q(C˜)→ 0
and have that Hs(C2) = H
s(C˜) if s 6= q−1, q−2 and that Hs(C1) = H
s(C˜) if s 6= q−1, q. So
the two exact sequence are
0→ Hq−2(C1)→ H
q−2(C2)→ Z
τ
→ Hq−1(C˜)→ Hq−1(C2)→ 0 (∗)
0→ Hq−1(C1)→ H
q−1(C˜)
pi
→ Z → Hq(C1)→ H
q(C2)→ 0 (∗∗)
Since Hq(C1) is a torsion group, we have that π is an epimorphism. Thus, there is an integer
k such that (∗∗) implies two short exact sequences
0→ Hq−1(C1)→ H
q−1(C˜)
pi
→ Z → 0, 0→ 〈k〉 → Hq(C1)→ H
q(C2)→ 0
Since Hq−1(C1) is a torsion group, we have that H
q−1(C˜) = Hq−1(C1) ⊕ Z and the
generator x of the free subgroup of Hq−1(C˜) satisfies π(x) = k[v], where [v] denote the
cohomology class represented by v.
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Since Hq−2(C2) is a torsion group, (∗) implies two short exact sequences
0→ Hq−2(C1)→ H
q−2(C2)→ 0, 0→ Z
τ
→ Hq−1(C1)⊕ Z → H
q−1(C2)→ 0
Since Hq−1(C2) is a torsion group, we have that H
q−1(C1) is a subgroup of H
q−1(C2)
and Hq−1(C2)/H
q−1(C1) = (H
q−1(C1) ⊕ Z)/(H
q−1(C1) + imτ) = 〈k
′〉 and k′ satisfies that
τ([v]) ≡ k′x modHq−1(C1). Thus, πτ([v]) = π(k
′x) = kk′[v]. Suppose δ2v =
∑n
i=1 ν(v, vi)vi,
then δ1vi = ν(v, vi)v+δ2vi for i = 1, · · · , n, so
πτ([v]) = [δ1δ2v] = [δ1(
∑n
i=1 ν(v, vi)vi)] = [nv + δ2(
∑n
i=1 ν(v, vi)vi)] = [nv + δ
2
2v] = n[v].
Thus, k′ = n/k. Q.E.D.
Definition 1.12 For a connected deformation graph (G, ν), its volume is defined as follows.
If G has only one vertex, its volume is 0. If G has more than one vertices, its volume is the
number of vertices of one of its distance components. The characteristic number of (G, ν) is
χ(G, ν) = |detA|, the absolute value of the determinant of any of its representation matrix
A. For a connected deformable chain graph (|G|, ν) with rank > 0, its characteristic number
is
χ(|G|, ν) =
Π+∞n=−∞|H2n(|G|)|
Π+∞n=−∞|H2n+1(|G|)|
=
Π+∞n=−∞|H
2n+1(|G|)|
Π+∞n=−∞|H2n(|G|)|
,
where |H| denotes the cardinality of the finite group H .
Theorem 1.11 For a connected deformation graph (G, ν) with volume n and r(G, ν) = r,
χ(G, ν)2 = rn.
Specifically, when n is odd, r(G, ν) is a square number.
For a connected deformable chain graph (|G|, ν) with rank r > 0,
χ(|G|, ν) = χ(G, ν)rµ,
where µ =
∑+∞
k=0 k(µ2(k+s)+1 − µ2(k+s)) and µk = number of vertices with degree k and s
satisfies that µi = 0 for i<2s and µ2s+1 6=0.
Proof. The first equality is obtained from the equality AAT = rE of a representation
matrix by taking determinant. Let | · |1 be a representation gradation with representation
matrix A. By definition, χ(|G|1, ν) = |H0(|G|1)| = |detA| = χ(G, ν). Then the second
equality of the theorem is a corollary of Theorem 1.10. Q.E.D.
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Theorem 1.12 Let (Gi, νi), i = 1, 2 be two connected deformation graph with rank ri and
volume ni. Then r(G1×G2, ν) = r1 + r2 and χ(G1×G2, ν) = (r1+r2)
n1n2.
Proof. By definition. Q.E.D.
Notice that χ(G×H, ν) in the above equality is no longer a square since the volume of
the product graph is 2n1n2.
Theorem 1.13 Let (G, ν) be a connected deformation graph with rank r > 0 and F be a
field of characteristic p. If p = 0 or p > 0 but is not a divisor of r, then for all deformable
chain graphs (|G|, ν), H∗(|G|;F ) = 0 and H
∗(|G|;F ) = 0 .
Proof. By Theorem 1.11. Q.E.D.
Definition 1.13 A finite graph G is called a diamond graph if it has the following property.
If there are three vertices a, b, c of G such that [a, b] and [b, c] are edges, then there exists one
and only one new vertex d such that [c, d] and [d, a] are edges and neither of [a, c] and [b, d]
is an edge. The subgraph consisting of such four vertices and four edges is called a diamond
of G. We use four vertices a, b, c, d to denote a diamond such that [a, b], [b, c], [c, d], [d, a] are
edges and [a, c] and [b, d] are not edges.
The above definition implies that there is no triangle in a diamond graph.
Theorem 1.14 For a connected diamond graph G , all its vertices have the same number
of neighbors which is called the rank of G and is denoted by r(G).
Proof. If G has no edge, then it has only one vertex with rank 0. If a is a vertex of G
that has rank 1, then G has only one edge [a, b] and two vertices a and b. The number of
neighbors of a and b are all 1 and the conclusion holds. Suppose G has a vertex a with n > 1
neighbors. Let b be a neighbor of a and A and B are respectively the set of neighbors of
a and b. For any v ∈ A − {b}, three vertices v, a, b determine a unique vertex w such that
v, a, b, w form a diamond. This obviously sets up a 1-1 correspondence between A−{b} and
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B − {a}. So A and B have the same cardinality. Since G is connected, all its vertices have
the same number of neighbors. Q.E.D.
Example 1.1 There exist ungradable diamond graphs. For example, let D1 be the diamond
graph with vertex set {v, vi, vi,j=vj,i | 16i<j65} and the edges [v, vi], [vi, vi,j], [vi,j, vs,t] if
{i, j}∩{s, t} = φ. The distance function |u| = d(u, v) is not a gradation, for |vi,j| = |vs,t| = 2
but [vi,j, vs,t] is an edge for {i, j} ∩ {s, t} = φ. By Theorem 1.3, a distance function of a
gradable graph must be a gradation. So D1 is not gradable.
Definition 1.14 Let G be a gradable diamond graph. A signature ν on G is a deformable
connection on G such that ν(a, b) = ±1 for all edges [a, b].
An equivalent definition of a signature is that for every diamond, three of the four edges
have the same sign of signature and the other edge have the other sign of signature.
Theorem 1.15 Let G be a diamond graph. For any deformable connection ν on G, there
is a unique associated signature ν defined by ν(a, b) = |ν(a, b)|ν(a, b) for all edges [a, b] and
ν(a, b) = 0 if ν(a, b) = 0. Two deformable connections ν and ν ′ are equivalent if and only
if their associated signatures ν and ν ′ are equivalent and |ν(a, b)| = |ν ′(a, b)| for all a, b.
Moreover, all signatures on G if they exist are equivalent. Thus, a gradable diamond graph
is deformable if and only if there is a signature on it.
Proof. We only prove the uniqueness of the equivalent class of signatures. Other con-
clusions are trivial. We may suppose the diamond graph G is connected. Let G˜ be the
2-dimensional CW-complex defined as follows. The 1-skeleton of G˜ is just the graph G with
its usual CW-complex structure. To every diamond we associated a 2-cell with attaching
map a homeomorphism from S1 to the four edges of the diamond. Take a maximal tree on
the graph G and suppose E1, · · · , En are the edges that is not in the maximal tree. Then
π1(G) (regard G as a CW-complex) is the free group generated by any n loops that succes-
sively containing only one edge Ei for i = 1, · · · , n. Since G is connected, every edge is the
edge of a diamond. This implies that π1(G˜) = 0.
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Let ν, ν ′ be two signatures. Take a fixed vertex v ofG and for a path ω = {v, v1, · · · , vn, u},
define e(ω, u) = ν(v, v1)ν
′(v, v1)ν(v1, v2)ν
′(v1, v2) · · · ν(vn, u)ν
′(vn, u) (ν(a, a)=ν
′(a, a)=1). It
is a direct checking that if two paths ω1 and ω2 differ only on a diamond, e(ω1, u) = e(ω2, u).
Thus e is invariant on homotopic loops in G˜. Since π1(G˜) = 0, e(u, ω) only depends on the end
vertex u and so e(u) = e(ω, u) is well-defined. So for any a, b ∈ G, ν(a, b) = e(a)e(b)ν ′(a, b).
ν and ν ′ are equivalent. Q.E.D.
Example 1.2 There exist gradable diamond graphs that has no signature. Let D2 be the
diamond graph with vertex set {v, vi, vi,j=vj,i, u1, · · · , u6 | 16i<j65} and gradation |v| = 0,
|vi| = 1, |vi,j| = 2, |uk| = 3. The edges are [v, vi], [vi, vi,j], and
[u1, v1,2],[u1, v2,3],[u1, v3,4],[u1, v4,5],[u1, v5,1], [u2, v1,2],[u2, v2,4],[u2, v4,5],[u2, v5,3],[u2, v3,1],
[u3, v1,2],[u3, v2,5],[u3, v5,3],[u3, v3,4],[u3, v4,1], [u4, v3,2],[u4, v2,4],[u4, v4,1],[u4, v1,5],[u4, v5,3],
[u5, v3,2],[u5, v2,5],[u5, v5,4],[u5, v4,1],[u5, v1,3], [u6, v4,2],[u6, v2,5],[u6, v5,1],[u6, v1,3],[u6, v3,4].
The volume of D2 is 11 but the rank is 5 and not a square number. So by Theorem 1.11, D2
has no deformable connection on it.
Definition 1.15 A gradable diamond graph G that has a signature is called admissible.
For a gradation | · | on G, the deformable chain graph (|G|, ν) with ν any of its signature is
called a GAD (graded, admissible, diamond) graph. Since there is only one equivalent class
of signatures, (|G|, ν) is often simply denoted by |G|.
It is obvious that the rank of a connected GAD graph |G| as a deformable chain graph
equals the rank of the diamond graph as defined in Theorem 1.14.
Example 1.3 The (co)homology of the distance graph of an admissible diamond graph may
not be trivial. Let (C, d) be defined as follows. The vertex set is {v, vi, vi,j=−vj,i, 16i<j64,
e1, e2, e3}, |v| = 0, |vi| = 1, |vi,j| = 2, |ek| = 3, dv = 0, dvi = v, dvi,j = vi − vj, de1 =
v1,2+v2,3+v3,4+v4,1, de2 = v1,3+v3,4+v4,2+v2,1, de3 = v1,4+v4,2+v2,3+v3,1. It has the positive
distance gradation of a diamond graph. H2(C) = 〈2〉 with generator class represented by
v2,3+v3,4+v4,2; Hs(C) = 0, otherwise.
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2 Diamond root systems
Recall that a Lie algebra G (over Z) is an Abellian group with Lie bracket [ , ]:G⊗G → G
that satisfies the following properties.
1) [x, x] = 0 for all x ∈ G.
2) [[x, y], z]+[[y, z], x]+[[z, x], y] = 0 for all x, y, z ∈ G.
In this paper, we only study free Lie algebras, i.e., Lie algebras that are free Abellian
groups generated by a finite set S which is called the base of the Lie algebra.
Definition 2.1 For a Lie algebra G with base S, its associated chain graph (|Λ(S)|, ν) with
respect to S is defined as follows. Suppose S = {e1, · · · , en} and [ei, ej] =
∑n
k=1 r
k
i,jek with
rki,j ∈ Z for i < j. Let Λ(G) be the exterior algebra generated by G. Then Λ(S) is the base
of Λ(G) consisting of 1 and elements of the form ei1ei2 · · · eis with 16 i1< i2< · · ·<is 6n
with gradation |1| = 0 and |ei1ei2 · · · eis| = s. There are two dual derivatives d and δ on
Λ(G). (Λ(G), δ) is a DGA such that δei =
∑
s<t r
i
s,teset for i = 1, · · · , n and d(ei1ei2 · · · eis) =∑
u<v(−1)
v−u[eiu , eiv ]ei1 · · · eˆiu · · · eˆiv · · · eis . d and δ naturally induce the same connection ν
on |Λ(S)|. Thus, (|Λ(S)|, ν) is the chain graph with respectively associated chain complex
and cochain complex (Λ(G), d) and (Λ(G), δ). Λ(S) (|Λ(S)|) is called the (graded) base graph
of G and ν is called the associated connection of G with respect to base S.
Definition 2.2 A diamond Lie algebra G is a Lie algebra with base S that satisfies the
following property. Such a base S is called a diamond root system.
1) For α ∈ S, −α 6∈ S.
2) For two different α, β ∈ S, either [α, β] = 0 or ±[α, β] ∈ S−{α, β}.
3) For three different α, β, γ ∈ S such that±[α, β],±[β, γ] ∈ S, [α, γ] = 0 and±[α, β, γ] =
±[[α, β], γ] = ±[α, [β, γ]] ∈ S and [α, β] 6= ±[β, γ]. Such three different α, β, γ are called
adjacent.
4) For four different ξ, η, σ, τ ∈ S such that [ξ, η] = [σ, τ ] ∈ S, there are adjacent α, β, γ ∈
S such that ξ = α, η = ±[β, γ], σ = ±[α, β], τ = γ (permute ξ, η, σ, τ if necessary) and there
are no adjacent α′, β ′, γ′ ∈ S such that η = α′, ξ = ±[β ′, γ′].
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Theorem 2.1 For a Lie algebra G with diamond root system S, its base graph Λ(S) is a
diamond graph and the associated chain graph (|Λ(S)|, v) is a GAD graph.
Proof. We will prove that for a diamond root system S, Λ(S) is a diamond graph with
only the following six types of diamond ([α, β, γ] = [[α, β], γ] = [α, [β, γ]] and an arrow
represents an edge from the vertex with higher degree to the vertex with lower degree)
(1)
ξηστx
ւ ց
[ξ, η]στx ξη[σ, τ ]x
ց ւ
[ξ, η][σ, τ ]x
(2)
αβγx
ւ ց
α[β, γ]x γ[α, β]x
ց ւ
[α, β, γ]x
(3)
αβγ[α, β]x
ւ ց
α[α, β][β, γ]x αβ[α, β, γ]x
ց ւ
[α, β][α, β, γ]x
(4)
αβγ[α, β][β, γ]x
ւ ց
αβ[β, γ][α, β, γ]x βγ[α, β][α, β, γ]x
ց ւ
[α, β][β, γ][α, β, γ]x
(5)
αβ[β, γ]x βγ[α, β]x
↓ ւց ↓
[α, β][β, γ]x β[α, β, γ]x
(6)
αγ[α, β][β, γ]x αβγ[α, β, γ]x
↓ ւց ↓
α[β, γ][α, β, γ]x γ[α, β][α, β, γ]x
where x is a product of elements of S with no factors appearing in the front.
The uniqueness of the above six types of diamonds is from the definition of the diamond
system.
In the following discussion, sign is neglected. That is, x = y implies x = ±y. Thus, we
may suppose the root system satisfies that [α, β] = α+β for all roots α, β, α+β.
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For three u, v, w ∈ Λ(S) such that u and v are neighbors and v and w are neighbors, they
are one of the following, where ξ, η, σ, τ ∈ S and x, y ∈ Λ(S).
1) u = [ξ, η]x, v = ξηx = [σ, τ ]y, w = στy;
2) u = [ξ, η]x, v = ξηx = στy, w = [σ, τ ]y;
3) u = ξηx, v = [ξ, η]x = [σ, τ ]y, w = στy.
If the six elements ξ, η, σ, τ, [ξ, η], [σ, τ ] of S are different and so x and y have none of the
six factors, then all the above cases are three vertices of the diamond of type (1). If there
are repetitions in the six elements, then from the symmetry of the pairs ξ, η and σ, τ , we
need only prove the following four cases. (a) [ξ, η] = [σ, τ ]; (b) η = [σ, τ ]; (c) τ = [ξ, η]; (d)
ξ = σ.
(a) In this case, there are three α, β, γ ∈ S such that ξ = α, η = [β, γ], σ = [α, β], τ = γ.
If u, v, w are case 1), then v = ξη[σ, τ ]z and so u = [ξ, η][σ, τ ]z = 0. Impossible. If u, v, w
are case 2), then u = γ[α, β][α, β, γ]z, v = αγ[α, β][β, γ]z, w = α[β, γ][α, β, γ]z. If z has no
factor β, then u, v, w are three vertices of a diamond of type (6). If z has factor β, then
u, v, w are three vertices of a diamond of type (4). If u, v, w are case 3), then u = α[α, β, γ]z,
v = [α, β, γ]z, w = γ[α, β]z. If z has no factor β, then u, v, w are three vertices of a diamond
of type (2). If z has factor β, u, v, w are three vertices of a diamond of type (5).
(b) In this case, η = [σ, τ ]. By Jacobi identity, [ξ, [σ, τ ]]+[σ, [τ, ξ]]+[τ, [ξ, σ]] = 0, only
one of [ξ, σ] and [ξ, τ ] is not zero. We may suppose [ξ, σ] 6= 0 and [ξ, τ ] = 0. Thus, ξ, σ, τ
are adjacent. If u, v, w are case 1), then u = [ξ, σ, τ ]z, v = ξ[σ, τ ]z, w = ξστz. If z has no
factor [ξ, σ], then u, v, w are three vertices of a diamond of type (2). If z has factor [ξ, σ],
u, v, w are three vertices of a diamond of type (3). If u, v, w are case 2), then v = ξηστz,
w = ξη[σ, τ ]z = 0. Impossible. If u, v, w are case 3), then v = [ξ, η][σ, τ ]z, u = ξη[σ, τ ]z = 0.
Impossible.
(c) In this case, σ = [ξ, η]. By Jacobi identity, [[ξ, η], τ ]]+[[η, τ ], ξ]+[[τ, ξ], η] = 0, only
one of [ξ, τ ] and [η, τ ] is not zero. We may suppose [ξ, τ ] = 0 and [η, τ ] 6= 0. Thus, ξ, η, τ
are adjacent. If u, v, w are case 1), then u = [ξ, η][ξ, η, τ ]z, v = ξη[ξ, η, τ ]z, w = ξητ [ξ, η]z.
If z has no factor [η, τ ], then u, v, w are three vertices of a diamond of type (3). If z has
factor [η, τ ], u, v, w are three vertices of a diamond of type (4). If u, v, w are case 2), then
v = ξηστz, u = [ξ, η]στz = 0. Impossible. If u, v, w are case 3), then v = [ξ, η][σ, τ ]z,
w = [ξ, η]στz = 0. Impossible.
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(d) In this case, ξ = σ, η 6= τ and η, ξ, τ are adjacent. If u, v, w are case 1), then
v = ξη[ξ, τ ]z and so w = ξηξτz = 0. Impossible. If u, v, w are case 2), then u = [ξ, η]τz,
v = ξητz, w = η[ξ, τ ]z. If z has no factor [η, ξ, τ ], then u, v, w are three vertices of a diamond
of type (2). If z has factor [η, ξ, τ ], then u, v, w are three vertices of a diamond of type (6).
If u, v, w are case 3), then u = ξη[ξ, τ ]z, v = [ξ, η][ξ, τ ]z, w = ξτ [η, τ ]z. If z has no factor
[η, ξ, τ ], then u, v, w are three vertices of a diamond of type (5). If z has factor [η, ξ, τ ], u, v, w
are three vertices of a diamond of type (4).
Overall, the types of diamond corresponding to case 1),2),3) and (a),(b),(c),(d) are as in
the following table.
1) 2) 3)
(a) impossible (4) or (6) (2) or (5)
(b) (2) or (3) impossible impossible
(c) (3) or (4) impossible impossible
(d) impossible (2) or (6) (4) or (5)
Q.E.D.
Theorem 2.2 Let G be the Lie algebra (over Z) generated by the positive root system of a
simple Lie algebra over C. Except the case when the Dynkin graph is Cn (n > 2) or F4, G is
a diamond Lie algebra.
Proof. Direct checkings. Q.E.D.
The chain graph (|Λ(G)|, ν) when the Dynkyn graph is Cn or F4 is even not a deformable
chain graph.
For a diamond root system S, give S an order and define w(S) to be the Abellian group
generated by S modular zero relations [α, β] = α+β for all α < β and [α, β] 6= 0. A tedious
proof shows that if w(S) is a free Abellian group generated by T such that T is a connected
graph ([a, b] is an edge of T if and only if a+ b ∈ S), then S is one of those in Theorem 2.2.
Definition 2.3 Let G be a diamond Lie algebra with base S. Let ω(S) denote the set of
connected components of the base graph Λ(S). Then there is a graph connected component
decomposition Λ(S) = ⊔α∈ω(S)Λ(α) and corresponding chain complex and cochain complex
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decompositions
(Λ(G), d) = ⊕α∈ω(S)(Λ(α), d), (Λ(G), δ) = ⊕α∈ω(S)(Λ(α), δ).
Denote Hα,∗(G) = H∗(Λ(α), d) and H
α,∗(G) = H∗(Λ(α), δ), then there is a direct sum
decomposition
H∗(G) = ⊕α∈ω(S)Hα,∗(G), H
∗(G) = ⊕α∈ω(S)H
α,∗(G).
Theorem 2.3 Let G be a diamond Lie algebra with base S and for α ∈ ω(S), r(α) denote
the rank of the connected diamond graph Λ(α). Then the free part of the (co)homology
group of G is the free Abellian group generated by all α ∈ ω(S) with r(α) = 0. For a prime
p, if r(α) is not divisible by p, then Hα,∗(G) and H
α,∗(G) have no p-torsion part.
Proof. By Theorem 1.13. Q.E.D.
3 Weight (co)chain subcomplexes of An+1
Let An+1 be the Lie algebra generated by the positive root system with Dynkin graph
An+1. We will determine all the connected components of Λ(An+1) and compute their rank.
Precisely, let An+1 be the Lie algebra of all (n+1)×(n+1) upper triangular matrices with
integer entries and diagonal zero. For simplicity, we denote the entries of a (n+1)×(n+1)
matrix by ai,j with i, j = 0, 1, · · · , n. Let {ei,j | 0 6 i < j 6 n} denote the matrix with all
entries 0 except ai,j = 1, then the Lie bracket of the Lie algebra is defined by
[ei,j , ek,l] =


ei,l if j = k
−ej,k if i = l
0 otherwise
.
We denote the associated chain and cochain complexes (Λ(An+1), d) and (Λ(An+1), δ) respec-
tively by (Ln, d) and (Rn, δ).
Definition 3.1 For n = 1, 2, · · ·, let Gn be the set of all triangular matrix [ai,j] with entries
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ai,j = 0 or 1
[ai,j ] =


a0,1 a0,2 a0,3 · · · a0,n
a1,2 a1,3 · · · a1,n
a2,3 · · · a2,n
· · · · · ·
an−1,n


.
For a triangular matrix [ai,j] ∈ Gn, its weight (i0, i1, · · · , in) is defined to be is =
∑s−1
k=0(1 −
ak,s) +
∑n
k=s+1 as,k, s = 0, 1, · · · , n. G(i0, i1, · · · , in) is defined to be the subset of Gn of all
triangular matrices with weight (i0, i1, · · · , in). Specifically, we define G0 = {[ ]} having only
one ‘vacuum’ triangular matrix [ ] with weight (0).
We correspond a triangular matrix [ai,j] to a monomial e
a0,1
0,1 e
a1,2
1,2 e
a0,2
0,2 · · · e
an−1,n
n−1,n · · · e
a1,n
1,n e
a0,n
0,n
(e1i,j = ei,j , e
0
i,j = 1) in Λ(An+1). With this correspondence, Gn = Λ(An+1). We denote by
G(i0, i1, · · · , in) the set of all triangular matrices with weight (i0, i1, · · · , in) and call it the
weight subgraph of Gn. We denote the chain complex (G(i0, i1, · · · , in), d) and the cochain
complex (G(i0, i1, · · · , in), δ) respectively by (L(i0, i1, · · · , in), d) and (R(i0, i1, · · · , in), δ) and
call them the weight chain and cochain subcomplexes.
Remark. We use a triangular matrix [ai,j] to denote both the vertex of Gn and the
product
∏
i,j e
ai,j
i,j in Λ(An+1) as defined in Definition 3.1. Since Rn is a DGA, it is sometimes
convenient to discuss the problem on Rn but not on Gn or Ln. So we denote the algebra
generator of Rn by xi,j to distinguish them from ei,j in Gn and Ln.
Theorem 3.1 The weight subgraphs satisfy the following.
1. Let Sn+1 be the group of permutations on {0, 1, · · · , n}. For any σ ∈ Sn+1, there is a
graph isomorphism g(σ) : Gn → Gn such that the restriction map g(σ)|G(i0,i1,···,in) is
a graph isomorphism from G(i0, i1, · · · , in) to G(iσ(0), iσ(1), · · · , iσ(n)) which is generally
not a GAD graph isomorphism.
2. For any weight (i0, i1, · · · , in−1, in), there is a transpose GAD graph isomorphism from
G(i0, i1, · · · , in−1, in) to G(n−in, n−in−1, · · · , n−i1, n−i0).
3. For any weight (i0, i1, · · · , in−1, in), there is a rotation GAD graph isomorphism from
G(i0, i1, · · · , in−1, in) to G(in, i0, i1, · · · , in−1).
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4. For any weight (i0, i1, · · · , in−1, in), there is a duality GAD graph isomorphism from
G(i0, i1, · · · , in−1, in) to G(n−i0, n−i1, · · · , n−in−1, n−in).
Proof. 1. For k = 1, · · · , n, let σk = (k−1, k) ∈ Sn+1 (σk(k−1) = k, σk(k) = k−1,
σk(i) = i for i 6= k−1, k). Define g(σk) as follows. For any triangular matrices [ai,j] ∈ Gn,
g(σk)(


· · · a0,k−1 a0,k · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
ak−2,k−1 ak−2,k · · · · · · · · ·
ak−1,k ak−1,k+1 · · · ak−1,n
ak,k+1 · · · ak,n
· · · · · ·


)
=


· · · a0,k a0,k−1 · · · · · · · · ·
· · · · · · · · · · · · · · · · · ·
ak−2,k ak−2,k−1 · · · · · · · · ·
1− ak−1,k ak,k+1 · · · ak,n
ak−1,k+1 · · · ak−1,n
· · · · · ·


,
where the omitted part remains unchanged. It is a direct checking that if a triangular matrix
a has weight (· · · , ik−1, ik, · · ·), then g(σk)(a) has weight (· · · , ik, ik−1, · · ·). Since σ1, · · · , σn
generate Sn+1, g(σ) is defined for all σ ∈ Sn+1.
2. Define DGA isomorphism ̺:Rn → Rn by λ(xi,j) = xn−j,n−i . Then for any triangular
matrix [ai,j ] ∈ Gn,
̺(


a0,1 a0,2 · · · a0,n−1 a0,n
a1,2 · · · a1,n−1 a1,n
· · · · · · · · ·
an−2,n−1 an−2,n
an−1,n


)
= ±


an−1,n an−2,n · · · a1,n a0,n
an−2,n−1 · · · a1,n−1 a0,n−1
· · · · · · · · ·
a1,2 a0,2
a0,1


and ̺ induces a GAD graph isomorphism that sends G(i0, · · · , in) to G(n−in, · · · , n−i0).
3. Notice that Rn has two DGA-module structures over Rn−1. The first module struc-
ture is induced by Rn−1 as a subalgebra and in this sense, Rn is freely generated by the set
{1} ∪ {xi0,n · · ·xis,n, 0 6 i0 < · · · < is < n}. The second is induced by the monomorphism
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j:Rn−1 → Rn defined by j(xi,j) = xi+1,j+1 and in this sense, Rn is freely generated by the set
{1}∪ {x0,i0 · · ·x0,is , 0 < i0 < · · · < is 6 n}. Define ̟:Rn → Rn as follows. For any a ∈ Rn−1
and 0 6 i1 < · · · < is < n, ̟(axi0,n · · ·xis,n) = (−1)
i0+···isj(a)x0,1 · · · xˆ0,i0+1 · · · xˆ0,is+1 · · ·x0,n
(the hat represents cancelling the factor in the product x0,1x0,2 · · ·x0,n and the term is ab-
breviated to · · · xˆ0,i0+1 · · · xˆ0,is+1 · · · in the following formulas). Then,
̟ (δ(axis,n · · ·xi0,n))
= ̟ ((δa)(xis,n · · ·xi0,n))
+
∑
k,j
(−1)|a|+l−k̟(axik,jxis,n · · ·xil−1,nxj,nxil,n · · · xˆik,n · · ·xi0,n)
= (−1)i0+···+is(j(δa))(· · · xˆ0,i0+1 · · · xˆ0,is+1 · · ·)
+
∑
k,j
(−1)|a|+l−k+i0+···+is+j−ik(j(axik ,j))(· · · xˆ0,i0+1 · · · xˆ0,j+1 · · ·xik ,n · · · xˆ0,is+1 · · ·)
= (−1)i0+···+is(δ(ja))(· · · xˆ0,i0+1 · · · xˆ0,is+1 · · ·)
+
∑
k,j
(−1)|a|+l−k+i0+···+is+j−ik(ja)(xik+1,j+1 · · · xˆ0,i0+1 · · · xˆ0,j+1 · · ·xik,n · · · xˆ0,is+1 · · ·)
= (−1)i0+···+is(δ(ja))(· · · xˆ0,i0+1 · · · xˆ0,is+1 · · ·)
+
∑
k,j
(−1)|a|+i0+···+is(ja)(δ(· · · xˆ0,i0+1 · · · xˆ0,is+1 · · ·))
= δ (̟(axis,n · · ·xi0,n)) .
Thus, ̟ is a DGA-module isomorphism satisfying that for any triangular matrix [ai,j] ∈ Gn,
̟(


a0,1 a0,2 · · · a0,n−1 a0,n
a1,2 · · · a1,n−1 a1,n
· · · · · · · · ·
an−2,n−1 an−2,n
an−1,n


)
= ±


1− a0,n 1− a1,n 1− a2,n · · · 1− an−1,n
a0,1 a0,2 · · · a0,n−1
a1,2 · · · a1,n−1
· · · · · ·
an−2,n−1


and induces a GAD graph isomorphism that sends G(i0, · · · , in) to G(in, i0, · · · , in−1).
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4. Define duality isomorphism ϑ:Rn → Ln as follows. For any [ai,j] ∈ Gn,
ϑ(


a0,1 a0,2 · · · a0,n−1 a0,n
a1,2 · · · a1,n−1 a1,n
· · · · · · · · ·
an−2,n−1 an−2,n
an−1,n


)
= (−1)τ


1− a0,1 1− a0,2 · · · 1− a0,n−1 1− a0,n
1− a1,2 · · · 1− a1,n−1 1− a1,n
· · · · · · · · ·
1− an−2,n−1 1− an−2,n
1− an−1,n


.
where τ =
∑
i,j ai,j[(1 + 2 + · · ·+ (j − 1) + (j − i− 1)] . It is obvious that ϑδ = dϑ and so ϑ
induces a GAD graph isomorphism that sends G(i0, · · · , in) to G(n−i0, · · · , n−in). Q.E.D.
Remark The conclusion 1. and 4. of Theorem 3.1 can be generalized to all the semi-
simple Lie algebras over C. Precisely, the Weyl group of a positive system acts on the
associated chain graph Λ(G) of the Lie algebra G generated by the positive system and there
is Poncare´ duality on it. This is a generalization of Kostant theorem from the complex
number case to the ring of integers case. But other isomorphisms can not be naturally
generalized to even diamond Lie algebras.
Definition 3.2 For n > 0, ωn is the set of all (n+1)-tuples (i0, · · · , in) such that for all
0 6 k0 < · · ·< ks 6 n, ik0+ik1+ · · ·+iks > 0+1+ · · ·+s and i0+i1+ · · ·+in = 0+1 + · · ·+n.
For s > 0, (i0, · · · , is) ∈ ωs is reducible if there is 0 6 m < s and 0 6 u0 < · · · < um 6 s
such that iu0 + · · · + ium = 0 + 1 + · · · + m. Equivalently, (i0, · · · , is) ∈ ωs is reducible if
it is a permutation of (j0, · · · , jm, k0+m+1, · · · , kn+m+1) such that (j0, · · · , jm) ∈ ωm and
(k0, · · · , kn) ∈ ωn.
Theorem 3.2 (i0, · · · , in) ∈ ωn if and only if it is the weight of a non-empty weight subgraph
G(i0, · · · , in).
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Proof. We use induction on n. For n = 0, 1, the theorem is trivial. Suppose the theorem
holds for n > 1. Then for [ai,j] ∈ G(i0, · · · , in, in+1), in+1 =
∑n
i=0(1−ai,n+1),


a0,1 · · · a0,n
· · · a1,n
· · ·
an−1,n

 ∈ G(i0−a0,n+1, i1−a1,n+1, · · · , in−an,n+1)
By the induction hypothesis, for all 06k0< · · ·<ks6n, (ik0−ak0,n+1)+· · ·+(iks−aks,n+1) >
0+1+· · ·+s. So
ik0+· · ·+iks > 0+1+· · ·+s+
∑s
u=1 aku,n+1 > 0+1+· · ·+s,
ik0+· · ·+iks+in+1 > 0+1+· · ·+s+
∑s
u=1 aku,n+1+
∑n
i=0(1−ai,n+1) > 0+1+· · ·+s+(s+1),
i0+· · ·in+in+1 = i0+· · ·in+
∑n
i=0 ai,n+1+
∑n
i=0(1−ai,n+1) = 0+1+ · · ·+n+(n+1).
Thus, (i0, · · · , in, in+1) ∈ ωn+1.
For (i0, · · · , in, in+1) ∈ ωn+1, we will prove that G(i0, · · · , in, in+1) is non-empty. By
1. of Theorem 3.1, we may suppose i0 6 i1 6 · · · 6 in 6 in+1. We use induction on
n+1−in+1. If in+1 = n+1, then G(i0, · · · , in, in+1) = G(i0, · · · , in). The conclusion holds.
Suppose for (j0, · · · , jn+1) ∈ ωn+1 and jn+1 < n+1−s, G(j0, · · · , jn+1) is non-empty. Then
for (i0, · · · , in, in+1) ∈ ωn+1 and in+1 = n+1−s, let k be the biggest number such that
i0+i1+· · ·+ik = 0+1+· · ·+k. Then ik+1>k+1 and
α = (i0, · · · , ik, ik+1−1, · · · , ik+l−1, ik+l+1, · · · , in, in+1+l) ∈ ωn+1 (l = ik+1−k−1).
By the induction hypothesis, there exists [ai,j ] ∈ G(α). We have ak+1,n+1 = · · · = ak+l,n+1 =
0. If not, then the product e =
∏
e
ai,j
i,j has a factor ek+i,n+1. We may suppose i = 1. Then the
weight of e/ek+1,n+1 is (i0, · · · , ik, ik+1−2, · · · , ik+l−1, ik+l+1, · · · , in, in+1+l+1). This (n+1)-
tuple is not in ωn+1. A contradiction! So eek+1,n+1 · · · ek+l,n+1 ∈ G(i0, · · · , in, in+1). The
induction is complete. Q.E.D.
Theorem 3.3 If (k0, · · ·, km+n+1) is reducible and is the permutation of (i0, · · ·, im, j0+m+1,
· · · , jn+m+1) , then there is a GAD graph isomorphism
G(k0, · · · , km+n+1) = G(i0, · · · , im)×G(j0, · · · , jn).
Specifically, for m = 0 and n = 0, we have
G(j0+1, · · · , jk−1+1, 0, jk+1, · · · , jn+1) = G(j0, · · · , jk−1, jk, · · · , jn),
G(i0, · · · , ik−1, m+1, ik, · · · , im) = G(i0, · · · , ik−1, ik, · · · , im).
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Proof. We consider the DGA (Rn, δ). For a reducible weight (k0, · · · , km+n+1) that
is a permutation of (i0, · · · , im, j0+m+1, · · · , jn+m+1), there are injective order preserv-
ing maps σ: {0, · · · , m} → {0, · · · , m+n+1} and τ : {0, · · · , n} → {0, · · · , m+n+1} such
that imσ ∪ imτ = {0, · · ·, m+n+1}, imσ ∩ imτ = φ. Then, the two maps induce two al-
gebra monomorphisms σ∗: Λ(Am+1) → Λ(Am+n+1) and τ∗: Λ(An+1) → Λ(Am+n+1) defined
by σ∗(xs,t) = xσ(s),σ(t) and τ∗(xs,t) = xτ(s),τ(t). σ∗ and τ∗ are not DGA homomorphisms.
But let c =
∏
s,t xτ(s),σ(t) (in any fixed order). Then, define linear map ξ:R(i0, · · · , im) ⊗
R(j0, · · · , jn) → R(k0, · · · , km+n+1) by that ξ(a ⊗ b) = σ∗(a)τ∗(b)c for all a ∈ R(i0, · · · , im)
and b ∈ R(j0, · · · , jn). It is obvious that δc = 0 and δ
(
σ∗(a)τ∗(b)c
)
=
(
δσ∗(a)
)
τ∗(b)c +
(−1)|a|σ∗(a)
(
δτ∗(b)
)
c. Thus, ξ is a DGA monomorphism.
To prove that ξ is an epimorphism, we need only show the two free groups have the same
dimension. By 1. of Theorem 3.1, we may suppose (k0, · · · , km+n+1) = (i0, · · · , im, j0+m+1,
· · · , jn+m+1). For [ai,j ] ∈ R(i0, · · · , im, j0+m+1, · · · , jn+m+1),


a0,1 · · · a0,m+n
· · · a1,m+n
· · ·
am+n−1,m+n


∈ R(i0−a0,m+n+1, · · · , im−am,m+n+1, j0−am+1,m+n+1 · · · , jn−1−am+n−1,m+n+1).
Therefore, i0−a0,m+n+1 + · · · im−am,m+n+1 >
m(m+1)
2
and so ak,m+n+1 = 0 for k = 0, · · · , m.
This implies that R(i0−a0,m+n+1, · · · , im−am,m+n+1, j0−am+1,m+n+1 · · · , jn−1−am+n−1,m+n+1)
is also reducible and


a0,1 · · · a0,m+n−1
· · · a1,m+n−1
· · ·
am+n−2,m+n−1


∈ R(i0−a0,m+n, · · · , im−am,m+n, · · · , jn−2−am+n−2,m+n−am+n−2,m+n+1).
For the same reason, ak,m+n = 0 for k = 0, · · · , m. Inductively, we have that ak,m+l+1 = 0
for k = 0, · · · , m and l = 0, · · · , n. That is,
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[ai,j ] =


a0,1 · · · a0,m 0 0 · · · 0
· · · · · · · · · · · · · · · · · ·
am−1,m 0 0 · · · 0
0 0 · · · 0
am+1,m+2 · · · am+1,m+n+1
· · · · · ·
am+n,m+n+1


.
So dimR(i0, · · · , im, j0+m+1, · · · , jn+m+1) = dimR(i0, · · · , im)×dimR(j0, · · · , jn). Q.E.D.
Notice that the cohomology classes with reducible weight may not be decomposable.
For example, the cohomology class of H∗(R(i0, · · · , in)) with (i0, · · · , in) a permutation of
(0, 1, · · · , n) is not always decomposable, but all such weights are reducible.
Theorem 3.4 For every α ∈ ωn, G(α) is connected. Thus, ωn is the set of connected
components of the graph Gn = Λ(An+1). Moreover, if both (i0, · · · , is, · · · , it, · · · , in) and
(i0, · · · , is+1, · · · , it−1, · · · , in) are in ωn, then there is at least one e ∈ G(i0, · · · , in) such
that ees,t ∈ G(i0, · · · , is+1, · · · , it−1, · · · , in).
Proof. Firstly, we prove the second conclusion. By 1. of Theorem 3.1, we need only
prove the case that if both (i0, i1, · · · , in) and (i0+1, i1−1, · · · , in) are in ωn, then there is
e ∈ G(i0, i1, · · · , in) such that ee0,1 ∈ G(i0+1, i1−1, · · · , in). Suppose i0 6 i1. Let e =
[ai,j ] ∈ G(i0, i1, · · · , in). If a0,1 = 0, then ee0,1 ∈ G(i0+1, i1−1, · · · , in). If a0,1 = 1, since∑n
i=2 a0,i <
∑n
i=2 a0,i + 1 6
∑n
i=2 a1,i, there is 2 6 i 6 n such that a1,i = 1 and a0,i = 0. Let
e′ = (e/e0,1e1,i)e0,i, then e
′ ∈ G(i0, i1, · · · , in) and e
′e0,1 ∈ G(i0+1, i1−1, · · · , in). Suppose
i0 > i1. Firstly, apply the conclusion to (n−i0, n−i1, · · · , n−in). Then apply the duality
isomorphism ϑ in 4. of Theorem 3.1, we prove the case for i0>i1.
Now we use induction on n to prove that for every (i0, · · · , in) ∈ ωn, G(i0, · · · , in) is
connected. For n = 0, 1, 2, it is a direct checking. Now suppose the conclusion holds for
n>2. Then for (i0, · · · , in, in+1) ∈ ωn+1, we have a disjoint union of sets
G(i0, · · · , in, in+1) =
⋃
ε0+···+εn=n+1−in+1
G(i0−ε0, · · · , in−εn)e
ε0
0,n+1 · · · e
εn
n,n+1,
where the union is taken throughout all εs = 0 or 1 such that (i0−ε0, · · · , in−εn) is a
weight. By the induction hypothesis, every G(i0−ε0, · · · , in−εn) is connected in Gn and
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so every G(i0−ε0, · · · , in−εn)e
ε0
0,n+1 · · · e
εn
n,n+1 is connected in Gn+1. So we need only prove
that these different subgraphs are joined by paths in Gn+1. Let (i0−ε0, · · · , in−εn) and
(i0−ε
′
0, · · · , in−ε
′
n) be weights of two different components of the above disjoint union such
that εs=ε
′
t=0, εt=ε
′
s=1 for some 06s<t6n, εi=ε
′
i for i 6= s, t. By the second conclusion
of the theorem, there is e∈G(i0−ε0, · · · , in−εn) such that ees,t∈G(i0−ε
′
0, · · · , in−ε
′
n). Then,
ees,te
ε′
0
0,n+1 · · · e
ε′n
n,n+1 ∈ G(i0−ε
′
0, · · · , in−ε
′
n)e
ε′
0
0,n+1 · · · e
ε′n
n,n+1
eeε00,n+1 · · · e
εn
n,n+1 ∈ G(i0−ε0, · · · , in−εn)e
ε0
0,n+1 · · · e
εn
n,n+1
But [ees,te
ε′
0
0,n+1 · · · e
ε′n
n,n+1, ee
ε0
0,n+1 · · · e
εn
n,n+1] is an edge of Gn+1. Therefore, such two com-
ponents of the above disjoint union can be joined by paths in Gn+1. This case implies
that any two components of the above disjoint union can be joined by paths in Gn+1. So
G(i0, · · · , in, in+1) is connected. Q.E.D.
Theorem 3.5 The ranks of the weight subgraphs satisfy the formula
r(G(· · · , j+1, · · · , i−1, · · ·))− r(G(· · · , j, · · · , i, · · ·)) = i−j−1,
where the omitted parts of the two weights are the same. Thus, for a weight (i0, i1, · · · , in)
such that i0 6 i1 6 · · · 6 in,
r(G(i0, i1, · · · , in)) =
∑n
k=0mk +
∑
ik<k
(k − ik),
where mk = ik+(ik+1)+ · · ·+(k−1) if ik < k ; mk = −ik−(ik−1)− · · ·−(k+1) if ik > k ;
mk = 0 if ik = k.
Proof. Suppose j is the s-th number and i is the t-th number of the weight (· · · j · · · i · · ·).
By the second conclusion of Theorem 3.4, there is a = [au,v] ∈ G(· · · j · · · i · · ·) such that
as,t = 0 and aes,t ∈ G(· · · j+1 · · · i−1 · · ·). Let b = [bu,v] be the corresponding triangular
matrix for aas,t. The following lists all the neighbors of a and b.
(1) For m < s, am,s = 0, am,t = 1, let am = [cu,v] be defined as follows. cm,s = 1, cs,t = 1,
cm,t = 0, cu,v = au,v, otherwise. Then am is a neighbor of a.
(2) For s < n < t, as,n = 1, an,t = 1, let an = [cu,v] be defined as follows. cs,n = 0,
cn,t = 0, cs,t = 1, cu,v = au,v, otherwise. Then an is a neighbor of a.
(3) For t < l, as,l = 1, at,l = 0, let al = [cu,v] be defined as follows. cs,l = 0, cs,t = 1,
ct,l = 1, cu,v = au,v, otherwise. Then al is a neighbor of a.
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(4) For m < s, bm,s = 1, bm,t = 0, let bm = [cu,v] be defined as follows. cm,s = 0, cs,t = 0,
cm,t = 1, cu,v = bu,v, otherwise. Then bm is a neighbor of b.
(5) For s < n < t, bs,n = 0, bn,t = 0, let bn = [cu,v] be defined as follows. cs,n = 1, cn,t = 1,
cs,t = 0, cu,v = bu,v, otherwise. Then bn is a neighbor of b.
(6) For t < l, bs,l = 0, bt,l = 1, let bl = [cu,v] be defined as follows. cs,l = 1, cs,t = 0,
ct,l = 0, cu,v = bu,v, otherwise. Then bl is a neighbor of b.
Thus, r(b)− r(a) = the number of bk’s − the number of ak’s = i−j−1.
Notice that G(0, 1, · · · , n) has only one vertex, the triangular matrix with all entries 0
(1 of Λ(An+1)). So r(G(0, 1, · · · , n)) = 0. Then the second formula is an easy induction on
r(G(i0, · · · , in)). Q.E.D.
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