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Let k be any positive integer and N0, k(T ) the number of the zeros in the interval
(0, T ) of Z(k)(t), the kth derivative of Hardy’s Z-function. We prove an inequality
for N0, k(T) (Theorem 1), and also prove that it can be replaced by the equality
under the Riemann hypothesis (Theorem 2). The key fact of the proof is the construc-
tion of a meromorphic function ’k(s), which satisfies an appropriate recurrence
formula and a functional equation.  1999 Academic Press
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1. INTRODUCTION
Let s=_+it be a complex variable and ‘(s) the Riemann zeta-function.
The functional equation is
h(s) ‘(s)=h(1&s) ‘(1&s), (1.1)
where h(s)=?&s21(s2). Hardy’s Z-function is defined by
Z(t)=ei%(t)‘( 12+it),
where %(t)=arg h(12+it). From (1.1) it immediately follows that Z(t) is
real and |Z(t)|=|‘(12+it)|. Therefore it is an important problem in zeta-
function theory to investigate the behavior of Z(t) and its derivatives.
R. J. Anderson [1] constructed and studied a meromorphic function
’(s), whose zeros on the line _=12 coincide with the zeros of Z$(t). He
proved that the number of zeros (counted with multiplicity as in what
follows) of ’(s) in the rectangle [s=_+it | &7<_<8, 0<t<T] is
T
2?
log
T
2?
&
T
2?
+O(log T ),
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and under the assumption of the Riemann hypothesis, all non-real zeros of
’(s) are on the line _=12. Let N0, 1(T) be the number of zeros of Z$(t)
in the interval (0, T ). Then, from the above results, it follows that
N0, 1(T )
T
2?
log
T
2?
&
T
2?
+O(log T ), (1.2)
and on the Riemann hypothesis, the inequality in (1.2) can be replaced by
the equality.
We should mention here that Conrey and Ghosh [2] independently
introduced a function of similar properties and proved closely related
results. On the other hand, higher derivatives Z(k)(t) have been studied
recently by various authors (see Karatsuba [5], Ivic [4], Yildirim [10],
A. A. Lavrik [6], and Mozer [7]). It seems, however, that Anderson’s
results [1] have not yet been extended to higher derivatives.
Let N0, k(T ) be the number of the zeros of Z(k)(t) in the interval (0, T ).
It is the purpose of the present paper to prove the following theorems.
Theorem 1. For any positive integer k, we have
N0, k(T )
T
2?
log
T
2?
&
T
2?
+Ok(log T ), (1.3)
where (and throughout this paper) the notation Ok means that the implied
constant depends only on k.
Theorem 2. Under the assumption of the Riemann hypothesis, the
inequality in (1.3) can be replaced by the equality.
Let N0(T) be the number of the zeros of ‘(12+it) in the interval (0, T ).
It is known that Z$(t) has a zero in the interval (0, 14), hence N0(T )
N0, 1(T) for any t0. In general, we have N0, k(T )N0, k+1(T )+1, hence
N0(T)N0, k(T )+(k&1) (k1). (1.4)
Since N0(T )>>T log T, we have from (1.3) and (1.4) that
T log T<<N0, k(T )<<T log T.
In the next section, we will introduce a meromorphic function ’k(s) for
each k, whose zeros on _=12 essentially coincide with the zeros of Z(k)(t).
This construction of ’k(s), which is a generalization of Anderson’s ’(s), is
the most essential part of our proof.
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Remark. In [2, p. 195, Remark (ii)], Conrey and Ghosh suggested the
existence of a meromorphic function Zk(s) with the properties;
(i) Zk(s)=(&1)k /(s) Zk(1&s),
(ii) |Zk( 12+it)|=|Z
(k)(t)| for real t,
but they never gave the explicit construction of Zk(s). As is seen by
Propositions 1 and 2 below, our ’k(s) satisfies (i) but does not have the
property (ii).
Let N(T; ’k) be the number of the zeros of ’k(s) is the rectangle
Rk=[s=_+it | 1&2m<_<2m, 0<t<T],
where m=m(k) is a large positive integer which will be chosen later (in
Section 6). Then, as a generalization of Anderson’s Theorem 1 in [1], we
will prove
Theorem 3. For any positive integer k,
N(T; ’k)=
T
2?
log
T
2?
&
T
2?
+Ok(log T ).
This theorem will be proved in Section 6, after preparing several auxiliary
results in Sections 35. Theorem 1 is then a direct consequence of Theorem 3.
The last section will be devoted to the proof of Theorem 2. Further results
in this direction will appear in a forthcoming paper.
The readers should notice that differentiation with respect to t and to s
both appear in the present paper. If f is a function in t (such as Z and %),
then f $, f ", ..., f (k) mean the differentiation with respect to t, while these
symbols mean the differentiation with respect to s if f is a function in s
(such as |, * and ’). For instance, ’$(12+it) means the value of d’(s)ds
at s=12+it.
2. THE DEFINITION AND BASIC PROPERTIES OF ’k(s)
First we recall Anderson’s definition of ’(s). Let /(s)=h(1&s)h(s) and
|(s)=(/$/)(s). Then we see that /(12+it)=e&2i%(t), hence
|( 12+it)=&2%$(t). (2.1)
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Anderson defined the function ’(s) by
’(s)=‘(s)&
2
|(s)
‘$(s), (2.2)
which, in view of (2.1), satisfies the relation
Z$(t)=(ei%(t))$ ’( 12+it) (2.3)
(see Anderson [1, (1.8)]).
Now we let ’1(s)=’(s), and we define ’k(s) for k2 recursively by
’k+1(s)=*(s) ’k(s)+’$k(s) (k1), (2.4)
where
*(s)=
|$
|
(s)&
1
2
|(s). (2.5)
Proposition 1. For any positive integer k, we have
Z(k)(t)=ik&1(ei%(t))$ ’k( 12+it). (2.6)
Proof. The case k=1 is nothing but (2.3). Assume that (2.6) is valid for
k. Then
Z(k+1)(t)=ik&1(ei%(t))$ {(e
i%(t))"
(ei%(t))$
’k \12+it++i’$k \
1
2
+it+= . (2.7)
From (2.1), we have
(ei%(t))$=&
i
2
| \12+it+ ei%(t),
hence
(ei%(t))"
(ei%(t))$
=i*\12+it+ . (2.8)
Substituting this into (2.7), and using (2.4), we find that (2.6) is valid also
for k+1. Therefore Proposition 1 is proved.
Proposition 2 (The Functional Equation). For any positive integer k,
we have
h(1&s) ’k(1&s)=(&1)k h(s) ’k(s). (2.9)
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Proof. The case k=1 is due to Anderson [1, (1.7)]. Assume that (2.9)
is valid for k. Then
’k(1&s)=
(&1)k
/(s)
’k(s),
and so
’$k(1&s)=&
(&1)k
/2(s)
(’$k(s) /(s)&’k(s) /$(s)).
Hence
’k+1(1&s)=*(1&s) ’k(1&s)+’$k(1&s)
=
(&1)k
/(s) {\
|$
|
(1&s)&
1
2
|(1&s)+|(s)+ ’k(s)&’$k(s)= .
(2.10)
Since |(s)=|(1&s) and so |$(s)=&|$(1&s), the relation (2.9) for k+1
immediately follows from (2.10). This completes the proof.
Next we deduce a more explicit expression of ’k(s). Define *k(s) by
*1(s)=1, *2(s)=*(s), and
*k+1(s)=*(s) *k(s)+*$k(s) (k1) (2.11)
recursively. Then
Proposition 3. For any positive integer k, we have
’k(s)=*k(s) ‘(s)+ :
k&1
j=1 \
k
j + *k& j (s) ‘( j)(s)&
2
|(s)
‘(k)(s). (2.12)
Proof. The case k=1 is (2.2). Assume that (2.12) is valid for k. Then
’k+1(s)=*(s) ’k(s)+’$k(s)
=(*(s) *k(s)+*$k(s)) ‘(s)
+ :
k&1
j=1 {\
k
j + (*(s) *k& j (s)+*$k& j (s))+\
k
j&1+ *k& j+1(s)= ‘( j)(s)
+{k& 2|(s) *(s)&\
2
|(s)+
$= ‘(k)(s)& 2|(s) ‘(k+1)(s).
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Using (2.5), (2.10), and the relation
\kj ++\
k
j&1+=\
k+1
j + ,
we obtain (2.12) for k+1. This completes the proof of Proposition 3.
3. SOME ESTIMATES ON |(s) AND *(s)
The above Proposition 3 says that, for the purpose of analyzing ’k(s), it
is necessary to study the properties of |(s), *(s) and *k(s). In this and the
next section, we prove several auxiliary facts on |(s) and *(s).
From the expression /(s)=2s?s&1 sin(?s2) 1(1&s), it follows that (see
Anderson [1, (1.10)])
|(s)=log 2?+
?
2
tan
?s
2
&
1 $
1
(s), (3.1)
and it is known that
1 $
1
(s)=log s&
1
2s
&
1
12s2
+P(s), (3.2)
where
P(s)=|

0
B3(x&[x])
(s+x)4
dx
and B3( y)= y3&(32)y2+ 12 y (see Edwards [3, Section 6.3, formula (4)]).
Assume _>0. Then P(s)=O( |s|&3), hence in view of (3.2), we can find an
absolute positive constant _1 such that
Re
1 $
1
(s)
1
2
log _ (3.3)
holds for __1 . Define the set D by removing all small semicircles whose
centers are odd positive integers from the region [s | _ 12 , t0]. If s # D,
we have tan(?s2)=i+O(e&?t). Hence with (3.3) we have
Re |(s)log 2?+O(e&?t)&
1
2
log _
&
1
4
log _ (3.4)
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for s # D(_1)=D & [s | __1] if _1 is sufficiently large. Also it holds that
|$(s)=
?2
4 \cos
?s
2 +
&2
&\1 $1 +
$
(s)
=O(1)+O( |s|&1)
=O(1) (3.5)
for s # D. From these estimates, we have
|$
|
(s)=O((log _)&1) (3.6)
for s # D(_1). Substituting (3.4) and (3.6) into (2.5), we obtain
Re *(s) 110 log _ (3.7)
for s # D(_1) if _1 is sufficiently large.
4. ZEROS AND POLES OF |(s) AND *(s)
Since /(s)=2s?s&1 sin(?s2) 1(1&s), the location of zeros and poles of
/(s) is clear. The zeros are 0, &2, &4, ..., and the poles are 1, 3, 5, ..., and
all of them are simple. Therefore we have
Lemma 1. The poles of |(s) are all simple, and are located at 1, 3, 5, ...
(with residue &1) and at 0, &2, &4, ... (with residue 1).
The zeros of |(s) completely coincide with the zeros of /$(s). Anderson
[1, Lemma 3] has shown that in the strip 2 j&1<_<2 j+1 (for any
positive integer j), /$(s) has exactly one zero (which we denote by bj), and
it is real and simple. Actually 2 j<bj<2 j+1 for j4. In the strip 12<_1,
there are no zeros of /$(s). The zeros in the region _< 12 can be counted by
these information and the fact |(s)=|(1&s).
Anderson [1, p. 325] also studied the zeros of /$(s) on the line _= 12
(which are the zeros of %$(t) by (2.1)), and found that there are just two
zeros 12\it0 . Anderson only stated that t0 is a number near 2?, but we can
compute numerically that t0=6.289837 } } } . For this purpose the formula
%$(t)=&
1
2 {log 8?+#+
?e&?t
1+e&2?t
&8t2 :
n
1
n(n2+4t2)= (t>0) (4.1)
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is convenient, where # is Euler’s constant and the summation runs over all
odd positive integers. We can deduce (4.1) from (3.1) by using
1 $
1
(z+1)=
1 $
1
(z)+
1
z
,
1 $
1
(2z)=
1
2 {
1 $
1
(z)+
1 $
1 \z+
1
2+=+log 2,
and
1 $
1
(z)=&#& :

n=0 \
1
z+n
&
1
n+1+ .
Summarizing the above, we obtain
Lemma 2. The zeros of |(s) are 12\it0 , bj and 1&bj ( j=1, 2, ...), and
they are all simple.
Lastly, from Lemmas 1 and 2, it follows that
Lemma 3. The poles of *(s) are 12\it0 , 2 j&1, 2&2 j, bj and 1&bj
( j=1, 2, ...), and they are all simple.
5. SOME AUXILIARY RESULTS ON *k(s) AND ’k(s)
By using the information given in the preceding two sections, we prove
now some useful results on *k(s) and ’k(s). First, by induction it can be
shown that
*k(s)=*(s)k&1+4k(s) (5.1)
with
4k(s)=:
M
cM(k) ‘

j=0
(*( j)(s))mj, (5.2)
where the summation runs over all vectors M=(m0 , m1 , m2 , ...) whose
components are nonnegative integers satisfying
m0k&3 and :

j=0
( j+1) m j=k&1.
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Actually the components of M are all zero but finite members, and the
right-hand side of (5.2) is a finite sum of finite products. The numbers
cM(k) are constants depending on M and k. For our later purpose we write
(5.1) as
*k(s)=*(s)k&1 Ak(s), (5.3)
where
Ak(s)=1+
4k(s)
*(s)k&1
. (5.4)
Next we estimate
*(k)(s)=\|$| +
(k)
(s)&
1
2
|(k)(s). (5.5)
It is easy to see by induction that
{\cos ?s2 +
&2
=
(k&1)
=
Pk(sin(?s2), cos(?s2))
(cos(?s2))k+1
, (5.6)
where Pk(X, Y) is a polynomial of the form
Pk(X, Y)= :
i+ jk&1
aij (k) X iY j.
From (5.6) we have
{\cos ?s2 +
&2
=
(k&1)
=Ok(1)
for s # D, hence with
\1 $1 +
(k)
(s)=Ok( |s|&k) (k1), (5.7)
we obtain
|(k)(s)=Ok(1) (k1) (5.8)
for s # D. Let g(s)=(|$|)(s). Then, differentiating g(s) |(s)=|$(s)
k-times, we have
g(k)(s) |(s)+ :
k
j=1 \
k
j + g(k& j)(s) |( j)(s)=|(k+1)(s),
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from which we can show
g(k)(s)=Ok((log _)&1) (k0) (5.9)
for s # D(_1). In fact, the case k=0 is (3.6), and for positive k, this can be
shown by induction with noticing (5.8) and (3.4). From (5.5), (5.8), and
(5.9), we obtain
*(k)(s)=Ok(1) (k1) (5.10)
for s # D(_1). Hence with (3.7) we obtain
Ak(s)=1+Ok((log _)&2) (k1) (5.11)
because m0k&3, and so
*k(s)=*(s)k&1[1+Ok((log _)&2)] (5.12)
for s # D(_1).
From Proposition 3 and (5.3), we can write
’k(s)=*(s)k&1 Ak(s) Bk(s), (5.13)
where
Bk(s)=‘(s)+ :
k&1
j=1 \
k
j +
*k& j (s)
*k(s)
‘( j)(s)&
2‘ (k)(s)
|(s) *k(s)
. (5.14)
It is clear that ‘(s)=1+O(2&_) and ‘(k)(s)=Ok(1) (k1) for __1>1.
Using these facts and (3.4), (3.7), and (5.12), we obtain
Bk(s)=1+Ok((log _)&1) (k1) (5.15)
and so, with (5.11),
’k(s)=*(s)k&1[1+Ok((log _)&1)] (k1) (5.16)
for s # D(_1).
Next we consider the poles of ’k(s). The expression (2.12) implies that
possible poles of ’k(s) come from the poles of ‘(s), ‘( j)(s), *j (s) (1 jk)
or the zeros of |(s). From (2.11) we see that the poles of *j (s) come from
those of *(s). Therefore, from Lemmas 2 and 3, we find that the only
possible pole of ’k(s) in the upper-half plane is \0=12+it0 .
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Lemma 4. The point \0 is at most a simple pole of ’k(s).
Proof. As was noticed in Anderson [1], \0 is indeed a simple pole of
’1(s). Assume that \0 is a simple pole of ’k(s). Then we can write
’k(s)=
:&1
s&\0
+:0+:1(s&\0)+ } } } .
The point \0 is also a simple pole of *(s) by Lemma 3, and the residue
is 1, hence
*(s)=
1
s&\0
+;0+;1(s&\0)+ } } } .
Therefore
’k+1(s)=*(s) ’k(s)+’$k(s)
=
:0+:&1;0
s&\0
+(2:1+:0;0+:&1;1)+ } } } ,
hence \0 is at most a simple pole of ’k+1(s). If :0+:&1 ;0=0, then ’k+1
is holomorphic at s=\0 , but in this case \0 is a simple pole of ’k+2(s), as
is readily seen by (2.4). The assertion of the lemma now follows by induc-
tion.
Let N0(T; ’k) be the number of the zeros of ’k(s) on the interval
[12+it | 0<t<T]. Then
N0, k(T)=N0(T; ’k)+1&$k (k1), (5.17)
where $k=1 if \0 is a simple pole of ’k(s), and $k=0 if ’k(s) is holo-
morphic at \0 . In fact, Proposition 1 implies
Z(k)(t)=ik%$(t) ei%(t)’k( 12+it),
and the only positive zero of %$(t) is t=t0 , hence (5.17) immediately
follows from Lemma 4.
6. PROOF OF THEOREM 1 AND THEOREM 3
The following proof of Theorem 3 is a generalization of that of Anderson’s
Theorem 1 in [1]. From (5.16) we can find a positive integer m=m(k) for
which
|’k(s)| 12 |*(s)|
k&1 (k1) (6.1)
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holds for s # D(2m)=D & [s | _2m]. Let the rectangle R=Rk be as in
Section 1, and L the boundary of R, but its lower side being indented by
small semicircles above the poles and zeros of h(s) ’k(s) on the real axis.
Then
|
L
d arg (h(s) ’k(s))=2?(N(T; ’k)&$k). (6.2)
We denote the integral along the lower side of L by U(k), which is
obviously Ok(1). Also, Proposition 2 implies that the integral from 12+iT
to 1&2m is equal to that from 2m to 12+iT. Therefore we have
N(T; ’k)=
%(T )
?
+S(T; ’k)+
U(k)
2?
+$k , (6.3)
where
S(T; ’k)=
1
? {|
2m+iT
2m
+|
12+iT
2m+iT = d arg ’k(s).
From Stirling’s formula it can be shown that
%(T)
?
=
T
2?
log
T
2?
&
T
2?
&
1
8
+O(T&1)
(see Anderson [1, p. 329]), hence now the proof of Theorem 3 is reduced
to the proof of
S(T; ’k)=Ok(log T) (k1). (6.4)
To prove this, we first notice that if we choose m sufficiently large, then
Re *(s), Re Ak(s), and Re Bk(s) are all positive on the line _=2m (see
(3.7), (5.11), and (5.15)). Hence with (5.13) it follows that
}|
2m+iT
2m
d arg ’k(s) }(k&1) ?+?+?=(k+1) ?. (6.5)
Next we consider the integral along the horizontal line-segment (12+iT,
2m+iT). Assume that there are q points on this segment at which Re *(s)
vanishes. Then
}|
12+iT
2m+iT
d arg *(s)}(q+1) ?. (6.6)
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We apply Jensen’s theorem in a standard way (see Titchmarsh [9, Section
9.4]) to the function
.(z)= 12[*(z+iT )+*(z&iT )]
to obtain
q<<
1
2? |
2?
0
log |.(2m+2mei%)| d%&log |.(2m)|. (6.7)
Let T>>m, and D(m, T)=[s | _12, |t&T |2m]. For any s # D(m, T )
we have (1 $1 )(s)  log T (here A  B means B<<A<<B), so
|(s)  log T (6.8)
for s # D(m, T ). Hence with noticing (3.5), we also have
*(s)  log T (6.9)
in D(m, T ). Therefore the right-hand side of (6.7) can be estimated as
O(log log T), hence with (6.6), we obtain
|
12+iT
2m+iT
d arg *(s)=O(log log T). (6.10)
Similarly we can show
|
12+iT
2m+iT
d arg Ak(s)=Ok(1) (6.11)
and
|
12+iT
2m+iT
d arg Bk(s)=Ok(log T ). (6.12)
In fact, using (5.6) and (5.7), we have |(k)(s)=Ok(T&k) for s # D(m, T ).
Also, similarly to the induction argument which leads to (5.9), we get
\|$| +
(k)
(s)=Ok((log T)&1) (6.13)
for s # D(m, T ), by using (5.8) and (6.8). Hence
*(k)(s)=Ok((log T )&1)
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and so
4k(s)=Ok((log T )k&3)
for s # D(m, T ). From these estimates we obtain
Ak(s)=Ok(1)
and
Bk(s)=Ok(Tc)
with a certain c>0, from which (6.11) and (6.12) follow. Combining
(6.10)(6.12), we obtain
|
12+iT
2m+iT
d arg ’k(s)=Ok(log T ), (6.14)
hence with (6.5), we arrive at the claim (6.4). This completes the proof of
Theorem 3. Theorem 1 is an immediate consequence of Theorem 3 and
(5.17).
7. PROOF OF THEOREM 2
We apply the familiar lemma of Littlewood to the function ’k(s) and the
rectangle [s=_+it | 12_2m, 0tT] in a way similar to that in
Anderson [1, Section 4], and obtain
|
T
0
arg ’k ( 12+it) dt&|
T
0
arg ’k(2m+it) dt
=|
2m
12
log |’k(_+iT )| d_&|
2m
12
log |’k(_)| d_. (7.1)
The second term on the right-hand side is clearly Ok(1). In Section 6, we
noticed that Re *(s), Re Ak(s), and Re Bk(s) are all positive on _=2m,
from which we have
|arg ’k(2m+it)|<
?
2
(k+1),
hence the second term on the left-hand side of (7.1) is Ok(T). Also in
Section 6 we showed that
*(s)  log T, Ak(s)=Ok(1), and Bk(s)=Ok(Tc)
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for s # D(m, T ), from which we have
|
2m
12
log |’k(_+iT )| d_<c1(k) log T
with a certain constant c1=c1(k)>0. Substituting these results into (7.1),
we obtain
|
T
0
S(t; ’k) dt<c2(k) T (7.2)
with another c2=c2(k)>0, because the way of choosing the branch in
Littlewood’s lemma implies that S(t; ’k)=arg ’k(12+it).
Let 0<T<T $. Since N(t; ’k)&N0(t; ’k) in non-negative and non-
decreasing, we have
|
T $
0
(N(t; ’k)&N0(t; ’k)) dt
|
T $
T
(N(t; ’k)&N0(t; ’k)) dt
(T $&T )(N(T; ’k)&N0(T; ’k)). (7.3)
Combining (1.4) with (5.17) we have
N0(t)N0(t; ’k)+k&$k (k1), (7.4)
hence with (6.3), we obtain
N(t; ’k)&N0(t; ’k)
%(t)
?
+S(t; ’k)&N0(t)+
U(k)
2?
+k. (7.5)
Let N(t) be the number of the zeros of ‘(s) is the rectangle [s | 0<
Re(s)<1, 0<Im(s)<t]. It is well known that
N(t)=
%(t)
?
+1+S(t), (7.6)
where
S(t)=
1
? {|
2+it
2
+|
12+it
2+it = d arg ‘(s).
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Now we assume the Riemann hypothesis N(t)=N0(t). Then, from (7.5)
and (7.6), we have
N(t; ’k)&N0(t; ’k)S(t; ’k)&S(t)+
U(k)
2?
+k&1.
Substituting this into (7.3), and noting (7.2) and the well-known fact
|
T
0
S(t) dt=O(log T) (7.7)
(see Titchmarsh [9, Theorem 9.9(A)]), we obtain
N(T; ’k)&N0(T; ’k)

1
T $&T {c2(k) T $+O(log T $)+\
U(k)
2?
+k&1+ T $= ,
hence letting T $  , we arrive at
N(T; ’k)&N0(T; ’k)c2(k)+
U(k)
2?
+k&1. (7.8)
From this and (5.17), it follows that
N0, k(T)=N(T; ’k)+Ok(1),
which with Theorem 3 implies the assertion of Theorem 2.
The above proof of Theorem 2 has been inspired by the proof of Anderson
[1, Theorem 2], whose origin goes back to Taylor [8]. In his proof, Anderson
has shown
|
T
0
S(t; ’1) dt<c3 log T (7.9)
with a certain c3>0, which is much stronger than the case k=1 in (7.2).
The proof of (7.9) is naturally more complicated than our proof of (7.2),
but (7.9) allows Anderson to prove a shaper result. In view of (7.7) and
(7.9), it is plausible that
|
T
0
S(t; ’k) dt<c4(k) log T (k1) (7.10)
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with a certain c4(k)>0. However, a much weaker estimate
|
T
0
S(t; ’k) dt< f (T ), (7.11)
where f (T ) is a certain positive function satisfying f (T )=o(T ), would be
still interesting. The reason is that if (7.11) would hold, then on the right-
hand side of (7.8), the most difficult term c2(k) would be deleted.
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