Abstract. For any matroid M realizable over Q, we give a combinatorial interpretation of the Tutte polynomial T M (x; y) which generalizes many of its known interpretations and specializations, including Tutte's coloring and ow interpretations of T M (1 ? t; 0); T M (0; 1 ? t), Crapo and Rota's nite eld interpretation of T M (1 ? q k ; 0), the interpretation in terms of the Whitney corank-nullity polynomial, Greene's interpretation as the weight enumerator of a linear code and its recent generalization to higher weight enumerators by Barg, Jaeger's interpretation in terms of linear code words and dual code words with disjoint support, Brylawksi and Oxley's two-variable coloring formula.
Introduction
In his 1947 paper 11] Tutte de ned a polynomial in two variables x; y associated to every nite graph G which turns out to be a powerful invariant of the graph up to isomorphism. In fact, this polynomial depends only on the matroid associate to the graph, and Crapo 5] observed that one can just as easily de ne the Tutte polynomial T M (x; y) for an arbitrary matroid. In subsequent years, many interesting interpretations for specializations of T M (x; y) were found; see 4] .
The main result of this paper is a new interpretation for T M (x; y) when M is a matroid representable over Q, that is when M is the matroid represented by the n column vectors of some d n matrix with Z entries. We will often abuse notion and refer to this d n matrix also as M. Note that since M has integer entries, it makes sense to think of it as a matrix over any eld F. For a eld F, let Mat F (M) denote the matroid on the ground set E := f1; 2; : : : ; ng de ned by intepreting the columns of M as vectors in F d . We say that M reduces correctly over the eld F if
Mat Q (M) = Mat F (M), i.e. a subset of columns of M are linearly independent over Q if and only if they are linearly independent over F. Note that for a xed integer matrix M, there is a lower bound depending upon M such that any eld whose characteristic is greater than this bound has the property that M reduces correctly over F. For example, one can take this bound to be the maximum absolute value of all square subdeterminants of M. Given a vector in x 2 F n , its support set is where here row(M) is the row-space of M considered as a subspace of F n p , and ker M is the kernel of the matrix M considered as a subspace of F n q .
A word or two is in order about the motivation for this result. Conversations with J. Goldman about the result in 9] had led the author to suspect that there might be an interpretation of T M (1 ? p; 1 ? q) for graphic matroids M which generalized Tutte's interpretations of T M (1?p; 0) and T M (0; 1?q) in terms of proper colorings and nowhere-zero ows, respectively. This led to Equation (2) in Section 3, which we state here as a separate corollary in the special case of graphic matroids, for the sake of readers interested primarily in graphs:
Corollary 2. Let G be a graph with v(G) vertices and c(G) connected components. Here jsupp(y)j is the number of edges containing non-zero ow in y, or equivalently, the number of improperly colored edges in x.
Subsequently, a literature search uncovered Jaeger's paper containing a result 8,
Proposition 4] essentially equivalent to the p = q case of Theorem 1, which then begged the question of a generalization in common with Corollary 2. This generalization is Theorem 1. What makes this result more exible than Jaeger's is the \decoupling" of p and q, which allows them to be specialized independently. As a consequence, we recover (among other things) almost every known interpretation of the Tutte polynomial in terms of colorings, ows, nite elds, and codes. The paper is structured as follows. Section 2 deduces the proof of Theorem 1 from a Tutte polynomial identity (Theorem 3) valid for all matroids. Section 3 explains how Theorem 1 implies other interpretations of the Tutte polynomial. Section 4 is devoted to remarks and open problems. 
Since e is neither a loop nor an isthmus, we have r(M) = r(M ? e) = r(M=e) + 1 and therefore (iii) is equivalent to the following:
To check this, we start with the summation (1) de ning f(M) and decompose it into three sums according to whether e 2 E ? C; e 2 B; e 2 C ? E. One can re-write the rst sum using property (iii) applied to T M=C (u; 0), and re-write the second sum using (iii) applied to T MjB (0; v). However, we must rst observe that if e 2 E ?C then it is not an isthmus of M=C (else it would be an isthmus in M) and we can also assume that it is not a loop of M=C (else T M=C (u; 0) would vanish). Similarly e is not a loop of Mj B (else it would be a loop in M) and we can also assume that it is not an isthmus of Mj B (else T MjB (0; v) would vanish). Therefore Before using the previous result to prove Theorem 1, we remark that it generalizes the main result of 9]: Corollary 4 ( 9] , Theorem 1).
Proof. In Theorem 3, take the limit as a ! 1, so that b ! ?1 and a b ! ?1. We conclude this section with a series of remarks about Theorem 1.
Matroids representable over other elds.
If p; q are both powers of the same prime, let F denote the common prime eld inside F p ; F q ., We can then replace our assumption in Theorem 1 that M is an integer matrix which reduces correctly in F p ; F q , by the assumption that M is a matrix with entries in F. Graphic matroids.
Let G be a nite graph G, with some xed but arbitrarily chosen orientation of its edges. Then the node-edge incidence matrix M which represents the graphic matroid corresponding to G is well-known to reduce correctly over any nite eld below). It turns out that the full generality of their result can actually be deduced from the special case with k = 1, using the fact that F p k is a k-dimensional vector space over F p whenever p is a prime power. This is not how they proved their result, but we will nevertheless call this process of deducing a result for p k from the k = 1 case the Crapo-Rota nite eld trick. We now use this same trick to deduce a generalization of Theorem 1 which is in some sense no stronger, but is useful for some of the applications (see e.g. Corollary 11 below). Proof. 
supp(x i ):
A similar discussion applies to F q , ! F q k and ker(M), so the result follows from 
Corollaries
In this section we give some of the special cases and corollaries of Theorems 1 and 5 which motivated our study. (4) where here M is a d n integer matrix which reduces correctly over F p , and e 2 E denotes a column of the matrix M. Equation (4) follows from equation (3) Equation (4) We mention also that for the matroid M coming from a graph G, specializing k = 1 in equation (4) 
Equation (8) is essentially equivalent to two results in the literature. The rst is the result of Greene 7] that the Tutte polynomial T M (x; y) can be specialized to give the weight enumerator of the F p -linear code C := row(M). In fact, Barg 2] recently generalized this to higher weight enumerators, giving a result equivalent to equation (7), which we now discuss. where the third equality above is equation (8) .
We should also mention that in a recent work, Wagner 13 ] considers a rescaled version of the Tutte polynomial specialization T M ( 1+(t?1)a 1?a ; 1 a ), which is very similar to the specializations in Corollaries 9,10,11. He furthermore gives a combinatorial interpretation for the coe cients in this rescaled polynomial. 
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