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KOPPELMAN FORMULAS AND THE ∂¯-EQUATION
ON AN ANALYTIC SPACE
MATS ANDERSSON & HA˚KAN SAMUELSSON
Abstract. Let X be an analytic space of pure dimension. We
introduce a formalism to generate intrinsic weighted Koppelman
formulas on X that provide solutions to the ∂¯-equation. We prove
that if φ is a smooth (0, q + 1)-form on a Stein space X with
∂¯φ = 0, then there is a smooth (0, q)-form ψ on Xreg with at
most polynomial growth at Xsing such that ∂¯ψ = φ. The integral
formulas also give other new existence results for the ∂¯-equation
and Hartogs theorems, as well as new proofs of various known
results.
1. Introduction
Let X be an analytic space of pure dimension d and let OX be the
structure sheaf of (strongly) holomorphic functions. Locally X is a
subvariety of a domain Ω in Cn and then OX = O/J , where J is the
sheaf in Ω of holomorphic functions that vanish on X . In the same
way we say that φ is a smooth (0, q)-form on X , φ ∈ E0,q(X), if given
a local embedding, there is a smooth form in a neighborhood in the
ambient space such that φ is its pull-back to Xreg. It is well-known
that this defines an intrinsic sheaf EX0,q on X . It was proved in [13] that
if X is embedded as a reduced complete intersection (see Example 1)
in a pseudoconvex domain and φ is a ∂¯-closed smooth form on X , then
there is a solution ψ to ∂¯ψ = φ on Xreg. It has been an open question
since then whether this holds more generally. In this paper we prove
that this is indeed true for any Stein space X .
We introduce Koppelman formulas with weight factors on X by
means of which we can obtain intrinsic solutions operators for the ∂¯-
equation. We begin with a semi-global existence result.
Theorem 1.1. Let Z be an analytic subvariety of pure dimension of
a pseudoconvex domain Ω ⊂ Cn and assume that ω ⊂⊂ Ω. There are
linear operators K : E0,q+1(Z)→ E0,q(Zreg ∩ω) and P : E0,0(Z)→ O(ω)
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such that
(1.1) φ(z) = ∂¯Kφ(z) +K(∂¯φ)(z), z ∈ Zreg ∩ ω, φ ∈ E0,q(Z), q > 0,
and
(1.2) φ(z) = K(∂¯φ)(z) + Pφ(z), z ∈ Zreg ∩ ω, φ ∈ E0,0(Z).
Moreover, there is a number M such that
(1.3) Kφ(z) = O(δ(z)−M),
where δ(z) is the distance to Zsing.
The operators are given as
(1.4) Kφ(z) =
∫
ζ
K(ζ, z)∧φ(ζ), Pφ(z) =
∫
ζ
P (ζ, z)∧φ(ζ),
whereK and P are intrinsic integral kernels on Z×(Zreg∩ω) and Z×ω,
respectively. They are locally integrable with respect to ζ on Zreg and
the integrals in (1.4) are principal values at Zsing. If φ vanishes in a
neighborhood of a point x, then Kφ is smooth at x.
There is an integer N only depending on Z such that K : Ck0,q+1(Z)→
Ck0,q(Zreg ∩ ω) for each k ≥ N and P : C
k
0,0(Z) → O(ω). Here φ ∈
Ck0,q(Z) means that φ is the pullback to Zreg of a (0, q)-form of class C
k
in a neighborhood of Z in the ambient space. As a corollary we have
Corollary 1.2. (i) If φ ∈ Ck0,q(Z), k ≥ N +1, and ∂¯φ = 0, then there
is ψ ∈ Ck0,q(Zreg ∩ ω) with ψ(z) = O(δ(z)
−M) and ∂¯ψ = φ.
(ii) If φ ∈ CN+10,0 (Z) and ∂¯φ = 0 then φ is strongly holomorphic.
Part (ii) is well-known, [15] and [22], but Pφ provides an explicit
holomorphic extension of φ to ω. The existence result in [13] for a
reduced complete intersection is also obtained by an integral formula,
which however does not give an intrinsic solution operator on Z.
We cannot expect our solution Kφ to be smooth across Zsing. For
instance, let Z be the germ of a curve at 0 ∈ C2 defined by t 7→
(t3, t7 + t8). If φ = w¯dz¯ = 3(t¯9 + t¯10)dt¯ then there is no solution
ψ = f(t3, t7+t8) with f smooth. See [20] for other examples. However,
it turns out that the difference of two of our solutions is anyway ∂¯-exact
on Zreg if q > 1 and strongly holomorphic if q = 1. By an elaboration
of these facts we can prove:
Theorem 1.3. Assume that X is an analytic space of pure dimension.
Any smooth ∂¯-closed (0, q)-form φ on X, q ≥ 1, defines a canonical
class in Hq(X,OX), and if this class vanishes then there is a global
smooth form ψ on Xreg such that ∂¯ψ = φ. In particular, there is
always such a solution if X is a Stein space.
We can use our integral formulas to solve the ∂¯-equation with com-
pact support. As usual this leads to Hartogs results for holomorphic
functions.
3Theorem 1.4. Assume that X is a Stein space of pure dimension d
with globally irreducible components Xℓ and let K be compact subset
such that Xℓreg\K is connected for each ℓ. Let ν be the (minimal) depth
of the rings OX,x, x ∈ Xsing.
(i) If ν ≥ 2, then for each holomorphic function φ ∈ O(X \K) there
is Φ ∈ O(X) such that Φ = φ in X \K.
(ii) Assume that ν = 1 and let χ be a cutoff function that is identically
1 in a neighborhood of K. There is a smooth (d, d− 1)-form α on Xreg
such that the function φ ∈ O(X \ K) has a holomorphic extension Φ
across K if and only if
(1.5)
∫
Z
∂¯χ∧αφh = 0, h ∈ O(X),
where the integrals exist as principal values at Xsing.
If X is normal and X \K is connected, then the conditions in (i) are
fulfilled, and so we get a Hartogs theorem that was proved by other
methods by Merker and Porten in [16]. Recently, Ruppenthal, [19], also
gave a proof by ∂¯-methods in case Xsing discrete. If X is not normal
it is necessary to assume that Xℓreg \K is connected; see Example 3 in
Section 8 below.
In the same way we can obtain the existence of ∂¯-closed extensions
across Xsing of ∂¯-closed forms in Xreg. This leads to existence results
for the ∂¯-equation in Xreg via Theorem 1.1. In this way we obtain
the following vanishing theorem that was proved already in [21] by
analyzing the Cech cohomology of the sheaf O/J in a local embedding
of X .
Theorem 1.5. Assume that X is a Stein space of pure dimension d.
Let ν be the (minimal) depth of the rings OX,x, x ∈ Xsing. Assume that
φ is a smooth ∂¯-closed (0, q)-form in Xreg. If 0 < q < ν−1−dimXsing,
then there is a smooth solution to ∂¯ψ = φ in Xreg. If q = 0 < ν − 1−
dimXsing, then φ extends to a strongly holomorphic function.
If q = ν−1−dimXsing, then the same conclusion is true if and only if
a certain moment condition, similar to (1.5), is fulfilled locally at Zsing.
The sufficient condition in case q = 0 is not necessary. The precise
condition is Serre’s criterion; see Section 9, where we also present a
conjecture about an analogous sharp(er) criterion for solvability of ∂¯
for q > 0.
We have the following new vanishing result:
Theorem 1.6. Assume that X is a Stein space of pure dimension d.
If dimXsing = 0, then for each smooth (0, d)-form on Xreg there is a
smooth solution to ∂¯ψ = φ on Xreg.
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If ν = dimX (i.e., X is Cohen-Macaulay) and Xsing is discrete, then
there is thus a local obstruction only when q = dimX − 1 (as at a
regular point).
Our solution operator K behaves like a classical solution operator on
Xreg and by appropriate weights we get
Theorem 1.7. Assume that Z is subvariety of pure dimension of a
pseudoconvex domain Ω ⊂ Cn and let ω ⊂⊂ Ω. Given M ≥ 0 there is
an N ≥ 0 and a linear operator K such that if φ is a ∂¯-closed (0, q)-
form on Zreg with δ
−Nφ ∈ Lp(Zreg), 1 ≤ p ≤ ∞, then ∂¯Kφ = φ and
δ−MKφ ∈ Lp(Zreg).
The existence of such solutions was proved in [9] (even for (r, q)-
forms) by resolution of singularities and cohomological methods (for
p = 2, but the same method surely gives the more general results).
By a standard technique this theorem implies global results for a Stein
space X .
In case Zsing is a single point more precise result are obtained in
[18] and [8]. In particular, if φ has bidegree (0, q), q < dimZ, then
the image of L2(Zreg) under ∂¯ has finite codimension in L
2(Zreg). See
also [17], and the references given there, for related results. In [7],
Fornæss and Gavosto show that, for complex curves, a Ho¨lder continu-
ous solution exists if the right hand side is bounded. Recently, certain
hypersurfaces have also been considered, e.g., in [20].
In [24] Tsikh obtained a residue criterion for a weakly holomorphic
function (or even a meromorphic function) to be strongly holomorphic
in case Z is a (reduced) complete intersection. This result was recently
extended to a general variety in [3]. By formula (1.2) we get a new
proof of this result and an explicit representation of the holomorphic
extension.
The main ingredients in the construction of the integral operators
K and P in Theorem 1.1 are a certain residue current R, introduced
in [4] and [5], that is associated to the variety Z, and the integral
representation formulas from [2]. We discuss the current R in Section 2,
and in Section 3 we obtain the Koppelman formula as the restriction
to Z of a certain global formula in the ambient set Ω. In Section 6 we
compute our Koppelman formulas more explicitly in case Z is a reduced
complete intersection. The resulting formula for P coincides with the
representation formula by Stout [23] and Hatziafratis [11] when Zsing
is discrete.
Acknowledgement: We are indebted to Jean Ruppenthal and Nils
Øvrelid for important remarks on an earlier version of this paper.
2. A residue current associated to Z
Let Z be a subvariety of pure codimension p = n−d of a pseudocon-
vex set Ω ⊂ Cn. The Lelong current [Z] is a classical analytic object
5that represents Z. It is a d-closed (p, p)-current such that
[Z].ξ =
∫
Z
ξ
for test forms ξ. If codimZ = 1, Z = {f = 0} and df 6= 0 on Zreg,
then a simple form of the Poincare-Lelong formula states that
(2.1) ∂¯
1
f
∧
df
2πi
= [Z].
To construct integral formulas we will use an analogue of the current
∂¯(1/f), introduced in [4], for a general variety Z. It turns out that this
current, contrary to [Z], also reflects certain subtleties of the variety
at Zsing that are encoded by the algebraic description of Z. Let J be
the ideal sheaf over Ω generated by the variety Z. In a slightly smaller
set, still denoted Ω, one can find a free resolution
(2.2) 0→ O(EN )
fN−→ . . .
f3
−→ O(E2)
f2
−→ O(E1)
f1
−→ O(E0)
of the sheaf O/J . Here Ek are trivial vector bundles over Ω and E0 = C
is the trivial line bundle. This resolution induces a complex of trivial
vector bundles
(2.3) 0→ EN
fN−→ . . .
f3
−→ E2
f2
−→ E1
f1
−→ E0 → 0
that is pointwise exact outside Z. Let Zk be the set where fk does not
have optimal rank. Then
· · ·Zk+1 ⊂ Zk ⊂ · · · ⊂ Zp = Z,
and these sets are independent of the choice of resolutions, thus invari-
ants of the sheaf F = O/J . The Buchsbaum-Eisenbud theorem claims
that codimZk ≥ k for all k, and since furthermore F has pure codi-
mension p in our case, Zk ⊂ Zsing for k > p, and (see Corollary 20.14
in [6])
(2.4) codimZk ≥ k + 1, k ≥ p+ 1.
There is a resolution (2.2) if and only if Zk = ∅ for k > N , and this
number is equal to n − ν, where ν is the minimal depth of O/J . In
particular, the variety is Cohen-Macaulay, or equivalently, the sheaf
F = O/J is Cohen-Macaulay if and only if Zk = ∅ for k ≥ p + 1. In
this case we can thus choose the resolution so that N = p.
Remark 1. Let us define Z0 = Zsing and Z
r = Zp+r for r > 0. One
can prove that these sets are independent of the embedding and thus
intrinsic objects of the analytic space Z that describe the complexity
of the singularities. In fact, by the uniqueness of minimal embeddings,
it is enough to verify that these sets are unaffected if we add nonsense
variables and consider Z as embedded into Ω×Cm. This follows, e.g.,
from the proof of Theorem 1.6 in [3]. 
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Given Hermitian metrics on Ek in (2.2) in [4] was defined a current
U = U1 + · · ·+ Un, where Uk is a (0, k − 1)-current with values in Ek,
and a residue current with support on Z,
(2.5) R = Rp +Rp+1 + · · ·+RN ,
where Rk is a (0, k)-current with values in Ek, satisfying
∇fU = 1− R,
if ∇f = f − ∂¯ =
∑
fj − ∂¯. Outside Z, the current U is a smooth form
u and if F = f1, then U = |F |
2λu|λ=0 and R = ∂¯|F |
2λ∧u|λ=0. In case
Z is Cohen-Macaulay and N = p, then R = Rp is ∂¯-closed.
Example 1. Assume that Z is a reduced complete intersection, i.e.,
defined by a = (a1, . . . , ap) with da1∧ . . .∧dap 6= 0 on Zreg. Then
the Koszul complex induced by a provides a resolution of O/J . Let
e1, . . . , ep be a holomorphic frame for the trivial bundle A and consider
a as the section a = a1e
∗
1 + a2e
∗
2 + · · · of the dual bundle A
∗, where e∗j
is the dual frame. Let Ek = Λ
kA, and let all the mappings fk in (2.2)
be interior multiplication, δa, with a. Notice that sa =
∑
j a¯jej/|a|
2
is the minimal solution to δasa = 1 outside Z (with respect to the
trivial metric on A). If we consider all forms as sections of the bundle
Λ(T ∗(Ω)⊕A), see [4], then uk = sa∧(∂¯sa)k−1. If F is any holomorphic
tuple such that |F | ∼ |a|, then, see, e.g., [4],
(2.6) R = Rp = ∂¯|F |
2λ∧up
∣∣
λ=0
= ∂¯
1
ap
∧ . . .∧∂¯
1
a1
∧e1∧ . . .∧ep,
i.e., the classical Coleff-Herrera product (times e1∧ . . .∧ep). It is well-
known that
(2.7) ∂¯
1
ap
∧ . . .∧∂¯
1
a1
∧da1∧ . . .∧dap/(2πi)
p = [Z].
For further reference we also observe that
(2.8) ∂¯|F |2λ∧up → ∂¯
1
ap
∧ . . .∧∂¯
1
a1
as measures in Zreg when λ ց 0. This is easily verified since we may
assume that a is part of a holomorphic coordinate system. 
In [5] was introduced the sheaf of pseudomeromorphic currents PM
and it was pointed out that the currents U and R are pseudomero-
morphic. For each pseudomeromorphic current µ and any subvariety
V there is a natural restriction µ1V to V . If h is a holomorphic tuple
such that V = {h = 0}, then |h|2λµ, a priori defined when Reλ >> 0,
has a current-valued analytic continuation to Reλ > −ǫ, and the value
at λ = 0 is precisely µ− µ1V . The current µ1V is again in PM and it
has support on V . The following property is crucial.
Proposition 2.1. If µ ∈ PM with bidegree (r, p) has support on a
variety V of codimension k > p then µ = 0.
7It is proved in [5] that the restriction R1V of R to any subvariety V of
Z (of higher codimension) must vanish; we say that R has the standard
extension property, SEP, with respect to Z. For the component Rp of
R the SEP follows immediately from Proposition 2.1, but the general
statement is deeper; it depends on the assumption that Z has pure
codimension. In particular, if h is a holomorphic function that does
not vanish identically on any component of Z (the interesting case is
when {h = 0} contains Zsing), and χ is a smooth approximand of the
characteristic function for [1,∞), then
(2.9) lim
δ→0
χ(|h|/δ)R = R.
Proposition 2.2. For the residue current R associated to (2.2) the
following hold:
(i) There are smooth currents γk on Zreg such that
(2.10) Rk = γky[Z]
there. Moreover, there is a number M > 0 such that
(2.11) |γk| ≤ Cδ
−M ,
where δ is the distance to Zsing.
(ii) If Φ is a smooth (0, q)-form whose pull-back to Zreg vanishes, then
R∧Φ = 0.
To be precise, γk is a section of the bundle Λ
0,k−pT ∗(X) ⊗ Ek ⊗
ΛpT1,0(X). Part (ii) means that for each φ ∈ E0,q(Z) we have an in-
trinsically defined current R∧φ.
Proof. In a neighborhood of a given point x ∈ Zreg we can choose
coordinates (w′, w′′) such that Z = {w′′1 = . . . = w
′′
p = 0}. Then J is
generated by w′′j , the associated Koszul complex provides a (minimal)
resolution of O/J there, and the corresponding residue current R = Rp
is just the Coleff-Herrera product formed from the tuple a = w′′, see
Example 1 above. An arbitrary resolution at x will contain the Koszul
complex as a direct summand, and it follows, see Theorem 4.4 in [4] or
Section 5 below, that therefore
Rp = α∂¯
1
w′′1
∧ . . .∧∂¯
1
w′′p
,
where α is a smooth Ep-valued form. It follows that we can take γp as
τ = α⊗
∂
∂w′′1
∧ . . .∧
∂
∂w′′p
/(2πi)p.
To obtain a global form, for x ∈ Zreg, let Lx be the orthogonal com-
plement in (T (X)1,0)x of (T (Z)1,0)x (with respect to the usual metric
in the ambient space). We can then modify τ so that it takes values
in ΛpL without affecting (2.10), and γp so defined is pointwise unique
and hence a global smooth form on Zreg. For further reference we also
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notice that the norm of γp will not exceed the norm of the locally de-
fined form τ . The proof of the asymptotic estimate (2.11) for k = p is
postponed to Section 5.
Outside Zk+1 there is a smooth (0, 1)-form αk+1 (with values in
Hom (Ek, Ek+1)) such that Rk+1 = αk+1Rk. Moreover, the denom-
inator of αk+1 is the modulus square of a tuple of subdeterminants
of the matrix fk, see [4], and hence αk has polynomial growth when
ζ → Zk+1, see [4] Theorem 4.4. It follows that we can take
(2.12) γk = ±αk · · ·αp+1γp
for k ≥ p+ 1, and (2.11) for k > p follows from the case k = p.
To see (ii), assume that Φ vanishes on Zreg. Since Φ is (0, q) we have
that Rk∧Φ = γky[Z]∧Φ = γky([Z]∧Φ) = 0 on Zreg. Now (ii) follows
from (2.9). 
3. Construction of Koppelman formulas on Z
We now recall the construction of integral formulas in [2] on an open
set Ω in Cn. Let (η1, . . . , ηn) be a holomorphic tuple in Ωζ × Ωz that
span the ideal associated to the diagonal ∆ ⊂ Ωζ × Ωz. For instance,
one can take η = ζ − z. Following the last section in [2] we consider
forms in Ωζ × Ωz with values in the exterior algebra Λη spanned by
T ∗0,1(Ω × Ω) and the (1, 0)-forms dη1, . . . , dηn. On such forms interior
multiplication δη with
η = 2πi
n∑
1
ηj
∂
∂ηj
has a meaning. We introduce ∇η = δη − ∂¯. Let g = g0 + · · · + gn be
a smooth form (in Λη) defined for z in ω ⊂⊂ Ω and ζ ∈ Ω, such that
g0 = 1 on the diagonal ∆ in ω × Ω (lower indices denote degree in dη)
and ∇ηg = 0. Such a form will be called a weight with respect to ω.
Notice that if g and g′ are weights, then g∧g′ is again a weight. We
will use one weight that has compact support in Ω, and one weight
which gives a division-interpolation type formula with respect to the
ideal sheaf J associated to the variety Z ⊂ Ω.
Example 2. If Ω is pseudoconvex and K is a holomorphically convex
compact subset, then one can find a weight with respect to some neigh-
borhood ω of K, depending holomorphically on z, that has compact
support (with respect to ζ) in Ω, see, e.g., Example 2 in [2]. Here
is an explicit choice when K is the closed ball B and η = ζ − z. If
σ = ζ¯ · dη/2πi(|ζ |2 − ζ¯ · z), then δησ = 1 for ζ 6= z and
σ∧(∂¯σ)k−1 =
1
(2πi)k
ζ¯ · dη∧(dζ¯ · dη)k−1
(|ζ |2 − ζ¯ · z)k
.
9If χ is a cutoff function that is 1 in a slightly larger ball, then we can
take
g = χ− ∂¯χ∧
σ
∇ησ
= χ− ∂¯χ∧[σ+ σ∧∂¯σ+ σ∧(∂¯σ)2+ · · ·+ σ∧(∂¯σ)n−1].
One can find a g of the same form in the general case. 
Assume now that Ω is pseudoconvex. Let us fix global frames for the
bundles Ek in (2.3) over Ω. Then Ek ≃ C
rankEk , and the morphisms
fk are just matrices of holomorphic functions. One can find (see [2] for
explicit choices) (k− ℓ, 0)-form-valued Hefer morphisms, i.e., matrices,
Hℓk : Ek → Eℓ depending holomorphically on z and ζ , such that H
ℓ
k = 0
for k < ℓ, Hℓℓ = IEℓ, and in general,
(3.1) δηH
ℓ
k = H
ℓ
k−1fk − fℓ+1(z)H
ℓ+1
k ;
here f stands for f(ζ). Let
HU =
∑
k
H1kU
0
k , HR =
∑
k
H0kRk.
Thus HU takes a section Φ of E0, i.e., a function, depending on ζ into
a (current-valued) section HUΦ of E1 depending on both ζ and z, and
similarly, HR takes a section of E0 into a section of E0.
Let s be a smooth (1, 0)-form in Λη such that |s| ≤ C|η| and |δηs| ≥
C|η|2; such an s is called admissible. Then B = s/∇ηs is a locally
integrable form and
(3.2) ∇ηB = 1− [∆],
where [∆] is the (n, n)-current of integration over the diagonal in Ω×Ω.
If η = ζ − z, s = ∂|η|2 will do, and we then refer to the resulting form
B as the Bochner-Martinelli form.
Let g be any smooth weight (with respect to ω ⊂⊂ Ω, but not
necessarily holomorphic in z), and with compact support in Ω. For a
smooth (0, q)-form φ on Z we want to define
(3.3) Kφ(z) =
∫
ζ
(HR∧g∧B)n∧φ, z ∈ Zreg ∩ ω,
and
(3.4) Pφ(z) =
∫
ζ
(HR∧g)n∧φ, z ∈ ω.
Here the lower index denotes degree in dη. To this end, let Φ be any
smooth form in Ω whose pull-back to Zreg is equal to φ. If Φ is vanishing
in a neighborhood of some given point x on Zreg, then B∧Φ is smooth in
ζ for z close to x, and the integral is to be interpreted as the current R
acting on a smooth form. It is clear that this integral depends smoothly
on z ∈ Zreg ∩ ω and in view of Proposition 2.2 it only depends on φ.
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Let us then assume that Φ has support in a neighborhood of x in which
R = γy[Z]. Notice that
(HR∧g∧B)n = H
0
pRp∧(g∧B)n−p +H
0
p+1Rp+1∧(g∧B)n−p−1 + · · · ,
cf., (2.5), and that
(3.5) (g∧B)n−k = O(1/|η|
2n−2k−1)
so it is integrable on Zreg for k ≥ p. Thus
(3.6)
∫
ζ
H0kRk∧(g∧B)n−k∧Φ = ±
∫
ζ∈Z
γky
(
H0k∧(g∧B)n−k
)
∧Φ
is defined pointwise and depends continuously on z ∈ ω, and it is in
fact smooth on Zreg ∩ω according to Lemma 3.2 below. It is also clear
from (3.6) that the integral only depends on the pullback of Φ to Zreg.
In the same way one gives a meaning to (3.4).
Since B has bidegree (∗, ∗ − 1), Kφ is a (0, q − 1)-form and Pφ is
(0, q)-form. It follows from (2.9) that (1.4) holds as principal values at
Zsing with
(3.7) K(ζ, z) = ±γy(H∧g∧B)n, P (ζ, z) = ±γy(H∧g)n.
Proposition 3.1. Let g be any smooth weight in Ω with respect to
ω ⊂⊂ Ω and with compact support in Ω. For any smooth (0, q)-form
on Z, Kφ is a smooth (0, q − 1)-form in Zreg ∩ ω, Pφ is a smooth
(0, q)-form in ω, and we have the Koppelman formula
(3.8) φ(z) =
∂¯z
∫
(HR∧g∧B)n∧φ+
∫
(HR∧g∧B)n∧∂¯φ+
∫
(HR∧g)n∧φ,
for z ∈ Zreg ∩ ω.
Proof. On a formal level the Koppelman formula follows from Sec-
tion 7.4 in [2] by just restricting to z ∈ Zreg ∩ ω, but for a strict ar-
gument one must be careful with the limit processes. Let Uλ = |F |2λu
and
Rλ =
N∑
k=0
Rλk = 1− |F |
2λ + ∂¯|F |2λ∧u,
so that ∇fU
λ = 1−Rλ. We can have
gλ = f(z)HUλ +HRλ
as smooth as we want by just taking Reλ large enough. If Reλ >> 0,
then, cf., [2] p.325, gλ is a weight, and thus, cf., (3.2),
∇η(g
λ∧g∧B) = gλ∧g − [∆]
from which we get
(3.9) ∂¯(gλ∧g∧B)n = [∆]− (g
λ∧g)n.
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As in [2] we get the Koppelman formula
(3.10) Φ(z) =
∫
ζ
(gλ∧g∧B)n∧∂¯Φ+∂¯z
∫
ζ
(gλ∧g∧B)n∧Φ+
∫
ζ
(gλ∧g)n∧Φ
for z ∈ ω, and since gλ = HRλ when z ∈ Zreg we get
Φ(z) =
∫
ζ
(HRλ∧g∧B)n∧∂¯Φ+
∂¯z
∫
ζ
(HRλ∧g∧B)n∧Φ +
∫
ζ
(HRλ∧g)n∧Φ, z ∈ Zreg ∩ ω.
It is now enough to check that
(3.11)
∫
ζ
(HRλ∧g∧B)n∧Φ,
∫
ζ
(HRλ∧g)n∧Φ
have analytic continuations to Reλ > 0 and tend weakly to KΦ and
PΦ, respectively, when λց 0. To this end, fix a point x on Zreg ∩ ω.
If Φ vanishes identically in a neighborhood of x, then the first integral
in (3.11) is just the current Rλ acting on a smooth form, and hence
the continuation exists to Reλ > −ǫ and has the desired value at
λ = 0. Therefore, we can assume that Φ has compact support in
a neighborhood of x where R = γy[Z]. Let ψ(z) be a test form of
bidegree (n − p, n − p − q + 1) with support in Zreg ∩ ω. We have to
prove that ∫
z∈Z
ψ(z)∧
N∑
k=0
∫
ζ
H0kR
λ
k∧(g∧B)n−k∧Φ
is analytic for Reλ > 0 and tends to∫
z∈Z
ψ(z)∧KΦ(z)
when λց 0. For k ≥ p we have, as before, cf., (3.5) that∫
z∈Z
ψ(z)∧
∫
ζ
H0kR
λ
k∧(g∧B)n−k∧Φ =
∫
ζ
Rλk∧Φ∧Tψ,
where Tψ(ζ) is continuous. If aj = w
′′
j defines Z locally as in the proof
of Proposition 2.2, then |F | ∼ |a|, and (see [4])
uk = αk(up ⊕ α)
where α, αk are smooth and up is the form from Example 1. For Reλ >
0, the form Rλk is locally integrable, and in view of (2.8) we have that
Rλk → Rk as measures when λ ց 0. On the other hand, if 1 ≤ k < p,
then
Tψ(ζ) =
∫
z∈Z
H0k∧(g∧B)n−k∧Ψ(z) = O(|a(ζ)|
−(2p−2k−1)).
12 MATS ANDERSSON & HA˚KAN SAMUELSSON
Moreover, uk = αk(uk ⊕ α) = O(1/|a|
2k−1). Thus∫
z∈Z
Ψ(z)
∫
ζ
H0kR
λ
k(g∧B)n−k∧Φ =
∫
ζ
O(λ|a|2λ−2p+1)
which tends to 0 when λ → 0. Finally, the case k = 0 is handled by
dominated converence. The second integral in (3.11) is treated in a
similar way. 
Lemma 3.2. Let Φ be a non-negative function in RNx × R
N
y such that
Φ2 is smooth and ∼ |x − y|2. For each integer ℓ ≥ 0, let αℓ denote
a smooth function that is O(|x − y|ℓ), and let Eν denote a finite sum∑
ℓ≥0 αℓ/Φ
ν+ℓ. If ν < N and ξ ∈ Ckc (R
N ), then
Tξ(x) =
∫
y
Eν(x, y)ξ(y)dy
is in Ck(RN).
This lemma should be well-known, but for the reader’s convenience
we sketch a proof. Let Lj = (∂/∂xj+∂/∂yj). It is readily checked that
Lkαℓ = αℓ from which we conclude that LkEν = Eν . The lemma then
follows.
4. Proofs of Theorems 1.1 and 1.3
Proof of Theorem 1.1. If we choose g as the weight from Example 2
then Pφ will vanish for degree reasons unless φ has bidegree (0, 0), i.e.,
is a function, and in that case clearly Pφ will be holomorphic for all z
in a ω. Now Theorem 1.1 follows from the Koppelman formula (3.8)
except for the asymptotic estimate (1.3).
After a slight regularization we may assume that δ(z) is smooth on
Zreg or alternatively we can replace δ by |h| where h is a tuple of
functions in Ω such that Zsing = {h = 0}, by virtue of Lojasiewicz’
inequality, [14] and [15]. Let µ = HR. We have to estimate
(4.1)
∫
ζ
µ(ζ)
O(|η|)
|η|2n−2p
when z → Zsing. To this end we take a smooth approximand of
χ[1/
√
2,∞)(t) and write (4.1) as∫
ζ
χ(δ(ζ)/δ(z))µ(ζ)
O(|η|)
|η|2n−2p
+
∫
ζ
(
1 − χ(δ(ζ)/δ(z))
)
µ(ζ)
O(|η|)
|η|2n−2p
.
In the first integral δ(ζ) ∼ δ(z) and since (2.10) holds here and the
integrand is integrable we can use (2.11) and get the estimate . δ(z)−M
for someM . In the second integral we use instead that µ has some fixed
finite order so that the action can be estimates by a finite number of
derivatives of (1 − χ)O(|η|)/|η|2n−2p, which again is like δ(z)−M for
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some M , since here C|η| ≥ |δ(ζ) − δ(z)| ≥ δ(z)/2. Thus we have
|Kφ(z)| . δ(z)−M . 
Proof of Corollary 1.2. Suppose that ν is the order of the current R.
Since KΦ essentially is the current R acting on Φ times a smooth form,
it is clear that the Koppelman formula remains true even if Φ is just
of class Cν+1 in a neighborhood of Z. However, it seems to be more
delicate matter to check that KΦ only depends on the pullback of Φ to
Z. In order to copy the argument in the proof of Proposition 2.2 one
may need (possibly just for technical reasons) some more regularity.
After appropriate resolutions of singularities, the current R is (locally)
the push-forward of a finite sum of simple current of the form
∂¯
1
ta11
∧ . . .∧∂¯
1
tarr
∧
α
t
ar+1
r+1 · · · t
am
m
,
where α is smooth. If we choose N as the sum of the powers of the
denominators then the argument will work. This follows from an in-
spection of the arguments in [5] but we omit the details. In general,
however, the number N is much higher than the order of R. 
We now turn our attention to the proof of Theorem 1.3. We first
assume that X = Z is a subvariety of some domain Ω in Cn. A basic
problem with the globalization is that we cannot assume that there
is one single resolution (2.2) of O/J in the whole domain Ω. We
therefore must patch together local solutions. To this end we will use
Cech cohomology. Recall that if Ωj is an open cover of Ω, then a
k-cochain ξ is a formal sum
ξ =
∑
|I|=k+1
ξI∧ǫI
where I are multi-indices and ǫj is a nonsens basis, cf., e.g., [1] Section 8.
Moreover, in this language the coboundary operator ρ is defined as
ρξ = ǫ∧ξ, where ǫ =
∑
j ǫj .
If g is a weight as in Example 2 and g′ = (1− χ)s/∇ηs, then
(4.2) ∇ηg
′ = 1− g.
Notice that the relations (3.1) for the Hefer morphism(s) can be
written simply as
δηH = Hf − f(z)H = Hf
if z ∈ Z.
Proof of Theorem 1.3 in case Z ⊂ Ω ⊂ Cn. Let Ωj be a locally finite
open cover of Ω with convex polydomains (Cartesian products of convex
domains in each variable), and for each j let gj be a weight with support
in a slightly larger convex polydomain Ω˜j ⊃⊃ Ωj and holomorphic in
z in a neighborhood of Ωj. Moreover, for each j suppose that we have
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a given resolution (2.2) in Ω˜j , choice of Hermitian metric, a choice of
Hefer morphism, and let (HR)j be the resulting current. If φ is a
∂¯-closed (0, q)-form in Ω, then
(4.3) uj(z) =
∫ (
(HR)j∧gj∧B
)
n
∧φ
is a solution in Ωj to ∂¯uj = φ. We will prove that uj − uk is (strongly)
holomorphic on Ωjk ∩ Z if q = 1 and uj − uk = ∂¯ujk on Ωjk ∩ Zreg if
q > 1, and more generally:
Claim I Let u0 be the 0-cochain u0 =
∑
uj∧ǫj. For each k ≤ q− 1
there is a k-cochain of (0, q−k−1)-forms on Zreg such that ρu
k = ∂¯uk+1
if k < q − 1 and ρuq−1 is a (strongly) holomorphic q-cocycle.
The holomorphic q-cocycle ρuq−1 defines a class in Hq(Ω,O/J ) and
if Ω is pseudoconvex this class must vanish, i.e., there is a holomorphic
q − 1-cochain h such that ρh = ρuq−1. By standard arguments this
yields a global solution to ∂¯ψ = φ. For instance, if q = 1 this means
that we have holomorphic functions hj in Ωj such that uj−uk = hj−hk
in Ωjk ∩ Z. It follows that uj − hj is a global solution in Zreg.
We thus have to prove Claim I. To begin with we assume that we
have a fixed resolution with a fixed metric and Hefer morphism; thus
a fixed choice of current HR. Notice that if
gjk = gj∧g
′
k − gk∧g
′
j,
cf., (4.2), then
∇ηgjk = gj − gk
in Ω˜jk. With g
λ as in Section 3, and in view of (3.2), we have
∇η(g
λ∧gjk∧B) = g
λ∧gj∧B − g
λ∧gk∧B − g
λ∧gjk + g
λ∧gjk∧[∆].
However, the last term must vanish since [∆] has full degree in dη and
gjk has at least degree 1. Therefore
−∂¯(gλ∧gjk∧B)n = (g
λ∧gj∧B)n − (g
λ∧gk∧B)n − (g
λ∧gjk)n
and as before we can take λ = 0 and get, assuming that ∂¯φ = 0,
(4.4) uj − uk =
∫
(HR∧gjk)n∧φ+ ∂¯z
∫
(HR∧gjk∧B)n∧φ.
Since gjk is holomorphic in z in Ωjk it follows that uj−uk is (strongly)
holomorphic in Ωjk ∩ Z if q = 1 and ∂¯-exact on Ωjk ∩ Zreg if q > 1.
Claim II Assume that we have a fixed resolution but different
choices of Hefer forms and metrics and thus different aj = (HR)j in
Ω˜j. Let ǫ
′
j be a nonsense basis. If A
0 =
∑
aj∧ǫ
′
j, then for each k > 0
there is a k-cochain
Ak =
∑
|I|=k+1
AI∧ǫ
′
I ,
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where AI are currents on Ω˜I with support on Ω˜I ∩ Z and holomorphic
in z in ΩI , such that
(4.5) ρ′Ak = ǫ′∧Ak = ∇ηAk+1.
In particular we have currents ajk with support on Z and such that
∇ηajk = aj − ak in Ω˜jk. If
wjk = ajk∧gj∧gk + aj∧gj∧g
′
k − ak∧gk∧g
′
j,
then
∇ηwjk = aj∧gj − ak∧gk.
Notice that wjk is a globally defined current. By a similar argument as
above (and via a suitable limit process) one gets that
uj − uk =
∫
(wjk)n∧φ+ ∂¯z
∫
(wjk∧B)n∧φ
in Ωjk as before. In general we put
ǫ′ = g =
∑
gj∧ǫj .
If, cf.,(4.2),
g′ =
∑
g′j∧ǫj
then
∇ηg
′ = ǫ− g = ǫ− ǫ′.
If aI is a form on Ω˜I , then aI∧ǫ
′
I is a well-defined global form. Therefore
A and hence
W = A∧eg
′
,
(i.e., W k =
∑
j A
k−j(g′)j/j!) has globally defined coefficients and
ρW = ∇ηW.
In fact, since A and g′ have even degree,
∇η(A∧e
g′) = ǫ′∧A∧eg
′
+ A∧eg
′
∧(ǫ− ǫ′) = ǫ∧A∧eg
′
.
By the yoga above then the k-cochain
uk =
∫
(W k∧B)n∧φ
satisfies
ρuk = ∂¯z
∫
(W k+1∧B)nφ+
∫
(W k+1)n∧φ.
Thus ρuk = ∂¯uk+1 for k < q − 1 whereas ρ∧uq−1 is a holomorphic
q-cocycle as desired.
It remains to consider the case when we have different resolutions in
Ωj . For each pair j, k choose a weight gsjk with support in Ω˜jk that
is holomorphic in z in Ωsjk = Ωjk. By Theorem 3 Ch. 6 Section F
in [10] we can choose a resolution in Ω˜sjk = Ω˜jk in which both of the
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resolutions in Ω˜j and Ω˜k restricted to Ωsjk are direct summands. Let
us fix metric and Hefer form and thus a current asjk = (HR)sjk in
Ωsjk and thus a solution usjk corresponding to (HR)sjk∧gsjk . If we
extend the metric and Hefer form from Ω˜j in a way that respects the
direct sum, then (HR)j with these extended choices will be unaffected,
cf., Section 4 in [4]. On Ω˜jsjk we therefore practically speaking have
just one single resolution and as before thus uj − us is holomorphic (if
q = 1) and ∂¯ujsjk if q > 1. It follows that uj − uk = uj − us + us − uk
is holomorphic on Ωjk if q = 1 and equal to ∂¯ of
ujk = ujsjk + usjkk
if q > 1. We now claim that each 1-cocycle
(4.6) ujk + ukl + ulj
is holomorphic on Ωjkl if q = 2 and ∂¯-exact on Ωjkl ∩Zreg if q > 2. On
Ω˜sjkl = Ω˜jkl we can choose a resolution in which each of the resolutions
associated with the indices sjk, skl and skj are direct summands. It
follows that ujsjk +usjksjkl +usjklj is holomorphic if q = 2 and ∂¯ujsjksjkl
if q > 2. Summing up, the statement about (4.6) follows. If we continue
in this way Claim I follows.
It remains to prove Claim II. It is not too hard to check by an
appropriate induction procedure, cf., the very construction of Hefer
morphisms in [2], that if we have two choices of (systems of) Hefer
forms Hj and Hk for the same resolution f , then there is a form Hjk
such that
(4.7) δηHjk = Hj −Hk + f(z)Hjk −Hjkf.
More generally, if
H0 =
∑
Hj∧ǫj
then for each k there is a (holomorphic) k-cochain Hk such that (as-
suming f(z) = 0 for simplicity)
(4.8) δηH
k = ǫ∧Hk−1 −Hkf
(the difference in sign between (4.7) and (4.8) is because in the latter
one f is to the right of the basis elements).
Elaborating the construction in Section 4 in [4], cf., Section 8 in [1],
one finds, given R0 =
∑
Rj∧ǫj , k-cochains of currents R
k such that
(4.9) ∇fR
k+1 = ǫ∧Rk.
We now define a product of forms in the following way. If the mul-
tiindices I, J have no index in common, then (ǫI , ǫJ) = 0, whereas
(ǫI∧ǫℓ, ǫℓ∧ǫJ) =
|I|!|J |!
(|I|+ |J |+ 1)!
ǫI∧ǫJ .
17
We then extend it to any forms bilinearly in the natural way. It is easy
to check that
(Hkf, Rℓ) = −(Hk, fRℓ).
Using (4.8) and (4.9) (and keeping in mind that Hk and Rℓ have odd
order) one can verify that
∇η(H
k, Rℓ) = (ǫ∧Hk−1, Rℓ) + (Hk, ǫ∧Rℓ).
By a similar argument one can finally check that
Ak =
k∑
j=0
(Hj, Rk−j)
will satisfy (4.5). Thus Claim II and hence Theorem 1.3 is proved in
case Z = X is a subvariety of Ω ⊂ Cn. 
The extension to a general analytic space X is done in pretty much
the same way and we just sketch the basic idea. First assume that we
have a fixed η as before but two different choices s and s˜ of admissible
form, and let B and B˜ be the corresponding locally integrable forms.
Then, see [3],
(4.10) ∇η(B∧B˜) = B˜ − B
in the current sense, and by a minor modification of Lemma 3.2 one
can check that ∫
(HR∧g∧B∧B˜)n∧φ
is smooth on Xreg∩ω; for degree reasons it vanishes if q = 1. It follows
from (4.10) that ∇η(HR
λ∧g∧B∧B˜) = HRλ∧g∧B˜ − HRλ∧g∧B from
which we can conclude that
(4.11) ∂¯z
∫
(HR∧g∧B∧B˜)n∧φ =∫
(HR∧g∧B)n∧φ−
∫
(HR∧g∧B˜)n∧φ, z ∈ ω ∩ Zreg.
Now let us assume that we have two local solutions, in say ω and
ω′, obtained from two different embeddings of slightly larger sets ω˜
and ω˜′ in subsets of Cn and Cn
′
, respectively. We want to compare
these solutions on ω∩ω′. Localizing further, as before, we may assume
that the weights both have support in ω˜ ∩ ω˜′. After adding nonsense
variables we may assume that both embeddings are into the same Cn,
and after further localization there is a local biholomorphism in Cn
that maps one embedding onto the other one, see [10]. (Notice that
a solution obtained via an embedding in Cn1 also can be obtained via
an embedding into a larger Cn, by just adding dummy variables in the
first formula.) In other words, we may assume that we have the same
embedding in some open set Ω ⊂ Cn but two solutions obtained from
different η and η′. (Arguing as before, however, we may assume that
18 MATS ANDERSSON & HA˚KAN SAMUELSSON
we have the same resolution and the same residue current R.) Locally
there is an invertible matrix hjk such that
(4.12) η′j =
∑
hjkηk.
We define a vector bundle mapping α∗ : Λη′ → Λη as the identity on
T ∗0,∗(Ω× Ω) and so that
α∗dη′j =
∑
hjkdηk.
It is readily checked that
∇ηα
∗ = α∗∇η′ .
Therefore, α∗g′ is an η-weight if g′ is an η′-weight. Moreover, if H is an
η′-Hefer morphism, then α∗H is an η-Hefer morphism, cf., (3.1). If B′
is obtained from an η′ admissible form s′, then α∗s′ is an η-admissible
form and α∗B′ is the corresponding locally integrable form. We claim
that the η′-solution
(4.13) v′ =
∫
(H ′R∧g′∧B′)n∧φ
is comparable to the η-solution
(4.14) v =
∫
α∗(H ′R)∧α∗g′∧α∗B′∧φ.
Notice that we are only interested in the dζ-component of the kernels.
We have that (dη = dη1∧ . . .∧dηn etc)
(H ′R∧g′∧B′)n = A∧dη′ ∼ A∧ det(∂η′/∂ζ)dζ
and
α∗(H ′R∧g′∧B′)n = A∧ det h∧dη ∼ A∧ det h det(∂η/∂ζ)dζ.
Thus
α∗(H ′R∧g′∧B′)n ∼ γ(ζ, z)(H
′R∧g′∧B′)n
with
γ = det h det
∂η
∂ζ
(
det
∂η′
∂ζ
)−1
.
From (4.12) we have that ∂η′j/∂ζℓ =
∑
k hjk∂ηk/∂ζℓ + O(|η|) which
implies that γ is 1 on the diagonal. Thus γ is a smooth (holomorphic)
weight and therefore (4.13) and (4.14) are comparable, and thus the
claim is proved. This proves Theorem 1.3 in the case q = 1, and
elaborating the idea as in the previous proof we obtain the general
case.
Remark 2. In case X is a Stein space and Xsing is discrete there is
a much simpler proof of Theorem 1.3. To begin with we can solve
∂¯v = φ locally, and modifying by such local solutions we may assume
that φ is vanishing identically in a neighborhood of Xsing. There exists
a sequence of holomorphically convex open subsets Xj such that Xj is
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relatively compact in Xj+1 and Xj can be embedded as a subvariety
of some pseudoconvex set Ωj in C
nj . Let Kℓ be the closure of Xℓ. By
Theorem 1.1 we can solve ∂¯uℓ = φ in a neighborhood of Kℓ and uℓ will
be smooth. If q > 1 we can thus solve ∂¯wℓ = uℓ+1−uℓ in a neighborhood
of Kℓ, and since Zsing is discrete we can assume that ∂¯wℓ is smooth in
X . Then vℓ = uℓ −
∑ℓ−1
1 ∂¯wk defines a global solution. If q = 1, then
one obtains a global solution in a similar way by a Mittag-Leffler type
argument. 
5. The asymptotic estimate
To catch the asymptotic behaviour we have to globalize the proof of
the first part of Proposition 2.2.
Since the functions f j1 generate the ideal J , given any fixed point x
on Zreg we can extract h1, . . . , hp from f
j
1 such that dh1∧ . . .∧dhp 6= 0 at
x. After a reordering of the variables we may assume that ζ = (ζ ′, ζ ′′) =
(ζ ′, ζ ′′1 , . . . , ζ
′′
p ) such that H = det(∂h/∂ζ
′′) 6= 0 at x. Outside the
hypersurface {H = 0} we can (locally) make the change of coordinates
(ω′, ω′′) = (ζ ′, h(ζ ′, ζ ′′)) since
d(ω′, ω′′)
d(ζ ′, ζ ′′)
= H.
Moreover,
∂
∂ω′′j
=
1
H
∑
k
Ajk
∂
∂ζ ′′k
,
where Ajk are global holomorphic functions. Therefore, anywhere out-
side {H = 0} we have that
(5.1) ∂¯
1
hp
∧ . . .∧∂¯
1
h1
=
detAjk
Hp
⊗
∂
∂ζ ′′1
∧ · · · ∧
∂
∂ζ ′′p
y[Z].
Proposition 5.1. Given a point x ∈ Zreg, there is a hypersurface
Y = {H = 0} avoiding x such that
(5.2) Rp = τ ∂¯
1
hp
∧ . . .∧∂¯
1
h1
,
where τ is smooth outside Y and τ = O(H−M) for some M > 0.
It follows from (5.1) and (5.2), cf., the proof of Proposition 2.1, that
|γp| ≤ C|H|
−M .
With a finite number of such choices Hj we have that
Zsing = ∩j{Hj = 0}
and thus
|γp(z)| . min
j
|Hj(z)|
−Mj ≤ C|H(z)|−M ,
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where H = (H1, . . . , Hν). However |H| ≥ δ
N for some N and hence
(2.11) follows for k = p.
It remains to prove Proposition 5.1. We begin with the following
simple lemma.
Lemma 5.2. Assume that F1, . . . , Fm,Φ are holomorphic r-columns
at x ∈ Ω and that the germ Φx is in the submodule of O
⊕r
x generated
by (Fj)x. If Fj ,Φ have meromorphic extensions to Ω, then there are
holomorphic Aj with meromorphic extension to (a possibly somewhat
smaller neighborhood) Ω such that Φ = A1F1 + · · ·+ AmFm.
Proof. The analytic sheaf F = (F1, . . . , Fm,Φ)/(F1 . . . , Fm) is coherent
in Ω and vanishing at x so it must have support on a variety Y outside
x. If h is holomorphic and vanishing on Y , then hMF = 0 in a Stein
neighborhood Ω′ of the closed ball if M is large enough. Therefore
there are holomorphic functions aj in Ω
′ such that hMΦ =
∑
ajFj . 
Suppose that the holomorphic r-columns F = (F1, . . . , Fm) and F˜ =
(F˜1, . . . , F˜m˜) are minimal generators of the same sheaf at x. It is well-
known that then m˜ = m and there is a holomorphic invertible m×m-
matrix a at x such that F˜ = Fa.
Claim I If F, F˜ have meromorphic extensions to Ω, then we may as-
sume that a has as well.
Proof. By Lemma 5.2 we have global meromorphic matrices a and b,
holomorphic at x, such that F˜ = Fa and F = F˜ b. Thus F = Fab, and
since F is minimal, it follows that ab = I + α where the entries in α
belong to the maximal ideal at x, i.e., α(x) = 0. Therefore the matrix
I + α is invertible at x, and so b(I + α)−1 is a meromorphic inverse to
a that is holomorphic and an isomorphism at x. 
Assume that F is a coherent sheaf in Ω of codimension p at x and let
O(Ek), fk and O(E˜k), f˜k, k = 0, . . . , p, be two minimal free resolutions
of F at x ∈ Ω. Moreover, assume that all fk, f˜k have meromorphic
extensions to Ω. By iterated use of Claim I we get:
Claim II There are isomorphisms gk : O(Ek) → O(E˜k) holomorphic
at x and with meromorphic extensions to Ω such that gk−1fk = f˜kgk
Assume for simplicity that E0 = E˜0. Outside some hypersurface Y
all the mappings fk, f˜k, gk are holomorphic, and there we have well-
defined currents Rp and R˜p, and R˜p = gpRp there, cf., Section 4 in [4].
Since the codimension is p and the complexes end up at p the residue
currents Rp and R˜p are independent of the choice of Hermitian metrics.
Now let O(Ek), fk be an arbitrary free resolution of F in Ω. It is well-
known that, given x ∈ Ω, there is locally a holomorphic decomposition
Ek = E
′
k ⊕ E
′′
k , fk = f
′
k ⊕ f
′′
k such that O(E
′
k), f
′
k is a minimal free
resolution of F at x and O(E ′′k ), f
′′
k is a free resolution of 0. In other
words, if we fix global holomorphic frames ek for Ek to begin with,
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then there are holomorphic Gk with values in GL(rankEk,C) such
that the first rankE ′k elements in ekGk generate E
′
k whereas the last
ones generate E ′′k . We claim, as the reader may expect at this stage,
that
Claim III The Gk can be assumed to have meromorphic extensions to
Ω.
Proof of Claim III. We proceed by induction. Suppose that we have
found the desired decomposition up to Ek and consider the mapping
fk+1 expressed in the new frame of Ek and the original frame for Ek+1.
Thus (the matrix for) fk+1 is holomorphic at x and globally mero-
morphic. Choose a minimal number of columns of fk+1 such that the
restrictions to E ′k generate the stalk of Ker fk at x. After a trivial
reordering of the columns we may assume that
fk+1 =
(
f ′k+1 Φ
′
Ψ Φ′′
)
By Lemma 5.2 there is a meromorphic matrix a, holomorphic and in-
vertible at x, such that Φ′ = f ′k+1a. Therefore we can make the mero-
morphic change of frame(
f ′k+1 Φ
′
Ψ Φ′′
)(
I −a
0 I
)
=
(
f ′k+1 0
Ψ f ′′k+1
)
.
We now claim that
(5.3) Im f ′′k+1 = Ker f
′′
k
at x. By the lemma again we can then find a meromorphic matrix a,
holomorphic and invertible at x such that Ψ = f ′′k+1a, and then after a
similar meromorphic change of frame as before we get that the mapping
fk+1 has the matrix (
f ′k+1 0
0 f ′′k+1
)
in the new frames. Thus it remains to check (5.3) which is indeed a
statement over the local ring Ox and therefore “wellknown”. In any
case, for each z ∈ Ker f ′′k we can solve(
f ′k+1 0
Ψ f ′′k
)(
ξ
η
)
=
(
0
z
)
.
Since f ′k+1 is minimal this implies that ξ is in the maximal ideal at x
and hence Ψξ is in the maximal ideal. Thus we can solve f ′′k+1 = z−α
with α in the maximal ideal for each z ∈ Ker f ′′k . However, since f
′′
ℓ is a
resolution of 0 it follows that each Ker f ′′k is a free module. Expressed
in a basis for Ker f ′′k we can solve then f
′′
k+1η = I − α and since α
is in the maximal ideal it follows that I − α is invertible; hence (5.3)
follows. 
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We can now conclude the proof of Proposition 5.1. Let us equip
the bundles Ek = E
′
k ⊕ E
′′
k with some metrics that respect the de-
composition, for instance the trivial metric with respect to the “new”
frame. Both O(E ′k), f
′
k and the Koszul complex generated by h are
minimal resolutions of F = O/J at x, and since both of them have
meromorphic extensions to Ω by Claim II there is a meromorphic gp,
holomorphic at x, such that
R′p = gp∂¯(1/hp)∧ . . . ∂¯(1/h1).
Here R′p is the current obtained from the resolution f
′
k. If R˜p is the
current with respect to the new metric, then
R˜p =
(
gp
0
)
∂¯
1
hp
∧ . . .∧∂¯
1
h1
with respect to the new frame, and hence we obtain the matrix for R˜p
with respect to the original frame after multiplying with the matrix
Gp. Notice that outside Zp+1, the image of fp+1 is a smooth (holomor-
phic) subbundle H of Ep, and let π be the orthogonal projection onto
the orthogonal complement (with respect to the original metric) of H .
Then, cf., [4], Rp = πR˜p. Thus τ in (5.2) is πGp(gp 0)
T , and since π
does not increase norms, the estimate in Proposition 5.1 follows.
6. Examples
We explain what the currents U and R and our Koppelman formulas
mean in the case of a reduced complete intersection. We also illustrate
the techniques of Section 8 where ∂¯-closed extensions and solutions
with compact support are considered.
Let f1, . . . , fp be holomorphic functions, defined in a suitable neigh-
borhood of B¯ ⊂ Cn, and assume that Z = {f1 = · · · = fp = 0} has
dimension d = n − p and df1∧ . . .∧dfp 6= 0 on Zreg, cf., Example 1.
Then R = Rp is given by (2.6) with a replaced by f .
Let hj be Hefer (0, 1)-forms so that δηhj = fj(ζ) − fj(z) and let
h˜ =
∑
hj∧e
∗
j ; recall that h˜ is a section of Λ(A
∗ ⊕ T ∗(Ω)). The
Hefer morphisms Hℓk can be described as interior multiplication with
h˜k−ℓ/(k − ℓ)! and a straight forward computation shows that
HR = H0pRp = ∂¯
1
fp
∧ · · · ∧∂¯
1
f1
∧h1∧ · · · ∧hp = γy[Z]∧h,
where γ is a smooth (p, 0)-vector field on Zreg such that γydfp∧ · · · ∧df1 =
(2πi)p and h = h1∧ · · · ∧hp. According to the proof of the Koppelman
formula(s) above, our solution operator to ∂¯ on Zreg is
(6.1) Kφ(z) =
∫
Z
γy[h∧(g∧B)d]∧φ.
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and the projection operator is
(6.2) Pφ =
∫
Z
γy[h∧gd]∧φ =
∫
Z
γy
[
h∧
ζ¯ · dζ∧(dζ¯ · dζ)d−1
(2πi(|ζ |2 − z · ζ¯))d
]
∧∂¯χ∧φ.
Here g is the weight g = χ(ζ)− ∂¯χ(ζ)∧(σ/∇ησ) from Example 2 and
B is the Bochner-Martinelli form associated with η = ζ − z.
In particular, the right hand side of (6.2) is a quite simple represen-
tation formula for a strongly holomorphic function φ on Z.
If Zsing is discrete, avoids the boundary, ∂B, of the ball, and Z
intersects ∂B transversally, then we get back the representation formula
for strongly holomorphic functions of Stout [23] and Hatziafratis [11]
since then we may let χ in (6.2) be the characteristic function for B
and the integral becomes an integral over Z ∩ ∂B.
Suppose in addition that d = 1. Let ξ =
∑
ξjdηj be a form satisfying
δηξ = 1 outside ∆, e.g., ξ = B1 or ξ = σ. For some function C(z, ζ) (a
priori depending on ξ) we have h∧ξ = Cdη1∧ · · · ∧dηn. Applying δη to
this equality we get (−1)n−1h = Cδη(dη1∧ · · ·∧dηn) for (z, ζ) ∈ Z × Z
since δηh = 0 for such (z, ζ). From this we read off that C |Z×Z is mero-
morphic, independent of ξ, and with (at most) a first order singularity
along the diagonal. We conclude that h∧(g∧B)1 = χCdη1∧ · · · ∧dηn
and h∧g1 = ∂¯χ∧Cdη1∧ · · · ∧dηn on Z × Z and our solution kernels K
and P become
K(z, ζ) = χ(ζ)C(z, ζ) · (γydζ), P (z, ζ) = ±∂¯χ(ζ)∧C(z, ζ) · (γydζ).
Notice that γydζ is a holomorphic 1-form on Zreg since γy[Z] = ∂¯(1/f)
there. If Z is the cusp Z = {f(z) = zr1 − z
s
2 = 0} ⊂ C
2, where r and s
are relativly prime integers 2 ≤ r < s, one readily checks that
h =
1
2πi
(ζr1 − zr1
ζ1 − z1
dη1−
ζs2 − z
s
2
ζ2 − z2
dη2
)
,
γ
2πi
=
rζ¯r−11 ∂/∂ζ1 − sζ¯
s−1
2 ∂/∂ζ2
r2|ζ1|2(r−1) + s2|ζ2|2(s−1)
.
Using the paramertization τ 7→ (τ s, τ r) = (ζ1, ζ2) of Z, a straight for-
ward computation shows that γydζ1∧dζ2 = 2πidτ/τ
(r−1)(s−1), yielding
the following Cauchy formula
φ(t) =
∫
|τ |=ρ
φ(τ)C(τ, t)dτ
τ (r−1)(s−1)
− lim
ǫ→0
∫
ǫ<|τ |<ρ
∂¯φ(τ)∧C(τ, t)dτ
τ (r−1)(s−1)
,
on Z, where
C(τ, t) =
1
2πi
τ rs − trs
(τ r − tr)(τ s − ts)
.
Assume now, cf., Section 8, that Zsing ⊂ K ⊂⊂ B and let ϕ be
a smooth ∂¯-closed (0, q − 1)-form on Z \ K. Let χ and χ˜ be cutoff
functions in B such that χ is 1 in a neighborhood of K and χ˜ is 1 in a
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neighborhood of supp(χ). Put
g˜ = χ˜(z)− ∂¯χ˜(z) ∧
n∑
1
z¯ · dη ∧ (dz¯ · dη)k−1
(2πi(|z|2 − z¯ · ζ))k
,
i.e., g˜ is the weight from Example 2 with z and ζ interchanged. Our for-
mulas show that (6.1), with g replaced by g˜ and φ replaced by ∂¯χ∧ϕ, is
a solution with compact support in B (and in fact also smooth across
Zsing) to the equation ∂¯u = ∂¯χ∧ϕ on Zreg provided that the corre-
sponding projection term, cf., (6.2),
(6.3) − ∂¯χ˜(z)∧
∫
Z
γy
[
h∧
z¯ · dζ ∧ (dz¯ · dζ)d−1
(2πi(|z|2 − z¯ · ζ))d
]
∧∂¯χ∧ϕ.
vanishes. Then (1−χ)ϕ+u is smooth and ∂¯-closed on Z, and coincides
with ϕ outside a neighborhood in Z of K. As long as q < d, (6.3) is
trivally zero; if q = d, then it is clearly sufficient that
(6.4)
∫
Z
∂¯χ∧ϕ ξ∧(γydζ) = 0, ξ ∈ O(Z).
On the other hand, if ϕ has a smooth ∂¯-closed extension, then (6.4)
holds. In particular we see that if ϕ is holomorphic on the regular part
of the cusp Z, then ϕ is strongly holomorphic if and only if∫
|τ |=ǫ
ϕξdτ/τ (r−1)(s−1) = 0, ξ ∈ O(Z).
7. Solutions formulas with weights
For the proof of Theorem 1.7 we use extra weight factors. Let A be
any subvariety of Z that contains Zsing, in particular A may be Zsing
itself. Let a be a holomorphic tuple in Ω such that {a = 0}∩Z = Zsing,
and let Ha be a holomorphic (1, 0)-form in Ω such that δηH
1 = a(ζ)−
a(z). If ψ is a (0, q)-form that vanishes in a neighborhood of Zsing we
can incorporate the weight
(7.1) gµa =
(a(z) · a
|a|2
+Ha · ∂¯
a¯
|a|2
)µ
in (3.8), i.e., we use the weight gµa∧g instead of just g, the usual weight
with compact support that is holomorphic in z. Since the operators in
Lemma 3.2 are bounded on Lploc, we have that
(7.2) ψ = ∂¯
∫
Zreg
γy(H∧gµa∧g∧B)n∧ψ +
∫
Zreg
γy(H∧gµa∧g∧B)n∧∂¯ψ,
for (0, q)-forms ψ, q ≥ 1, in Lp(Zreg) that vanish in a neighborhood of
Zsing. If φ is as in Theorem 1.7, thus (7.2) holds for ψ = χ(|a|
2/ǫ)φ for
each ǫ > 0. For each natural number µ we get a solution when ǫ→ 0 in
view of the asymptotic estimate of |γ| if just N is large enough. If µ is
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large, then the solution will vanish to high order at Zsing and therefore
Theorem 1.7 follows.
8. Solutions with compact support
Theorems 1.4, 1.5, and 1.6 are Hartogs type theorems, because solv-
ability of ∂¯ψ = φ in Xreg roughly speaking means that ψ has a ∂¯-closed
smooth extension across Xsing. As usual therefore the proofs rely on
the possibility to solve the ∂¯-equation with compact support.
To begin with we assume that Z is defined in a neighborhood of the
closed unit ball B. Since the depth of O/J is at least ν we can choose,
see, e.g., [6], a resolution (2.2) with N = n − ν, and the associated
residue current then is R = Rp + · · ·+Rn−ν . Notice that ∂¯Rn−ν = 0.
Proposition 8.1. Let Z be a subvariety of a neighborhood of B with the
single singular point 0. Assume that φ is a smooth ∂¯-closed (0, q)-form
in Z ∩ B \ Bǫ.
(i) If q ≤ ν−2 there is a smooth ∂¯-closed form Φ in Z∩B that coincides
with φ outside a neighborhood in Z of Z ∩ Bǫ.
(ii) If q = ν − 1 the same is true if and only if
(8.1)
∫
Rn−ν∧∂¯χ∧hφ∧dζ =
∫
Z
∂¯χ∧hφ∧(γn−νydζ) = 0, h ∈ O(B),
if χ is a cutoff function in B that is 1 in a neighborhood of Bǫ.
Notice that (8.1) holds for all such χ if it holds for one single χ.
Proof. First notice that if q = ν − 1 and the extension Φ of φ exists,
then choosing χ such that Φ = φ on the support of ∂¯χ we have that
Rn−ν∧∂¯χ∧hΦ∧dζ = d(Rn−ν∧χ∧hΦ∧dζ)
and since Rn−ν∧χ∧hΦ∧dζ has compact support (8.1) must hold.
If χ is as in the theorem, then (1 − χ)φ is a smooth extension of φ
across Bǫ, and to find the ∂¯-closed extension we have to solve ∂¯u = f
with compact support, where f = ∂¯χ∧φ. To this end, let χ˜ be a cutoff
function that is 1 in a neighborhood of a closed ball that contains the
support of f and let g be the weight from Example 2 with this choice
of χ˜ but with z and ζ interchanged. It does not have compact support
with respect to ζ , but since f has compact support itself we still have
the Koppelman formula (3.8). Clearly
u(z) =
∫
(HR∧g∧B)n∧f
has support in a neighborhood of the support of f , and it follows from
Koppelman’s formula that it is indeed a solution if the associated inte-
gral Pf vanishes. However, since now s is holomorphic in ζ , for degree
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reasons we have that
Pf(z) =
∫
(HR∧g)n∧f = ±∂¯χ˜(z)∧
∫
HRn−q−1∧s∧(∂¯s)q∧∂¯χ∧φ
= ±∂¯χ˜(z)∧
∫
HRn−q−1∧
z¯ · dζ∧(dz¯ · dζ)q
(2πi(|z|2 − z¯ · ζ))q+1
∧∂¯χ∧φ.
If q < ν − 1, then this integral vanishes since then Rn−q−1 = 0. If
q = ν − 1, then Pφ vanishes if (8.1) holds, keeping in mind that H is
holomorphic in the ball. Since f = 0 in a neighborhood of 0 in Z we
have that u is smooth, and Φ = (1 − χ)φ + u is the desired ∂¯-closed
extension. 
In particular we have proved a simple case of Theorem 1.4 and we
obtain the general case along the same lines.
Proof of Theorem 1.4. Since X can be exhausted by holomorphically
convex subsets each of which can be embedded in some affine space, we
can assume from the beginning that X ⊂ Ω ⊂ Cn, where Ω is pseudo-
convex. Let ω ⊂⊂ Ω be a holomorphically convex open set in Ω that
contains K. Let χ be a cutoff function in ω that is 1 in a neighborhood
of K. Choose a cutoff function χ˜ that is 1 in a neighborhood of the
holomorphically convex hull of the support of f and let g be the weight
from Example 2 with this choice of χ˜ but with z and ζ interchanged.
As in the previous proof we get a solution with support in ω, provided
that the corresponding projection term Pf vanishes. If ν > 1, then
Pf vanishes automatically and if ν = 1, then Pf = 0 if
(8.2)
∫
Rn−1∧dζ∧∂¯χ∧φh = ±
∫
X
∂¯χ∧φh∧(γn−1ydζ) = 0
for all h ∈ O(ω ∩ X), and by approximation it is enough to assume
that (8.2) holds for h ∈ O(X), i.e., that (1.5) holds.
Since Xsing is not contained in K, our solution u is, outside of K,
only defined onXreg. Therefore Φ = (1−χ)φ+u is holomorphic inXreg,
in a neighborhood of K, and outside ω. Since Xℓreg \K is connected,
Φ = φ there. (Even without the connectedness assumptions it follows
that Φ is in O(X), since it has at most polynomial growth at Zsing,
hence is meromorphic and its pole set is contained in ω ∩ X .) The
necessity of the moment condition follows as in the previous proof. 
Example 3. LetX ⊂ C2 be an irreducible curve with one transverse self
intersection at 0 ∈ C2. Close to 0, X has two irreducible components,
A1, A2, each isomorphic to a disc in C. Let K ⊂ A1 be a closed annulus
surrounding the intersection point A1 ∩ A2. Then X \K is connected
but Xreg \K is not. Denote the “bounded component” of A1 \K by
U1 and put U2 = X \ (K ∪ U1). Let φ˜ ∈ O(X) satisfy φ˜(0) = 0 and
define φ to be 0 on U1 and equal to φ˜ on U2. Then φ ∈ O(X \K) and
a straight forward verification shows that φ satisfies the compatibility
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condition (1.5); cf. also (6.4). But clearly, φ cannot be extended to a
strongly holomorphic function on X . 
We now consider the case when Xsing has positive dimension more
closely. Locally we have an analogue of Proposition 8.1. For conve-
nience we first consider the technical part concerning solutions with
compact support.
Proposition 8.2. Let Z be an analytic set defined in a neighborhood
of B¯ ⊂ Cn, let x ∈ Zsing, and let a be a holomorphic tuple such that
Zsing = {a = 0} in a neighborhood of x and let d
′ = dimZsing. Assume
that f is a smooth ∂¯-closed (0, q)-form in a neighborhood of x with
f = 0 close to Zsing and with f supported in {|a| < t} for some small t.
(i) If 1 ≤ q ≤ ν − d′ − 1, then in a neighborhood U of x one can
find a smooth (0, q − 1)-form, u, with support in {|a| < t} and
∂¯u = f in U ∩ Zreg.
(ii) If q = ν − d′, then one can find such a solution if and only if
(8.3)
∫
Rn−ν ∧ h ∧ f = ±
∫
Z
f∧h∧(γn−νydζ) = 0
for all smooth ∂¯-closed (0, d′)-forms, h, such that supp(h) ∩
{|a| ≤ t} is compact.
Proof. Let χa be a cutoff function in B, which in a neighborhood of
x satisfies that χa = 1 in a neighborhood of the support of f and
χa = 0 in a neighborhood of {|a| ≥ t}. Let also H
a be a holomorphic
(1, 0)-form, as in the previous section, and define
ga = χa(z)− ∂¯χa(z) ∧
σa
∇ησa
, σa =
a(z) ·Ha
|a(z)|2 − a(ζ) · a(z)
.
Then ga is a smooth weight for ζ in the support of f . Close to x we can
choose coordinates (z′, z′′) = (z′1, . . . , z
′
d′ , z
′′
1 , . . . , z
′′
p+r) centered at x so
that Zsing ⊂ {|z
′′| ≤ |z′|}. Since f is supported close to Zsing we can
choose a function χ = χ(ζ ′), which is 1 close to x and fχ has compact
support. Let now g = χ− ∂¯χ ∧ σ/∇ησ be the weight from Example 2
but built from z′ and ζ ′. Our Koppelman formula now gives that
u = Kf =
∫
(HR ∧ ga ∧ g ∧B)n ∧ f
has the desired properties provided that the obstruction term
Pf =
∫
(HR ∧ ga ∧ g)n ∧ f
vanishes. Since g is built from ζ ′, g has at most degree d′ in dζ¯. More-
over, HR has at most degree n − ν in dζ¯ and ga has no degree in dζ¯.
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Thus, if q < ν − d′, then (HR ∧ ga ∧ g)n ∧ f cannot have degree n in
dζ¯ and so Pf = 0 in that case. This proves (i).
To show (ii), note that if q = ν − d′, then
Pf = χa(z)
∫
HRn−ν ∧ gd′ ∧ f.
Now, H depends holomorphically on ζ and gd′ is ∂¯-closed since it is
the top degree term of a weight. Also, g has compact support in the
ζ ′-direction, so supp(g) ∩ {|a| ≤ t} is compact and thus Pf = 0 if
(8.3) is fulfulled. On the other hand, it is clear that the existence of a
solution with support in {|a| < t} implies (8.3). 
Proof of Theorem 1.5. We first assume that Ω = B and Z ⊂ Ω has
the single singular point 0. If q = 0 < ν − 1 (or q = 0 = ν − 1 and
(8.1) holds), then it is clear from Proposition 8.1 that φ is strongly
holomorphic.
Fix r < 1 and let Kℓ = Z ∩ (Br \ B1/ℓ). If now q < ν − 1 it follows
from Proposition 8.1 that there is a ∂¯-closed form Φℓ in a neighborhood
in Z of Br ∩ Z that coincides with φ in a neighborhood of Kℓ, and by
Theorem 1.1 we therefore have a smooth solution u′ℓ to ∂¯u
′
ℓ = φ in a
neighborhood of Kℓ. Now u
′
ℓ+1 − u
′
ℓ is a ∂¯-closed (0, q − 1)-form in a
neighborhood of Kℓ and thus there is a global smooth ∂¯-closed form
wℓ that coincides with u
′
ℓ+1 − u
′
ℓ in a neighborhood of Kℓ. If we let
uk = u
′
k − (w1 + · · ·+ wk−1) then u = lim uk exists and solves ∂¯u = φ
in Z ∩ Br \ {0}.
Notice that if the desired solution exists, then (8.1) must be fulfilled.
Assume now that X is an analytic space with arbitrary singular
set. Arguing as in the proof of the case dimXsing = 0 above, we can
conclude from Proposition 8.2: Given a point x there is a neighborhood
U such that if φ is a ∂¯-closed smooth (0, q)-form in U ∩Xreg, 0 ≤ q <
ν−d′−1, then φ is strongly holomorphic if q = 0 and exact in Xreg∩U ′,
for a possibly slightly smaller neighborhood U ′ of x, if q ≥ 1.
We define the analytic sheaves Fk on X by Fk(U) = E0,k(U ∩Xreg)
for open sets U ⊂ X . Then Fk are fine sheaves and
(8.4) 0→ OX → F0
∂¯
−→ F1
∂¯
−→ F2
∂¯
−→ · · ·
is exact for k < ν − d′ − 1. It follows that
Hk(X,OX) =
Ker ∂¯Fk(X)
∂¯Fk−1(X)
for k < ν − d′ − 1. Hence Theorem 1.5 follows. 
Proof of Theorem 1.6. We first assume that X ⊂ Ω ⊂ Cn has an iso-
lated singularity at 0. After a linear change of coordinates in Cn, and
shrinking Ω, we may assume that the d-tuple a(z) = (z1, . . . , zd) van-
ishes only at 0 on X . Let Uℓ = {|a| < 2
−ℓ} ∩ Ω. We claim that if f
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is a smooth (0, d)-form in Uℓ \ {0}, with support in Uℓ, then there is a
smooth form vℓ such that f − ∂¯vℓ has support in Uℓ+1 and vℓ together
with its derivatives up to order ℓ are bounded by 2−ℓ outside Uℓ.
From the beginning we assume that φ has support in U1. Taking the
claim for granted we choose inductively f as φ− ∂¯v1− . . .− ∂¯vℓ−1, and
we then obtain a solution v = v1 + v2 + . . . in U \ {0} to ∂¯v = φ.
To see the claim we use the weight (7.1) but with z and ζ inter-
changed, i.e.,
gµ = (σ(z) · a(ζ) + ∂¯σ(z) ·H1)µ,
where σ = a¯/|a|2. After a small modification we may assume that f
vanishes identically in a neighborhood of 0. Then since f has support
in Uℓ,
Kf(z) =
∫
(HR∧gµ∧B)n∧f
together with a finite number of derivatives will be small outside Uℓ if
µ is chosen large enough. As before it is smooth since f = 0 close to
Zsing. Moreover it is a solution, because
Pf(z) =
∫
(HR∧gµ)n∧f
will vanish for degree reasons since ∂¯σ1∧ . . .∧∂¯σd = 0.
Finally assume that X is a general Stein space. Since we can solve
∂¯u = φ in a neighborhood of each singular point, we can find a global u
such that f = φ−∂¯u is smooth and vanishes in a neighborhood ofXsing.
By Theorem 1.3 we can solve ∂¯v = f on Xreg and thus ∂¯(v + u) = φ
in Xreg. 
9. Meromorphic and strongly holomorphic functions
A meromorphic function φ on Z ⊂ Ω can be represented by a mero-
morphic Φ in the ambient space that is generically holomorphic on Zreg.
Let R be the residue current associated with Z. We show in [3] that
Rφ is well-defined for any meromorphic φ. In fact, it can be defined as
the analytic continuation to λ = 0 of the current |h|2λΦR, if Φ is a rep-
resentative of φ in the ambient space and h is a holomorphic function
in Ω such that hΦ is holomorphic and generically non-vanishing on Z.
One also has a well-defined current
R∧∂¯φ = −∇f (Rφ) = ∂¯|h|
2λ∧Rφ|λ=0
with support on the pole set Pφ of φ.
In [3] we proved the following result that generalizes a previous result
by Tsikh in the case of a complete intersection, see [24] and [12].
Theorem 9.1. If φ is meromorphic on Z, then φ is strongly holomor-
phic if and only if R∧∂¯φ = 0.
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By our Koppelman formula we can give a proof that provides an
explicit analytic extension of φ to Ω.
Proof. Assume that φ is meromorphic on Z and let Φ be a representa-
tive. For Reλ >> 0 we have from Theorem 1.1,
|h(z)|2λΦ(z) =
∫
|h|2λHRΦ∧g +
∫
∂¯|h|2λ∧HRΦ∧g∧B.
For z ∈ Zreg \ {h = 0} we can take λ = 0 and we get (after choosing
various h) the formula
φ(z) =
∫
HRφ∧g +
∫
H(R∧∂¯φ)∧g∧B, z ∈ Zreg \ Pφ.
If R∧∂¯φ = 0 it follows that φ(z) generically is equal to the first term
on the right hand side which is a strongly holomorphic function. 
We conclude by formulating a conjecture. If φ is weakly holomorphic
then Pφ ⊂ Zsing so R∧∂¯φ has support on Zsing. Since R∧∂¯φ is a PM-
current it follows for degree reasons that it must vanish if
(9.1) codimZsing ≥ 2 + p, codimZk ≥ 2 + k, k > p,
see [3]. This means that all weakly holomorphic functions are indeed
strongly holomorphic if (9.1) is fulfilled. One can check that (9.1) is
equivalent to the conditions R1 and S2 in Serre’s criterion, see, e.g.,
[6]. Therefore (9.1) is indeed equivalent to that all (germs of) weakly
holomorphic functions are holomorphic, i.e., Z is a normal variety.
Suppose that φ is a smooth ∂¯-closed (0, q)-form in Zreg and assume
that φ admits some reasonable extension across Zsing so that R∧∂¯φ is
a hypermeromorphic current. Arguing as in [3] it follows that R∧∂¯φ
must vanish if
(9.2) codimZsing ≥ 2 + q + p, codimZk ≥ 2 + q + k, k > p,
which is (equivalent to) the conditions Rq−1 and Sq. The Koppel-
man formula will then produce a smooth solution to ∂¯ψ = φ on Zreg.
One could therefore conjecture that the Dolbeault cohomology groups
H0,ℓ(Zreg) vanish for ℓ ≤ q if (and only if?) (9.2) holds.
If we consider Z as an intrinsic analytic space, then in the notation
in Remark 1 the condition (9.2) means that codimZr ≥ 2 + q + r for
r ≥ 0.
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