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I. INTRODUCTION
M OTIVATION: Wireless networks are moving towards providing broadband services. These services will support a mixture of real-time streams (e.g., video/voice and multimedia) and best-effort data transfers (like file downloads or web browsing). From a user's perspective this requires a scheduling scheme which can ensure quality of service (QoS) to a real-time session and/or minimize transfer delays associated with best-effort sessions (see Fig. 1 ). From a system perspective one would like the capability to admit a large number of real-time sessions while, at the same time, maximize revenue generating data throughput. To manage such traffic mixes on limited wireless resources, one must be able to predict and evaluate the likelihood that QoS commitments can be met, i.e., devise complementary resource allocation and call admission strategies.
At the same time a key feature of wireless systems relative to the traditional wireline systems is that the channel capacity, or service rate, may exhibit temporal variations. This allows one to consider scheduling policies that choose to send to, or receive from, the user(s) which at a given time has (have) the "best", e.g., highest channel capacity. Such "opportunistic scheduling" can lead to good increases in the aggregate throughput of a wireless system. Devising an opportunistic scheduling scheme that handles mixes of traffic while permitting some degree of performance prediction is the objective of this paper.
Challenges: In meeting this objective one must overcome somewhat formidable challenges. End system device diversity, space-time variations in the propagation environment, interference, and different mobility patterns of users, lead to heterogeneity and variability in the channel capacity a user would see. Indeed, those which are near a base station would generally experience a much better average channel capacity than those at the edge of a coverage area. Further users will undergo fading, i.e., short term variations that depend on their location, and whose statistics may vary over time, e.g., for mobile users. Of course the idea is to exploit such fluctuations through an opportunistic scheduler, yet one must do this with care to avoid starving users whose channel characteristics are less favorable. At the same time real-time and best-effort sessions will have different traffic load statistics and heterogenous QoS requirements which a scheduler should somehow address. Finding a practical approach to opportunistic scheduling that harmoniously deals with the above-discussed factors and at the same time allows "prediction" towards supporting quality of service is the challenge we face.
Related Work: Perhaps the first opportunistic scheduling scheme was proposed in [1] , here a greedy strategy known as max rate scheduling was introduced, i.e., sending to a user whose channel capacity is currently the highest. Max rate scheduling achieves high overall system throughput, but if users have heterogenous channel capacity distributions, it neglects users with poorer channels. Several approaches have been proposed to address both unfairness and performance issues. The best known is proportionally fair scheduling [2] , [3] , and subsequently, among others, modified-largest weighted delay first [5] and exponential rule [6] where proposed. These mechanisms try to achieve multiple objectives of ensuring QoS, maximizing throughput while achieving "fairness", etc., and succeed to various degrees. In [7] the performance of these three scheduling algorithms was compared from the perspective of providing QoS guarantees and the exponential rule was found to be best. More recently, Maximum Throughput with Minimum/Maximum Rate and Proportionally Fair with Minimum/Maximum Rate have been proposed to satisfy users' QoS guarantees in [19] , the idea there is to weight a user's current rate by a factor based on how well the user is doing relative to its target rate.
The above-mentioned schemes achieve multiple objectives by attaching priority weights to users and choose to serve the user with the highest weighted channel capacity. These weights can be a function of service a user has seen to date, the present queue backlog, and QoS or fairness requirements among users. The flexibility in assigning these weights allows one to handle heterogeneity in channel capacity distributions. However, proper selection of these weights is very difficult, because they will in general be jointly dependent on the channel capacity distributions and traffic characteristics of all users, and may be impossible for dynamic systems where the activity levels and the number of users vary. As such it is unclear whether meaningful performance prediction, resource management and call admission policies could be devised based on such schedulers.
Another class of opportunistic scheduling approaches assumes the channel distributions of users are known or estimated [14] , [12] , [15] . The idea is to schedule a user whose current rate is least likely relative to his current channel distribution, i.e., in the highest quantile-we shall refer to these as maximum quantile scheduling. This approach has several desirable properties in terms of handling heterogeneity, decoupling users performance, and permitting prediction of users' performance. In our own work [9] we have shown that in practice this scheme provides excellent throughput, packet delay and best-effort flow delay performance even when distributions need to be estimated on the fly. However, alone this approach cannot address short term QoS guarantees required for real-time sessions. Nevertheless it will serve as the building block for the work in this paper.
The work of [8] suggests realizing QoS guarantees based on an effective bandwidth concept. An evaluation of the offered QoS is based on determining the effective capacity which requires knowledge, or estimation of the asymptotic log moment generating function of the channel capacity process seen by a user at the base station. The approach initially focussed on the case where all users have homogeneous channel capacity distributions which is unlikely in practice. Extension to the case where users have heterogeneous channel capacity distributions are discussed in [18] . However, the extension requires evaluating a complicated function over a continuous range of parameters for each user, making the scheme hard to implement. The shortcomings of this work highlight some of the difficulties we mentioned earlier. However, note that if we are to predictably ensure QoS guarantees it is likely that the knowledge of users' channel capacity statistics at the base station will be required.
There is very little work on opportunistic scheduling and the integration of real-time and best-effort traffic. A simple solution may be to give absolute priority to real-time traffic over best-effort traffic. If the real-time sessions were scheduled opportunistically then such scheme would enable one to exploit "intra-class opportunism", i.e., opportunism among users of the same class. Yet due to the coupling among real time streams it is unclear, how performance could be predicted. Furthermore, ideally one would like to also exploit inter-class opportunism, i.e., opportunism from both the real-time and the best-effort users competing for service.
Contributions and Organization: In this paper, we propose a novel opportunistic scheduling mechanism and resource allocation strategy that fulfill multiple objectives. Under the assumption that the (possibly heterogenous) channel capacity distributions of users are known (or estimated) at the base station, stay stable for moderate timescales and are fast fading across slots, we are able to ensure probabilistic guarantees on the rate experienced by real-time sessions over short time scales. For simplicity, we begin in Section II by considering the case where sessions see independent, identically distributed channel capacity variations, i.e., homogeneous channel characteristics and want the same QoS guarantees. Here, we develop stochastic lower bounds for the service received by real-time users which can be used as a basis for making admission control and resource allocation decisions. This bound is significant because it allows resource allocation decision for a real-time user to be independent of other users' channel capacity distributions. This independence holds true even when users have heterogenous channel capacity variations and QoS requirements, which is considered in Section III. Therefore, the proposed opportunistic scheduler can predictably guarantee QoS over short time scales while still benefiting from opportunism when users have heterogeneous channel capacity distributions, i.e., exploiting both intraclass and inter-class opportunism. This is verified in the simulation results presented in Section IV which show that we can satisfy strong QoS guarantees while achieving more than 90% of the system throughput realized under max rate scheduling. This is excellent since for a static saturated set of users, max rate maximizes the system throughput. Our analysis assumes users channels are fast fading, i.e., independent, identically distributed (i.i.d.), across slots, but we propose several modifications that would make the scheduler robust if in fact users capacity variations were dominated by a slow fading environment. This claim is again supported by our simulations. Section V concludes the paper.
II. SCHEDULING AND RESOURCE ALLOCATION FOR SYMMETRICAL CHANNEL CAPACITY DISTRIBUTIONS

A. System Model and Notation
For simplicity, we consider only downlink scheduling from a base station to multiple users (the scheme can be applied for uplink scheduling as well). We divide time into equal sized slots with at most one user served per slot. During each slot, each user feeds back the channel capacity or rate (we will use these terms interchangeably) it can support to the base station which in turn makes a decision on which user to serve. Such a system model is used in CDMA-HDR systems defined in the CDMA2000 IS-856 standard [2] .
Channel Assumptions: In practice, characterizing the channel capacity or rate seen by a user is quite complicated. There are several factors that affect the capacity, they can be broadly classified into two classes [17] . First, there is large scale path loss in the "average" capacity seen by a user due to the distance of a user from the base station, and the shadowing due to obstacles in the path between the user and the base station. Second, there is small-scale variation or fading in the instantaneous capacity due to multi-path time delay spread, the speed of such variations depends on the Doppler spread seen by the user. Therefore, a simple yet reasonably accurate model may be to view the channel capacity seen by a user as a quasi stationary random process, with the marginal distribution that changes following changes in the large scale path loss. These marginal distributions are likely to be different across users.
Note that ensuring QoS requires giving guarantees towards future service, this can be done only if the users' capacity distribution or some function of it is known or predicted at the base station. Also note that if a user's distribution changes, the guarantee given may or may not hold, thus one must constantly track and learn the distribution (or some function of it). If the channel is quasi-stationary on time scales where users' rate distribution estimates may be made reliably, then the base station can track and allocate resources as needed to ensure QoS goals are met. Of course, if users' capacity distribution is changing too fast, then it is virtually impossible to provide any kind of guarantee.
In this paper, we will assume such quasi-stationary characteristics for users' channel capacities, and for analysis purposes assume the regime where the users' channels are in fact stationary. This will allow us to establish the resource requirements for each "stationary" regime the user experiences: Assumption 2.1: We assume the channel capacity (rate) for each user is a stationary ergodic process and these processes are i.i.d. across users. The channel capacity for each user is fast fading, i.e., the channel capacity for each user is independent across slots and remains constant during a slot. Further we assume that the marginal distribution for each user is either known a priori, or estimated by the base station.
Discussion of the Assumptions: Let us first discuss the assumption that the base station knows, and in particular can estimate, the marginal distributions of the channel capacity processes. This can be achieved using simple book keeping on the users' feedback of the currently achievable rate, i.e., tracking. We need to know users' channel distribution for maximum quantile scheduling (for asymmetrical channel capacity distributions), and to perform resource allocation. We show in [9] that the throughput penalty due to estimation errors in users' channel distribution is not high for maximum quantile scheduling. This result will be informally stated later in this paper. Additionally as will be discussed in the final analysis, the base station only needs to know the mean and variance of a certain quantity users' channel distribution to perform resource allocation. In summary, the assumption is required, but is not unreasonable in a practical system-which tracks quasi-stationary changes in channel statistics.
Let us discuss the other assumptions. First as discussed earlier the channel capacities seen by users might indeed be roughly stationary over a reasonable period of time, particularly if users are at fixed locations. We conjecture based on the performance of maximum quantile scheduling under estimated rate distributions that the users' channel should be stationary for roughly number of time slots (here is the total number of users in the system) to allow us to collect sufficient samples for performing resource allocation and scheduling without penalizing throughput performance too much [9] . The assumption that users' rates are independent is also likely to be true, though a notable exception is the case where mobile users move in a correlated manner, e.g., along a highway. The assumption that users' channels are identically distributed is simplistic, this will be relaxed later when we incorporate heterogeneous channel capacities in our framework. It is usually not the case that users' channel capacities are independent across slots, however, in Section IV we discuss some ways to counter the correlation in channel capacities across slots. Note that we do not assume any specific channel model, this allows the scheme to work under any fading process users might be experiencing.
Notation: We begin by introducing some notation relevant to this section. For simplicity, the time period of a slot is fixed to a single time unit. Let be a discrete time random process capturing the channel rate process of user . By Assumption 2.1, 's are stationary and ergodic processes. Let be a random variable representing the marginal distribution of . Again by Assumption 2.1, the channel is fast fading, therefore captures the rate distribution seen by user in a typical slot. Let denote the realization of the channel capacity of user for time slot . According to Assumption 2.1, the base station knows the distribution of the in addition to for each user. Also since for now, we assume that the channel capacity distributions are i.i.d. across users, we will sometimes drop the users' index in this section and denote by , a random variable whose distribution is the same as that of the channel capacity of any of the users in the system. Let denote the set of active real-time users at time slot , i.e., if the base station will allow user to compete for the slot . Note that the scheduling discipline will be responsible for deciding which real-time users are 'allowed' to contend for a slot. Also note that for convenience it is possible for an active real-time user in a slot to have no backlogged data. The set of active best-effort users is denoted by . A best-effort user is said to be active only if it has a backlog prior to that slot. The set of active best-effort users is denoted by and define . Under max rate scheduling, the base station receives channel capacity feedback from each user in and chooses the "best" to serve. More formally, the base station chooses to serve user during slot if . We let , where all 's are i.i.d. and , i.e., is the maximum of i.i.d. random variables. Consider a slot where user is competing with other users. Conditioning on user being selected for service, his conditional rate distribution is the same as . This follows easily by symmetry among the contending users. Let us discuss some properties of which will be useful in the proofs given later. are stochastically increasing in , i.e., , . This is usually denoted as , and means that the probability takes a high value increases in .
We shall let denote the total number of real-time users and the total number of best-effort users (see Fig. 1 ). For simplicity we assume that a user initiates only one type of session at a time, with exactly one real-time stream per real-time user, i.e., the number of real-time users is equal to the number of real-time streams.
QoS Definition: The notion of QoS considered in this paper involves ensuring a user sees a desired rate over a frame of length with an outage probability of . More formally, we divide time into equal sized 'frames' of units and our goal is to ensure that for each of these frames where is a random variable denoting the cumulative potential service to user during a frame. For simplicity we restrict to take only integral values with respect to the time unit, i.e., the QoS guarantees are given only over an integral number of time slots.
If the traffic load of user does not exceed over a given frame, and any data experiencing more than a delay of is thrown away (i.e., no longer considered for scheduling), then the above rate guarantee translates to a delay guarantee of the form where is the scheduling delay associated with a typical bit of data designated for user .
To guarantee the required QoS, we will use a stochastic envelope based approach [4] . The idea is to lower bound the actual service by a quantity that satisfies two properties, first so that if meets the QoS guarantee then so will . Second, will be analytically tractable from a resource allocation perspective.
We will first focus on providing the same QoS guarantee to all the real-time users, and later generalize to multiple QoS needs in Section III.
B. Opportunistic Round Robin
Recall that our goal is to find a scheduling scheme and resource allocation strategy that exploits both intra-and interclass opportunism to provide high throughput to all users while meeting real-time users' QoS requirements. Yet, let us first consider scheduling real-time users. A simple way to serve them is to use a frame with slots. In every slot, the users feedback their rate for that slot and the base station opportunistically serves the best user. Once a user has been served in a frame, he does not compete for service until the next frame. This ensures that each active real-time user gets served once every frame. This scheme is similar to that proposed in [10] , however the objective there was not to provide QoS guarantees. One might call this "opportunistic round robin" scheduling. Consider a saturated system, i.e., all users have infinite backlogs. Under conventional round robin a typical user in such a system would see a slot whose rate distribution is the same as , i.e., no opportunistic gain. However, under the opportunistic round robin scheme, a user is equally likely to be served on any one of the slots of the frame. If it is served on the th slot, it would have competed with other users and will see a rate distribution of . This means that the rate distribution in a typical slot will be a mixture, i.e., with probability (w.p.) it will see the distribution of , w.p. a distribution of and so on. We let the random variable have the rate distribution seen by such a user, then w.p. w.p.
w.p.
(
Clearly , so our opportunistic round robin scheme will give improved data rate to users.
In present-day systems, a time slot is of the order of milliseconds (1.67 ms for CDMA-HDR), while video and multimedia traffic require guarantees of around 100 kbps on a time scale of the order of hundreds of milliseconds. So, if the number of real-time users is not large, i.e., frame sizes are tens of milliseconds, there is a "slack" in the QoS requirement that is not exploited by opportunistic round robin which in turn can lead to severe system throughput penalties-our simulations (not presented here) show this. This slack can be used to schedule besteffort users and enhance opportunism. An alternative is to have a larger frame and give multiple slots to users. This brings us to our proposed scheduling scheme.
C. Proposed Scheduling Scheme
In our scheme, the frame is as long as the time period on which the QoS guarantees need to be ensured, i.e., . Each realtime user is assigned "tokens", i.e., each real-time user will be served at most slots within a frame. Note that can at most be equal to . We describe how to determine the value of in the next subsection.
The proposed scheduling scheme combines a policy to decide which users will be active, i.e., the set that contend for a slot, with a mechanism to select the user to serve during that slot. To avoid confusion, we henceforth refer to the latter as "selection criterion" and denote it by a set-valued function . In this section, we use max rate selection criterion among users, i.e., where is a set of users at time slot . Note since rate distributions are i.i.d., i.e., symmetric, this criterion is fair and maximizes system throughput.
We present the proposed scheduling scheme in terms of an algorithm that is implemented every frame. It starts at the first slot of the frame and ends at the last slot of the frame. The time slots within a frame are indexed as , while the number of tokens remaining for user is denoted by . Recall that is the set of active real-time users allowed by the proposed scheduling scheme to compete during slot , in contrast is the set of best-effort users that have data backlogged during slot and .
Algorithm for the Proposed Scheduling Scheme
1) Initialize and to be the set of all admitted real-time users each with tokens allocated to it, i.e., . 2) If , i.e., end of frame is reached, then go to Step 12, else if , i.e., the number of remaining slots in the frame is equal to the total number of remaining tokens, then go to Step 8 else go to the next step.
Phase I
3) Based on the feedback from the users, choose user such that , with ties broken randomly. 4) If is a best-effort user, then serve him and go to Step 7,  else go to the next step. 5) If is a real-time user which is backlogged, then serve him, else if is not empty serve a best-effort user from . The best-effort user can be selected using any criterion, e.g., proportionally fair, max rate, etc. 6) Update , and if , i.e., user has used up its tokens, then update , i.e., remove user from . 7) Increment and define . Go to Step 2.
Phase II
8) Based on the feedback, choose user such that , with ties broken randomly. Note that we are now choosing only among real-time users. 9) If is a backlogged real-time user, then serve him, else if is not an empty set, then serve a best-effort user from . Again, the best-effort user can be selected using any criterion, e.g., proportionally fair, max rate, etc. 10) Update , if , i.e., user has used all of his tokens, then update , i.e., remove user from . 11) Increment , if , then go to the next step, else define and go to Step 8. 12) Proceed to the next frame.
We now give a brief description of the scheme using an example containing a number of best-effort sessions and two realtime users. Each real-time user is assigned three tokens. Fig. 2 shows a frame of size . Whenever a real-time user is given a chance to be served, his token count decreases by 1 and when the token count becomes zero, he is no longer considered for service (Steps 6 and 10).
The scheduling scheme is divided into two phases. During the first phase (Steps 3-7) , both active real-time and best-effort users are allowed to compete for service. In each slot, the user with the maximum rate is identified and served, with ties broken randomly. The first phase continues until the total number of remaining tokens in the system is equal to the number of slots remaining in the frame (Step 2). In our example (Fig. 2) , the first phase lasts until Slot 7. In Slot 3 and 5, real-time User 1 supported the highest data rate and was served, similarly realtime User 2 was served during Slot 6. Best effort users were served in the rest of the slots (the shaded ones). After Slot 7, the above-mentioned condition for the end of first phase is satisfied, so the second phase starts.
During the second phase (Steps 8-11), only the real-time users are allowed to contend for service under the max rate selection criterion. This phase is needed to ensure that every real-time user is served as many times as the number of tokens assigned to it. Note that will be empty by the end of the frame. The second phase slot assignment for the example are shown in Fig. 2 . Slots 8 and 9 are assigned to real-time User 2 and he is no longer allowed to compete. As a result, User 1 gets Slot 10, thus ensuring that both users got served as many times as the number of tokens they were allocated. Note that Fig. 2 is just one of the many realizations that the proposed scheduling scheme could follow (even the starting point of the second phase is not fixed). In fact the number of possible realizations grows combinatorially in both and , making the scheme hard to analyze.
Note that we provision tokens for real-time users based on their QoS requirements, therefore it is possible that a real-time user selected for service may have no data to receive during that slot (note that the definition of an active real-time user allows this). When this is the case, we allow the slot to be used by any active best-effort user (Steps 5 and 9). The best-effort user to be served can be selected on a desirable criterion, e.g., max rate, proportional fairness.
Some comments on the two phases of the proposed scheduling scheme. The first phase allows the exploitation of both inter-and intra-class opportunism and thus takes advantage of the slack in the QoS requirement. The second phase is needed to guarantee quality of service to real-time users, however note that opportunism is still exploited across the remaining realtime users. Together the two phases allow one to maintain high throughput while providing quality of service.
D. Analysis and Resource Allocation
The value of must be decided so that the specified QoS guarantee is met for all real-time users. Let denote the amount of data sent to a real-time user upon consuming its th token, i.e., the th time it gets served. Our goal is to determine the minimum number of tokens such that . This is not easy to compute, even when users have i.i.d. rate distributions.
Note that , i.e., at worst a user contends with no other users and thus sees the marginal channel capacity distribution of a typical slot with no opportunistic gain. Therefore, it is likely that , where 's are i.i.d. and . (Note that because 's are not independent random variables is not a sufficient condition for proving , but the bound will be shown to be true later.) Then perhaps, the simplest bound would be to replace by , and finding the minimum value of that satisfies using, e.g., the Central Limit Theorem. But this bound is very conservative, i.e., will allocate too many tokens, because does not reflect any of the opportunistic gains achieved by the proposed scheduling scheme.
To find a more efficient, yet conservative resource allocation approach, consider a "static division scheduling scheme", where the frame is divided into two parts. During the first part, consisting of slots, the slots are opportunistically allocated among the best-effort users, while the real-time users are opportunistically served during the second part. This is a special case of the original proposed scheduling scheme where only best-effort users are served in Phase I. Let be the same quantity for the static division scheme as is for the proposed scheme. We claim in Theorem 2.2 that , i.e., the static division scheduling scheme under performs relative to our proposed mechanism.
Before proving this claim, we digress to state three properties satisfied by both the proposed and the static division scheduling scheme when max rate selection is used under Assumption 2.1. These properties are used in the proof of Theorem 2.2, its supporting lemmas, and subsequent results.
Property 2.1 (Equal Resource Allocation):
All real-time users are allocated an equal number of tokens.
Property 2.2 (Symmetrical Selection):
In a typical slot, each active real-time user is equally likely to be selected for service by the selection criterion (the selection probability for an active best-effort user can be different).
Property 2.3 (Monotonicity):
The selection criterion is such that for any user and for any value of , where is the random variable denoting the rate seen by user given it is selected for service while competing with other users.
We now introduce some further notation. Let be a random variable representing the number of real-time users in the system when a typical real-time user gets the th token in our proposed scheduling scheme. Let represent the same quantity for the static division scheduling scheme. Note that under the static division scheduling scheme, a real-time user competes only with other real-time users while under the proposed scheduling scheme there might also be competing best-effort users. We now formally state Theorem 2.2, the proof to which is omitted here due to space constraints. (The complete proof can be found in Chapter 3 of [13] .) Theorem 2.2: Consider the proposed and the static division scheduling schemes where all real-time users are allocated an equal number of tokens. Then under Assumption 2.1 and the max rate selection criterion, for a typical real-time user Fig. 3 . Stochastic ordering of the cumulative data received by a typical realtime user in a frame under the proposed scheduling scheme, the static division scheduling scheme, the mixture method and the simplest method. Theorem 2.2 implies that to meet the quality of service constraint, it is sufficient to satisfy . To compute this, let us study the properties of . Note that is the maximum over i.i.d. random variables with the same distribution as . In other words, w.p. . The distribution of is assumed to be known, but it is difficult to calculate the distribution of because of the number of ways our opportunistic scheduling scheme can proceed, (i.e., how users are served,) grows in a combinatorial fashion. Also note that 's are not i.i.d. which makes it difficult to calculate for any given value of . To remedy this, we propose a further stochastic lower bound that still factors the opportunistic gain. Our next claim is that , where 's are i.i.d. and
, where is as defined in (1) in Section II-B. We shall refer to this stochastic lower bound as the 'mixture bound'. The following theorem formally states our claim with the proof given in Appendix I. , where is as defined in (1). Theorem 2.3 bounds the cumulative data received by a typical real-time user in a frame by a sum of i.i.d. random variables where each random variable is a mixture of distributions. If the number of tokens required per user, i.e., , is large enough, the distribution of can be roughly approximated, e.g., using the Central Limit Theorem. An advantage of using the Central Limit Theorem is that one can compute the value of based only on the mean and variance of , which eliminates the need to know the actual distribution of . Of course note that if users' rate distribution change, then so will the number of tokens required by them and the value of will have to be recomputed and allocated to track such changes.
Note that by virtue of the definition of , the above approach factors the opportunistic gains in our scheme. Recall that the simplest bound to compute conservatively would be to ensure . Now as discussed in Section II-B,
, and due to independence among 's, . Hence, one can conclude that , i.e., the simplest method is conservative. Fig. 3 summarizes the overall stochastic ordering for the cumulative data received by a typical real-time user under the proposed scheduling scheme, the static division scheduling scheme, the mixture bound and the simplest bound.
A Simple Numerical Experiment: As mentioned earlier, the simplest bound may allocate too many tokens. For example, we computed the number of required tokens per user using both the simplest bound and the proposed mixture bound for a system where each real-time user required a rate guarantee of 100 kbps over a time scale of 167 ms with an outage of 1%. The number of real-time users was 5 and all users were experiencing Rayleigh fading with a mean signal-to-noise ratio (SNR) of 2. Each slot was of size 1.67 ms (so the frame size was 100 slots) and the mapping from SNR to discrete rates was that used for CDMA-HDR [11] . The simple bound gave a requirement of 20 tokens per user while the mixture bound suggested only 12 tokens were needed. In addition, simulations showed that the exact number of tokens required to meet the guarantee were 11. This suggests that our mixture bound is fairly tight, and thus useful.
We emphasize that under the proposed scheme, unlike the weight based schemes discussed in related work, we were able to develop a concrete resource allocation approach.
III. SCHEDULING AND RESOURCE ALLOCATION FOR ASYMMETRICAL CHANNEL CAPACITY DISTRIBUTIONS
The symmetrical rate distributions case considered above, though unrealistic is a good starting point to solving the more general problem. In this section, we allow users to experience different channel capacity distributions and describe the modifications required to our proposed scheme. We restate our assumption on the users' channel characteristics as follows:
Assumption 3.1: We assume the channel capacity (rate) for each user is a stationary ergodic process and these processes are independent, but not necessarily identically distributed across users. The channel capacity for each user is fast fading, i.e., the channel capacity for each user is independent across slots and remains constant during a slot. Further we assume that the marginal distribution for each user is either known a priori, or estimated by the base station.
Note again that we are not assuming any specific distribution on the channel capacity variation.
The token scheme proposed in Section II achieves multiple goals, it guarantees that the QoS requirements for real-time users are met, while exploiting both intra-and inter-class opportunism to achieve high overall throughput. We want these desirable properties to hold while extending the scheme to the asymmetric case. Our approach of allocating tokens to each real-time user and then scheduling users opportunistically allows us to achieve these goals. However, to efficiently calculate the number of tokens required by a user, one would like the Theorem 2.2 and Theorem 2.3 to also hold under Assumption 3.1. As mentioned earlier, the proofs of these theorems depend on the Properties 2.1, 2.2 and 2.3 holding true.
Let us consider the Equal Resource Allocation property. Under Assumption 3.1, it is likely that different users may require different number of tokens to be guaranteed the same QoS. This can be dealt with by simply over allocating tokens so that all real-time users have the same number of tokens, but this in turn can lead to lesser number of real-time users getting admitted. Better alternatives will be discussed later.
The Symmetrical Selection and Monotonicity properties depend on the selection criterion. It is clear that under Assumption 3.1, it is unlikely that max rate selection criterion will satisfy Property 2.2. An alternative is to randomly select a user (among the active ones), however there would be no opportunistic gains in this case. Our solution is to use maximum quantile scheduling, which will ensure that the two properties are satisfied and yet give good opportunistic gains. Maximum quantile scheduling has been proposed by several researchers under different guises [14] , [12] , [15] , it is briefly introduced in the next subsection.
A. Maximum Quantile Scheduling
We introduce some notation to describe maximum quantile scheduling. The rate distribution function of the th user, i.e., the distribution function of is denoted by and its unique inverse by . For simplicity, we consider to be continuous random variables. The results can be extended to the discrete case [13] .
As mentioned earlier, the idea of the scheme is to schedule a user whose current rate is highest relative to his own distribution, i.e., in the highest quantile. Under maximum quantile scheduling, user is selected for service on time slot when [14] Using the fact that is uniformly distributed on , one can show that each competing user is equally likely to get served on a typical slot, i.e., Symmetrical Selection is satisfied by the scheme.
Next we show that maximum quantile scheduling satisfies Property 2.3, i.e., Monotonicity. Define , where 's are i.i.d. and . Then the rate experienced by user when selected for service on a typical slot by maximum quantile scheduling while competing with other users, has the same distribution as . It is easy to see that for any , i.e., Monotonicity is satisfied.
Note that maximum quantile scheduling requires that users' rate distributions be known at the access point. However, rate distributions can be estimated using the feedback sent by users' on each slot. Let denote the rate seen by user on a typical slot in which it is selected for service under maximum quantile scheduling with perfectly known distributions. Let denote the same quantity for user under maximum quantile scheduling with users' rate distribution being estimated using previous samples of the feedback. Then it is established in [9] that Recall that here denotes the total number of users in the system. The above statement can be simplified to show that if one needs to achieve an average throughput penalty of less than due to rate distribution estimation error, then one needs only samples, i.e., linear with the number of users.
For example, to achieve a penalty less than 5%, samples are needed, which seems reasonable since there are hundreds of slots in a second.
We are now in a position to describe the proposed modification to our scheduling discipline under Assumption 3.1.
B. Proposed Modification
We begin by discussing resource allocation, i.e., evaluating how many tokens should be allocated to each user. In order to do so, we define a new quantity given by w.p. w.p.
As mentioned earlier, it is likely that due to the asymmetric nature of users rate distributions, each real-time user may require a different number of tokens for the same QoS requirement. For each real-time user, calculate (3) where are i.i.d. and , with defined in (2). We shall let now be given by (4) Suppose every real-time user is allocated tokens. Note that we require that, , i.e., the total number of tokens allocated must be less than or equal to the size of frame.
It should be clear by now that the selection criterion is changed to maximum quantile instead of max rate. Thus the selection criterion in the algorithm is now defined as when the are continuous. For the discrete case, we refer the reader to [9] and [12] .
With the two proposed modifications, the three properties stated in the previous section are satisfied. It follows that the claims of Theorem 2.2 and 2.3 hold under Assumption 3.1. This in turn shows that the value of obtained in (3) and (4) will be conservative.
Rather than state the modified versions of Theorem 2.2 and 2.3 under Assumption 3.1, we will state a stronger version that will be useful later in the sequel. Let be any set such that , this can be viewed as any subset of the tokens assigned to a user. Let denote the transmitted data to real-time user when it uses up the th token under the proposed scheduling scheme and let be the same quantity for the static division scheduling scheme. The following are the generalized theorem statements without proofs (which are analogous to those of Theorem 2.2 and 2.3).
Theorem 3.2:
Consider the proposed and the static division scheduling schemes where all real-time are allocated an equal number of tokens. Then under Assumption 3.1 and maximum quantile selection criterion, for any real-time user is given by (2). Grouping of Users: As mentioned earlier, allocating the same number of tokens is based on (3) and (4) is likely to be conservative for heterogeneous users. To improve upon this, we group users with smaller token requirements into single virtual users. We explain this with an example below.
Consider the following scenario, suppose there are 5 real-time users in the system. All users undergo Rayleigh fading, but have different mean SNR. User 1 and 2 have a mean SNR of 3, User 3 has a mean SNR of 2, while User 4 and 5 have a mean SNR of 0.8. The SNR to rate mapping is same as the example discussed in Section II-D, i.e., same as that of CDMA-HDR. All real-time users are to meet a QoS guarantee of 100 kbps over a time scale of 167 ms with an outage probability of 1%. The frame size is thus 100 slots.
If tokens are allocated according to (3) and (4), then each real-time user would be allocated 20 tokens each (see Fig. 4(a) ), and there would be no slots left for Phase I of the proposed scheduling scheme. However, if a given real-time user competes with at most three other real-time users in a slot, then w.p. . In this case, Users 1 and 2 will require 11 tokens each, while User 3 requires 13 tokens and Users 4 and 5 require 22 tokens each. One can then allocate 22 tokens to Users 3, 4, and 5 and combine Users 1 and 2 into a single virtual user having a total of 22 tokens. This is illustrated in Fig. 4(b) , where represents the maximum number of realtime users that are allowed to compete for a slot (note that if no grouping is used, else ). As shown, User 1 uses the first 11 tokens of the virtual user followed by User 2. Then for User 1 and by Theorem 3.2 and 3.3, both would be able to meet their QoS requirement. We simulated such a system with 16 best-effort users and verified our claim to be true. The advantage of grouping is exhibited in this example where instead of 100 tokens, only 88 need to be allocated to real-time users.
There are multiple ways of grouping users together, one can group more than two users. Another possibility is to increase slightly to allow better groupings. Referring back again to our example, suppose User 3 and 4 required 21 tokens each instead of the 22 required (with grouping), then one could have defined as 22, i.e., over allocate by 1 token to User 3 and 4, to allow us to group Users 1 and 2.
Unfortunately finding the optimal grouping is an NP-Hard problem. We introduce some notation to prove our claim. Let denote the collection of all partitions of the set of all realtime users with non-empty sets. Let denote a partition of the set of all real-time users, and be a set in . We denote the tokens required by user when it is competing for service with virtual real-time users for service by . Then the problem of optimal grouping can be written as follows.
Optimal Grouping Problem: Find the number of groups and a partition of all real-time users into that number of groups such that where The following theorem shows that the above-defined problem of optimal grouping is NP-Hard.
Theorem 3.4:
The Optimal grouping problem is NP-Hard. Proof: Consider a fixed , then finding the value of is equivalent to the load balancing problem, which in turn is known to be NP-Hard [16] .
One can however propose simple heuristics to find suboptimal grouping solutions. For example, consider a given , then a user must belong to one of the groups, each corresponding to a single/virtual user. A simple solution would be to order users by their "load"
and starting with the highest , place them in a group that currently has the lowest total load. One can search over different best fit solutions varying values of and find the best solution. For other heuristics, see [16] .
Multiple QoS Guarantees: Let us consider providing different rate guarantees to different users. Here, each user can ask for a specific rate guarantee with his own outage probability . However, the time scale over which the guarantee is given, i.e., the frame length is common to all users. (One can somewhat relax this constraint by giving guarantees over integral multiples of .) Supporting multiple QoS requirements can lead to different users needing different numbers of tokens, which can be solved by grouping real-time users together. Thus extending our scheme to meet multiple QoS criteria efficiently.
C. Call Admission Policy
The call admission policy is quite simple, to admit a call , where now is the number of tokens allocated to each user or a virtual user (if there is grouping).
However, note that in order to check whether a new user can be admitted into the system we have assumed that the capacity distribution of the new user is known a priori, this is unlikely. A practical solution to this problem is to initially use a typical distribution derived from users currently or previously associated with the wireless access point. For example, let be the ensemble average of the distributions for ongoing (or past) users, e.g., .
This distribution represents what a typical user might see, or what a mobile user might see throughout its lifetime in the system. It is also important to note here that call admission is a long term decision, and one may need to save resources for future events like time varying rate distributions. Here, the number of tokens required by a user may vary across frames, this can be due to inaccuracy in estimating the distribution of users (especially for the newly admitted user) and time varying nature of users' rate distributions. Therefore, one needs to reserve a pool of extra slots to handle such variations and allocate tokens from the pool to users that are not able to meet their QoS requirement in a frame. This pool can also be used for incoming handoffs from neighboring cells. Estimating the number of tokens can be investigated as future work.
IV. SIMULATION RESULTS
We simulated the proposed scheme under various scenarios. We begin by considering the performance of the scheme as the number of real-time users and the QoS constraint vary. Next we observe the outage of real-time users with an increasing number of best-effort users. Finally we propose a heuristic to accommodate slow fading channels and observe its performance. Our simulation setup is similar to that of CDMA-HDR, the slot time period was set to 1.67 ms, with SNR to rate mapping borrowed from [11] .
A. Throughput and Opportunism Performance
In the first simulation, we investigate the overall system throughput as the number of real-time users increases. For a reasonable comparison of the throughput performance, in this simulation all users have i.i.d. Rayleigh fading channel capacity distributions with a mean SNR of 2. Each real-time user requires a guarantee of 100 kbps over a time scale of 167 ms (100 slots) with an outage of 1%. The total number of users is fixed at 20, while the number of real-time users increases from 1 to 9. For a given number of real-time users, the number of tokens required by each user was calculated using the mixture bound and the system was simulated by allocating these resources to each real-time user. To put our throughput results in perspective, we theoretically calculated the overall system throughput that would be achieved by the 20 users under max rate scheduling with no QoS constraint. Here, we remind the reader that maximum rate scheduling maximizes overall system throughput that can be achieved. The throughput achieved by our scheme as a percentage relative to this upper theoretical bound is are plotted in Fig. 5 . The first observation is that we are able to achieve more than 90% of throughput with one real-time user. Second, note that while the number of real-time users increases from 1 to 9, the throughput degradation experienced is less than 9%. This indicates that our scheme is quite robust to increases in the number of real-time users in terms of degradation in the overall system throughput.
In our second set of simulations, we studied the tradeoff in the overall system performance as the QoS requirements were relaxed. Here we allowed the users to undergo heterogeneous fading. The setup is the same as the one used in describing grouping in Section III. There are five real-time users all undergoing Rayleigh fading with mean 3, 3, 2, 0.8, and 0.8, along with 16 best-effort users, also experiencing Rayleigh fading with a mean SNR of 2. In our simulations, we grouped the first two real-time users (as discussed in the grouping example). Each real-time user was given a guarantee of 100 kbps with an outage of 1% over varying frame sizes. The number of slots in a frame was varied from 100 slots to 1000 slots in steps of 100 slots.
In the heterogeneous case, comparing the performance of our scheme to max rate scheduling is not reasonable. Therefore, in this simulation we kept track of the average quantile of the user served by our scheme, i.e., , where is the indicator function of the event , which is the event that user gets served under our scheme. Note that opportunistic scheduling tries to serve the user that is currently experiencing a "good" rate. A measure of the goodness of the current rate can be the quantile of the current rate of the user, i.e., [9] . Therefore, the average quantile of the user served under a scheme is a measure of opportunism being exploited by the scheme. To again put our results in perspective we plotted our results as a percentage of the average quantile of the user served under maximum quantile scheduling without any QoS constraint. Note that by definition maximum quantile scheduling will maximize the quantile of the user being served. The results are plotted in Fig. 6 . We note that even for strictest constraint a large part of opportunism, i.e., 84% is exploited, and this grows to almost 90% as the constraint loosens.
B. Outage Versus Number of Best-Effort Users
We now study the outage experienced by a real-time user as the number of best-effort users increases. This is interesting because as the number of best-effort users increase, real-time users are more likely to get served only during the second phase of the proposed scheduling scheme. Since the second phase is less throughput efficient than the first, the outage probability of a real-time user should increase with the number of best-effort users. However, since our bounds are calculated for the worst case scenario, each real-time user should still be able to meet his requirement, this is verified by our simulation results.
The setup was similar to the heterogeneous case in the previous subsection. Each real-time user required a guarantee of 100 kbps over a time scale of 167 ms (100 slots) with an outage of 1%. While the number of real-time users was 5, the number of best-effort users was varied from 5 to 45 in steps of 5. Fig. 7 shows the results in terms of the maximum percentage outage experienced among all the real-time users. Observe that the maximum outage is way below the target outage of 1%. We also note that the outage probability flattens out as the number of best-effort users increase, this is because real-time users are now mostly served in the second phase of the scheme.
C. Outage Performance Under Slow Fading
Our analysis in this paper assumes fast fading channels, this may be optimistic. Our simulations suggested that the proposed scheme does not perform well under slow fading channel conditions. We remedy this by proposing a heuristic.
In a frame some real-time users may be experiencing higher fades than their mean, while other real-time users might be suffering low fades. Then those experiencing high fades will require fewer allocated tokens and vice versa. This immediately suggests the possibility of token borrowing among users, i.e., users undergoing high fade allow other users to borrow some of their slots. If a real-time user satisfies his data requirement before finishing his allocated tokens, his remaining tokens are placed in a virtual pool. Whenever a real-time user finishes his allocated quota of tokens without satisfying his requirement, he can borrow tokens from the virtual pool until his requirement is satisfied or the pool is exhausted.
We simulated the proposed heuristic for correlated channels. The simulation set up is the same as that in Section IV-A where the number of real-time users are increased from 1 to 9. The motivation behind the experiment is that as the number of real-time users increase, it is more likely that the user having the highest current quantile will vary from slot to slot, i.e., the effect of correlations will be reduced and the heuristic is more likely to achieve the target outage probability. This conjecture is vindicated by our simulation results as shown in Fig. 8 . We have plotted the maximum percentage outage experienced across real-time users as the number of real-time users increase for Doppler frequencies 25 Hz and 35 Hz. As can be observed the target outage of 1% is met for eight and four real-time users for Doppler frequencies of 25 Hz and 35 Hz, respectively. Note that when the scheme is unable to meet the QoS criterion, one can suitably modify the size of the pool using history to meet the guarantee.
As a further experiment, we simulated "opportunistic beamforming" proposed in [3] along with the proposed heuristic. Our results (not presented here due to space constraint) show that opportunistic beamforming allows the proposed heuristic to achieve the target outage for fairly strongly correlated channels.
V. CONCLUSION
In this paper, we proposed a scheduling and resource allocation scheme that allows base station to serve a mixture of real-time and best-effort users. The proposed scheme realizes probabilistic QoS guarantees over short time scales to real-time users while exploiting both intra-and inter-class opportunism across users. The effectiveness of the proposed approach is validated by simulation results. The proposed scheme also did away with the conventional approach of providing QoS by tuning relative weights among users. We also developed a simple call admission policy for the proposed scheme. A unique advantage of the proposed approach is that it supports users with arbitrary channel capacity distributions, this makes the scheme amenable to real world scenarios. Finally, we proposed a heuristic for channels with slow fading characteristics.
APPENDIX I PROOF OF THEOREM 2.3
We present a few lemmas before proving the theorem. where is defined to be equal to 0. Summing over all and simplifying, one gets . Lemma 1.2: Consider the static division scheduling scheme with all real-time users being allocated an equal number of tokens and max rate selection criterion. Then under Assumption 2.1, the data received by a typical real-time user when it gets served for the last time, i.e., the th time has the same distribution as , i.e., . Proof: Due to Property 2.1 and 2.2, the probability that a user is the first one to leave the system, i.e., be selected for service times is . If it is the first user to leave the system, then
. Similarly for any value of , the probability that a user gets selected the th time when there are a total of active real-time users in the system is . Then for that real-time user, . Hence, .
Note that for , So combining (11) and (12), if we can show that then we would have proven (9) . Using Bayes' formula we can rewrite the above inequality as
Conditioning again on , we get (13) This is true as a consequence of Lemma 1.3.
