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Abstract—Data acquisition from a multi‐hop large‐
scale outdoor wireless sensor network (WSN) deploy‐
ment  for  environmental monitoring  is  full  of  chal‐
lenges. This is because the severe resource constraints 


















coherent  with  the  random  projection matrix  in  the 
compressed sensing for data acquisition. We validate 
our  approach  and  evaluate  its  performance  using  a 




of magnitude  for  the  entire WSN  observation  field, 
while  drastically  reducing  wireless  communication 
costs at the same time. 
Key words—Compressed sensing, big data acquisi‐




Wireless Sensor Networks  (WSNs),  comprised of  spa‐
tially distributed  sensor nodes,  are being  increasingly 
deployed  for  continuous  monitoring  and  sensing  of 
physical variables of our world [1‐4]. One of the critical 
challenges in large‐scale outdoor WSN deployments is 
energy  consumption,  since  outdoor  sensor  nodes  are 
mainly  operated  by  battery  power. Motivated  by  the 
breakthrough  of  compressed  sensing  (CS)  [5,  6],  CS 
based approaches for WSN data collection have gained 
increasing  attention  from  the  research  communities 
(e.g.,  [7‐14]). However, existing CS methods  for WSNs 
are  facing  the  following major difficulties  in practice: 
First, how  to  effectively and  efficiently  interplay with 
WSN routing so that per‐packet routing path can be ex‐
ploited as a random projection in CS measurement ma‐
trix  to  further  reduce  nodes’  transmissions?  Second, 
how  to design a suitable  representation basis  for  real‐
world signals that has good sparsification and incoher‐









deployments  in  situ  operated  in  real‐world  dynamic 
communication environments hinders any deep under‐
standing  of CS  approaches  for wireless  big  data  and 
their meaningful  comparison.  Therefore,  the  need  of 
practical validation and evaluation of CS approaches in 
real WSNs in situ is also urgent.  
The  objective  of  this work  is  to  address  the  above 
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vironmental multi‐hop WSN  deployment  in  a water‐
shed, operating with TinyOS and an extended Collec‐
tion Tree Protocol (CTP), in comparison with existing CS 
approaches. To  the  best  of  our  knowledge,  this work 









WSN deployment  in  situ. Finally, Section  6  concludes 
the paper. 
2 RELATED WORK 
In the recent years, many research efforts have been pur‐
sued to  incorporate CS  into data collection schemes  in 
WSNs  (e.g.,  [7‐14,  31,  32]).  Traditional  CS  based  ap‐
proaches  such as  [8‐10] do not  exploit  the knowledge 
about WSN  routing  topology  but  rely  on  the  use  of 
dense measurement matrices,  resulting  in  high  trans‐
mission costs and storing a part of measurement matrix 




transmission costs  for data nodes compared  to  the CS 
approaches  based  on  dense measurement matrices,  it 
does not solve the problem of storing a part of the meas‐
urement matrix  at  each  sensor  node,  and  its  perfor‐
mance would also be  largely diminished  in multi‐hop 
WSNs. On the other hand, Quer et al. [7] studied the in‐






formation  with  good  sparsification  and  incoherence
properties remains an open problem” for WSN data ac‐
quisition. The authors of [13] presented some theoretical
analysis  regarding  the nonuniform  random projection
of CS. However, it is not clear if their analysis is applica‐
ble to the situation where the nonuniform random pro‐
jection of CS projection  is  formed  from practical WSN
routing.    Besides,  in  the  approach  of  [13],  each  per‐
packet  routing  path  is  recorded  in  the  data  packet
routed  towards  the sink, which  is neither scalable nor
efficient. For example,  if a node  identifier  is two bytes
(as in tinyOS), then for a WSN of the maximum path of
J hops to the sink it would have to allocate 2(J‐1) bytes 






are  collected  along  the  random walks before  they  are 
sent to the sink using shortest path routing. Therefore, 










however,  requires  analog  communications  for WSNs, 
which  is  in contrast  to  today’s digital communications 
commonly used  in WSN physical  layer,  such  as  IEEE 
802.15.4 communication protocol. Firooz and Roy  [23] 
studied network link delay estimation using CS via ex‐
pander  graphs when  the  routing matrix  is  prederter‐
mined; they demonstrated the fesibility of accurate esti‐
mation with bounded errors. Some other researches [11, 
12] focused on  temporal  correlations  in a  sequence of
samples taken by each sensor node in WSN. Besides, no









than  required by  the Nyquist  rate. Consider  an N‐di‐
mensional discrete sparse signal vector ݔ ∈ Թே, which is 
referred to as ݇‐sparse if ݔ has no more than ݇ ሺ݇ ≪ ܰሻ 
nonzero  items. Mathematically,  the  theory  of  CS  has 
shown that if ݔ is sparse, under certain conditions, then 
it  is possible  to  reconstruct  the  signal vector ݔ	from ܯ 
measurements  ݕ	 ൌ   ሾݕଵ, ݕଶ, … , ݕெሿ்  with  a  quasi‐ran‐




	min௫||ݔ||௣      s. t.    ݕ ൌ ߔݔ, (1) 
where ||ݔ||௣  ሺ݌	 ൌ 	0, 1ሻ denotes ݈௣‐norm  of ݔ . Often,  a 
signal ݔ	is not sparse but can be sparsely represented in 





















written as ݔ ൌ ߖݏ, for some ܰ	 ൈ 	ܰ	matrix ߖ, where ݏ is 
the ܰ	 ൈ 	1  coefficient  vector  in  the ߖ  ‐domain  with 
‖ݏ‖௢ ൌ ݇, the matrix ߖ will be referred to as the represen‐




  minୱ||s||௣      s. t.    ݕ ൌ ߔ෩ݏ.    (2) 
As M  is much  smaller  than N,  this  is an under‐deter‐
mined linear system. The reconstruction of the original 
signal x is given by 
 ݔ ൌ ߖݏ.         (3) 
4 APPROACH 
4.1 Problem Formulation 











edge ݁ሺݑ, ݒሻ, an ordered pair ሺݑ, ݒሻ ∈ ܸ ൈ ܸ,  represents 
the wireless communication link from node u to node v. 





݌ଵ ൌ ሾݑଶ, ݑଵ, ܵሿ, 
݌ଶ ൌ ሾݑସ, ݑଷ, ݑଵ, ܵሿ, 
݌ଷ ൌ ሾݑହ, ݑଷ, ܵሿ. 
Let ߔ denote the routing matrix corresponding to the set 





݌ଵ: ݑଶ → ܵ
݌ଶ: ݑସ → ܵ






ݑଷ ݑସ ݑହ0 0 0
1 1 0
0	 	0 1	 	0 		1
൪           (4) 
A bipartite graph ܤሺܸ, ఃܲ, ܪሻ can be  formed  from a ܩሺܸ, ܧሻ with a bi‐adjacency matrix ߔ,	 where V is the set 




Let ݕ௝௜	 ,  carried  by packet  i, denote  the  aggregated 
compressed  sensor  reading  measurement  at  node ݑ௝௜ 
along  the route ݌௜ towards  the sink. We define  the  fol‐
lowing in‐network compressing operation for each data 
packet i: 
ݕ଴௜ ൌ reading൫ݑ଴௜ ൯,			݆ ൌ 0,       (5) 
ݕ௝௜ ൌ ݕ௝ିଵ௜ ൅ reading൫ݑ௝௜൯, ݆ ൐ 0,                  (6) 
where ݕ௝௜  is  computed  on  the  fly  at  each  intermediate 
node j along the dynamic route towards the sink. In our 
approach, ܯ	ሺܯ ≪ ݊ െ 1ሻ data packets initiated from ܯ 
randomly  selected  source  nodes  of  the WSN  are  col‐
lected in each data collection cycle, which carry M com‐
pressed sensing measurements specified by (5) and (6), 
along  their  respective  routing  paths,  denoted  by ݕ ൌ



























Fig. 1. (a) An illustration of sensor network upward routing topology
for data collection: solid circles (the sink and leaves) are the bound-
ary nodes and dash circles are the intermediate nodes. (b) Bipartite































4.2 Measurement Matrix 
Two  fundamental  components  of CS  are  the  random 
measurement (i.e., projection) matrix and the represen‐
tation basis. We construct the ܯ ൈܰ	ሺܰ ൌ ݊ െ 1ሻ meas‐




collection cycle,  the routing paths  for  those M packets 
are first reconstructed via an adopted routing topology 
reconstruction algorithm (e.g., RTR [18]). If node j is on 
the path of packet  i received at  the sink,  then ߮௜,௝ ൌ 1; 






pose  that ܤሺܸ, ఃܲ, ܪሻ is  a bipartite graph with bi‐adja‐



























deployed  routing protocol does not  induce  any  addi‐
tional random effect on the routing topology.  
As  one  can  see,  interplaying  with WSN  dynamic 






with  routing  is  particularly  feasible  and  suitable  to 
multi‐hop and dynamic WSN deployments in situ. 
4.3 Representation Basis 
There are two main criteria in selecting a good represen‐
tation basis ߖ: (1) its corresponding inverse has to suffi‐
ciently  sparsify  the  signal	ݔ; and  (2)  it has  to be  suffi‐









Guibas  [20]  recently  introduced  a  machine  learning 
framework, referred to as the GDL in this paper, for con‐
structing graph wavelets which is expected to sparsely 












݂ ൌ ∑ ܽ௟బ,௜߶௟బ,௜ ൅ ∑ ∑ ݀௟,௜߰௟,௜௜௟೘ೌೣିଵ௟ୀ௟బ௜ .   
The coefficients ܽ௟,௜ and ݀௟,௜ are called approximation 
and  detail  (i.e.,  wavelet)  coefficients,  respectively.  In 
GDL  [20],  the construction of wavelets  is based on  the 
lifting scheme, as illustrated in Figure 2. 
Starting with an Haar transform (HT) defined in [20], 
and ݈ ൌ ݈௠௔௫ െ 1, ܽ௟೘ೌೣ ൌ ݂ ,  the  lifted wavelets  can  be 



























ሼ ௟ܷ, ௟ܲሽ ൌ ܽݎ݃min௎೗,௉೗ ∑ ݖ ቀ ሚ݀௟
௡ െ ௟ܲ൫ ෤ܽ௟௡ ൅ ௟ܷ ሚ݀௟௡൯ቁ௡ ,   (7) 










































and connected graph ܩሺܸ, ܧሻ with vertex set   ܸ ൌ ሼݑ௜ ∈ܸ|1 ൑ ݅ ൑ ݊ሽ} and edge set ܧ, our GLE algorithm is given 
as follows. 
1. Sort the vertices ሼݑଵ, ݑଶ, ݑଷ,⋯ , ݑ௡ሽ	in the ascend‐
ing order of  their degrees,  so  that ݀௨భ ൑ ݀௨మ ൑݀௨య ൑ ⋯ ൑ ݀௨೙ .Initialize  list ܣ ൌ ሼݑଵሽ ,    list ܤ ൌሼ	ݑଶ, ݑଷ,⋯ , ݑ௡ሽ, and stack ܥ ൌ ሼݑଵሽ. List A keeps 
the  vertices which  have  already  been  visited 
along the walk, while list B keeps the remaining 
ones not traversed yet. The current vertex is de‐






lowing conditions:  (i) ݑ௝ is adjacent  to  the cur‐
rent vertex ݑ௜  ;  and  (ii) ݑ௝  has  a neighborhood 
that  is  the most  similar  to  the  one  of ݑ௜ .  Let Adjሺݑሻ return the all adjacent vertices of the ver‐
tex ݑ . The  similarity  index between vertices ݑ 
and ݒ, denoted as ܬሺݑ, ݒሻ, is defined by [22]: 
ܬሺݑ, ݒሻ ൌ #ሺ஺ௗ௝ሺ௨ሻ∩஺ௗ௝ሺ௩ሻ∪ሼ௨,௩ሽሻ#ሺ஺ௗ௝ሺ௨ሻ∪஺ௗ௝ሺ௩ሻሻ . 
In another word, we are searching for vertex ݑ௝ 
in B, which satisfies: 






Fig. 2. Lifting scheme with Haar transform (HT). ࢇ࢒ and  ࢊ࢒ denotethe vectors of all approximation and detail coefficients of the lifted
Haar wavelet transform, respectively, at level ࢒. ࢁ࢒ and ࡼ࢒ are lin-ear operators. 
 
Fig. 3. An illustration of multiresolution decomposition of 1-dimen-



























in  the  resulting  1‐dimensional  topology  structure  are 
connected in the original graph. 






ered  at  the  sink  for  each  data  collection  cycle  in  the 





as  the  complement graph  (CG)  of  the WSN URTG  in 
building  our  sparse  representation  basis ߖ  based  on 
graph wavelets via deep learning.  
Let P training datasets be collected from the WSN de‐
ployment  for  constructingߖ. A  training dataset  corre‐
sponds to a URTG graph ܩ௜ ൌ ሺܸ, ܧ௜ሻ, ݅ ∈ ሼ1,2, … , Pሽ. The 
union of these P graphs is  
 ܩ௎ ൌ ሺܸ, ܧ௎ሻ,	        (8) 
where  	ܧ௎ ൌ ܧଵ ∪ ܧଶ ∪ …∪ ܧ௉.  The  complement  graph 
CG of ܩ௎ is 
 ܩ஼ீ ൌ ܩ௎തതതത ൌ ሺܸ, ܧ஼ீሻ,	      (9) 
where 	ሺ݅, ݆ሻ ∈ ܧ஼ீ, if	and	only	if	ሺ݅, ݆ሻ ∉ ܧ௎. 
The ܩ஼ீ is the constructed underlying graph from P  
WSN URTGs  from  training  datasets  for  building  our 
sparse representation basis ߖ, whose Laplacian matrix 
ܮ஼ீ will be needed to build the wavelets [20]. For an un‐
directed graph ܩ ൌ ሺܸ, ܧሻ along with a weight function 
ݓ:ܧ → Թା , where Թା  denotes  the  set  of  positive  real 
numbers, the adjacency matrix ܣீ of G is: 
ܣீሺ݅, ݆ሻ ൌ ቄݓሺ݅, ݆ሻ					if	ሺ݅, ݆ሻ ∈ ܧ,0														otherwise.  
The degree matrix ܦீ of a weighted graph ܩ is a di‐
agonal matrix such that 





ܮீ ൌ ܦீ െ ܣீ. 
Let the weight of all the edges be equal to 1, then the 
adjacency matrix ܣ஼ீ of the complement graph ܩ஼ீ is 
ܣ஼ீሺ݅, ݆ሻ ൌ ቄ1									if	ሺ݅, ݆ሻ ∈ ܧ஼ீ,0														otherwise. 
And ܦ஼ீሺ݅, ݅ሻ ൌ ∑ ܣ஼ீሺ݅, ݆ሻ.௝  We  have  the  Laplacian 
matrix of the complement graph of routing as 
ܮ஼ீ ൌ ܦ஼ீ െ ܣ஼ீ, 
which will be used to find the sparse representation ba‐
sis.   
5 VALIDATION IN REAL-WORLD WSN 
DEPLOYMENT 
To rigorously validate the proposed CS approach based 









5.1 WSN Testbed and Dataset 
The multi‐hop WSN  in‐situ used  in our validation has 
been  deployed  in  Pennsylvania  [3],  for  the  need  of 






energy  source  available  for  each node  is provided by 
 






































Our  validation  experiments were  developed  in  Ti‐













Data  collected  in one acquisition  cycle of  the WSN 
testbed, where  each WSN  node  sampled  and  sent  its 
sensor readings once, form a dataset. In our CS valida‐
















5.2 Performance of Representation Basis 
We first evaluate the sparseness of the representation ba‐
sis. As described in Section 3, ݏ is the ܰ	 ൈ 	1 coefficient 
vector in the ߖ ‐domain with ‖ݏ‖௢ ൌ ݇, where ݇ ≪ ܰ. By 
keeping only the largest ݇ components in magnitude in 
ݏ, we can get the approximation ݏᇱ of ݏ, and thus the ap‐
proximation ݔᇱ ൌ ߖݏ′ .  Comparing ݔᇱ  with ݔ  gives  the 
performance of the representation basis ߖ.  
The representation basis in our CS approach is con‐
structed  as  follows:  First,  construct  the  underlying 
graph of WSN based on Equations (8) and (9) with re‐
covered WSN URTGs from path measurements in given 










the  10  humidity  training  datasets.  Similarly,  Figure  6 
shows  an  example  of  the  soil moisture  data  from  48 
nodes and the corresponding transform coefficients for 
the  representation  basis  constructed  by  our  approach 
with the 10 training datasets of soil moisture. As we can 






sification  performance  of  our CS  representation  basis 
with  those adopting Haar wavelet  transformation and 
DCT (Discrete Cosine Transformation), the two popular 








tion  basis  constructed  by  our  method  (GLE+graph 
wavelets via deep learning by GDL) can always lead to 
very small approximation error even when only keeping 




THE STATISTICS OF PER-PACKET ROUTING PATH RECOVERY 


























formations. Our method  also  has  very  stable  perfor‐
mance on both humidity and soil moisture datasets. For 
humidity data, when keeping only  the  largest 3  trans‐
form coefficients in magnitude (out of total 75), the ap‐
proximation error is less than 3.3%, while for soil mois‐






5.3 Signal Recovery Accuracy 
After  collecting  ܯ	ሺܯ ൏ ܰሻ  measurements  ݕ ൌ
ሾݕଵ, ݕଶ,… , ݕெሿ் from the WSN testbed in each cycle, we 
first recover the routing path of each received packet us‐
ing the RTR scheme [18], from which the measurement 
matrix ߔ is reconstructed  for  the sensor dataset  in  this 





For  the  evaluation  of  our  compressed  sensing  ap‐
proach CSR, three existing CS schemes CDG [8], RS‐CS 







Fig. 6. Soil moisture raw signals (top) and the corresponding trans-
form coefficients for our constructed representation basis using the
GLE+GDL algorithm (bottom). 
Fig. 5. Humidity raw signals (top) and the corresponding transform
coefficients for our constructed representation basis using the
GLE+GDL algorithm (bottom). 
Fig. 7. The sparsification error of humidity datasets estimated by us-
ing only the largest k components in magnitude in s. 
Fig. 8. The sparsification error of soil moisture datasets estimated























experiments,  which  was  reconstructed  by  the  RTR 
scheme  [18] running at  the sink. As we can see, many 
nodes were not visited in this cycle, which means their 
data were  not  collected  in CSR, CDC  and RS‐CS  ap‐
proaches jointly with routing. Fewer visited nodes gen‐





Fig. 13. Soil moisture dataset reconstruction errors when M=12, us-
ing LP as the solver. 
Fig. 12. Soil moisture dataset reconstruction errors when M=12, us-
ing SL0 as the solver s. 
Fig. 11. Humidity dataset reconstruction error when M=12, using LP
as the solver. 
Fig. 10. Humidity dataset reconstruction error when M=12, using
SL0 as the solver. 
 
Fig. 9. An example of the routing path (measurement) topology in a






















covery with  the  error  less  than 7.7% on humidity da‐
tasets and  less  than 5.0% on soil moisture datasets  for 





cycle. Our CSR  approach  overcomes  this  problem  by 









approaches,  with  different  numbers  (M)  of  collected 
measurements. As we  can  see,  our CSR  has  excellent 

















Fig. 14. Humidity dataset reconstruction errors with different M, using
SL0 as the solver. 
Fig. 15. Humidity dataset reconstruction errors with different M, us-
ing LP as the solver. 
Fig. 16. Soil moisture dataset reconstruction errors with different M,
using SL0 as the solver. 
Fig. 17. Soil moisture dataset reconstruction error with different M,























This  means  the  drastic  radio  communication  energy 
conservation by CSR, the great advantage of any CS ap‐
proach  successfully  interplaying  with  routing. While 
both CDC and RS‐CS have the same transmission num‐
bers as CSR in our experiments, due to the employment 
of  the  same  routing protocol CTP+EER  in  the  experi‐
ments for CDC and RS‐CS as well, CDC and RS‐CS have 
significantly  larger data packet  size  than  that of CSR. 
This  is  because  CDC  and  RS‐CS  record  the  original 
packet path in the data packet along the route, whereas 
our CSR uses routing topology tomography for path in‐
formation. Consequently, CSR  is not only  scalable  for 
large‐size WSNs and big data acquisition, but also more 
resource efficient than CDC and RS‐CS.  
In  summary,  rigorous validation and  evaluation of 
our CSR approach versus three existing CS approaches 
CDG, CDC and RS‐CS were conducted in a real‐world 
WSN  deployment  in  situ.  The  results  clearly  demon‐









world multi‐hop WSN  in  situ with  very  small  errors, 
when only  16% of data packets  (i.e.,  12  randomly  se‐
lected nodes out of  total 75  sensor nodes  in  the WSN 
testbed) needed to be collected at the sink.  
6 CONCLUTION 
In principle, CS based data acquisition in multi-hop WSN de-
ployments has a great potential to further significantly reduce 
sensor nodes’ transmissions via the interplaying with the net-
work dynamic routing to facilitate wireless big data acquisi-
tion. In practice, however, two critical issues have to be effec-
tively addressed before the potential said above can be real-
ized in any large-scale real-world WSN deployment. The first 
issue is how to effectively obtain the dynamic routing infor-
mation for each received packet at the sink, since simply re-
cording path along the route is neither scalable nor resource-
efficient. The second issue, originally identified by Quer et al. 
[7], is how to design a suitable representation basis for real-
world signals that has good sparsification and incoherence 
with the measurement matrix derived from dynamic WSN 
data packet routing, because it has been found [7] that com-
monly used transformations including DCT and Haar Wavelet 
for constructing representation basis, as well as the Horz-diff 
transformation [7], all suffered from large recovery errors for 
real WSN data.  
Fig. 19. Transmission numbers on different approaches on humidity
dataset. 
Fig. 20. Transmission numbers on different approaches on soil
moisture dataset. 





















In this paper, we attempt to address these critical open 
questions and present a novel CS approach called CSR for 
multi-hop WSN data acquisition based on dynamic routing to-
pology tomography. Our CSR approach has two distinguish-
ing characteristics.  First, CSR introduces the use of WSN 
routing topology tomography into CS approach and thus pro-
vides a practical and elegant solution for large-scale WSN 
data acquisition based on effective interplaying with dynamic 
routing. We show that the adoption of routing matrix as meas-
urement matrix in compressed sensing in recovering k-sparse 
sensor signals in WSN can achieve feasible estimation with 
bounded errors. As shown in our real-world WSN experi-
ments, our CSR approach considerably reduces transmission 
numbers (e.g., 58 transmissions in CSR versus 900 transmis-
sions in CDG, for collecting 12 measurements at the sink), re-
sulting in an order of magnitude less in energy consumption 
compared to CDG, and also significant reduction of transmis-
sion costs compared to CDC and RS-CS, thus extending the 
lifetime of real-world outdoor WSN deployments.  Second, 
CSR provides a systematic method to construct an optimized 
representation basis with both good sparsification and inco-
herence properties for various given classes of signals, and 
therefore drastically reduces WSN data recovery errors by an 
order of magnitude compared to existing CS schemes CDG, 
CDC and RS-CS.  Therefore, the proposed approach is ex-
pected to significantly improve the state of art of CS based 
approaches for WSN data acquisition, and to facilitate the CS 
application in large-scale multi-hop outdoor WSN systems for 
various data gathering.  
Our approach is deployed for a real-world outdoor WSN 
testbed and is rigorously validated and evaluated via the WSN 
deployment in situ operated under highly dynamic communi-
cation environment for environmental monitoring. To the best 
of our knowledge, our work represents the first demonstration 
and performance analysis of CS approaches applied to real-
world WSN deployment in situ jointly with routing for data 
acquisition with actual routing protocol in operation. Our ap-
proach via deep learning seems very effective, as only 10 
training datasets were used in constructing the representation 
basis in our experiments.  
      It is expected that the presented systematic method in our 
CSR approach for constructing an optimized representation 
basis can be in general adopted to any other CS schemes to 
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