Abstract: Weighted Poincaré-type and related inequalities provide upper bounds of the variance of functions. Their application in sensitivity analysis allows for quickly identifying the active inputs. Although the efficiency in prioritizing inputs depends on the upper bounds, the latter can be big, and therefore useless in practice. In this paper, an optimal weighted Poincaré-type inequality and gradient-based expression of the variance (integral equality) are studied for a wide class of probability measures. For a function f : R → R n , we show that
Introduction
Multivariate sensitivity analysis (MSA) ( [18, 23, 22, 9, 38] ), including variance-based sensitivity analysis (VbSA) ( [35, 34, 10, 26] ), is the standard way of assessing the importance of input factors as well as theirs interactions regarding the variability of the model output(s). The sample-based estimations of generalized sensitivity indices (GSIs) from MSA, including Sobol' indices, make use of a lot of model runs and have been largely investigated ( [19, 18, 23, 9, 16, 17, 28, 4, 8, 24, 33, 32, 36, 27] ). Recently, the improved, sample-based estimators ( [18, 19, 16] ) still require a lot of model runs to get accurate values of sensitivity indices for models with important interactions among input factors and/or in the presence of skewed or heavy-tailed distributions of input factors.
In the presence of important interactions among input factors, efficient and low-cost upper bounds of the total and total-interaction sensitivity indices can be useful for quickly screening input factors. So far, the upper bounds of the total and total-interaction sensitivity indices are based on derivative global sensitivity measure (DGSM) ( [25, 37, 14] ), which is computationally more attractive than VbSA or MSA (sample-based methods). The upper bound of the total index (resp. total-interaction index), which is a (known) constant times the DGSM index (resp. cross-derivative index) ( [21, 31, 15, 30] ).
Formally, the upper bounds of sensitivity indices are an application of the Poincaré-type inequalities or the weighted Poincaré-type inequalities ( [30, 1, 29] ). Indeed, these inequalities are used to establish the upper bounds of the total and total-interaction sensitivity indices. Improving (if possible) the constants in Poincaré-type' inequalities in one hand, and the constants and weights in the weighted Poincaré or related inequalities in the other hand is essential to expect obtaining an efficient and low-cost screening measure of input factors by using the upper bounds of sensitivity indices. Recently, the authors in [30] improve the constant in Poincaré' inequalities for some probability measures.
One way of expecting to obtain the best upper bounds of the variance for any probability measure consists in expanding the variance of the functions with multiple outputs as an integral equality involving the derivatives. In this paper, we propose i) a derivative-based expression of the variance (integral equalities) for large class of probability measures having a bounded density, and ii) an optimal weighted Poincaré-type's inequality. An application of this new inequality allows for developing a proxy-measure for MSA, that is, simple formulas that approximate the estimators of generalized sensitivity indices, including Sobol' indices. We use the estimators of the upper bounds of the non-normalized GSIs as the non-normalized proxy-measure for MSA.
The paper is organized as follows: in Section 2, we recall the definitions of Poincaré-type' inequalities using the probability theory and the total differential of a function. In Section 3, we provide our main results. First, we provide a theoretical foundation for the derivative-based expression of a function f : R d → R n , with d ≥ 1 and n ≥ 1. Second, we derive the expression of the variance of f using the gradient and cross-derivatives, the cumulative distribution function (CDF), and the probability density function (PDF). Third, we give a new weighted Poincaré-type's inequality. Section 4 deals with the application of these new results in variance-based uncertainty quantification such as MSA. First, we recall two definitions of generalized sensitivity indices (from MSA) using the sensitivity functionals and the Frobenius norm; and second, we propose the proxy-measure of the total-interaction generalized sensitivity indices (GSIs) and Sobol' indices, and third, we illustrate our approach on test cases. We conclude this work in Section 5.
Global notation
This section defines the symbols that will be used throughout the paper. For integer d ∈ N * and j = 1, . . . , d, we use µ j for a Borel probability measure on Ω j ⊆ R with density dµ j (x j )/dx j = ρ j (x j ) w.r.t. the Lebesgue measure on Ω j ⊆ R, X j for a random variable or factor from µ j , x j for a sample value of X j , and X = {X j , j ∈ {1, . . . , d}} for a random vector. We use ρ j (resp. F j ) for the positive and continuous probability density function (PDF) (resp. the cumulative distribution function: CDF) with j = 1,
for a joint support, a Borel probability measure on Ω ⊆ R d , a joint PDF and joint CDF of X, respectively. We use E and V ar µ for the expectation and variance taking w.r.t. µ(x); D − → and P − → for the convergence in distribution and in probability, respectively. For integer n ∈ N * , f : R d → R n denotes a deterministic function that includes d random variables or input factors X. We use u ⊆ {1, 2, . . . , d} for a non-empty subset of {1, 2, . . . , d}, u = {1, 2, . . . , d}\u for the complement of u w.r.t. {1, 2, . . . , d }, and |u| for its cardinality (i.e., the number of elements in u). For a given u, we use X u = {X j , j ∈ u} for a subset of input factors X and X ∼u = {X j , j ∈ū} for the vector containing all input factors, except X u . We have the following partition: X = (X u , X ∼u ). Obviously, we use Ω u = ⊗ j∈u Ω j ; ρ u (x u ) and F u (x u ) for the PDF and CDF of X u .
For an n × n square matrix Σ = (σ ij , i, j ∈ {1, . . . , n}), the trace (Tr(•)), the Frobenius norm (||•|| F ), and the vectorization (Vec(•)) of Σ are defined as follows:
By notation, the vectorization of Σ is a vector containing the first column of Σ, followed by the second column, and so on.
In what follows, we consider only independent input factors (assumption A1) and Borel measurable and differentiable functions f :
Preliminaries

Poincaré-type' inequalities
In this section, we recall the well-known Poincaré inequalities using the theory of probability, which allow for elementary demonstration of our results.
Let f : R → R be a Borel measurable and differentiable function and ∇f be its gradient, µ be an absolutely continuous probability measure with respect to the Lebesgue measure on its open support Ω. A Borel measure µ on Ω ⊆ R admits the Poincaré inequality ( [1, 30] ) if there exists a finite and positive constant 0 ≤ C(µ) < +∞ such that
with
We use C op (µ) for the best constant value of C(µ), that is, there exists a function f 0 : R → R such that Equation (2.1) becomes equality with C(µ) = C op (µ). Equation (2.1) is an integral inequality, and it gives an upper bound of the variance of f , that is,
where f and ∇f are square integrable functions.
To find the best possible upper-bound of the variance, we can introduce some weight functions in the right-hand term of Equation (2.1), and this leads to what we call the weighted Poincaré-type inequalities. For a Borel measurable weight function w : R → R + , the measure µ admits the weighted Poincaré-type inequality ( [2, 3] ) if there exists a finite and positive constant 0 ≤ C(µ, w) < +∞ such that
We use C op (µ, w) for the best constant value of C(µ, w), that is, there exists a function f 0 such that Equation (2.2) becomes equality. Equation (2.1) is a particular case of Equation (2.2) by choosing w = 1. So far, the choice of w in order to obtain the best constant C op (µ, w) is not obvious, and it can be hard in practice. Although Equations (2.1) and (2.2) are not directly comparable ( [2] ), one motivation behind using the weighted Poincaré inequalities is that one can expect to obtain the lowest upper bound of the variance by properly choosing w. Obviously, the minimum values of the upper bounds of the variance in (2.1) and (2.2) should be used as the best known upper bound.
3)
and is the symbol for the Loewner partial order on matrices, that is, Σ 1 Σ 2 if Σ 2 − Σ 1 is a positive semi-definite matrix.
Total differential of a function
This section recalls the total differential of a function f : R d → R n , as our results make use of that decomposition.
Let X be d input factors and x be a sample value of X. For a Borel measurable and differentiable function f : R d → R n , the usual total differential of f with higher-order terms (i.e., complete total differential of f ) at the sample value x (df (x)) is given by ( [5, 13] ) Equation (2.4) expands the total differential of f as a sum of increasing cross-partial derivatives, which can be treated independently. It shows that the total infinitesimal variation of a function comes from the contribution of all infinitesimal variations of that function with respect to each input and their interactions. One more interesting aspect of this decomposition is that
It means that any high-order cross-partial derivative w.r.t. x u vanishes when a low-order crosspartial derivative w.r.t. x v vanishes.
The integral form of the total differential df is obtained by integrating Equation (2.4), and it gives the total variation of f . If we use u ⊆ {1, . . . , d} for a non-empty subset, x u , y u and z u for three independent values of X u , and x ∼u for a sample value of X ∼u , the total variation of f is given as follows ( [5, 13] ):
Main results
This section aims to provide the decomposition of a function f : R d → R n and its variance (i.e., integral equality) in one hand and a new upper bound of the variance of f in the other hand by making use of derivatives, CDFs and PDFs.
Namely, let f : R d → R n be a Borel measurable function, X be d input factors, x be a sample value of X, and v ⊆ {1, . . . , d} be a non-empty subset (i.e., |v| > 0). We use 
A5: the Borel probability measure µ j (dx j ) is absolutely continuous w.r.t. the Lebesgue measure with a continuous PDF ρ j on its open support Ω j ⊆ R and ρ j (x j ) ∈ R * + for all j ∈ {1, . . . , d}.
ANOVA-type decomposition based on derivatives
This section provides new decompositions of a function f : R d → R n and its variance using gradient and cross-partial derivatives of f , the CDFs and PDFs of input factors. The decomposition of the variance of f is necessary for establishing the new upper bound of the variance of f in Section 3.2.
Now, we are going to give in Theorem 3.1 a new decomposition of a function f :
ρ j ) be the CDF (resp. the PDF) of X j with j ∈ {1, . . . , d}, x be a sample value of X, and u ⊆ {1, . . . , d} be a subset with |u| > 0. If assumptions A1-A5 hold then (i) we have the following decompositions of f
where
(iv) The variance of f is given by
w, w⊆{1, ..., d} w =v |w|>0
Ω×Ωv ×Ωw
Proof. See Appendix A.
Remark 3.1. On assumption (A3).
The derivative-based expressions of f in Theorem 3.1 are still suitable for functions that are continuous but differentiable almost everywhere w.r.t. x v with v ⊆ {1, . . . , d} .
Theorem 3.1 gives a full decomposition of a function f by making use of the gradient and/or cross-partial derivatives of f , CDFs, and PDFs of the input factors. The decomposition in (3.1-3.2) expands the function f as a sum of components h v , v ⊆ {1, . . . , d} that allows for assessing the total-interaction effect of X v (see Section 4). Thus, the component h v in (3.1-3.2) can be directly used to assess either the overall contribution of X j or the overall contribution of interaction between X v , with |v| > 1 and other inputs over the whole outputs. While the decomposition of f in Theorem 3.1 focuses on the total-interaction effect functionals, Theorem 3.2 gives the functional ANOVAtype decomposition of f , which allows for quantifying the single contribution of input factors and interactions.
ρ j ) be the CDF (resp. the PDF) of X j with j ∈ {1, . . . , d}, and x be a sample value of X. If assumptions A1-A5 hold, then the derivative-based functional ANOVA (Db-ANOVA) of f is given as follows.
(i) The decomposition of f is given by
and
(ii) The elements f u (x u ), u ⊆ {1, 2, . . . , d} with |u| > 0 are centered and mutually orthogonal, that is,
and for u 1 , u 2 ⊆ {1, . . . , d} such that
with O a null matrix.
(iii) The decomposition of the variance of f is given by
Proof. See Appendix B.
Theorem 3.1 and Theorem 3.2 give an integral equality between the variance of f and a sum of integral of the square cross-partial derivatives of f . For a function f : R → R n , this decomposition
This simple expression of the decomposition of the variance is also an integral equality.
Integral equality and new weighted Poincaré-tyoe's inequality
First, this section aims to extend the simple form of the integral equality in (3.10) for a specific class of functions defined on R d with d ≥ 1. It establishes an equality relationship between the variance of such functions and the integral of the square derivatives of f . Second, we provide the new weighted Poincaré-tyoe's inequality.
Definition 3.1. Let F denote the class of functions satisfying assumptions A1-A5, that is,
(i) For a given f ∈ F and u ⊆ {1, . . . , d} with |u| > 0, we define the total-effect functional as follows ( [17, 19] ):
(ii) For all u ⊆ {1, . . . , d} with |u| > 0, we define the class of functions T u,d as follows:
From Definition 3.1, we can derive the following properties of f tot u and T u,d . First, the functional
as the second term of f tot u is a function of x ∼u , only. We also have Ω f tot u dµ = 0.
, the class of functions T u,d in (3.12) can also be expressed as follows:
and λ ∈ R we have
and λh 2 ∈ T u,d . Corollary 3.1 gives other properties of h.
Corollary 3.1. Let f ∈ F and h ∈ T u,d denote two functions, X be d input factors, F j (resp. ρ j ) be the CDF (resp. the PDF) of X j with j ∈ {1, . . . , d}, and x be a sample value of X. If assumptions A1-A5 hold, then
is differentiable w.r.t. x u , and we have the following relationships:
15)
(ii) The integral equality is given by
Proof. See Appendix C.
From Corollary 3.1, the class of functions T u,d becomes
(3.18) We can see that the function given by 19) belongs to T u,d , with r :
Based on Corollary 3.1, Theorem 3.3 establishes a new weighted Poincaré-tyoe's inequality.
denote a function, X be d input factors, F j (resp. ρ j ) be the CDF (resp. the PDF) of X j with j ∈ {1, . . . , d}, and x be a sample value of X. If assumptions A1-A5 hold, then (i) we have the following inequality: 20) where is the symbol for the Loewner partial order on matrices, that is,
(ii) The equality holds for the function
where r : R d−|u| → R n is a given function and a j , b j ∈ R n , with j ∈ u.
Proof. See Appendix E. Theorem 3.3 gives an interesting inequality that generalizes the inequality obtained in [11] and used in [15] . Indeed, in the case of a function f : R → R, our inequality (this paper) is reduced to
and to the result obtained in in [11] by using the standard uniform distribution, for which F (x) = x and ρ(x) = 1. It was shown in [15] that the new integral inequality allows for improving the optimal Poincaré inequality associated with the standard uniform distribution.
Application to multivariate sensitivity analysis
Multivariate sensitivity analysis, including variance-based sensitivity, allows for identifying the most important input factors of a function f :
It is based on what we call sensitivity functionals, which aim to measure the single and overall contribution of input factors on the model outputs. While, the first-order functional
is used in MSA to assess the single contribution of X u , we use the total-effect functional (TEF), given by ( [19, 18] 
, to measure the overall contribution of X u , including interactions. The functional f tot u (X) captures all the single contribution of input in X u and all the interactions between each input factor in X u and the other inputs. Likewise, the total-interaction effect functional (TIEF) allows for assessing the single contribution of X u and the interaction between the latter and the other inputs (X ∼u ). It is given as follows ( [20] ):
Such functionals are random vectors, and their components may be correlated. Proposition 4.1 gives some properties of that functionals. 
ii) f (X) depends only on X j if and only if
Proof. The proof is obvious.
Using such functionals, we can define many kinds of generalized sensitivity indices by properly choosing the importance measure. One may use the moment dependent measure such as the variance or the moment independent measure such as the probability density, distribution or a Hilbert-Schmidt information criterion. In what follows, we use the variance as a measure of importance. When we use the variance as a measure of the variability of the model outputs, a definition of the sensitivity indices for the multivariate response models should be based on the variances of the sensitivity functionals.
The first-order covariance matrix of X u is given by
Further, the total-effect covariance matrix of X u is given by
Likewise, the total-interaction covariance matrix of X u is given by
For the single-response models (n = 1), the prioritization of input factors based on the covariance matrices is straightforward, as the covariance matrices are scalars. In the case of the multivariateresponse models, Lamboni [18] proposed to apply matrix norms on the covariance matrices such as Σ u , Σ sup u , Σ tot u in order to prioritize input factors. In this paper, we consider two types of generalized sensitivity indices from [19] . The first-type GSIs is obtained by applying the trace on the covariance matrices. This first-type GSIs is suitable for non-correlated components of the sensitivity functionals. When the components of the sensitivity functionals are correlated, the second-type GSIs allows for capturing such correlations. Both types of GSIs are given in Definition 4.1.
Definition 4.1. Let Σ, Σ u , Σ sup u , and Σ tot u be the covariance matrices of the model outputs, the first-order, the total-interaction effect, and the total-effect functionals respectively.
The classical GSIs ( [22, 23, 9, 18] ) are defined below. The first-order GSI of X u is defined as follows:
Further, the total GSI of X u is given by 8) and the total-interaction GSI of X u is given by
Likewise, the second-type GSIs ( [18] ) are defined as follows: 
.
In the case of single response models (n = 1), both types of GSIs come down to Sobol' indices.
Derivative-based GSIs and proxy-measure for multivariate sensitivity analysis
The sample-based computations of GSIs in Definition 4.1 can required a lot of model runs, which can become intractable in the case of complex models that require a lot of time for one model run.
The upper bounds of the total and total-interaction GSIs can be used for quickly selecting the most important input factors ( [14, 21] ). This section provides the derivative-based expressions of sensitivity functionals and new upper bounds of the GSIs.
The derivative-based expressions of the TIEF in (4.1) is given by ( [20] )
For a single input X j , the TIEF comes down to the TEF.
Likewise, it comes from Theorem 3.2 that the derivative-based first-order sensitivity functional is given by
(4.14)
Upper bounds of the first-order generalized sensitivity indices
By Corollary 3.1, the first-order covariance matrix of X j (i.e., Σ j = V ar µ f fo j (x j ) ) is given by
and by Theorem 3.3, the upper bound of Σ j is given by
The computation of the upper bound of Σ j , that is,
will require the evaluation of the model for only one sample of input values.
Upper bounds of the total and total-interaction generalized sensitivity indices
By Corollary 3.1, the total-interaction covariance matrix (i.e., Σ 17) and by Theorem 3.3, the upper bound of Σ sup u is given by
For a single input X j (u = {j}), the TIEF functional is equal to the TEF, and we deduce the upper bound of Σ
We can see that the upper bound of Σ j (i.e., NUB j ) is equal to the upper bound of Σ tot j , that is, NUB tot j = NUB j . This result is not surprising because the first-order GSI is equal to the total GSI for additive models such as f (X 1 , X 2 ) = X 1 + X 2 .
Estimator of the proxy-measure of generalized sensitivity indices
This section deals with the estimators of the upper bounds of the GSIS, which will be used for computing the proxy-measure of the GSIs.
The upper bound of the non-normalized total-interaction GSI is given by
and we can compute NUB sup u using the following estimator. is given by 
26)
and we have ||NUB (i) The first-type proxy-measure of the total-interaction GSI of X u is given by
where Σ is the classical estimator of the variance of the model outputs, that is, Σ = V ar µ (f ).
If m → +∞ we have
(ii) The second-type proxy-measure of the total-interaction GSI of X u is given by
with UB
when m → ∞.
Proof. Point (i) and Point (ii) are obvious bearing in mind Theorem 4.1 and the Slutsky theorem.
Analytical test case (∀ d and n = 1)
We consider the class of functions defined as follows:
where F j is the CDF of X j (X j ∼ F j ), a j , b j ∈ R with j = 1, 2, . . . , d.
The function f includes d independent input factors following the CDF F j , j = 1, 2, . . . , d.
12
,
The analytical value of the non-normalized total index is given by
and it upper bound is given by (Equation (4.19) )
It comes out that the proxy-measure is exactly the total index for this class of functions. Therefore, the proxy-measure will gives the right ranking of input factors.
Numerical test cases
In this section, we performed numerical tests to assess the effectiveness of our proxy-measure of GSIs. To illustrate our approach, we considered two types of functions as follows: functions with a small number of inputs (d = 3), and functions with a medium number of inputs (d = 6, d = 10). We computed the model derivatives using the finite difference method, and using Sobol's sequence or Quasi-Monte Carlo ( [6] ). For the sample size m = 1000, we replicated the process of computing the proxy-measure of GSIs R = 30 times by changing the seed randomly when sampling input values.
Ishigami's function (d = 3, n = 1)
The Ishigami function includes three independent input factors following a uniform distribution on [−π, π]. It is defined as follows:
The true values of Sobol' indices and the estimated proxy-measures for this function are listed in Table 1 . 
Multivariate Ishigami's function (d = 3, n = 3)
The multivariate Ishigami function includes three independent input factors following a uniform distribution on [−π, π], and it provides three outputs ( [18] ). It is defined as follows: The true values of the GSIs and the estimated proxy-measures for this function are listed in Table  2 .
First-type proxy-measure Second-type proxy-measure 
Block-additive function
The block-additive function includes six independent inputs following a uniform distribution on [−1, 1] ( [31] ). It is defined as follows:
The true values of Sobol' indices and the estimated proxy-measures for this function are listed in Table 3 . 
Multivariate Sobol's function (d = 10, n = 4)
The multivariate Sobol function includes 10 independent input factors following a uniform distribution on [0, 1] ( [18] ). It is defined as follows: Table 4 . indices are all the upper bounds of these indices, and they allow for identifying the important input factors and interaction among these inputs. While the prioritization of input factors using the proxy-measure is similar to the classification based on the GSIs for the block-additive function and the multivariate Sobol function; we note some difference in the case of Ishigami' functions (Tables 1 and 2 ). Indeed, the proxy-measure identifies X 2 as the most important input factor for both Ishigami' functions.
Numerical results and discussion
For the Ishigami function in Table 1 , it appears that our proxy-measure (upper bound) improves the classical upper bound (U u ) from [21, 31] . We obtained the similar results for the block-additive function (Table 3) . For the block-additive function, our proxy-measure values are very close to the total and the total-interaction indices.
The second-type proxy-measure of GSIs, which is equivalent to the first-type ones in the case of single response models (n = 1), provides the same information but with different proxy-measure values in the case of the multivariate response models (n > 1). Although both proxy-measures provide the same information for the functions considered in this paper, the second-type proxymeasure accounts for the correlation among the components of the total-effect and total-interaction functionals, and it should be preferred in practice.
Conclusion
In this paper, we propose a derivative-based (including gradient-based) expression of the variance and an optimal weighted Poincaré-type's inequality for a large class of probability measures. First, we derive the integral equality and inequality of the variance by making use of the gradient and cross-derivatives, the cumulative distribution function, and the probability density function. We also provide functions for which the new weighted Poincaré-type inequality becomes equality. Second, the new weighted Poincaré-type inequality is used to establish a new proxy-measure of the generalized sensitivity indices from multivariate sensitivity analysis, including Sobol' indices. The new proxy-measure of GSIs is an upper bound of the total or total-interaction GSIs, and we have shown that the proxy-measure of GSIs coincides with the GSIs for a specific class of functions. For this specific class of functions, the proxy-measure will give the right ranking of input factors using few model evaluations. Third, we construct unbiased and consistent estimators of two types of the proxy-measure.
The numerical tests confirmed that our proxy-measure of the total and total-interaction GSIs improves the classical upper bound from [14, 21, 31] for the functions considered in this paper. In the next future, it is worth interesting to investigate the proposed proxy-measure in some given directions such as the directions driven by the model gradient.
As the set {r j } is negligible with respect to all probability measures that are absolutely continuous w.r. 
and the first results follows ∀ u ⊆ {1, 2, . . . , d} in general and for u = {1, 2, . . . , d} in particular. 
For Point (ii), Equations (3.3) is obvious knowing that
For Point (iv), using Equation (3.2), we can write
w, w⊆{1, ..., d} |w|>0
{v ⊆ {1, . . . , d} : v ∩w = ∅ and |v| > 0} ≡ {v ⊆ w : |v| > 0}. Therefore, we can write
Points (ii) and Point (iii) are the consequences of the Hoeffding decomposition.
Appendix C: Proof of Corollary 3.1
Without loss of generality, we suppose that 
Thus, the first result of Point (i) holds. The second result of Point (i) is obvious using the first result of Point (i) and the fact that
which is established in Appendix D.
For Point (ii), knowing that h(x) = Ωu
dµ(x ′ u ) and using Theorem 3.1, we can write
and we have the result.
The idea of the proof can be found in [20] . First, it is known that ( [20] (−1) (−1) Appendix E: Proof of Theorem 3.3
Firstly, using Equation (3.17) and knowing that V ar µ (h u ) is a symmetric and positive semi-definite matrix (variance-covariance matrix), we have
Secondly, let consider the matrix
The maxtrix W is also a symmetric and positive semi-definite matrix, as
Likewise, let define a covariance matrix R like
with the functions
Thirdly, we can remark that W = gg T dµ(x)dµ(x ′ ) = ee T dµ(x)dµ(x ′ ), and V ar µ (h) = ge T dµ(x)dµ(x ′ ) = eg T dµ(x)dµ(x ′ ). Therefore R = 2W − 2V ar µ (h), or equivalently R/2 = W − V ar µ (h). The Loewner ordering V ar µ (h) W follows, as W − V ar µ (h) = R/2 is a symmetric and positive semi-definite matrix.
Finally, we have the equality if and only if R is a null matrix, which includes the case where e(x 
