This brief note presents known results about the minimum-time control of a double integrator system from an arbitrary initial state to the state-space origin (minimum-time regulation problem, or special problem). The main purpose of this note is didactical. Results are presented in all details and following a step by step procedure.
Introduction
The theory of minimum-time control of linear systems is for the most part maturely established [6, 115- Among linear systems, the double integrator is widely studied as it constitutes useful model for many dynamic phenomena encountered in engineering and science [7] .
This note collects and presents in all details results that are originally found in many textbooks, including for instance [6, , [1] .
Results are here presented and demonstrated in a step by step fashion, that is deemed particularly useful for students.
System Dynamics
A one-d.o.f. double-integrator system is governed by the following equation
Iÿ(t) = C(t)
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where I ∈ R is the inertia parameter, y(t) ∈ R is the displacement, C(t) ∈ R is the control and C max is the maximum magnitude of the control. Without loosing generality, the equations above can be rewritten in a convenient scaled form. In particular, by transforming the displacement variable to the new variable x(t) ∈ R and the control variable to the new variable u(t) ∈ R as follows
the system of Eq. 1 can be equivalently written as
or, in state-space form, as
where
Solution of the Special Problem
This section reports known results regarding the timeoptimal control of the double integrator between an arbitrary initial state and the state-space origin. This problem can be referred as No-rest to rest control to the origin or as Special Problem.
Theorem 1 (Double Integrator: Solution of the Minimum-time optimal control problem from an arbitrary state to the origin) Assume boundary states
Define
In particular, it is named switching curve the following curve composed of two arcs of semi-parabolas joined at the origin
The optimal solution of the problem is as follows (a) if F 0 = 0 ↔ Σ 0 = 0, the optimal control history is
with
) Furthermore, the optimal trajectory is
which corresponds in the phase-plane to the parabola
where the duration of each "bang" is
and therefore
Moreover, the following inequality yields (which is more restrictive than the inequality implied in Eq. 20)
which immediately yields
It yields, finally,
which enjoys the property
Furthermore, the optimal trajectory is
are the coordinate of the switch point S (see also Fig. 1 ).
The optimal trajectory corresponds in the phase-plane to the union of the following two arcs of parabolas, connected at the switch point S. The first arc of parabola p 1 runs between the initial state and the switch point, and the parabola has equation
The second arc of parabola p 2 runs between the switch point and the final state (origin of the phase-plane) and the parabola has equation
Finally, notably, the time elapsed between any two successive points A and B both on p 1 equates the difference in ordinate (ẋ) between the two points, i.e. (See also Fig.1 )
and analogously for any two successive points C and D both on p 2 ,
Finally the time elapsed between any two successive points B on p 1 and C on p 2 is the sum of the time elapsed between B and the switch point S along p 1 and the time elapsed between S and C along p 2 , i.e.
Notably, since Theorem 1 is valid for an arbitrary initial condition, it gives the feedback optimal control synthesis for regulating to zero a double-integrator system.
Proof of Theorem 1:
The system of Eq. 4 is linear time invariant, normal and has real eigenvalues. General theorems valid for this class of systems, guarantee that the time optimal control sequence exists, is unique, and has at most one control switch [1, th.6-5, p.399-420].
The detailed demonstration of Theorem 1 is found below by exploiting Pontryagin's principle together with geometric analysis.
For a control history and controlled trajectory to be optimal, Pontryagin's principle requires that exists a constant multiplier ρ * ≥ 0 and a costate p (1) Non-triviality of the multipliers: (2) Canonical Equations: x * (t) and p * (t) satisfẏ
with boundary-state conditions as in Eq. 6, and Hamiltonian function given by
The second of Eqs. 34 yields
(3) Minimum Condition: The Hamiltonian has an absolute minimum at u(t) = u * (t) 
Therefore, by considering condition 4, it yields
By taking into account Eqs. 4 and 5, and Eqs. 35, 36 and 38, it yields
and u
(43) Therefore the optimal control is either +1 or −1 with at most one switch because the argument of the sign function in Eq. 43 is linear in the time variable, and therefore crosses zero at most once. Moreover, the condition of optimality in Eq. 40 becomes
By considering an interval of time t ∈ [0, t] during which u * is constant, by integrating in time Eq. 4, it yields
which, by solving the first equation for t and substituting the result into the second equation and by taking into account that u * = 1/u * = ±1, yields the following optimal control path on the phase-plane
Eq. 46 represents a parabola on the phase-plane having x as abscissa-axis coordinate andẋ as ordinateaxis coordinate. The parabola has vertex of coordinates
0 , 0) and axis of symmetry coincident with the abscissa axis (ẋ = 0). When u * = +1, the parabola has positive concavity toward the positive end of the abscissa. When u * = −1, the parabola has negative concavity toward the positive end of the abscissa. In both cases the parabola is run in a clock-wise fashion by the representative point of the system state on the phase plane.
Furthermore, a curve named switching curve on the phase-plane can be defined with Eq. 8. The switching curve is the union of the two semi-parabolas passing through the phase-plane origin and occupying second and fourth quadrant (see Fig. 1 ). Each semi-parabola is an element of one of the two families of parabolas in Eq. 46.
Assume first that F 0 = 0, where F 0 is defined in Eq. 9, i.e. assume that the initial state belongs to the switching curve. In this case, the following controlled state path equation on the phase-plane
with the constant control history u = −sgn(ẋ 0 ), i.e., in other words, the path equation F (x) = 0, satisfies the state equation. In fact, it satisfies Eqs. 45 or the equivalent Eq. 46. Furthermore, Eq. 47 satisfies the boundary conditions in Eq. 6. It satisfies the initial condition because, by hypothesis, F 0 = 0, and the final condition since Eq. 47 becomes an identity when x = 0. Finally, by considering the following initial values for the costate
the zero-value condition for the Hamiltonian in Eq. 44 holds true, as it can be immediately verified by considering the two possible cases of sgn(ẋ 0 ) = ±1. By substituting the values of initial costate variables in Eq. 50 into the argument of the sign in Eq. 43, it remains confirmed that there is no switch of the control during this optimal maneuver. By observing the phase-plane geometry, it is immediate to discern that the optimal state trajectory is an arc of one of the two parabolas belonging to the switching curve. In particular it is the arc between the point (x 0 ,ẋ 0 ) and the origin. Therefore, the optimal control history is as reported in Eq. 11, with T * given by Eqs. 12, which is obtained by substituting the value ofẋ(T * ) from Eq. 6 into the second of Eqs. 45.
Assume now that F 0 = 0. By observing the phase-plane geometry and considering that the control can only be "bang-bang" and there can only be one switch, it is immediate to discern that the optimal state trajectory is the union of two arcs of parabolas. The first arc of parabola goes from the point (x 0 ,ẋ 0 ) to the point S where the switching curve is intersected, the second one, which belongs to the switching curve, goes from the point S to the origin (see Fig. 1 ). If F > 0, i.e. if the initial state is above the switching curve, the first control "bang" is −1, the second one is +1 and the switch point is on the arc of the switching curve in the fourth quadrant of the phase-plane. Viceversa, if F > 0, i.e. if the initial state is below the switching curve, the first control "bang" is +1, the second one is −1 and the switch point is on the arc of the switching curve in the second quadrant of the phase-plane.Therefore, the optimal control history is as reported in Eq. 16. The switch point S has coordinates
as obtained by solving the algebraic system of Eq. 46 and Eq. 8, after substituting x with x s ,ẋ withẋ s , u * with u * 1 from Eq. 16, and sgn(ẋ s ) with −Σ 0 . This latter expression is also used to make explicit the discrimination between +1 and −1 in the equationẋ s = ±Λ 0 , resulting from solving the algebraic system. 
