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Abstract
We analyze the convergence properties of the Wang-Landau algorithm. This sampling
method belongs to the general class of adaptive importance sampling strategies which use
the free energy along a chosen reaction coordinate as a bias. Such algorithms are very
helpful to enhance the sampling properties of Markov Chain Monte Carlo algorithms, when
the dynamics is metastable. We prove the convergence of the Wang-Landau algorithm
and an associated central limit theorem.
1 Introduction
The Wang-Landau algorithm was originally proposed in the physics literature to efficiently
sample the density of states of Ising-type systems [31, 32]. From a computational statistical
point of view, it can be seen as some adaptive importance sampling strategy combined with
a Metropolis algorithm: the instrumental distribution is updated at each iteration of the
algorithm in order to have a sampling of the configuration space as uniform as possible along
a given direction. There are numerous physical and biochemical works using this technique to
overcome sampling problems such as the ones encountered in the computation of macroscopic
properties around critical points and phase transitions. The original paper [32] is cited more
than one thousand times, according to Web of Knowledge. The success of the technique
motivated its use and study in the statistics literature, see [24, 25, 2, 16, 5] for instance for
previous mathematical and numerical studies.
1.1 Free energy biasing techniques
The Wang-Landau algorithm belongs to the class of free energy biasing techniques [20] which
have been introduced in computational statistical physics to efficiently sample thermodynamic
ensembles and to compute free energy differences. These algorithms can be seen as adaptive
importance sampling techniques, the biasing factor being adapted on-the-fly in order to flatten
the target probability measure along a given direction. Let us explain this with more details.
Let π be a multimodal probability measure over a high-dimensional space X ⊆ RD. Clas-
sical algorithms to sample π (such as a Metropolis-Hastings procedure with local proposal
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moves) typically converge very slowly to equilibrium since high probability regions are sepa-
rated by low probability regions. Averages have to be taken over very long trajectories in order
to visit all the modes of the target probability measure π. The idea of free energy biasing tech-
niques is to flatten the target probability along a well-chosen direction through an importance
sampling procedure in order to more easily sample π. More precisely, assume that we are given
a measurable function O defined on X and with values in a low dimensional compact space,
or in a discrete space. This function is sometimes called a reaction coordinate or an order
parameter in the physics literature. Let us introduce O∗π the image of the measure π by O:
for any test function ϕ on the image O(X) of X by O, ∫O(X) ϕ(y)O∗π(dy) = ∫X ϕ(O(x))π(dx).
The free energy biased probability measure π⋆ is defined by the two following properties: (i)
the image O ∗ π⋆ of π⋆ by O is the uniform measure on O(X) and (ii) for each y ∈ O(X),
the conditional distributions of x given O(x) = y under π(dx) and π⋆(dx) coincide i.e. there
exists a measurable function h : O(X)→ R+ such that π⋆(dx) = h(O(x))π(dx).
Let us give two prototypical examples. When O = ξ is a smooth function with values in
a continuous space, for example ξ : X→ T (where T = R/Z is the one-dimensional torus), we
have
π⋆(dx) = (1/ρ) ◦ ξ(x)π(dx) , (1.1)
where the measure ξ ∗ π is assumed to admit the density ρ : T → R+ with respect to the
Lebesgue measure on T. In this case, A(z) = − ln ρ(z) can be interpreted as a free energy [22].
This explains the name “free energy biasing techniques”. When O = I is a function with
values in a discrete finite set (this will be the case considered in this paper), I : X→ {1, . . . , d},
we have
π⋆(dx) =
1
d
d∑
i=1
1I(x)=i
θ⋆(i)
π(dx) , (1.2)
where θ⋆(i) = π ({x ∈ X, I(x) = i}) = I ∗ π(i) for i ∈ {1, . . . , d}.
The bottom line of free energy biasing techniques is that it should be easier to sample π⋆
than to sample π since, by construction, O ∗ π⋆ is the uniform probability measure. Then,
sampling from π could be obtained by importance sampling from π⋆. The fact that π⋆ is
indeed much easier to sample than π actually depends on the choice of O. It is not an easy
task to define and to design in practice a good choice for O and we do not discuss further
these aspects here. This is related to the choice of a “good” reaction coordinate in the physics
literature, which is a very debatable subject. We refer for example to [7] for such an analysis
in the context of free energy biasing techniques used to sample posterior distributions in
Bayesian statistics.
Of course, the difficulty is that in general, O ∗ π is unknown (equivalently ρ in (1.1), or
θ⋆ in (1.2), are unknown) so that it is not possible to sample from π
⋆. The idea is then to
approximate O ∗ π on the fly in order to, in the longtime limit, sample from π⋆. This is the
adaptive feature of these algorithms: the importance sampling factor is computed as time
goes, in order to penalize states (namely level sets of O) which have already been visited. To
approximate π⋆ at a given time, one could either use the occupation measure of the Markov
chain up to the current time (this is typically what is done in practice in the molecular
dynamics community) or one could use an approximation over many Markov chains running
in parallel [20, 29]. Moreover, one could either think of approximating O ∗ π (these are the
so-called Adaptive Biasing Potential (ABP) techniques) or, in the case O is a continuous
order parameter, approximating A′(z) (these are the so-called Adaptive Biasing Force (ABF)
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techniques [8, 15]). This gives rise to many algorithms in the literature (see for instance the
classification and references in [20]), which are more or less efficient and more or less difficult
to analyze mathematically. We refer for example to [8, 15] for ABF techniques using the
occupation measure, to [29, 17] for ABF techniques using many replicas in parallel, to [31]
for ABP approaches using the occupation measure and to [3, 5] for ABP approaches using
many replicas in parallel. Before discussing the efficiency and the mathematical analysis of
these algorithms, let us emphasize that in many applications, computing the measure O ∗ π
(or equivalently the free energy) is actually the main goal [22].
Roughly speaking, from a practical point of view, most ABP approaches (like the Wang-
Landau algorithm) are more involved to use since they typically require to introduce a vanish-
ing adaption mechanism. Indeed, even if one starts with a very good approximation of O∗π,
and thus with a probability measure very close to π⋆, the adaptive mechanism will introduce
a non-zero biasing factor to penalize visited level sets of O, as time goes. One crucial feature
of ABP approaches is thus to penalize less and less (as time goes) the visited states, so that
in the longtime limit, no adaption is performed anymore. The way this adaption mechanism
is performed is made precise below in the Wang-Landau case. We would also like to mention
that some ABP techniques without externally imposed vanishing adaption have been pro-
posed, like the self-healing umbrella sampling [26, 9], but we do not discuss them here. ABF
approaches do not require such a vanishing adaption mechanism since the approximation of
A′(z) is based on conditional measures given the value of O, which are not affected by the
biasing factor (since it only depends on O). However, ABF techniques cannot be used for
discrete order parameters.
In terms of mathematical analysis, approximations based on many replicas in parallel are
typically easier to analyze, since they can be related (in the limit of infinitely many replicas)
to mean field models for which powerful longtime convergence analysis techniques can be
used. We refer for example to [21, 19] for such an analysis for an ABF technique. In [21]
for example, it is shown that the method is efficient if for each y ∈ O(X), the conditional
distribution of x given O(x) = y under π(dx) has good mixing properties (namely large
Logarithmic Sobolev Inequality constants). The convergence analysis and, more importantly,
the study of the efficiency of free energy biased techniques for approximations based on the
occupation measure are much more involved since correlations in time of the Markov process
play a crucial role. The aim of this paper is to propose a convergence analysis for the Wang-
Landau algorithm, which is an ABP approach.
We would like to stress that the convergence results are a necessary first step in the
study of the Wang-Landau algorithm, but are by no means the end of the story. Indeed,
the real practical interest of adaptive techniques are their improved convergence properties.
Although this improvement is obvious to practitioners, it is mathematically more difficult to
formalize. We refer to the companion paper [11] for a study of the efficiency of the algorithm
on a very simple toy model. Further works to mathematically formalize the efficiency of the
Wang-Landau algorithm are required.
1.2 Objectives and main results
In this paper, we consider the Wang-Landau algorithm applied to the case O = I with
I : X→ {1, . . . , d}. It both computes a (penalty) sequence {θn, n > 0} approximating (in the
longtime limit) the probability measure I ∗ π and samples draws {Xn, n > 0} distributed (in
the longtime limit) according to π⋆. The update of the penalty sequence follows a Stochastic
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Approximation algorithm [30, 4] and is of the form
θn+1 = θn + γn+1Hn(Xn+1, θn) .
Different strategies about the field Hn and the adaption schedule {γn, n > 1} have been
proposed in the literature. In the original paper [31], the authors came up with a stochastic
adaption schedule hereafter called flat histogram Wang-Landau. In this procedure, the up-
dating parameter γn remains constant up to the (random) time when the sampling along the
chosen order parameter O is approximately uniform, the “amount of uniformity” being mea-
sured according to the current value of γn. Then γn is lowered and a new updating procedure
of the weights starts with a constant stepsize. Another strategy consists in a deterministic
update of the adaption sequence {γn, n > 1}.
Despite the Wang-Landau algorithm has been successfully applied for many problems of
practical interest, there are many open questions about its longtime behavior and its effi-
ciency. Such a longtime behavior study relies on the convergence of stochastic approximation
algorithms with Markovian inputs [4, 1] combined with the convergence of adaptive Markov
chain Monte Carlo samplers [12]; for both parts, the stability of the sequence {θn, n > 0}
is a fundamental property. Stability here means that the sequence {θn, n > 0} remains in a
compact subset of the probability measures on {1, . . . , d} with support equal to the support
of I ∗ π (as explained in Section 3, this is related to a recurrence property).
The asymptotic behavior of the flat histogram Wang-Landau algorithm, when Hn is such
that in some sense, θn counts the number of visits to the level sets of O, has been considered
in [2, 16]. One crucial step is to show that the time τ to reach the flat histogram criterium
is finite with probability one. In [2], it is proved for a specific field Hn, that τ is finite
almost-surely, the sequence {θn, n > 0} is stable and converges almost-surely. A strong law of
large numbers for the draws {Xn, n > 0} is also established for a wide family of unbounded
functions. In [16], the authors show that the precise form ofHn plays a role on the convergence
of the flat histogram Wang-Landau algorithm (see Section 2.2 for more details).
In this paper, we consider the Wang-Landau algorithm with a deterministic adaption
sequence {γn, n > 1} (see again Section 2.2 for a precise definition of the algorithm). The aim
of this article is to address both the convergence of {θn, n > 0} to I ∗ π and the convergence
of {Xn, n > 0} to π⋆. More precisely, we prove first that the sequence {θn, n > 0} is stable,
which is a crucial point for applications: no ad hoc stabilization techniques (such as truncation
at randomly varying bounds [6]) is required. We also prove the almost-sure convergence of
{θn, n > 0} as well as a Central Limit Theorem. We then prove the ergodicity and a strong
law of large numbers for the draws {Xn, n > 0}.
Concerning the convergence result, we would like to mention the previous work [25] where
some results about the longtime analysis for Wang-Landau with deterministic adaption can
be found. In this paper, the authors combine the Wang-Landau algorithm with a reprojection
technique on a fixed compact subset of probability measures on {1, . . . , d} with support equal
to the support of I ∗ π so that the sequence {θn, n > 0} is stable by definition; then, they
prove the convergence of the sequence whenever the limiting point is in the interior of the
reprojection subset. Therefore, our results extend the work in [25] by precisely analyzing
the stability of the algorithm, by addressing the convergence of {θn, n > 0} under weaker
assumptions and by proving additional asymptotic analysis.
The paper is organized as follows. We describe in Section 2 the algorithm we consider
and compare it to previously proposed Wang-Landau type algorithms. We then study its
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asymptotic behavior in Section 3. We first prove in Section 3.2 a fundamental stability
result. Then we deduce convergence properties relying on previous results on stochastic
approximation with Markovian inputs and on the theory of adaptive Markov chain Monte
Carlo samplers. The proofs of the results presented in Sections 3 are gathered in Section 4.
2 Description of the Wang-Landau algorithm
2.1 Notation and preliminaries
The system that we consider is described by a normalized target probability density π defined
on a Polish space X, endowed with a reference measure λ defined on the Borel σ-algebra X .
Notice that, as for classical Metropolis-Hastings procedure, the practical implementation
of the algorithm only requires to specify π up to a multiplicative constant. In statistical
physics, X typically is the set of all admissible configurations of the system while π is a Gibbs
measure with density π(x) = Z−1β exp(−βU(x)), U being the potential energy function and
β the inverse temperature. In condensed matter physics for instance, actual simulations are
performed on systems composed of N particles in dimension 2 or 3, living in a cubic box with
periodic boundary conditions. In this case, X = (LT)2N or X = (LT)3N , where L is the length
of the sides of the box and T = R/Z is the one-dimensional torus.
Consider now a partition X1, . . . ,Xd of X in d > 2 elements, and define, for any i ∈
{1, . . . , d},
θ⋆(i)
def
=
∫
Xi
π(x)λ(dx) . (2.1)
In the following, Xi will be called the i-th stratum. Each weight θ⋆(i), which is assumed to
be positive, gives the relative likelihood of the stratum Xi ⊂ X. In practice, the partitioning
could be obtained by considering some smooth function ξ : X → [a, b] (called a reaction
coordinate in the physics literature) and defining, for i = 1, . . . , d− 1,
Xi = ξ
−1
(
[αi−1, αi)
)
, (2.2)
and Xd = ξ
−1 ([αd−1, αd]), with a = α0 < α1 < . . . αd = b (possibly, a = −∞ and/or
b = +∞). In the notation of the introduction, the order parameter is thus the discrete
function I : X→ {1, . . . , d} defined by
∀x ∈ X, I(x) = i if and only if x ∈ Xi . (2.3)
As mentioned above, the choice of an appropriate function I is a difficult issue, and is mostly
based on intuition at the time being: practitioners identify some slowly evolving degree of
freedom responsible for the metastable behavior of the system (the fact that trajectories
generated by the numerical method remain trapped for a long time in some region of the
phase space, and only occasionally hop to another region, where they also remain trapped).
There are however ways to quantify the relevance of the choice of the reaction coordinate, see
for instance the discussion in [7].
The above discussion motivates the fact that the weights θ⋆(i) typically span several orders
of magnitude, some sets Xi having very large weights, and other ones being very unlikely
under π. Besides, trajectories bridging two very likely states may need to go through unlikely
regions. To efficiently explore the configuration space, and sample numerous configurations
5
in all the strata Xi, it is therefore a natural idea to resort to importance sampling strategies
and reweight appropriately each subset Xi. A possible way to do so is the following. Let Θ
be the subset of (non-degenerate) probability measures on {1, . . . , d} given by
Θ =
{
θ = (θ(1), . . . , θ(d))
∣∣∣∣∣ 0 < θ(i) < 1 for all i ∈ {1, . . . , d} and
d∑
i=1
θ(i) = 1
}
.
For any θ ∈ Θ, we define the probability density πθ on (X,X ) (endowed with the reference
measure λ) as
πθ(x) =
(
d∑
i=1
θ⋆(i)
θ(i)
)−1 d∑
i=1
π(x)
θ(i)
1Xi
(x) . (2.4)
This measure is such that the weight of the set Xi under πθ is proportional to θ⋆(i)/θ(i). In
particular, all the strata Xi have the same weight under πθ⋆ . Unfortunately, θ⋆ is unknown
and sampling under πθ⋆ is typically unfeasible.
The Wang-Landau algorithm precisely is a way to overcome these difficulties: at each
iteration of the algorithm, a weight vector θn = (θn(1), . . . , θn(d)) is updated based on the
past behavior of the algorithm and a point is drawn from a Markov kernel Pθn with invariant
density πθn . The intuition for the convergence of this algorithm is that if {θn, n > 0} converges
to θ⋆ then the draws are asymptotically distributed according to the density πθ⋆. Conversely,
if the draws are under πθ⋆ , then the update of {θn, n > 0} is chosen such that it converges
to θ⋆. We will derive below sufficient conditions on the sequence {γn, n > 1} of step-sizes
used to update {θn, n > 0} and on the Markov kernels {Pθ, θ ∈ Θ} in order to prove the
convergence of a version of the Wang-Landau algorithm, namely a linearized Wang-Landau
algorithm with a deterministic adaption where the step-size γn is used at the n-th iteration
of the Markov chain.
2.2 The linearized Wang-Landau algorithm with deterministic adaption
We now describe the algorithm we study in this article. Let {γn, n > 1} be a [0, 1)-valued
deterministic sequence. For any θ ∈ Θ, denote by Pθ a Markov transition kernel onto (X,X )
with unique stationary distribution πθ(x)λ(dx); for example, Pθ is one step of a Metropolis-
Hastings algorithm [27, 14] with target probability measure πθ(x)λ(dx).
Consider an initial value X0 ∈ X and an initial set of weights θ0 ∈ Θ (typically, in absence
of any prior information, θ0(i) = 1/d). Define the process {(Xn, θn), n > 0} as follows: given
the current value (Xn, θn),
(1) Draw Xn+1 under the conditional distribution Pθn(Xn, ·);
(2) Set i = I(Xn+1) where I is given by (2.3). The weights are then updated as{
θn+1(i) = θn(i) + γn+1 θn(i) (1− θn(i)) ,
θn+1(k) = θn(k)− γn+1 θn(k) θn(i) for k 6= i. (2.5)
Note that since γn ∈ [0, 1), θn ∈ Θ for any n > 0. As explained in the introduction, the
idea of the updating strategy (2.5) is that the weights of the visited stratas are increased, in
order to penalize already visited states. The update of the probability vector θn can be recast
equivalently into the stochastic approximation framework upon writing
θn+1 = θn + γn+1H(Xn+1, θn) , (2.6)
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where H : X×Θ→ [−1, 1]d is defined componentwise by
Hi(x, θ) = θ(i) (1Xi(x)− θ(I(x))) , (2.7)
with the function I given by (2.3).
The updating strategy (2.5) (or equivalently (2.6)) is a modification of the original Wang-
Landau algorithm obtained by (i) using a deterministic schedule for the evolution of the step-
sizes used to modify the values of the weights (instead of reducing the value of these step-sizes
at random times when the empirical frequencies of the strata are sufficiently uniform: this is
the flat histogram version of the Wang-Landau algorithm mentioned in the introduction) and
(ii) linearizing at first order in γn the update of the weight θn.
Concerning this second point, the standard Wang-Landau update is
θn+1(i) = θn(i)
1 + γn+11Xi(Xn+1)
1 + γn+1θn(I(Xn+1))
. (2.8)
The update (2.5) is obtained from (2.8) in the limit of small γn. For the stability and
the convergence analysis in Section 3, we adopt this linear update. The main advantage is
that it makes the proof of convergence simpler: with the standard Wang-Landau update, an
additional remainder term would have to be considered in Proposition 4.10. Nevertheless,
since γn converges to zero, the stability and convergence results stated in Section 3 could
be proved using similar arguments for the standard Wang-Landau update (see Section 4.2.4
below concerning the stability).
By contrast, we would like to emphasize here that this distinction between the two up-
dating strategies (2.5) and (2.8) does matter when considering the flat histogram criterium
for the vanishing adaption procedure, as proved in [16]. Indeed it is shown in [16] that the
linearized version of the update (2.5) allows to satisfy in finite time the uniformity crite-
rion required in the original Wang-Landau algorithm, whereas this is not guaranteed for the
nonlinear update (2.8).
3 Convergence of the Wang-Landau algorithm
The proof of the convergence of the Wang-Landau algorithm described in Section 2.2 relies on
its reformulation (2.6) as a stochastic approximation procedure. Since the draws {Xn, n > 1}
satisfy for any measurable non-negative function f :
E [f(Xn+1)|Fn] = Pθnf(Xn) , (3.1)
where Fn denotes the σ-field σ(θ0,X0,X1, . . . ,Xn), it is a so-called ”stochastic approximation
procedure with Markovian dynamics” (see e.g. [4]).
The main difficulty, when proving the almost-sure convergence of such algorithms, is the
stability, namely how to ensure that the sequence {θn, n > 0} remains in a compact subset
of Θ. We use a traditional approach to answer this question: we first prove that our algorithm
satisfies a recurrence property i.e. the sequence {θn, n > 0} visits infinitely often a compact
subset of Θ; we then show that there exists a Lyapunov function with respect to the mean-field
function h : Θ→ [−1, 1]d
h(θ) =
∫
X
H(x, θ)πθ(x)λ(dx) =
 d∑
j=1
θ⋆(j)
θ(j)
−1 (θ⋆ − θ) , (3.2)
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with strong enough properties so that the recurrence property implies stability. Different
strategies based on truncations are proposed in the literature to circumvent the stability
problem (see e.g. [18]). The most popular technique is the truncation to a fixed compact
set but this is not a satisfactory solution since the choice of this compact is delicate: a
necessary condition for convergence is that the compact contains the unknown desired limit.
An adaptive truncation has been proposed by [6] (and analyzed for example in [1, 23]) which
avoids the main drawbacks of the deterministic truncation approach. We prove in Section 3.2
that, under conditions on the target density π and the step-size sequence {γn, n > 1}, the
algorithm (2.6) is recurrent, so that such truncation techniques are not required.
In Section 3.3, we address the almost-sure convergence of the weight sequence {θn, n > 0}.
We then obtain in Section 3.4 the convergence in distribution and a strong Law of large
numbers for the samples {Xn, n > 0}. Finally, we obtain a central limit theorem in Section 3.5
for the weight sequence {θn, n > 0}.
3.1 Assumptions on the Metropolis dynamics and on the adaption rate
Our conditions fall into three categories: conditions on the equilibrium measure (see A1),
on the transition kernels {Pθ, θ ∈ Θ} (see A2) and conditions on the step-size sequence
{γn, n > 1} (see A3). It is assumed that
A1 The probability density π with respect to the measure λ is such that 0 < infX π 6
supX π <∞. In addition, inf16i6d θ⋆(i) > 0 where θ⋆ is given by (2.1).
The first part of Assumption A1 is satisfied, for example, for smooth positive densities on
a compact state space X ⊂ RD with the Lebesgue measure as the reference measure λ, or for a
positive probability measure on a discrete finite state space X = {1, . . . ,K} with the uniform
measure as the reference measure. Since infX π is assumed to be positive, the second part of
the assumption is satisfied as soon as inf16i6d λ(Xi) > 0. The minorization condition on π
certainly is the most restrictive assumption: it is introduced in order to prove the recurrence
of the algorithm (2.6). This condition can be removed by adding a stabilization step to (2.6)
(such as a truncation technique at random varying bounds [6, 18]) in order to ensure the
recurrence.
The second assumption is:
A2 For any θ ∈ Θ, Pθ is a Metropolis-Hastings transition kernel with invariant distribution
πθ dλ, where πθ is given by (2.4), and with symmetric proposal kernel q(x, y)λ(dy)
satisfying infX2 q > 0.
The transition probability for a symmetric Metropolis-Hastings dynamics reads
Pθ(x, dy) = q(x, y)αθ(x, y)λ(dy) + δx(dy)
(
1−
∫
X
q(x, z)αθ(x, z)λ(dz)
)
,
with
αθ(x, y) = 1 ∧ πθ(y)q(y, x)
πθ(x)q(x, y)
= 1 ∧ πθ(y)
πθ(x)
,
the last equality being a consequence of the symmetry of q. Assumption A2 is satisfied for
instance when X = Tn (a cubic simulation cell endowed with periodic boundary conditions),
and q(x, y) = q˜(y − x) for a positive and even density q˜ such that infX q˜ > 0.
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The minorization condition on q implies that the transition kernels {Pθ, θ ∈ Θ} are uni-
formly (geometrically) ergodic, as stated in Proposition 3.1 below. This property allows a
simple presentation of the main ingredients for the limiting behavior analysis of the algorithm.
Extensions to a more general case could be done by using the same tools as in [12] (see also [1,
Section 3]) and controlling the dependence upon θ of the ergodic behavior. These technical
steps are out of the scope of this paper.
We prove in Section 4.1 the following result:
Proposition 3.1. Under A1 and A2, there exists ρ ∈ (0, 1) such that for all θ ∈ Θ, for all
x ∈ X and for all A ∈ X , it holds:
Pθ(x,A) > ρ
∫
A
πθ(x)λ(dx) , (3.3)
sup
θ∈Θ
sup
x∈X
‖Pnθ (x, ·) − πθ dλ‖TV 6 2(1− ρ)n, (3.4)
where for a signed measure µ, the total variation norm is defined as
‖µ‖TV = sup
{f : supX |f |61}
|µ(f)| .
We finally introduce conditions on the magnitude of the step-size sequence.
A3 The sequence {γn, n > 1} is a [0, 1)-valued deterministic sequence such that
a) {γn, n > 1} is a non-increasing sequence and limn γn = 0;
b)
∑
n γn =∞;
c)
∑
n γ
2
n <∞.
For ease of exposition, it is assumed in A3 that the sequence is non-increasing and with values
strictly smaller than 1. These hypotheses can be weakened by assuming that they are only
satisfied ultimately: for some constant n0, the sequence {γn, n ≥ n0} is non-increasing and
with values strictly smaller than 1, and γn ≤ 1 for n < n0. Examples of step-size sequence
satisfying assumption A3 are the polynomial schedules γn = γ⋆/n
α with 1/2 < α 6 1.
As already observed in Section 2.2, the condition γn ∈ [0, 1) implies that if θ0 ∈ Θ, then
for any n > 1, θn ∈ Θ. Assumption A3a is introduced for the proof of the recurrence
property. Assumptions A3b-c are standard conditions for the stability and the convergence
of a stochastic approximation scheme since the pioneering work [30].
3.2 Recurrence property of the weight sequence {θn, n > 0}
We state in this section that, almost surely, there exists a compact subset of Θ such that θn
belongs to this compact subset for infinitely many n. For any n ≥ 0, set
θn = min
16j6d
θn(j) . (3.5)
We prove in Section 4.2 the following theorem:
Theorem 3.2. Assume A1, A2 and A3a. Then, P
(
lim sup
n→∞
θn > 0
)
= 1.
The proof is based on the following consideration. The value of the smallest weight
increases when the chain goes into the corresponding stratum (see the updating formula (2.5)).
Under the stated assumptions, we prove that the chain {Xn, n > 0} returns in the strata of
smallest weights often enough for the smallest weight to remain isolated from 0.
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3.3 Convergence of the weight sequence {θn, n > 0}
In this subsection, the almost-sure convergence of the sequence {θn, n > 0} to θ⋆ is addressed.
We prove in Section 4.3 the following convergence result:
Theorem 3.3. Assume A1, A2 and A3. Then, P
(
lim
n→∞
θn = θ⋆
)
= 1.
The proof relies on [1] which provides sufficient conditions for convergence of stochastic
approximation techniques. The first step consists in rewriting the weight update (2.6) as
θn+1 = θn + γn+1h(θn) + γn+1
(
H(Xn+1, θn)− h(θn)
)
, (3.6)
where h is given by (3.2). The heuristic idea is that, if the step-size quickly is sufficiently
small, and the Metropolis dynamics converges sufficiently fast to equilibrium for θ fixed (a
result given by Proposition 3.1), the update of θn is indeed close to an update with the
averaged drift h(θn). However, in order for the updates of the weights to be non-negligible,
the step-sizes should not be too small. The balance between these two opposite effects is
encoded in the conditions A3b-c.
From a technical viewpoint, the proof of the theorem relies on two main tools. The first
one (see Proposition 4.5) is to show that the function V : Θ→ R+ given by
V (θ)
def
=
d∑
i=1
θ⋆(i) log
(
θ⋆(i)
θ(i)
)
(3.7)
is a Lyapunov function with respect to the mean-field h, namely 〈∇V (θ), h(θ)〉 < 0 for θ 6= θ⋆
and 〈∇V (θ⋆), h(θ⋆)〉 = 0 (here, 〈·, ·〉 denotes the scalar product in Rd). This motivates
the fact that {θn, n > 0} may converge to θ⋆. The second important result establishes
that the remainder term γn+1 (H(Xn+1, θn)− h(θn)) in (3.6) vanishes in some sense (see
Proposition 4.10). This step is quite technical and requires regularity-in-θ of the transition
kernels Pθ and the invariant distributions πθ (see Lemmas 4.6 and 4.7). The conclusion then
follows from [1, Theorem 2.3] and Theorem 3.2.
3.4 Ergodicity and Law of large numbers for the samples {Xk, k > 0}
In this subsection, we discuss the asymptotic behavior of the chain {Xk, k > 0}. The main
result is the following (see Section 4.4 for the proof).
Theorem 3.4. Assume A1, A2 and A3. Then, for any bounded measurable function f ,
lim
n→∞
E [f(Xn)] =
∫
X
f(x)πθ⋆(x)λ(dx) , (3.8)
1
n
n∑
k=1
f(Xk)
a.s.−→
∫
X
f(x)πθ⋆(x)λ(dx) . (3.9)
This theorem shows that the distribution of the sample Xn converges to πθ⋆(x)λ(dx),
where, we recall
πθ⋆(x) =
1
d
d∑
i=1
π(x)
θ⋆(i)
1Xi
(x) .
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Moreover, the empirical mean of the samples {f(Xk), k > 0} converges to
∫
f πθ⋆ dλ. Hence,
although the weights θn evolve in the adaptive algorithm, ergodic averages can be thought of
as averages with fixed weights θ⋆.
In many practical cases, averages with respect to π are of interest. In this case, the
Wang-Landau procedure is used as some adaptive importance sampling strategy. In order to
obtain averages according to π along a trajectory of the algorithm, some reweighting has to
be considered. A natural strategy is to use some stratified-type weighted sum of the samples
{Xk, k > 1}:
In(f) def= d
d∑
i=1
θn(i)
(
1
n
n∑
k=1
f(Xk)1Xi(Xk)
)
.
We prove in Section 4.5 the following result:
Theorem 3.5. Assume A1, A2 and A3. Then for any bounded measurable function f ,
lim
n→∞
dE
[
d∑
i=1
θn(i) f(Xn)1Xi(Xn)
]
=
∫
X
f(x)π(x)λ(dx) , (3.10)
In(f) a.s.−→
∫
X
f(x)π(x)λ(dx) . (3.11)
There are of course many other reweighting strategies. We have discussed one possible
choice, but we do not claim that the above estimator is the best one.
3.5 Central limit theorem for the weight sequence
In this section, we state a Central Limit Theorem on the error θn − θ⋆. We show that the
rate of convergence depends upon the step-size sequence {γn, n > 1} and discuss an averaging
strategy in order to reach the optimal rate of convergence. An additional assumption is
required on the sequence {γn, n > 1}:
A4 limn γn
√
n = 0, and one of the following condition holds:
(i) log(γn/γn+1) = o(γn);
(ii) log(γn/γn+1) ∼ γn/γ⋆ with γ⋆ > d/2.
The latter conditions are satisfied for sequences γn = γ⋆/n
α, when α ∈ (1/2, 1) for (i), or
when α = 1 and γ⋆ > d/2 for (ii). Under this additional assumption, the following result
holds (see Section 4.6 for the proof).
Theorem 3.6. Assume that A1, A2, A3 and A4 hold. Then {γ−1/2n (θn − θ⋆) , n > 1} con-
verges in distribution to a centered Gaussian distribution with variance-covariance matrix
σ2U⋆ where σ
2 = d/2 in case A4(i) and σ2 = γ⋆d/(2γ⋆ − d) in case A4(ii),
U⋆
def
=
∫
X
{
Ĥθ⋆(x)Ĥ
T
θ⋆(x)− Pθ⋆Ĥθ⋆(x) Pθ⋆ĤTθ⋆(x)
}
πθ⋆(x)λ(dx) , (3.12)
and
Ĥθ⋆
def
=
∑
n>0
Pnθ⋆ (I − πθ⋆)H(·, θ⋆) =
∑
n>0
Pnθ⋆ (H(·, θ⋆)− h(θ⋆)) .
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Notice that Ĥθ⋆ is the Poisson solution associated to the pair (Pθ⋆ ,H(·, θ⋆)), namely Ĥθ⋆
is a solution to: find g : X→ R such that
g − Pθ⋆g = H(·, θ⋆)−
∫
X
H(x, θ⋆)πθ⋆(x)λ(dx) .
By Proposition 3.1 and the results of [28, Chapter 17], such a function exists and is unique
up to an additive constant.
Theorem 3.6 shows that the rate of convergence depends upon the step-size sequence
{γn, n > 1}: when γn = γ⋆/nα for α ∈ (1/2, 1], the maximal rate of convergence is reached
with α = 1 and the rate is O(n−1/2).
When γn = γ⋆/n, Theorem 3.6 states that {
√
n (θn − θ⋆) , n > 1} converges in distribution
to a centered Gaussian distribution with variance-covariance matrix dU⋆γ
2
⋆/(2γ⋆ − d), which
is minimum for γ⋆ = d (in which case the variance-covariance matrix is d
2U⋆). It is actually
not possible to further reduce the asymptotic variance by introducing a gain matrix Γ in the
algorithm (2.6) which yields the update
θˇn+1 = θˇn + γn+1Γ H(Xn+1, θˇn) .
It is proved in [4, Proposition 4 p.112] that for a large family of gain matrices (so-called
“admissible gains”) a Central Limit Theorem still holds for the sequence of random variables
{√n(θn − θ⋆), n > 0} and the minimal variance-covariance matrix d2U⋆ is indeed reached for
Γ = dγ−1⋆ Id.
From a practical point of view, it is known that stochastic approximation algorithms are
more efficient when the step-size sequence decreases at a slow rate: in the polynomial schedule,
this means that γn = γ⋆/n
α with α close to 1/2. As shown by Theorem 3.6, this yields a
slower rate of convergence. Nevertheless, combining Wang-Landau update with an averaging
technique allows to reach the optimal rate of convergence and the optimal variance-covariance
matrix: by applying [10, Theorem 1.4], it can be proved that {√n ( 1n∑nk=1 θk − θ⋆) , n > 1}
converges in distribution to a centered Gaussian distribution with variance-covariance matrix
d2U⋆. The proof of this claim is along the same lines as the proof of Theorem 3.6 and details
are therefore omitted.
4 Proofs
In the following, we denote by ⌊x⌋ the integer part of x ∈ R namely the integer such that
⌊x⌋ ≤ x < ⌊x⌋+1. We will also use the notation ⌈x⌉ for the integer such that ⌈x⌉−1 < x ≤ ⌈x⌉.
4.1 Proof of Proposition 3.1
We prove (3.3); the second assertion follows by [28, Theorem 16.2.4]. Since q is symmetric,
it holds by definition of the Metropolis kernel that
Pθ(x,A) >
∫
A
q(x, y)
(
1 ∧ πθ(y)
πθ(x)
)
λ(dy) >
infX2 q
supX πθ
∫
A
πθ(y)λ(dy) .
Under A2, infX q > 0. Furthermore, since θ(i) > 0 and θ⋆(i) > 0 for any i ∈ {1, . . . , d},
sup
X
πθ =
(
d∑
k=1
θ⋆(k)
θ(k)
)−1
sup
X
(
d∑
i=1
π
θ(i)
1Xi
)
6 sup
X
d∑
i=1
π
θ(i)
1Xi
θ⋆(i)
θ(i)
6
supX π
min
i∈{1,...,d}
θ⋆(i)
.
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The right-hand side is finite by A1 and does not depend upon θ. Therefore, (3.3) holds with
ρ
def
= (infX2 q) (supX π)
−1 min16i6d θ⋆(i).
4.2 Proof of Theorem 3.2
Define the smallest index of stratum with smallest weight according to θn i.e.
In
def
= min{i : θn(i) = θn} , (4.1)
where θn is given by (3.5). We also introduce the stopping times Tk as the times of return in
the stratum of smallest weight: T0 = 0 and, for k > 1,
Tk = inf{n > Tk−1 : Xn ∈ XIn} ,
with the convention that inf ∅ = ∞. With these notations, Theorem 3.2 is implied by the
following proposition, the proof of which is the goal of this section.
Proposition 4.1. Under A1, A2 and A3a, it holds
P
(
∀k ∈ N, Tk <∞
)
= 1 , (4.2)
P
(
lim sup
k→∞
θTk−1 > 0
)
= 1 , (4.3)
where θn is given by (3.5).
When finite, the stopping times Tk are such that θTk − θTk−1 admits a known increase.
Indeed, by the update rule (2.5),
θTk−1(ITk) =
θTk(ITk)
1 + γTk(1− θTk−1(ITk))
< θTk(ITk)
6 min
j 6=ITk
θTk(j) < min
j 6=ITk
θTk(j)
1− γTkθTk−1(ITk)
= min
j 6=ITk
θTk−1(j) ,
so that
ITk−1 = ITk and θTk = θTk−1(1 + γTk(1− θTk−1)) . (4.4)
In the evolution from θTk−1 to θTk+1−1, the increase provided by the return to the stratum
XITk
at time Tk compensates the decrease of θn generated by the subsequent visits to the
other strata for n ∈ {Tk + 1, . . . , Tk+1 − 1}, provided that Tk+1 − Tk is small enough. This
is indeed possible since the decrease arises from multiplicative factors 1− γnθ(I(Xn)), where
γnθ(I(Xn)) is typically much smaller than the term γTk(1− θTk−1) appearing in (4.4).
4.2.1 Proof of (4.2)
To prove the first assertion, we proceed by induction on k and suppose that P(Tk <∞) = 1.
This assertion is true for k = 0. To check the condition P(Tk+1 < ∞) = 1, we are going
to construct a specific sequence ensuring that Xn returns in the stratum of smallest weight
at some point (see (4.6) below), and show that this sequence has a positive probability of
occurrence (see Lemma 4.2 below).
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For m ∈ N, let θTk+md((1)m) 6 θTk+md((2)m) 6 . . . 6 θTk+md((d)m) denote the increasing
reordering of (θTk+md(i))16i6d (notice that θTk+md((1)m) = θTk+md), and define
im = max{i 6 d : θTk+md((i)m) < θTk+md(1 + γ1)/(1 − γ1)}. (4.5)
The indices (1)m, . . . , (im)m are all the indices of the strata with weights close enough to the
minimal weight. We then consider the sequence obtained by visiting successively the strata
with indices (i)m for i 6 im, in decreasing order. This corresponds to the event
Am =
{
XTk+md+1 ∈ X(im)m ,XTk+md+2 ∈ X(im−1)m , . . . ,XTk+md+im ∈ X(1)m
}
. (4.6)
On Am, the weights are not updated for j > im + 1, so that
θTk+md+im−1((j)m)
θTk+md+im−1((1)m)
=
θTk+md((j)m)
θTk+md((1)m)
>
1 + γ1
1− γ1 >
1 + γTk+md+im(1− θTk+md+im−1((1)m))
1− γTk+md+imθTk+md+im−1((1)m)
,
where we have used successively the definition of im and A3a. The inequality between the
left-most and right-most terms rewrites θTk+md+im((j)m) > θTk+md+im((1)m). Now, for j ∈
{2, . . . , im}, it holds on Am
θTk+md+im((j)m)
θTk+md+im((1)m)
=
θTk+md((j)m)
θTk+md((1)m)
×
1 +
γTk+md+im+1−j
1− γTk+md+im+1−jθTk+md+im−j((j)m)
1 +
γTk+md+im
1− γTk+md+imθTk+md+im−1((1)m)
.
The second factor on the right-hand side is larger than 1 on Am since γTk+md+im 6 γTk+md+im+1−j
by A3a and, using the fact that the stratum X(1)m is not visited until the last step,
θTk+md+im−1((1)m) < θTk+md+im−j((1)m) = θTk+md+im−j((j)m)×
θTk+md((1)m)
θTk+md((j)m)
6 θTk+md+im−j((j)m) .
Therefore, the stratum with smallest weight at iteration Tk + md + im is still (1)m, which
means that ITk+md+im = (1)m on Am and
on Am, Tk+1 6 Tk +md+ im 6 Tk + (m+ 1)d . (4.7)
To deduce that P(Tk+1 <∞) = 1, we use the following lemma (whose proof is postponed to
Section 4.2.3).
Lemma 4.2. Under A1 and A2, there exists a constant p ∈ (0, 1] not depending on k such
that almost-surely
∀m ∈ N, P(Am|FTk+md) > p .
Lemma 4.2 implies that, for m ∈ N,
P
(
Tk+1 > Tk + (m+ 1)d
)
6 P(Ac0 ∩Ac1 ∩ . . . ∩Acm)
= E
(
1{Ac0∩A
c
1∩...∩A
c
m−1}
(
1− P(Am|FTk+md)
))
6 (1− p)P(Ac0 ∩Ac1 ∩ . . . ∩Acm−1) ,
which inductively leads to P(Tk+1 > Tk + (m+ 1)d) 6 (1− p)m+1. The conclusion follows by
taking the limit m→∞ in the latter inequality.
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4.2.2 Proof of (4.3)
The proof of the second assertion relies on the following lemma (proved in Section 4.2.3). For
k > 1, set
Gk def= FTk , Yk def= θTk−1 , (4.8)
where θℓ is defined by (3.5).
Lemma 4.3. Let v : (0, 1] ∋ t 7→ − ln(t) ∈ R+. Assume that A1, A2 and A3a hold. Then,
there exist k ∈ N and y¯ ∈ (0, 1) such that almost-surely,
∀k > k, Yk 6 y¯ ⇒ E(v(Yk+1)|Gk) 6 v(Yk) .
We then define by induction stopping times σm and τm as follows: σ0 = 0, and for m > 1
(with the convention inf ∅ =∞),
τm = inf{k > σm−1 : Yk 6 y¯}, σm = inf{k > τm : Yk > y¯} .
All possible events can then be classified using the following partition of the underlying
probability space:
{∃m > 0 : σm <∞ = τm+1} ∪ {∀m > 1, σm <∞} ∪ {∃m > 1 : τm <∞ = σm} .
On the first two sets, Yk > y¯ infinitely often so that lim supk→∞ Yk > y¯. To deal with
the last set, one remarks that for each m > 1, the process (v(Yk∧σm)− v(Yk∧τm))k>k is a Gk-
supermartingale by Lemma 4.3 and is not smaller than −v(Yτm) > −v(y¯(1−γ1)) by positivity
and monotonicity of v and definition of τm. So this process converges almost surely to a finite
limit Vm as k →∞. As a consequence, on {∃m > 1 : τm <∞ = σm}, (Yk)k converges a.s. to∑
m>1 1{τm<∞=σm}Yτme
−Vm . In conclusion, P(lim supk→∞ Yk > 0) = 1.
4.2.3 Proofs of some technical results
We now provide the proofs of the previously quoted lemmas.
Proof of Lemma 4.2. By A1 and A2, the constant c
def
=
inf
X2 q
supX π
is positive. The main ingredient
of the proof is the following lower-bound: for all i ∈ {1, . . . , d} and x ∈ X,
Pθ(x,Xi) >
∫
Xi
q(x, y)
(
1 ∧ θ(I(x))π(y)
θ(i)π(x)
)
λ(dy) > c θ⋆(i)
(
θ(I(x))
θ(i)
∧ 1
)
. (4.9)
For j ∈ {1, . . . , im − 1}, it holds on {XTk+md+1 ∈ X(im)m , . . . ,XTk+md+j ∈ X(im+1−j)m},
θTk+md+j((im + 1− j)m)
θTk+md+j((im − j)m)
=
θTk+md((im + 1− j)m)
θTk+md((im − j)m)
× 1 + γTk+md+j(1− θTk+md+j−1((im + 1− j)m)
1− γTk+md+jθTk+md+j−1((im + 1− j)m)
.
Both factors on the right-hand side are larger than 1 (the first one by definition of the ordered
indices (i)m), so that, by (4.9),
PθTk+md+j
(
XTk+md+j ,X(im−j)m
)
> c θ⋆((im − j)m) > c θ⋆ ,
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where θ is defined by (3.5). Using successively the strong Markov property of the chain
(Xn, θn)n, a backward induction on n, the definition of im, together with (4.9),
P(Am|FTk+md)
= E
(
1{XTk+md+1∈X(im)m ,...,XTk+md+im−1∈X(2)m}
PθTk+md+im−1(XTk+md+im−1,X(1)m)|FTk+md
)
> c θ⋆E
(
1{XTk+md+1∈X(im)m ,...,XTk+md+im−2∈X(3)m}
PθTk+md+im−2(XTk+md+im−2,X(2)m)
∣∣∣FTk+md)
> (c θ⋆)
im−1 PθTk+md(XTk+md,X(im)m)
> (c θ⋆)
im−1 c
1− γ1
1 + γ1
θ⋆ >
1− γ1
1 + γ1
(c θ⋆)
d .
It then suffices to define
p =
1− γ1
1 + γ1
(c θ⋆)
d (4.10)
in order to conclude the proof.
Proof of Lemma 4.3. Note first that, apart from the case when Xn ∈ XIn , the other situation
ensuring that θn+1 > θn is the case when the chain visits the stratum of smallest weight, but
the weight of this stratum is then increased while the weights of the other ones are decreased,
in such a manner that this stratum no longer remains the one with smallest weight. In
mathematical terms, Xn+1 ∈ XIn and
θn
1− γn+1θn
< min
j 6=In
θn(j) 6
θn(1 + γn+1(1− θn))
1− γn+1θn
,
where the first inequality actually implies that θn+1 > θn and the second one that Xn+1 /∈
XIn+1 .
Define µ(ω) = inf{m > 1 : ω ∈ Am−1}. Then, recalling that Yk def= θTk−1,
Yk+1 > Yk(1 + γTk(1− Yk))
Tk+1−2∏
n=Tk
(1− γn+1θn(I(Xn+1)))
> Yk(1 + γTk(1− Yk))
Tk+µd−2∏
n=Tk
(1− γTkθn(I(Xn+1))), (4.11)
where the first factor comes from the definition of Tk (see (4.4)); the first inequality from
the possibility that for some n ∈ {Tk, . . . , Tk+1 − 2}, Xn+1 ∈ XIn and In+1 6= In; and the
second inequality from A3a and the fact that Tk+1 6 Tk + µd by (4.7). By Lemma 4.2 µ
is smaller than some geometric random variable with parameter bounded from below by the
positive constant p. Therefore, the number of terms smaller than 1 in the product on the
right-hand side of (4.11) is small. If Yk is chosen small enough, then γTk(1 − Yk) is much
larger than γTkYk and if θn(I(Xn+1)) remains of the same order as θTk−1(I(XTk)) = Yk for
n ∈ {Tk, . . . , Tk + µd− 2}, then, in average, Yk+1 will be larger than Yk. Unfortunately, since
for θ ∈ Θ, max16i6d θ(i) > 1d , θTk(i) is large for i in some subset of {1, . . . , d} and we need to
control the probability for (Xn)Tk+16n6Tk+µd−1 to visit the corresponding strata. Under A1,
C
def
= supX πinfX π <∞ and, for all i 6= j ∈ {1, . . . , d} and x ∈ Xi,
Pθ(x,Xj) =
∫
Xj
q(x, y)
(
1 ∧ θ(i)π(y)
θ(j)π(x)
)
λ(dy) 6 C
(
θ(i)
θ(j)
∧ 1
)
. (4.12)
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This ensures that the conditional probability to choose Xn+1 ∈ Xj with large weight θn(j),
given Xn ∈ Xi with low weight θn(i), is small.
To quantify this intuition, define iTk ∈ argmax16i6d−1
θTk((i+ 1)0)
θTk((i)0)
. Since
d−1∏
i=1
θTk((i+ 1)0)
θTk((i)0)
=
maxi θTk(i)
Yk(1 + γTk(1− Yk))
>
1
2dYk
, (4.13)
it holds
θTk((iTk + 1)0)
θTk((iTk )0)
> (2dYk)
−1/(d−1) ,
so that, for all i ∈ {1, . . . , iTk},
θTk((i)0) 6 θTk((iTk )0) =
θTk((iTk )0)
θTk((iTk + 1)0)
× θTk((iTk + 1)0) 6 (2dYk)1/(d−1) .
Hereafter, the set
X(k)
def
= ∪i>iTk+1X(i)0 , (4.14)
plays the role of the union of strata with large weight according to θTk . Define, for m ∈ N,
ρm
def
= 1 ∧
(
(2dYk)
1/(d−1)
(
1 + γTk
1− γTk
)(m+1)d)
, Bm
def
=
⋃
n∈{1,...,d}
{
XTk+md+n ∈ X(k)
}
.
(4.15)
Then,
∀m ∈ N, ∀n 6 (m+ 1)d, maxj6iTk θTk+n((j)0)
mini>iTk+1 θTk+n((i)0)
∧ 1 6 ρm , (4.16)
which implies
∀j ∈ {1, . . . , iTk}, n 6 (m+ 1)d, θTk+n((j)0) 6 ρm . (4.17)
Using (4.11), the definition of µ, then the inequality − ln(x) 6 1x − 1, it follows
E(v(Yk+1)|Gk)− v(Yk) + ln(1 + γTk(1− Yk))
6 −
∑
m∈N
E
ln
Tk+(m+1)d−1∏
n=Tk
(1− γTkθn(I(Xn+1)))

1{Ac0∩...∩A
c
m−1∩Am}
|Gk

6 −
∑
m∈N
E
ln
Tk+(m+1)d−1∏
n=Tk
(1− γTkθn(I(Xn+1)))

1{Ac0∩...∩A
c
m−1}
|Gk

6
∑
m∈N
m∑
l=0
Eml , (4.18)
where the numbers Eml are defined by decomposing the possible events using the partition
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B0, B
c
0 ∩B1, . . . , Bc0 ∩ · · · ∩Bcm−2 ∩Bm−1, Bc0 ∩ · · · ∩Bcm−1:
Eml =

E
((
(1− γTk)−(m+1)d − 1
)
1{Ac0∩...∩A
c
m−1∩B0}
|Gk
)
for l = 0,
E
((
(1− γTk)−(m+1)d − 1
)
1{Ac0∩...∩A
c
m−1∩B
c
0∩...∩B
c
l−1∩Bl}
|Gk
)
for 0 < l < m,
E
((
(1− γTkρm)−(m+1)d − 1
)
1{Ac0∩...∩A
c
m−1∩B
c
0∩...∩B
c
m−1}
|Gk
)
for l = m.
The inequality (4.17) was used for the case l = m.
Let
m
def
=
− ln(4d2Yk)
2d(d− 1) ln
(
1+γTk
1−γTk
)
+ − 1.
Note that m is chosen so that ρm 6 Y
1/2(d−1)
k for 0 6 m 6 m. Besides, we may assume that
k is large enough so that 1− p < (1 − γTk)d, p being defined in Lemma 4.2 (indeed, Tk > k,
and limn→∞ γn = 0 by A3a). Therefore, using Lemma 4.2 for the second inequality,∑
m∈N
Emm 6
∑
m6m
(
(1− γTkY 1/2(d−1)k )−(m+1)d − 1
)
P(Ac0 ∩ . . . ∩Acm−1|Gk)
+
∑
m>m
(1− γTk)−(m+1)dP(Ac0 ∩ . . . ∩Acm−1|Gk)
6
∑
m∈N
((1 − γTkY 1/2(d−1)k )−(m+1)d − 1)(1− p)m +
∑
m>m
(1− γTk)−(m+1)d(1− p)m
=
1− (1− γTkY 1/2(d−1)k )d
p(p+ (1− γTkY 1/2(d−1)k )d − 1)
+
1
p+ (1− γTk)d − 1
(
1− p
(1− γTk)d
)⌊m⌋+1
. (4.19)
The terms Eml for l < m can be dealt with using the following lemma, the proof of which
is postponed to the end of this section.
Lemma 4.4. Let Am, Bm and Gk be given by (4.6), (4.15) and (4.8). For 0 6 l < m, one
has
P(Ac0 ∩ . . . ∩Acm−1 ∩Bc0 ∩ . . . ∩Bcl−1 ∩Bl|Gk) 6 Cdρl(1− p)m−1 .
This lemma ensures that for l < m, Eml 6 Cd((1 − γTk)−(m+1)d − 1)(1 − p)m−1ρl. By
Fubini’s theorem (the terms of the sums below are non-negative) and a reasoning similar to
the one used above to estimate the sum
∑
m∈NEmm, we obtain
1
Cd
∑
m∈N
m−1∑
l=0
Eml 6
∑
l∈N
ρl
∑
m>l+1
((1 − γTk)−(m+1)d − 1)(1 − p)m−1
=
∑
l∈N
ρl
(
(1− γTk)−d((1− γTk)−d(1− p))l
p+ (1− γTk)d − 1
− (1− p)
l
p
)
6Y
1/2(d−1)
k
(
1
(p+ (1− γTk)d − 1)2
− 1
p2
)
+
1
(p+ (1− γTk)d − 1)2
(
1− p
(1− γTk)d
)⌊m⌋+1
.
(4.20)
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Since Tk > k, and limn→∞ γn = 0 by A3a, there exists a deterministic constant k such that for
k > k, (1−γTk)d > 1− p2 and ln(1+γTk(1−Yk)) >
γTk
2 (1−Yk). In view of (4.18)-(4.19)-(4.20),
the definition of m and ln
(
1+γTk
1−γTk
)
6
2γTk
1−γTk
, there exists a finite constant K such that, for
k > k and Yk 6 1/4d
2,
E
(
v(Yk+1)
∣∣Gk)− v(Yk) 6 −γTk
2
(1− Yk)
+K
γTkY 1/2(d−1)k + exp
(1− γTk) ln
(
1−p
1−p/2
)
ln(4d2Yk)
4d(d− 1)γTk
 .
This implies that there exists y¯ ∈ (0, 1/4d2] such that, for all k > k,
Yk 6 y¯ ⇒ E(v(Yk+1)|Gk) 6 v(Yk),
which concludes the proof of Lemma 4.3.
Proof of Lemma 4.4. Let us first consider the case when l > 1. By Lemma 4.2,
P(Ac0 ∩ . . . ∩Acm−1 ∩Bc0 ∩ . . . ∩Bcl−1 ∩Bl|Gk)
6 (1− p)m−1−lE
(
1{Ac0∩...∩A
c
l−1}
1{Bc
l−1}
P(Bl|FTk+ld)
∣∣∣Gk) .
To conclude, it is therefore enough to check that 1{Bc
l−1}
P(Bl|FTk+ld) 6 Cdρl. Now,
1{Bc
l−1}
P(Bl|FTk+ld) 6 1{XTk+ld /∈X(k)}PθTk+ld(XTk+ld,X(k))
+
d−1∑
n=1
P(XTk+ld+1 /∈ X(k), . . . ,XTk+ld+n /∈ X(k),XTk+ld+n+1 ∈ X(k)|FTk+ld)
6
d−1∑
n=0
E(1{XTk+ld+n /∈X(k)}
PθTk+ld+n(XTk+ld+n,X(k))|FTk+ld),
where 1{XTk+ld+n /∈X(k)}
PθTk+ld+n(XTk+ld+n,X(k)) 6 Cρl by (4.12) and (4.16).
For the case l = 0, we use again Lemma 4.2 to obtain
P(Ac0 ∩ . . . ∩Acm−1 ∩B0|Gk) 6 (1− p)m−1P(B0|Gk).
The second factor is still bounded from above by Cdρl since XTk /∈ X(k), which gives the
claimed result.
4.2.4 Adaptation of the stability result to the standard Wang-Landau update
(2.8)
Proposition 4.1 and therefore Theorem 3.2 still hold when the update (2.5) of the weights is
replaced by the standard Wang-Landau update (2.8). Indeed, to adapt the proof of (4.2), it
is enough to
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• modify the definition (4.5) of im into im = max{i 6 d : θTk+md((i)m) 6 θTk+md(1+γ1)}
to guarantee, using the simplified evolution of ratios of weights
θn+1(i)
θn+1(j)
=
θn(i)
θn(j)
× 1 + γn+11Xi(Xn+1)
1 + γn+11Xj(Xn+1)
under the standard Wang-Landau update, that (4.7) still holds.
• replace accordingly the factor 1−γ11+γ1 by 11+γ1 in the definition (4.10) of p in the proof of
Lemma 4.2.
To adapt the proof of (4.3), it is enough to
• replace the factor (1 + γTk(1 − Yk)) by
1+γTk
1+γTkYk
in (4.11) which causes no complica-
tion in the remaining of the proof of Lemma 4.3 since one still has ln
(
1+γTk
1+γTkYk
)
=
ln
(
1 +
γTk (1−Yk)
1+γTkYk
)
>
γTk
2 (1 − Yk) for k large enough. Notice that since for x > 0,
1
1+x > 1− x, one can keep the product in (4.11) unchanged.
• replace (4.13) by
d−1∏
i=1
θTk((i+ 1)0)
θTk((i)0)
=
maxi θTk(i)(1 + γTkYk)
Yk(1 + γTk)
>
1
2dYk
.
4.3 Proof of Theorem 3.3
We start by proving that the function V defined in (3.7) is a Lyapunov function for the
mean-field h given by (3.2).
Proposition 4.5. Under A1,
a) V is non-negative and continuously differentiable on Θ.
b) h is continuous on Θ and given by
h(θ) =
(
d∑
i=1
θ⋆(i)
θ(i)
)−1
(θ⋆ − θ) . (4.21)
c) for any M > 0, {θ ∈ Θ, V (θ) 6 M} is a compact subset of Θ.
d) for any θ ∈ Θ, 〈∇V (θ), h(θ)〉 6 0. In addition, {θ ∈ Θ, 〈∇V (θ), h(θ)〉 = 0} = {θ⋆}.
Proof. (a) It is trivial to check that V is C1 on Θ. By Jensen’s inequality,
V (θ) = −
d∑
i=1
θ⋆(i) log
(
θ(i)
θ⋆(i)
)
> − log
(
d∑
i=1
θ(i)
)
= 0 .
(b) For any i ∈ {1, . . . , d}, we have by (2.7) and (3.2),
hi(θ) =
∫
X
Hi(x, θ)πθ(x)λ(dx) = θ(i)
∫
Xi
πθ(x)λ(dx) − θ(i)
d∑
k=1
θ(k)
∫
Xk
πθ(x) λ(dx) .
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The property (4.21) now follows upon noting that, by definition of πθ (see (2.4)),∫
Xk
πθ(x)λ(dx) =
(
d∑
i=1
θ⋆(i)
θ(i)
)−1
θ⋆(k)
θ(k)
.
(c) Set M ′
def
= M −∑di=1 θ⋆(i) log θ⋆(i). Observe that, by A1, M ′ > M > 0. By definition of
V (see (3.7)),
{V 6 M} =
{
θ ∈ Θ, −
d∑
i=1
θ⋆(i) log θ(i) 6 M
′
}
⊆
d⋂
j=1
{θ ∈ Θ, θ(j) > m} .
with m
def
= exp(−M ′/ infk θ⋆(k)). Therefore, for any M > 0, there exists m > 0 such that
{V 6 M} ⊂
{
θ ∈ Θ, m 6 inf
i
θ(i) 6 sup
i
θ(i) 6 1
}
.
Since V is continuous, {V 6 M} is a compact subset of Θ.
(d) By definition of V and h (see (3.7) and (4.21)), a simple computation shows that
〈∇V (θ), h(θ)〉 = −
(
d∑
i=1
θ⋆(i)
θ(i)
)−1 d∑
i=1
θ⋆(i)
θ(i)
(θ⋆(i)− θ(i))
= −
(
d∑
i=1
θ⋆(i)
θ(i)
)−1 d∑
i=1
(θ⋆(i)− θ(i))2
θ(i)
6 0 ,
where we have used
∑d
i=1(θ⋆(i)− θ(i)) = 0 to obtain the second equality. It is also clear from
the above expression that the scalar product is null if and only if θ = θ⋆.
We now wish to prove that the increment γn+1 (H(Xn+1, θn)− h(θn)) in (3.6) vanishes
in an appropriate sense. To this end, we need some preliminary results and we rewrite the
update of the weights as
θn+1(i)
θn(i)
= 1 + γn+1Yn+1(i) , (4.22)
where Yn+1(i)
def
= 1Xi(Xn+1)−θn(I(Xn+1)) satisfies |Yn+1(i)| 6 1. This key formula says that
the difference θn+1(i)−θn(i) is not simply of order of the step-size γn+1 but of order θn(i)γn+1
which permits to circumvent the explosive behavior of the various estimates obtained in the
next lemmas as min16i6d θ(i) tends to 0.
Lemma 4.6. For any θ, θ′ ∈ Θ,
‖πθdλ− πθ′dλ‖TV 6 2(d− 1)
d∑
i=1
∣∣∣∣1− θ′(i)θ(i)
∣∣∣∣ .
Proof. By definition of πθ (see (2.4)),
πθ(x) =
d∑
i=1
[θ⋆(i)/θ(i)]∑d
j=1[θ⋆(j)/θ(j)]
π(x)
θ⋆(i)
1Xi
(x) .
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Hence,
‖πθdλ− πθ′dλ‖TV 6
∑d
j=1
∑d
i=1 θ⋆(i)θ⋆(j) |1/[θ(i)θ′(j)]− 1/[θ′(i)θ(j)]|∑d
k=1[θ⋆(k)/θ(k)]
∑d
l=1[θ⋆(l)/θ
′(l)]
.
We denote by N(θ, θ′) the numerator of the expression of the right-hand side of the previous
inequality. Then,
N(θ, θ′) =
d∑
j=1
∑
i 6=j
θ⋆(i)θ⋆(j)
|θ′(i)θ(j)− θ(i)θ′(j)|
θ(i)θ′(i)θ(j)θ′(j)
6
d∑
j=1
∑
i 6=j
θ⋆(i)θ⋆(j)
∣∣∣∣ θ(j)− θ′(j)θ(i)θ(j)θ′(j)
∣∣∣∣+ d∑
j=1
∑
i 6=j
θ⋆(i)θ⋆(j)
∣∣∣∣ θ(i)− θ′(i)θ(i)θ′(i)θ(j)
∣∣∣∣ .
For the denominator, we use the lower bound
∀i, j ∈ {1, . . . , d},
d∑
k=1
[θ⋆(k)/θ(k)]
d∑
l=1
[θ⋆(l)/θ
′(l)] >
θ⋆(i)θ⋆(j)
θ(i)θ′(j)
.
Therefore,
‖πθdλ− πθ′dλ‖TV 6 2
d∑
j=1
∑
i 6=j
∣∣∣∣θ(j)− θ′(j)θ(j)
∣∣∣∣ 6 2(d − 1) d∑
j=1
|θ(j)− θ′(j)|
θ(j)
,
which gives the claimed result.
Lemma 4.7. For any θ, θ′ ∈ Θ and any x ∈ X such that πθ(x) 6 πθ′(x),
‖Pθ(x, ·)− Pθ′(x, ·)‖TV 6 2
(
2 sup
i∈{1,...,d}
∣∣∣∣1− θ(i)θ′(i)
∣∣∣∣+ sup
i∈{1,...,d}
∣∣∣∣1− θ′(i)θ(i)
∣∣∣∣
)
.
Proof. For any x ∈ Xj and y ∈ Xk, we have by definition of πθ (see (2.4))
πθ(x)πθ′(y)
πθ(y)πθ′(x)
=
θ(k)
θ(j)
θ′(j)
θ′(k)
,
πθ(x)
πθ′(x)
=
θ′(j)
θ(j)
. (4.23)
Since Pθ is a Metropolis kernel, for any bounded measurable function f ,
|Pθf(x)− Pθ′f(x)| =
∣∣∣∣∫
X
q(x, y) (αθ(x, y)− αθ′(x, y)) (f(y)− f(x))λ(dy)
∣∣∣∣ ,
6 2 sup
X
|f | sup
X2
|αθ − αθ′ | ,
with αθ(x, y) = 1 ∧ (πθ(y)/πθ(x)). Let us distinguish all the cases:
• πθ(y) 6 πθ(x) and πθ′(y) 6 πθ′(x). Then,
|αθ(x, y)− αθ′(x, y)| =
∣∣∣∣πθ(y)πθ(x) − πθ′(y)πθ′(x)
∣∣∣∣ 6 |πθ(y)− πθ′(y)|πθ(x) + |πθ(x)− πθ′(x)|πθ(x)
6
|πθ(y)− πθ′(y)|
πθ(y)
+
|πθ(x)− πθ′(x)|
πθ(x)
6 2 sup
X
∣∣∣∣1− πθ′πθ
∣∣∣∣ = 2 sup
i∈{1,...,d}
∣∣∣∣1− θ(i)θ′(i)
∣∣∣∣ ,
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where we used (4.23) in the last equality.
• πθ(y) 6 πθ(x) and πθ′(x) 6 πθ′(y). Since πθ(x) 6 πθ′(x) 6 πθ′(y), it holds
|αθ(x, y)− αθ′(x, y)| = 1− πθ(y)
πθ(x)
6 1− πθ(y)
πθ′(y)
6 sup
X
∣∣∣∣1− πθπθ′
∣∣∣∣ = sup
i∈{1,...,d}
∣∣∣∣1− θ′(i)θ(i)
∣∣∣∣ .
• πθ(x) 6 πθ(y) and πθ′(x) 6 πθ′(y). Then, |αθ(x, y)− αθ′(x, y)| = 0.
• πθ(x) 6 πθ(y) and πθ′(y) 6 πθ′(x). Then, using again (4.23),
|αθ(x, y) − αθ′(x, y)| = 1− πθ
′(y)
πθ′(x)
6 1− πθ′(y)
πθ′(x)
πθ(x)
πθ(y)
=
πθ′(x)− πθ(x)
πθ′(x)
+
πθ(x)
πθ′(x)
πθ(y)− πθ′(y)
πθ(y)
6 sup
i∈{1,...,d}
∣∣∣∣1− θ′(i)θ(i)
∣∣∣∣+ sup
i∈{1,...,d}
∣∣∣∣1− θ(i)θ′(i)
∣∣∣∣ .
This concludes the proof.
As a corollary of Lemmas 4.6 and 4.7, we obtain the following result.
Corollary 4.8. Under A3a and A3c,
‖πθndλ− πθn+1dλ‖TV 6 2d(d− 1) γn+1,∀n > 0 (4.24)
and for any N > 0
sup
x∈X
‖Pθn(x, ·) − Pθn+1(x, ·)‖TV 6 4
(
1 +
1
1− supn>N γn+1
)
γn+1, ∀n > N .
Proof. The inequality (4.24) immediately follows from Lemma 4.6, (4.22) and the upper bound
|Yn+1(i)| 6 1. In addition, by Lemma 4.7,
‖Pθn+1(x, ·)− Pθn(x, ·)‖TV 6 4
(
sup
i
∣∣∣∣1− θn+1(i)θn(i)
∣∣∣∣+ sup
i
∣∣∣∣1− θn(i)θn+1(i)
∣∣∣∣)
6 4γn+1
(
sup
i
|Yn+1(i)|+ sup
i
|Yn+1(i)|
|1 + γn+1Yn+1(i)|
)
.
The proof is concluded upon noting that |Yn+1(i)| 6 1 and 1− γn+1 > 1− supn>N γn+1.
Lemma 4.9. Assume A1 and A2. Then, for any θ ∈ Θ, there exists a function Ĥθ solving
the Poisson equation Ĥθ − PθĤθ = H(·, θ)− πθ(H(·, θ)) = H(·, θ)− h(θ). In addition,
sup
θ∈Θ,x∈X
∣∣∣Ĥθ(x)∣∣∣ <∞ ,
and there exists a constant C > 0 such that for any θ, θ′ ∈ Θ,
sup
X
{∣∣∣Ĥθ − Ĥθ′∣∣∣+ ∣∣∣PθĤθ − Pθ′Ĥθ′∣∣∣} 6 C |θ − θ′|
inf
i∈{1,...,d}
{
θ(i) ∧ θ′(i)} .
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Proof. Since supθ∈Θ supx∈X |H(x, θ)| 6 1, the results of Proposition 3.1 show that Ĥθ exists
for any θ ∈ Θ and (see e.g. [28, Section 17.4.1])
sup
θ∈Θ
sup
x∈X
∣∣∣Ĥθ(x)∣∣∣ 6 sup
θ∈Θ
sup
x∈X
∑
n>0
|Pnθ H(·, θ)(x) − πθ(H(·, θ))| 6
2
ρ
. (4.25)
In addition, in view of Proposition 3.1 and [12, Lemma 4.2.], there exists a constant C such
that, for any θ, θ′ ∈ Θ,
sup
X
∣∣∣PθĤθ − Pθ′Ĥθ′∣∣∣+ sup
X
∣∣∣Ĥθ − Ĥθ′∣∣∣
6 C
(
sup
X
∣∣H(·, θ)−H(·, θ′)∣∣+ sup
x∈X
‖Pθ(x, ·)− Pθ′(x, ·)‖TV + ‖πθdλ− πθ′dλ‖TV
)
.
By definition of H (see (2.7)), there exists a constant C ′ such that for any θ, θ′ ∈ Θ,
sup
X
∣∣H(·, θ)−H(·, θ′)∣∣ 6 C ′|θ − θ′| .
The proof is then concluded by Lemmas 4.6 and 4.7.
Proposition 4.10. Assume A1, A2 and A3. Then, almost-surely,
lim sup
k→∞
sup
ℓ>k
∣∣∣∣∣
ℓ∑
n=k
γn+1 (H(Xn+1, θn)− h(θn))
∣∣∣∣∣ = 0 .
Proof. We decompose the increment into a martingale term and two remainders, using the
function Ĥθ defined in Lemma 4.9:
H(Xn+1, θn)− h(θn) = Ĥθn(Xn+1)− PθnĤθn(Xn+1) =Mn+1 +R(1)n+1 +R(2)n+1 ,
with
Mn+1 = Ĥθn(Xn+1)− PθnĤθn(Xn) ,
R
(1)
n+1 = PθnĤθn(Xn)− Pθn+1Ĥθn+1(Xn+1) ,
R
(2)
n+1 = Pθn+1Ĥθn+1(Xn+1)− PθnĤθn(Xn+1) .
Observe that (Mn)n>1 is a martingale-increment such that
∑
n γ
2
nE
[|Mn|2] <∞ by A3c and
Lemma 4.9. Hence (see e.g. [13, Corollary 2.2]) lim supk supℓ>k
∣∣∣∑ℓn=k γn+1Mn+1∣∣∣ = 0 almost
surely.
Consider now
∑ℓ
n=k γn+1R
(1)
n+1. Note that R
(1)
n+1 is a telescopic sum. We therefore resort
to Abel’s transform, and obtain
ℓ∑
n=k
γn+1R
(1)
n+1 = γk+1PθkĤθk(Xk)− γℓ+1Pθℓ+1Ĥθℓ+1(Xℓ+1) +
ℓ∑
n=k+1
(γn+1 − γn)PθnĤθn(Xn) .
In view of Lemma 4.9 and A3a, there exists a constant C such that for any ℓ > k,∣∣∣∣∣∣
ℓ∑
j=k
γj+1R
(1)
j+1
∣∣∣∣∣∣ 6 C
sup
j>k
γj+1 +
ℓ∑
j=k+1
|γj+1 − γj |
 6 2Cγk+1 .
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Assumption A3a then implies that lim supk supℓ>k
∣∣∣∑ℓn=k γn+1R(1)n+1∣∣∣ = 0 almost surely.
We finally turn to
∑ℓ
n=k γn+1R
(2)
n+1. Lemma 4.9 combined with assumption A2 imply,
after manipulations similar to the ones used in the proof of Corollary 4.8, that there exists a
constant C ′′ such that for any j > 0,
sup
X
∣∣∣Pθj+1Ĥθj+1 − Pθj Ĥθj ∣∣∣ 6 C ′′γj+1 .
Then, by assumption A3c,
∑
n γn
∣∣∣R(2)n ∣∣∣ exists almost-surely, which implies that
P
(
lim sup
k
sup
ℓ>k
∣∣∣∣∣
ℓ∑
n=k
γn+1R
(2)
n+1
∣∣∣∣∣ = 0
)
= 1 .
This gives the claimed result.
The proof of Theorem 3.3 is now concluded by resorting to [1, Theorems 2.2 and 2.3.].
Theorem 3.2 and Propositions 4.5 and 4.10 prove that the assumptions of these theorems
hold.
4.4 Proof of Theorem 3.4
Proof of (3.8). The proof is based on [12, Theorem 2.1]. We successively check the assump-
tions required to apply this result. First, the condition A1 of [12] holds since πθPθ = πθ by
assumption A2.
We now turn to condition A2 in [12]. Fix ε > 0. By Proposition 3.1,
E
[
‖P rεθn−rε (Xn−rε)− πθn−rε dλ‖TV
]
6 ε
by choosing rε > ln(ε/2)/ ln(1 − ρ). The constant sequence rε(n) = rε is non-increasing and
obviously satisfies rε(n)/n → 0. Furthermore, by Corollary 4.8, there exists a constant C
(independent of ε) such that
rε−1∑
j=1
E
[
sup
x∈X
‖Pθn−rε+j(x, ·) − Pθn−rε (x, ·)‖TV
]
6
rε−1∑
j=1
j−1∑
ℓ=0
E
[
sup
x∈X
‖Pθn−rε+ℓ+1(x, ·) − Pθn−rε−ℓ(x, ·)‖TV
]
6 C
rε−1∑
j=1
j−1∑
ℓ=0
γn−rε+ℓ+1 −→n→∞ 0
since the last sum is composed of a finite number of terms, each of them going to 0 in view
of assumption A3a This ensures that condition A2 in [12] holds.
Finally, Theorem 3.3 and Lemma 4.6 imply that limn
∫
X
f(x)πθn(x)λ(dx) =
∫
X
f(x)πθ⋆(x)λ(dx)
almost-surely.
Proof of (3.9). We check the conditions of [12, Theorem 2.7]. First, the condition A3 of [12]
holds with V = 1 (with the notation of [12]) in view of Proposition 3.1. Observe indeed that
since V = 1, PθV (x) = 1 = c+ (1− c) for any c ∈ (0, 1) thus showing the drift inequality. In
addition, by Proposition 3.1, Pθ(x,A) > ρ
∫
A πθ(x)λ(dx) for any x ∈ X, A ∈ X : this implies
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(i) the minorization condition on the kernel Pθ; (ii) πθ dλ is an irreducible measure and Pθ
is psi-irreducible; (iii) and Pθ is strongly aperiodic since X is small for Pθ (see [28, Section
5.4.3]).
In addition, by Corollary 4.8, there exists a constant C such that∑
k>1
1
k
sup
x∈X
‖Pθk(x, ·) − Pθk−1(x, ·)‖TV 6 C
∑
k>1
γk
k
6 C
∑
k>1
(
γ2k +
1
k2
)
<∞
by A3c. This shows that the condition A4 of [12] holds. Finally, the condition A5 of [12] is
trivially satisfied in the case under consideration (since V = 1 with the notation of [12]).
4.5 Proof of Theorem 3.5
Proof of (3.10). We write
E
[
d∑
i=1
θn(i) f(Xn) 1Xi(Xn)
]
= E
[
d∑
i=1
{θn(i)− θ⋆(i)} f(Xn) 1Xi(Xn)
]
+
d∑
i=1
θ⋆(i)E [f(Xn) 1Xi(Xn)] .
Theorem 3.3 and the dominated convergence theorem imply that the first term in the right-
hand side converges to zero. By Theorem 3.4, the second term converges to
d∑
i=1
θ⋆(i)
∫
Xi
f πθ⋆ dλ =
1
d
d∑
i=1
θ⋆(i)
∫
Xi
f
π
θ⋆(i)
dλ =
1
d
∫
X
f π dλ ,
which gives the claimed result.
Proof of (3.11). We write
1
d
In(f) = 1
n
d∑
i=1
(θn(i)− θ⋆(i))
n∑
k=1
f(Xk)1Xi(Xk) +
d∑
i=1
θ⋆(i)
[
1
n
n∑
k=1
f(Xk)1Xi(Xk)
]
.
We have
1
n
∣∣∣∣∣
d∑
i=1
(θn(i)− θ⋆(i))
n∑
k=1
f(Xk)1Xi(Xk)
∣∣∣∣∣ 6 supX |f |
d∑
i=1
|θn(i)− θ⋆(i)|
and the right-hand side converges to zero almost-surely by Theorem 3.3. In addition, by
Theorem 3.4,
1
n
n∑
k=1
f(Xk)1Xi(Xk)
a.s.−→
∫
Xi
f πθ⋆ dλ =
1
d θ⋆(i)
∫
Xi
f π dλ .
This concludes the proof.
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4.6 Proof of Theorem 3.6
We write H(Xn+1, θn) = h(θn) + en+1 + rn+1 with
en+1
def
= Ĥθn(Xn+1)− PθnĤθn(Xn) , rn+1 def= PθnĤθn(Xn)− PθnĤθn(Xn+1) .
The result follows from [10, Theorem 1.1]. We check below the various conditions necessary
to apply this theorem, and finally establish the expression of the limiting variance. Notice
that, in our context, the event {limq θq = θ⋆} has probability 1 (by Theorem 3.3), and thus,
the multiplicative factor 1{limq θq=θ⋆} which appears in all the conditions in [10, Theorem 1.1]
can be omitted below.
Condition C1. The vector θ⋆ is a zero of the mean field h in view of (4.21), and h is twice
continuously differentiable in a neighborhood of θ⋆ under A1. From (4.21), it is easily checked
that ∇h(θ⋆) = −d−1I, so that ∇h(θ⋆) is a Hurwitz matrix. This gives condition C1 of [10].
Condition C2. By definition, {en, n > 0} is a martingale increment and by Lemma 4.9,
it is bounded, so that conditions C2a and C2b of [10] follow with 1Am,k = 1Am equal
to the constant function 1. We now consider C2c. A simple computation shows that
E
[
ek+1e
T
k+1|Fk
]
= Ξ(Xk, θk) with
Ξ(x, θ)
def
=
∫
X
Pθ(x, dy) Ĥθ(y)Ĥθ(y)
T −
(∫
X
Pθ(x, dy)Ĥθ(y)
)(∫
X
Pθ(x, dy)Ĥθ(y)
)T
.
We introduce the function Ξ̂θ solution of the Poisson equation
Ξ̂θ(x)− PθΞ̂θ(x) = Ξ(x, θ⋆)−
∫
X
Ξ(x, θ⋆)πθ(x)λ(dx) .
Since supx |Ξ(x, θ⋆)| 6 supθ,x
∣∣∣Ĥθ(x)∣∣∣2 < ∞ (see Lemma 4.9), by Proposition 3.1 and [28,
Section 17.4.1], such a function exists and supθ∈Θ,x∈X
∣∣∣Ξ̂θ(x)∣∣∣ < ∞. Using the previous
equality with x replaced by Xk and θ replaced by θk−1, we obtain
Ξ(Xk, θk)−
∫
X
Ξ(x, θ⋆)πθ⋆(x)λ(dx) = {Ξ(Xk, θk)− Ξ(Xk, θ⋆)}
+
(∫
X
Ξ(x, θ⋆)πθk−1(x)λ(dx) −
∫
X
Ξ(x, θ⋆)πθ⋆(x)λ(dx)
)
+
(
Ξ̂θk−1(Xk)− Pθk Ξ̂θk(Xk)
)
+
(
Pθk Ξ̂θk(Xk)− Pθk−1Ξ̂θk−1(Xk)
)
.
The terms on the right-hand side should be small. This motivates therefore the following
decomposition: E
[
ek+1e
T
k+1|Fk
]
= U⋆ +D
(1)
k +D
(2)
k with
U⋆
def
=
∫
X
Ξ(x, θ⋆)πθ⋆(x)λ(dx) , D
(2)
k
def
= Ξ̂θk−1(Xk)− Pθk Ξ̂θk(Xk),
and
D
(1)
k =
(
Ξ(Xk, θk)− Ξ(Xk, θ⋆)
)
+
∫
X
Ξ(x, θ⋆)
(
πθk−1(x)− πθ⋆(x)
)
λ(dx)
+
(
Pθk Ξ̂θk(Xk)− Pθk−1Ξ̂θk−1(Xk)
)
.
(4.26)
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We first prove that
lim
n→∞
γn E
[∣∣∣∣∣
n∑
k=1
D
(2)
k
∣∣∣∣∣
]
= 0 . (4.27)
To this end, we decompose this sum as
n∑
k=1
D
(2)
k =
n∑
k=1
{
Ξ̂θk−1(Xk)− Pθk−1Ξ̂θk−1(Xk−1)
}
+
n∑
k=1
{
Pθk−1Ξ̂θk−1(Xk−1)− Pθk Ξ̂θk(Xk)
}
=
n∑
k=1
{
Ξ̂θk−1(Xk)− Pθk−1Ξ̂θk−1(Xk−1)
}
+ Pθ0Ξ̂θ0(X0)− PθnΞ̂θn(Xn) .
Since supθ∈Θ,x∈X
∣∣∣Ξ̂θ(x)∣∣∣ <∞, the last two terms on the right-hand side of the above equality
are such that γnE
[∣∣∣Pθ0Ξ̂θ0(X0)− PθnΞ̂θn(Xn)∣∣∣] → 0. The first term is the sum of bounded
martingale increments: by [13, Theorem 2.10], there exists a constant C such that
sup
n
E
[∣∣∣∣∣
n∑
k=1
{
Ξ̂θk−1(Xk)− Pθk−1Ξ̂θk−1(Xk−1)
}∣∣∣∣∣
]
6 sup
n
E
∣∣∣∣∣
n∑
k=1
{
Ξ̂θk−1(Xk)− Pθk−1Ξ̂θk−1(Xk−1)
}∣∣∣∣∣
2
1/2 6 C√n .
Since limn γn
√
n = 0, this concludes the proof of (4.27). We now prove that
D
(1)
k
a.s.−→ 0 . (4.28)
We start with the first term in the definition (4.26) of D
(1)
k . Under A1, there exist η > 0 and
a random variable N , almost surely finite, such that
inf
n>N
inf
i
{θn(i) ∧ θ⋆(i)} > η a.s. (4.29)
By Lemma 4.7 and the property supθ∈Θ,x∈X
∣∣∣Ĥθ(x)∣∣∣ < ∞ (see Lemma 4.9), there exists a
constant C such that for any x ∈ X, θ, θ′ ∈ Θ,
∣∣Ξ(x, θ)− Ξ(x, θ′)∣∣ 6 C(sup
y∈X
∣∣∣Ĥθ(y)− Ĥθ′(y)∣∣∣+ |θ − θ′|
inf i θ(i) ∧ θ′(i)
)
. (4.30)
By (4.29) and Lemma 4.9, there exists a random variable Z almost-surely finite such that
sup
x∈X
|Ξ(x, θk)− Ξ(x, θ⋆)| 6 Z |θk − θ⋆|, a.s.
and the right-hand side converges to zero almost surely. For the second term in the defini-
tion (4.26) of D
(1)
k , we use Lemma 4.6, (4.29) and the bound supθ∈Θ,x∈X |Ξ(x, θ)| < ∞ to
obtain the existence of a random variable Z almost-surely finite such that for any k > 1,∣∣∣∣∫
X
Ξ(x, θ⋆) {πθk(x)− πθ⋆(x)}λ(dx)
∣∣∣∣ 6 sup
θ∈Θ,x∈X
|Ξ(x, θ)| ‖πθkdλ− πθ⋆dλ‖TV
6 Z |θk − θ⋆| a.s.
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The right-hand side converges to zero almost surely. Finally, for the third term in the defi-
nition (4.26) of D
(1)
k , by Lemma 4.9, it can be proved that there exists a random variable Z
almost-surely finite such that for any k > 1,
sup
x∈X
∣∣∣Pθk Ξ̂θk(x)− Pθk−1Ξ̂θk−1(x)∣∣∣ 6 Z |θk − θk−1| a.s.
and the right-hand side converges to zero almost surely. This concludes the proof of (4.28)
and the proof of the condition C2c of [10].
Condition C3. We write rn+1 = r
(1)
n+1 + r
(2)
n+1 with
r
(1)
n+1
def
= Pθn+1Ĥθn+1(Xn+1)− PθnĤθn(Xn+1) , r(2)n+1 def= PθnĤθn(Xn)− Pθn+1Ĥθn+1(Xn+1) .
By Lemma 4.9 and (4.29), there exists a random variable Z almost-surely finite such that
|r(1)n+1| 6 Z |θn+1 − θn| 6 Zγn+1 almost-surely. Moreover,
√
γn E
[∣∣∣∣∣
n∑
k=1
r
(2)
k
∣∣∣∣∣
]
6
√
γn E
[∣∣∣Pθ0Ĥθ0(X0)− PθnĤθn(Xn)∣∣∣] 6 2√γn sup
x,θ
∣∣∣Ĥθ(x)∣∣∣ ,
where the supremum in the right-hand side is finite by Lemma 4.9. This concludes the proof
of condition C3 of [10].
Condition C4. This condition is precisely assumptions A3b-c and A4.
Limiting variance. In case (i) of assumption A4, the limiting variance Σ solves the equation
Σ∇h(θ⋆)T +∇h(θ⋆)Σ = −U⋆. Since ∇h(θ⋆) = −d−1Id, it holds Σ = (d/2)U⋆. In case (ii), the
limiting variance solves the equation Σ(Id + 2γ⋆∇h(θ⋆)T ) + (Id + 2γ⋆∇h(θ⋆))Σ = −2γ⋆U⋆, so
that (d− 2γ⋆)Σ = −γ⋆dU⋆.
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