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Machine learning methods have become increasingly popular with the release of numerous open-source tools and libraries.
Nevertheless the adoption of these techniques for use in manufacturing has been limited in practice. Manufacturing is still
mostly dependent on traditional statistical methods and tools, even though machine learning methods could be applied to
data that is already being collected from measurements done during manufacturing processes.
The purpose of this thesis is to introduce four different machine learning methods, that could prove to be useful in a
manufacturing setting, and several different methods relating to the preprocessing of data and preliminary data analysis.
The machine learning methods introduced are support vector machines, random forests, neural networks and NARX
(non-linear autoregressive exogenous) neural networks. The algorithms and the history behind the methods introduced
are explained, along with suggestions for some popular implementations of the algorithms, and the performance of each
the methods is evaluated using a domain appropriate dataset.
Knowledge of the machine learning methods introduced in this thesis are an important addition to the toolkit of
anyone doing predictive analytics.
Key words: machine learning, support vector regression, random forest, neural networks, NARX neural networks,
manufacturing.
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11 Introduction
Machine learning methods have become more accessible during the last 5 years
than ever before, because of the rapid development of easy to use open-source
libraries and tools, which are readily available for everyone [Braiek et al., 2018].
Machine learning methods have been popularized by companies that operate
mostly in the digital space, because of the vast amounts of data collection possible
inside the digital processes they control. This large-scale adaptation of machine
learning processes in large technology companies has been ongoing for more than
two decades. However, a large part of their work has been open sourced during
the last 5 years, which has generated a lot of new interest in the ﬁeld and has
enabled companies and hobbyists with fewer resources to adopt machine learning
methods [Braiek et al., 2018].
Machine learning methods have also been adopted by large manufacturing com-
panies, especially those producing high technology items, because of the large
investment costs being easily oﬀset by the small optimizations found in their pro-
duction lines. Manufacturing is a prime ﬁeld for machine learning, because of
the ﬁnely tunable process parameters and the large amount of sensors utilized in
production lines. Despite the possible advantages gained from machine learning
methods, they are still not being applied on larger scales in manufacturing, with
large amount of work which could be done by machine learning methods, is done
instead with traditional methods [Sharp et al., 2018].
Large amounts of time series data can be generated during a manufacturing pro-
cess, and if properly logged and stored, this kind of data is ideal for machine
learning applications. In a regular quality control method, when the manufac-
tured goods fall outside the desired parameters, the generated data and the pro-
duction output is analysed by a domain expert, who then implements or suggests
changes to the manufacturing process. This analysis of data is predominantly
done using traditional statistical methods and tools, and is reactive instead of
pre-emptive. When problems in manufacturing arise a loss of production time
and materials is guaranteed, due to the reactive nature of regular quality control.
Time series data generated by manufacturing processes usually consist of a mul-
titude of measurements collected from diﬀerent types of sensors in the production
line, along with output variables, which represent quality control measurements
performed at the end of the manufacturing process. This kind of high dimen-
sional time series data is diﬃcult to analyse using traditional statistical methods
[Johnstone & Titterington, 2009], with usually only a few key variables in the
2data chosen for more careful observation. Rather than just using a few key vari-
ables, machine learning methods can enable the use of much larger input spaces,
in order to create more accurate models than produced by traditional statistical
methods.
This thesis introduces several diﬀerent machine learning methods that might be
suitable for predicting quality control measurements from manufacturing pro-
cesses. The backgrounds and algorithms of the introduced machine learning
methods are explained and their suitability is evaluated using domain appro-
priate high dimensional time series data.
Five diﬀerent methods are introduced and used to build a predictive model in this
thesis: linear regression, support vector regression, random forest regression, neu-
ral networks and NARX (Non-linear autoregressive with External Input) neural
networks.
Linear regression is used to illustrate the diﬃculty of trying to build a simple
linear regression model of the data with a more traditional statistical method.
Support vector regression is used to create a more complex non-linear regression
model of the data. Random forest regression is also used for building a non-linear
regression model of the data. However, it is introduced as an example of how a
large combination of weak predictors can be used as a strong predictor.
Neural networks and NARX neural networks are examined more in-depth, since
they are the most sophisticated of the methods introduced, with two diﬀerent
models built using these methods and trained using the backpropagation algo-
rithm, which is also explained. In addition to the previously mentioned methods,
k-means clustering is introduced for the purposes of gaining a more comprehensive
understanding of the distribution of values in the outputs.
Chapter 2 introduces the data used in this thesis and the preprocessing steps that
were performed on it before its use. In Chapter 3 k-means clustering algorithm
is examined and is applied to the output for visualization purposes. In Chapter 4
linear regression is presented and simple linear regression models are created using
the data. Chapter 5 introduces support vector regression, and several diﬀerent
models are trained using the algorithm and the performance of those models is
evaluated. In Chapter 6 Random Forest regression is explained and the resulting
models performance is examined in-depth. Chapter 7 covers neural networks,
backpropagation and NARX neural networks. Neural networks and NARX neural
networks are used to build two diﬀerent types of predictive models trained using
backpropagation. Chapter 8 summarizes the results from the previous chapters
and suggests possible further research topics.
32 Data and preprocessing
In this chapter the data used for this thesis is introduced, along with explanations
and visualizations of some of the key variables in it. After the outline of data, the
mandatory preprocessing steps for the use and analysis of the data are presented
in the order they were performed. Moreover, the eﬀects of these preprocessing
steps are shown in visualizations, and the reasons for why the preprocessing steps
were necessary to perform and what advantages they oﬀer are explained.
2.1 Overview
The data used in this thesis consists of time series data with 75 input variables and
4 diﬀerent outputs. The data can be split into four distinct datasets, with diﬀerent
outputs consisting of time spans in the range of 3-8 hours, with input variable
measurements occurring every second and output measurements occurring every
12 seconds.
2.2 Input variables
The data contains 75 input variables, and these variables are similar to tempera-
ture, speed and pressure measurements typically encountered in a manufacturing
settings. Precision of the variables is not ﬁxed, with accuracies ranging from 1st
to 4th decimal.
Of the 75 variables in the data, 26 were selected, with the help of a domain
expert in manufacturing. The selected variables represent diﬀerent types of mea-
surements, with 20 representing temperatures, 5 representing speeds and one
representing a size measurement. Missing values were present in the input data,
but they covered less than 0.1% of the measurements and each missing value was
replaced by the previous valid value during the preprocessing step.
Some of the variables are highly correlated, because changes in one variable might
imply changes to other variables. These kinds of variable clusters, where the
variables have a very high intercorrelation between themselves are common in a
manufacturing setting. A good example of this kind of correlation is manufac-
turing speeds. If the speed of one part of the manufacturing process is changed,
it usually requires adjustment of other speeds in the manufacturing process. A
correlation coeﬃcient matrix heat map of the selected input variables is shown
in Figure 2.1.
4Figure 2.1: Correlation coeﬃcients heat map of the 26 input variables used.
52.3 Outputs
Each distinct dataset contains 4 diﬀerent outputs, and of these 4 outputs, 2 are
used in this thesis. These two outputs are referred as outputs X and Y . The
outputs consist of repeated vectors of 500 measurements in spans of 12 seconds.
In addition to this, there is a break in the measurement process that occurs every
60 minutes.
Figure 2.2 contains a visualization of samples of the outputs X and Y , when
missing measurements present in the output have been removed. In Fig. 2.3 a
visualization of the sample of output X present in 2.2 is shown as a two dimen-
sional image, the missing measurements are indicated in blue on the left and right
side of the image. On average 30 measurements are missing from the start and
end of the output vectors. The missing values are not errors, but rather indicate
the start and end of the output measurement, which is why they are removed
from the output for most use cases.
The visualization present in Fig. 2.3 was created in MatLab using the imagesc-
function [Matlab, 2018c], which takes a matrix of data and scales the color range
to the value range of the data. For this visualization the missing values were
not removed, since one of the purposes was to see how the missing values were
distributed on the sides of the output vectors. Instead of removing the miss-
ing values, they were replaced by zeroes, in order to make them distinct in the
visualization, since all of the real values are positive.
The samples described and visualized are not representative of the whole output
data used in the thesis, since the outputs of each dataset diﬀer and all of the
outputs do not contain the same extreme pattern visible in Fig. 2.2.
2.4 Output transformation
With the outputs X and Y consisting of vectors of 500 measurements per every 12
seconds and the input variables consisting of 26 inputs per second, it was necessary
to match the output to the input data. For most methods the mean of the output
vector was calculated and used as an output sample for each 12 second period, and
a matching input variable window was selected for each of these output samples.
Figure 2.4 shows samples of the mean values of output vectors X and Y . For
support vector machine regression, random forest regression, neural networks
and NARX neural networks the four input datasets and matching outputs were
combined into a singular dataset, with training and testing split depending on
6Figure 2.2: Samples of outputs X and Y from same dataset. Negative values in
the samples are measuring errors.
the method.
The output vectors also contained missing values, in the form of padding in the
start and end of the output vectors. The missing values were ﬁltered out in the
preprocessing step, except in the case of the datasets which were used to train
the neural networks and NARX neural networks that were used for the prediction
of the reduced output vectors. In addition to the missing values, every second
vector of the output measurement was in reverse order, this was also corrected in
the preprocessing step.
2.5 Interquartile range and median ﬁltering
Interquartile range is commonly used to ﬁnd outliers in data, and can be used with
diﬀerent ranges, with the most common use being the 25th and 75th percentile
range, which is used for box plot visualizations of data. A higher range can be
useful for ﬁltering outliers present in a dataset. As can be seen in Fig. 2.2 the
outputs contain many outliers, which are not representative of the data, and are
most likely caused by errors in the measuring process. An interquartile range of
7Figure 2.3: Visualization of sample vectors of output X, where y-axis represent
sample n of the output and x-axis is the index of a sample vector, with missing
values and measurement errors replaced by 0. The color range is scaled between
the minimum and maximum value in the output vectors, with the minimum being
0.
8Figure 2.4: Samples of outputs X and Y , with each output vectors' mean used
as a single data point.
9Figure 2.5: Samples of outputs X and Y , with each output vectors' mean used as
a single data point, after removing outliers using interquartile range and ﬁltering
with a median ﬁlter with window size of 15.
5th to 95th percentile was set and all data points in the output vectors outside
of this percentile were removed.
Further ﬁltering of the outputs was necessary, because of noise present in the
data. In this case the excess noise in the data was most likely caused by the
analog nature of the measurement of the outputs. Noise should be ﬁltered out
because it could cause the machine learning methods to overestimate the eﬀects
of input variables on the output, which might in the worst case lead to overﬁtting
of the models and render the models unusable for new data.
Median ﬁltering was used to ﬁlter out the noise in the output data. A window size
of 15 was used for the median ﬁlter, in order to not to lose too much precision,
while still clearly smoothing out the noise present in the output. The eﬀects of
median ﬁltering on outputs X and Y are shown in Fig. 2.5.
Both the interquartile range ﬁltering and median ﬁltering were done in Python
2.7 using the respective implementations in the SciPy library [Jones et al., 2001].
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3 Clustering
Clustering was performed to get a better understanding of the value distribution
of the output vectors and to better visualize potential patterns present in them.
k-means clustering algorithm was chosen because of its simplicity and speed, since
classiﬁcation accuracy was not a priority.
In Section 3.1 the principles and functionality of k-means algorithm are exam-
ined and a pseudocode example of the algorithm is provided. In Section 3.2 the
technical details on how to apply k-means clustering are shown, and the settings
used for running the algorithm are provided. Finally, in Section 3.3 the results of
applying k-means to the output are examined using visualizations created from
the clustered data.
3.1 Overview of clustering and k-means clustering algorithm
Unsupervised machine learning methods, such as k-means clustering, are usually
used when there is no knowledge of potential classiﬁcations in a dataset. Cluster-
ing can also be used to reduce data, for example, in color quantization of an image
or dividing an image into separate regions are possible applications for clustering.
In this thesis, clustering is used in order to gain a better understanding of the
distribution of values in the output vectors, and for creating clear visualizations
of the changes that occur in the output vectors over time.
K-means clustering was chosen as the clustering algorithm, because it is one of
the simplest clustering algorithms and one of the most widely used even today
[Jain, 2010]. k-means clustering also has a long history and has been studied
extensively, with the ﬁrst eﬃcient implementations of the algorithm originating
as early as the 1970s [Hartigan & Wong, 1979]. An implementation of k-means
clustering can also be found in almost any machine learning framework or library,
which makes it easy to use k-means in any programming environment.
K-means clustering algorithm works by creating centroids in the data and asso-
ciating each data point with the closest centroid, with Euclidean distance being
usually used as the distance metric. Other distance or similarity measurements
can also be used, with a Manhattan distance and cosine similarity being common
choices. After assignment of data points to centroids, centroids are recentered to
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Data: Data, k
Result: Clustered Data
random starting centroids;
while no changes in cluster memberships do
assign each data point to the nearest centroid;
recalculate centroid locations to be the mean of all of the data points
assigned to them;
end
Algorithm 3.1: K-means clustering pseudocode.
the clusters center. This is repeated until there are no more changes in the cen-
troid memberships and the system reaches equilibrium. A simpliﬁed pseudocode
representation of the k-means clustering algorithm can be seen in Algorithm 3.1.
A drawback of using k-means clustering is that the selection of k is not automatic.
Choosing the right k value for k-means clustering is important, since k signiﬁes
the number of diﬀerent classiﬁcations in the results. It might also be necessary
to run the clustering algorithm several times to reach an adequate solution, since
there is no guarantee of reaching a global optimum, because the result usually
stabilizes in a local optimum. K-means++ initialization method for cluster cen-
troids alleviates this somewhat, by providing better initialization of the centroids
[Arthur & Vassilvitskii, 2007].
3.2 Applying k-means clustering to the output
The output vectors were segmented to 20 segments of the same size before clus-
tering, which equates to 25 measurements per segment. The segmentation was
performed to eliminate possible eﬀects of noise and to simplify the outputs fea-
ture space. Missing values were replaced by the segments median. Of the pre-
processing steps discussed in Chapter 2, only the step of reversing every second
measurement vector was performed before clustering.
The clustering was performed in Python using the SciKit-Learn library imple-
mentation of k-means clustering [Pedregosa et al., 2011], and k-means++ method
was used for the initialization of centroids [Arthur & Vassilvitskii, 2007]. SciKit-
Learns k-means implementation doesn't allow changing of distance metric, and
uses Euclidean distance as the distance metric. SciKit-Learns implementation of
12
using triangle inequality to calculate the distances between centroids and data
points more eﬃciently was used [Elkan, 2003]. Other settings were left in their
respective default values, since classiﬁcation accuracy was not a priority. The
default settings for SciKit-learns k-means clustering runs the algorithm 10 times,
with diﬀerent initial centroid locations. The default settings also set the max-
imum iteration count at 300 for a single run of k-means and a tolerance for
declaring convergence.
MATLAB contains an implementation of the k-means clustering algorithm, but
because of the diﬀerent preprocessing steps for this method, the clustering was
performed in python.
3.3 Visualization of the results
Lower values of k proved to be the best for visualization purposes, because they
were the most eﬀective in highlighting the changes in the value distribution of
the output vectors. The best result for visualization purposes was achieved using
a k value of 3, with the pattern present in the output measurement vectors being
clearly visible. Using a k value of 3 caused the output measurements to have a
binary classiﬁcation, since the missing values at the start and end of the vectors
were classiﬁed into a separate class. This clustering is shown in the Fig. 3.1.
Clustering with higher values of k produced visualizations which were harder to
interpret, but showed the same pattern visible in Fig. 3.1. An example visual-
ization with k = 5 is shown in Fig. 3.2.
The pattern visible in Fig. 3.1 matches the same pattern that can be seen in
Fig. 2.2, and manifests as a waveform when the output measurement vectors are
reduced to the mean values of the vectors.
Figure 3.3 shows samples of all of the outputs clustered with k = 3. The diﬀer-
ences between datasets 2 and 4 to datasets 1 and 3 are clearly visible, with the
pattern oscillating in the latter and being one directional in the former. Dataset 2
has the most uniform class distribution, although it shows some signs of the same
pattern present in the dataset 4. Datasets 3 and 4 have more distinct patterns
with clearly divisible regions of classes, than datasets 1 and 3.
The distribution of the classes in the outputs can help to understand why some
of the outputs are harder to predict than others, and in the choosing of the right
method for the purposes of modelling the dataset. For a dataset with repeating
patterns, a method which takes into account the previous values might be the only
way to model the changes accurately, if there exists a time related relationship
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Figure 3.1: Sample of dataset 4 output vectors X clustered with a k value of 3.
Figure 3.2: Sample of dataset 4 output vectors X clustered with a k value of 5.
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between the outputs. However, a method that takes into account the previous
values, might produce a worse model than traditional regression methods for a
dataset where no such relationship exists, or the relationship is weak.
15
Figure 3.3: Clustered samples of the output vectors of all four datasets (k = 3).
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4 Simple Linear Regression
Linear regression is used for creating a simple linear regression model, this is done
to make sure that there are no single variables that can be used to predict the
output value, and to discover if there are some linear relationships present in the
datasets. In Section 4.1 a simpliﬁed explanation of simple linear regression is
provided. In Section 4.2 the technical details of how the simple linear regression
models were created for the datasets are shown. Finally in Section 4.3, the created
regression models' performance is examined and some of the results are visualized.
4.1 Overview of regression and simple linear regression
Regression analysis is one of the fundamental methods in statistical analysis, and
it is still widely used in manufacturing. More complex regression methods and
techniques have a lot in common with machine learning methods, but even with
the more complex multivariate regression methods available, linear regression
is still widely used in statistical analysis of manufacturing processes and quality
control. Least squares estimation method is one of oldest forms of linear regression
and it was originally published in the early 19th century [Yan & Su, 2009].
Linear Regression is a statistical tool and as is implied by the name, works only
when a linear relationship exists between the independent variable and the re-
sponse variable. The correlation coeﬃcient between the independent variable and
the response variable should be at least moderate for linear regression to be a vi-
able choice for the task [Yan & Su, 2009]. According to Yan and Su [2009] a
simple linear regression model can be stated in the form
y = 0 + 1x+ 
with y being the response variable, 0 being the y intercept, 1 as the slope of the
simple linear regression line, x as the independent variable and  as the random
error.
Least squares estimation works by ﬁnding the estimates for 0 and 1 so that the
sum of the squared distances between the original response and the predicted re-
sponse is minimal. This can be further simpliﬁed to ﬁnding the closest regression
line to all of the data points [Yan & Su, 2009].
As linear regression is one of the fundamental methods in statistical analysis, it
is still one of the most important statistical tools in a wide range of ﬁelds and is
still used in numerous applications in a many ﬁelds of science, from social sciences
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to ﬁnance. It is also still frequently used in machine learning and should be one
of the ﬁrst methods tried, when trying to build a regression model of a dataset,
if there is a reasonable expectation that some linear relationships exist in the
dataset.
4.2 Applying simple linear regression
A full sample of each dataset was used to create the simple linear regression
models, and the model was tested against the same set it was created with.
This had the risk of causing an overﬁt of the model, however since the resulting
models performance was not acceptable and the purpose was to gain a better
understanding of the relationships of single input variables on the output, instead
of a producing a well performing regression model, a split into a training and
testing datasets was not deemed necessary.
The correlation coeﬃcients between the input variables and dependant output
variable were examined by creating a heat map of the coeﬃcient values, which
can be seen in Fig. 4.1. Some of the correlation coeﬃcients are relatively high,
with variables 15-19 having notably high correlations with some of the outputs.
However, instead of choosing those speciﬁc variables with high correlation values
to create regression models with, each one of the variables were used to build
simple linear regression models for each dataset and output combination.
The regression models were created in Matlab using the polyfit implementation
[Matlab, 2018c]. The ﬁltered output was given as the response variable and a
single variable was given as an input. The process was repeated for all of the
input variables and the resulting R2 and RMSE (root mean-squared error) values
for the best three regression models of each dataset and output combination are
shown in Table 4.1.
4.3 Results
The variables with high correlation coeﬃcients produced the best ﬁts, with vari-
able 15, which had the highest correlation coeﬃcient values of the input variables
with the outputs, producing the best model for 6 of the 8 dataset and output
combinations.
With an R2 value of 0.585, the regression model using variable 15 for dataset 4 and
output value Y seems to exhibit a good ﬁt. However, the high RMSE indicates
that the model is not precise and is only good as indicator of the general direction
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Figure 4.1: Correlation coeﬃcients between the inputs and the outputs of each
dataset.
19
Figure 4.2: Response and residual plots for the two simple linear regression models
with the best performance.
20
Dataset Output Variable R2 RMSE
1 X 15 0.0719 1.8403
17 0.0679 1.8442
20 0.0676 1.8445
Y 14 0.0551 1.2125
5 0.0479 1.2171
15 0.0431 1.2202
2 X 15 0.1622 2.3716
16 0.1463 2.3940
18 0.1410 2.4014
Y 15 0.3206 3.4376
16 0.2643 3.5770
18 0.2161 3.6925
3 X 17 0.0726 0.9791
25 0.0690 0.9810
18 0.0361 0.9982
Y 15 0.1139 0.7531
16 0.0150 0.7940
18 0.0141 0.7944
4 X 15 0.4489 4.3304
14 0.3043 4.8655
18 0.1602 5.3458
Y 15 0.5850 6.0761
14 0.2208 8.3255
18 0.0982 8.9563
Table 4.1: Goodness of ﬁt and error measurements of the best three created
simple linear regression models for each dataset and output combination.
of the output. The same problem is present in the model created for dataset 4
and output value X, with an R2 of 0.449. Response and residual plots for both
of these models are shown in Fig. 4.2.
In the response plots, it can be seen that the response values are divided into
several diﬀerent groups on the y-axis, this is caused by the changes in variable 15
occurring in ﬁxed steps, which is ultimately caused by the low precision of the
variable.
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As can be seen in the Table 4.1 the best models seem to concentrate on the variable
range of 15 to 20. This group of variables has a relatively high intercorrelation
and this explains the recurring presence of the variables as the best inputs for the
regression models.
The only models with a decent performance are the models created for dataset
4, with only the regression models created for the combination of dataset 2 and
output Y having somewhat comparable R2 values. Dataset 4 is diﬀerent com-
pared to the other datasets, in that its outputs have a relatively strong linear
relationship with only a few of the input variables, while those same variables are
not nearly as dominating on the outputs of the other datasets. This explains the
low performance of the regression models created using the same input variable
for the other datasets.
None of the created models accurately predict the small changes occurring in the
outputs, even for dataset 4 which exhibits some anomalous features compared
to the other datasets, which was also seen in the clustered outputs presented in
the previous chapter. This makes the created regression models unusable when
the goal is to predict occurring changes accurately, instead of a more general
direction of change in the output. However, knowledge of the existence of linear
relationships in the data is valuable information, when deciding on what other
methods could possibly be used for predicting the output.
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5 Support Vector Regression
In this chapter support vector machine regression is used for creating a regression
model with all of the selected variables as inputs. In Section 5.1 the principles and
history of support vector machines and support vector regression are explained.
In Section 5.2 the technical aspects of applying support vector regression are
introduced and the parameters used for creating the support vector regression
models are given. Finally in Section 5.3 the performance of the created models
is analysed and some of the results are visualized.
5.1 Overview of support vector machines and regression
Support vector machines date back to the 1960s, with the ﬁrst solution introduced
in 1965 by Vladimir Vapnik, which solved the conceptual problem of ﬁnding a
separating hyperplane which will generalize well for the case of optimal hyper-
planes for separable classes. Vapnik deﬁned the optimal hyperplane as a linear
decision function with maximal margin between the vectors of the two classes
[Cortes & Vapnik, 1995].
For a linearly separable dataset the optimal hyperplane can be constructed using
only a small sample of the training data, these being the support vectors, this
concept is visualized in the Fig. 5.1. The optimal hyperplane, which separates
the classes in a dataset with maximal margin, can also be written in the form of
w0  x+ b0 = 0
in which w0 is a vector, b0 is a scalar and x is a point. As a consequence the
maximum-margin hyperplanes can be written in the form of
w  xi + b = 1
w  xi + b =  1
where w is a vector, b is a scalar, and xi is point in the dataset. To limit the
data points from being inside the margin the following constraints are given
w  xi + b  1 if yi = 1
w  xi + b   1 if yi =  1
where yi 2 f 1; 1g, which indicates the class xi belongs to.
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Figure 5.1: Visualization of the optimal hyperplane and maximum-margin hyper-
planes for a linearly separable dataset, where the support vectors are indicated
with red background.
These maximum-margin hyperplanes can then be used to classify the data, or
similar data which is linearly separable. For a problem where the dataset is not
linearly separable, a soft margin hyperplane, which separates the data with a
minimum number of errors, can be used [Cortes & Vapnik, 1995].
Data that is linearly separable is rare in real situations and because of this a soft
margin support vector machine is preferable in most cases, because it also works
for linearly separable data, since it optimizes to the same solution as a hard
margin support vector machine when applied to a linearly separable dataset.
However, even though training a soft margin support vector machine on a non-
linearly separable dataset does result in an optimal hyperplane that minimizes
the errors, the resulting classiﬁcation accuracy is usually very low, because the
dataset is not linearly separable by nature and the optimal hyperplane cannot
separate it in a reasonable way.
In the case of a non-linearly separable dataset a kernel trick can be applied to
ﬁnd the optimal hyperplane. Kernel tricks work by mapping the training data
to a diﬀerent feature space. The support vectors can then be searched for in the
transformed feature space and the optimal hyperplane can also be constructed
in the same feature space. The resulting optimal hyperplane is linear in the
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transformed feature space, but might be non-linear in the original feature space.
One of the most widely used kernel functions for support vector machines is
the Gaussian kernel (Which is also called the Radial Basis Function kernel, or
shortened to RBF kernel) which maps a dataset to an inﬁnite dimensional space
[Chang et al., 2010]. Gaussian kernel can be written in the form of
K(x;y) = e
 jjx yjj2
22
where  jjx yjj2 is the negative squared Euclidean distance between two vectors,
and  > 0 is a free parameter. Gaussian kernel is in the shape of a bell curve,
and the free parameter  sets the width of the bell curve[Chang et al., 2010].
Polynomial kernels are widely used also, with low-degree polynomial kernels used
commonly for natural language processing tasks [Chang et al., 2010]. When
the original feature space is small, training a support vector machine with a
polynomial kernel is usually faster than with a Gaussian kernel (when a low
polynomial degree is used), with the drawback that the accuracy might be slightly
worse. A polynomial kernel can be written in the form of
K(x;y) = (xTy+ 1)d
where x and y are vectors, and d is the degree of the polynomial, d = 1 being a
linear kernel.
Eﬀects of applying a Gaussian kernel and quadratic polynomial kernel on a non-
linearly separable dataset are shown in Fig. 5.2. As can be seen in the Fig. 5.2,
ﬁnding the optimal hyperplane that separates the two classes is impossible in the
original feature space, but in both of the transformed feature spaces it is a trivial
task.
Support vector regression applies all of the aforementioned methods of ﬁnding
the optimal hyperplane for the creation of a non-linear regression model. Sup-
port vector regression in its current form was proposed by Drucker et al. in 1997
[Drucker et al., 1997], where as Vapnik introduced the ﬁrst form of support vec-
tor regression in 1995 [Vapnik, 1995]. The main problem of ﬁnding an optimal
hyperplane with support vector regression can be simpliﬁed to ﬁnding a solution
to the optimization problem
min
1
2
jjwjj2
with the following constraints
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Figure 5.2: Eﬀects of applying Gaussian kernel and quadratic polynomial kernel
on a 2-dimensional non-linearly separable dataset.
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yi  w  xi   b  
w  xi + b  yi  
where  is a free parameter which signiﬁes the maximum deviation allowed (maxi-
mum absolute distance from the hyperplane), xi is a training sample, and yi is the
target value of xi [Smola & Schölkopf, 2004]. However, since a solution inside the
given  might not exists, to cope with this slack variables are introduced in order
to allow for errors [Vapnik, 1995], and with the slack variables the optimization
problem is transformed into the form of
min
1
2
jjwjj2 + C
lX
i=1
(i + 

i )
with constraints
yi  w  xi   b  + i
w  xi + b  yi  + i
i; 

i  0
  0
where i and 

i are the slack variables, and C > 0 determines the amount of
deviation allowed from  [Smola & Schölkopf, 2004].
5.2 Applying support vector regression
The training and prediction using support vector regression was performed in
Matlab, using the fitrsvm implementation in the Statistics and Machine Learn-
ing Toolbox [Matlab, 2018b]. Support vector regression is relatively popular and
is implemented in various diﬀerent machine learning libraries. Some notable li-
braries that implement support vector machine regression are e1071 package for
R-language [Meyer et al., 2019] and SciKit-Learn for Python [Pedregosa et al.,
2011].
The combination of the four distinct datasets was split into a training set and a
testing set, with a split of 70/30. The dataset split was done with uniform random
sampling of the data, using the dividerand function in Matlab, this was done to
have a realistic sample of the data in the training and testing sets. Alternatively
a hard split of each four datasets into a 70/30 division before combination of the
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datasets could have been done, taking the ﬁrst 70 percent of each dataset for
training and the rest for testing.
Four diﬀerent regression models were trained for both outputs X and Y , with
the following kernel functions: linear kernel, quadratic polynomial kernel, cubic
polynomial kernel and Gaussian kernel. The parameters used for fitrsvm in
training each of the regression models are shown in Table 5.1.
Kernel Function Kernel Scale Standardization Polynomial Order
linear auto true N/A
polynomial auto true 2
polynomial auto true 3
Gaussian auto true N/A
Table 5.1: Parameters used for training regression models using fitrsvm (param-
eters not present in the table were left at their default values).
The resulting models performance was tested using the test sets and the R2 value
and RMSE (root mean-squared error) were calculated from these responses. All
of the visualizations were also created from the responses to the testing sets.
5.3 Results
Support vector regression models trained using the Gaussian kernel method had
the best performance. The performance of the models trained using regular linear
kernel were only slightly worse than those trained with the Gaussian Kernel
method. Models trained using the polynomial kernels performed worse than
expected. Quadratic polynomial kernel produced decent results, however when
compared to the models trained with the Gaussian and linear kernel methods,
the performance was subpar. Models trained using the cubic polynomial kernel
fared far worse than those with the quadratic polynomial kernel, with very high
RMSE values and low R2 values. Table 5.2 contains R2 and RMSE values for
each of the regression models created.
The training times for support vector regression machines using the polynomial
kernel methods were much higher than for linear kernel or Gaussian kernel meth-
ods, which is to be expected when the input space is of a decent size. Table 5.3
lists the rounded average training times from 10 runs of training on the train-
ing datasets, which each consisted of 2610 samples. The training duration is
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Target output Kernel method R2 RMSE
X Gaussian 0.95 2.14
Linear 0.89 3.03
Quadratic polynomial 0.46 6.75
Cubic polynomial -25.10 47.57
Y Gaussian 0.97 3.49
Linear 0.94 4.53
Quadratic polynomial 0.74 9.73
Cubic polynomial -9.55 62.07
Table 5.2: Goodness of ﬁt and error measurements of all support vector regression
models created, when predicting testing dataset response.
dependent on the hardware on which the training is done, but the magnitude
of diﬀerence between the diﬀerent kernel methods should be independent of the
hardware the training is performed on. Lowering the size of the input feature
space should be considered, if use of polynomial kernel methods is necessary.
Sample size n Kernel method Average training time
2610 Linear 2.5 seconds
Quadratic polynomial 80 seconds
Cubic polynomial 85 seconds
Gaussian 1 second
Table 5.3: Average duration of 10 training runs of support vector regression
models using diﬀerent kernel method.
When evaluated using the testing set, the regression model trained for output X
using the Gaussian kernel function produced a response with R2 value of 0.95 and
a RMSE of 2.14. The model trained with the linear kernel method had a similar
performance, with an R2 value of 0.89 and an RMSE of 3.03. In Fig. 5.3 the
diﬀerence between the two models responses is visualized. The support vector
regression model trained using the linear kernel method does not perform as well
on the parts of the testing set that contains data from dataset 4.
Regression models created for output Y followed the same pattern as the ones
for output X, with models trained using the Gaussian kernel having the best
performance. The regression model trained using the Gaussian kernel for output
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Figure 5.3: Response and residual plots for support vector regression models
trained to predict output X with Gaussian and Linear kernel methods.
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Figure 5.4: All samples of the mean vectors values of outputs X and Y .
Y had an R2 value of 0.97, and an RMSE value of 3.49. Using the linear kernel for
training resulted in a regression model with a R2 value of 0.9438 and an RMSE
value of 4.53.
The performance of the models trained for output Y were slightly better than the
ones trained for output X. This can be at least partly explained by there being
more ﬂuctuation in the output X, which can make training a regression model
for the output more diﬃcult. This diﬀerence can be seen in Fig. 5.4, which shows
a side-by-side comparison of both of the outputs.
The overall performance of the trained regression models is acceptable, and would
most likely suﬃce for many applications. However, the residual plots of the best
regression models trained, shown in Fig. 5.5, indicate that the models under and
over-predict the output response regularly. The trained regression models are
not capable of predicting the large ﬂuctuation present in the latter parts of the
training set, which is mostly composed of data from dataset 4.
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Figure 5.5: Residuals of the response outputs for the best support vector regres-
sion models trained for both outputs.
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6 Random Forest Regression
Random forest regression is introduced in order to give an example of a tree based
method for training a regression model. The section 6.1 introduces random forest
regression algorithm and provides several visualizations that demonstrate how the
algorithm works with simpliﬁed examples. In Section 6.2 the parameters used for
training are given and the implementation used in this thesis is introduced. In
Section 6.3 the performance of the trained regression models is analysed and the
results are visualized.
6.1 Overview of random forest regression
Random forest is a decision tree based method, which was developed by Leo
Breiman in 2001 [Breiman, 2001]. Similar methods, in which weak random
tree classiﬁers are combined to create a strong classiﬁer existed before this, but
Breiman combined several diﬀerent methods used separately before, to form the
basis for the random forest algorithm. The key methods used in random for-
est algorithm are bagging (also called bootstrap aggregating) used for combining
random sampled weak classiﬁers, which was ﬁrst proposed by Breiman in 1994
[Breiman, 1994] and random feature selection at decision tree splits (also called
attribute bagging or feature bagging), which was proposed in 1995 by Tim Kam
Ho [Ho, 1995].
Decision trees are an intuitive concept. Each node of the tree is a decision split,
in which a certain feature is inspected, and based on the value of the feature a
decision on which branch is traversed to the next node is made, and when a leaf
node is reached, the algorithm terminates. Figure 6.1 contains an example of a
simple decision tree with three nodes and two possible classiﬁcation targets.
A popular recursive greedy algorithm for training a decision tree is that on each
decision split, the feature to split on is chosen based on how well it divides the
current dataset, based on a cost function, this process is repeated until a maxi-
mum depth or another predetermined condition is reached. Trees trained using
this method are usually complex, which causes overﬁtting to the training data.
The cost functions which are usually used are Gini gain and information gain.
The depth and complexity of a trained tree can be somewhat alleviated by de-
termining a maximum depth, or a minimum of inputs for a split to occur while
training. Pruning branches that have a low eﬀect on the accuracy of a grown tree
is another possible remedy for overﬁtting.
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Figure 6.1: A simple decision tree, which takes values X and Y as input, and
classiﬁes the input to either class A or class B.
Regression trees can be trained in the same way. However, instead of a resulting
classiﬁcation at the leaf node, the mean of all of the data points used to grow
the tree that belong to that leaf node is used as the response value. Figure 6.2
contains an example of a simple regression tree.
A single tree is almost useless in itself, since it is either very biased towards
the training dataset and only performs well when applied to similar data, or is
too general and only performs slightly better than random chance. However,
multiple trees, which diﬀer slightly from each other, can be combined to form a
single strong learner. Combining a set of weak learners (in this case trees), to
form a single strong learner is called boosting, the term was coined by Michael
Kearns in 1988 [Kearns, 1988]. Using the multiple trees for predicting a single
value is trivial, in that a single input is run through all trees and the results are
combined to a single output in a manner ﬁtting for the type of output, usually a
majority vote is used for decision trees, and mean is used for regression trees.
When training multiple trees for use in boosting the algorithm, the problem of
similar trees being trained repeatedly is encountered. Depending on the training
algorithm for the trees, similar or even identical (if a deterministic algorithm
is used) trees can be grown, this usually nulliﬁes any advantages gained from
boosting.
Bagging is used to circumvent the problem of creating correlated trees, by taking
a random sample with replacement of the training data for use in training of the
speciﬁc tree, this kind of sample is called a bootstrap sample. There is no clear
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Figure 6.2: A simple regression tree, which takes values X and Y as input, and
returns a response value.
deﬁnition on how many trees should be grown using bagging in order to get the
best possible performance. Using bagging increases the accuracy of the complete
model signiﬁcantly [Breiman, 1994], however there is still a risk of overﬁtting to
the training data.
While bagged trees by themselves already produce very good results in many
cases, random forest regression incorporates random feature selection in to the
training method. When using random feature selection, instead of ﬁnding the
optimal split candidate from the whole feature space, a random segment of the
feature space is used for determining each possible split [Breiman, 2001]. This
injected randomness causes the grown trees to produce in more varied ways, which
reduces variance of the model.
Random feature selection is extremely eﬀective at reducing the trained models
sensitivity to noise. An optimal ratio of features to randomly select and when to
stop splitting depends on the data, but with a feature space of size p, suggested
values for classiﬁcation tasks are a random feature sample of size bppc with a
minimum node size of 1, and for regressions tasks a random feature sample of
size bp=3c and a minimum node size of 5 [Hastie et al., 2009].
Random forests are also very fast to train, since the training of the trees is parallel
by nature [Breiman, 1994]. The parallelization of the training process is possible,
because each tree trained is a completely separate entity, with previously trained
trees having no eﬀect on the successive ones.
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6.2 Applying random forest regression
The training of the random forest regression models was done in Matlab using the
TreeBagger function, which is available in the Statistics and Machine Learning
Toolbox [Matlab, 2018b], and can also be used for training other kinds of ensemble
tree models.
Random forest algorithm is also widely implemented in several popular libraries,
with SciKit-Learn for Python [Pedregosa et al., 2011] containing implementa-
tions of random forest for both regression and classiﬁcation, and in R a package
named randomForest [Liaw & Wiener, 2002] is available, which can be used for
classiﬁcation and regression purposes.
The same training and testing split of the dataset speciﬁed in the support ma-
chine regression chapter was also used for training and testing the random forest
regression tree models.
The training was done using the default settings of the TreeBagger function for
performing regression. The default settings implemented are the same as those
suggested by Breiman, with minimum node size being 5 and random feature
sample of size bp=3c for regression task. The number of trees grown was the only
parameter changed, with the following values used for diﬀerent models: 5, 10,
20, 30, 40, 50, 60, 100, 300, 600, 1000, 3000, and 5000. The models goodness of
ﬁt measurements, errors and residuals were calculated from the responses to the
test sets. Training was not performed in parallel mode, which is reﬂected in the
average training times shown in the Table 6.1.
6.3 Results
Three diﬀerent models were trained initially, with tree counts of 100, 300 and
600. The performance of all of the three random forest regression models was
practically identical, with only minimal diﬀerences. The goodness of ﬁt and
RMSE of the trained random forest regression models are visible in Table 6.1.
The R2 value of each of the random forest regression models was around 0.97 for
output X and close to 0.99 for output Y , with an RMSE of around 1.7 for output
X and 2.3 for output Y respectively.
Random forest regression models with higher number of trees than shown in the
Table 6.1 were also trained, with the highest number of trees grown being 5000.
However, there was no measurable diﬀerence in the models performance when
compared to a random forest regression model with 100 trees.
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Figure 6.3: The structure of a tree in a random forest regression model trained for
predicting output X, triangles represent splits and circles represent leaf nodes.
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Number of trees Output Training time R2 RMSE
100 X 1.28 seconds 0.97 1.67
Y 1.17 seconds 0.99 2.32
300 X 5.75 seconds 0.97 1.65
Y 3.60 seconds 0.99 2.29
600 X 7.45 seconds 0.97 1.67
Y 6.99 seconds 0.99 2.30
Table 6.1: Training time, goodness of ﬁt and RMSE of the initially trained random
forest regression models with diﬀerent number of trees.
Number of trees Output Average R2 Average RMSE
10 X 0.93 1.75
Y 0.98 2.45
20 X 0.97 1.70
Y 0.98 2.38
30 X 0.97 1.69
Y 0.98 2.35
40 X 0.97 1.68
Y 0.99 2.33
Table 6.2: Average goodness of ﬁt and RMSE of trained random forest regression
models with low counts of trees (100 random forest regression models were trained
for each combination of output and the number of trees).
After noting that the number of trees above 100 had no signiﬁcant eﬀect on
the performance of the created model, models with lower amounts of trees were
trained to ﬁnd the number of trees after which the models performance no longer
increased. The average performance of random forest regression models trained
using 10, 20, 30 and 40 trees are shown in Table 6.2. The performance plateau
was reached at around 40 trees. There was a very slight increase in performance
up to 40 trees at which point the performance was practically identical to a
model with 100 trees. The largest leap of performance was between 10 and 20
trees. In Fig. 6.3 the structure of one of the trees in a random forest regression
model of output X is visualized using the view function in Statistics and Machine
Learning Toolbox [Matlab, 2018b], and it shows the complex structure of the
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Figure 6.4: Residual plots of random forest regression models with 100 trees for
outputs X and Y .
grown regression trees.
The random forest regression models trained cannot predict the fourth datasets
outputs as well as the other datasets outputs, but the error rates are low enough
that the overall performance of the trained models is good enough for practical
uses. Residual plots of the random forest regression models with 100 trees for
output X and output Y can be seen in the Fig. 6.4. The residuals are higher in
the tail end of the response, which consists of the fourth dataset. The higher error
rate in the predicted responses of the fourth datasets outputs were also present in
the support vector regression models responses, although the errors are slightly
smaller in the random forest regression models. Response plots for both output
X and Y of the random forest regression models with 100 grown trees are shown
in Fig. 6.5.
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Figure 6.5: True response plots of random forest regression models with 100 trees
for outputs X and Y .
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7 Neural Networks and NARX neural net-
works
In this chapter neural networks and an extended form of neural networks called
NARX (non-linear autoregressive exogenous model) neural networks are intro-
duced. In Section 7.1 the history of the development of neural networks from
single layer perceptrons to modern multilayer neural networks is provided and
the inner workings of neural networks and backpropagation are explained. In
Section 7.2 some implementations for diﬀerent programming environments are
suggested, along with the parameters used for training and testing the models
in Matlab. The Section 7.3 contains visualizations of the neural network mod-
els performance and the performance of the trained neural network and NARX
neural network models are compared.
7.1 Overview of neural networks and NARX neural networks
Perceptrons are the earliest form of neural networks, and because of their simplic-
ity are the best introduction to neural networks. Perceptrons were ﬁrst created
by Frank Rosenblatt in 1958 [Rosenblatt, 1958] as simpliﬁed models of biological
neurons. A single layer perceptron can only be used as a linear classiﬁer. A com-
mon example of a non-linear problem that cannot be solved with a single layer
perceptron is the XOR function, which was proven to be impossible to create
using a single layer perceptron by Minsky and Papert in 1969 [Minsky & Papert,
1969].
A single layer perceptron contains input nodes, weights for each of the input
nodes and an output node, additionally a bias node can also be included. The
steps taken when applying a single layer perceptron to an input are the following:
1. Multiply the input values with the corresponding weights
2. Sum the weighted input values and a possible bias
3. The sum of the weighted inputs and bias are given to the activation function
4. The output of the perceptron is the activation functions response
A commonly used activation function for single layer perceptrons is the binary
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Figure 7.1: Perceptron structure for AND function, x1 and x2 are inputs, where
xi 2 (0; 1). The weights and bias for AND function are w1 = 1 and w2 = 1,
b =  1; 5.
step function (also called Heaviside step function), which can be written as
H(x) =
8<: 1 x  00 x < 0
An example of a simple AND perceptron is shown in Fig. 7.1. Because of the
simple structure of a single layer perceptron, it can also be written as the following
function
f(x) =
8<: 1; if w  x+ b > 0;0; otherwise
where x is the input vector, w is the weight vector, w  x is the dot product, and
b is the bias.
Training of a single layer perceptron can be done by adjusting the weights accord-
ing to a learning rate to match the desired output classiﬁcation. For a linearly
separable dataset the training is repeated until an optimal hyperplane is found
and all training data points are classiﬁed correctly. For a non-linearly separable
dataset an error threshold or iteration limit must be set to arrive at a solution.
Single layer perceptrons are too limited for many practical tasks. However Mc-
Clelland and Rumelhart [1986] popularized the idea of using multiple processing
layers between the input and output layers. Multilayer perceptrons contain at
least one additional layer between the inputs and outputs, and these additional
layers of nodes are called hidden layers. Hidden layers in combination with the
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Figure 7.2: Multilayer perceptron for XOR-function, x1 and x2 are inputs, where
xi 2 (0; 1). The weights for the inputs and hidden layer outputs are marked on
the connections.
use of a non-linear activation functions make it possible for multilayer networks
to perform non-linear classiﬁcation and regression tasks. An example implemen-
tation of a XOR-function using a multilayer perceptron with one hidden layer
can be seen in Fig. 7.2.
Some common activation functions used with multilayer neural networks are sig-
moid function, rectiﬁed linear unit (ReLu) function, softmax function and linear
function. The sigmoid function
(a) =
1
1 + e a
produces an s-shaped curve, with the value scaled between 0 and 1. Rectiﬁed
linear unit (ReLu) is currently the most commonly used activation function [Ra-
machandran et al., 2017] and is deﬁned as
f(x) = max(x; 0)
Softmax function is usually only used in the output layer, since it depends on the
other nodes outputs. It can be written as the equation
i =
eziP
j 2 output nodes
ezj
where z is the vector of outputs from all of the output nodes. Linear activation is
also usually only used in the output layer, and is deﬁned as the identity function
f(x) = x.
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Figure 7.3: Illustration of gradient descent algorithm applied to the parabolic
function x2 + y2.
Training of a multilayer neural network requires the use of backpropagation al-
gorithm, which was ﬁrst proposed by Paul Werbos in 1974 [Werbos, 1974]. Back-
propagation is an algorithm that propagates the errors of the outputs backwards
through the neural network in order to minimize the error criterion by adjusting
the weights and biases. To limit overﬁtting a learning rate  is used as a multi-
plier for the weight and bias adjustments. A learning rate of 0.1 is usually used,
but it is deﬁned as 0 <  < 1 . The error criterion used usually for training a
neural network is
E =
1
2
X
j
(yj   y^j)2
where j is an output node, yj is the desired output and y^j is the output nodes
response.
A commonly used method for calculating the weight changes that minimize the
error criterion is the gradient descent algorithm. Gradient descent tries to ﬁnd the
minimum of the function given to it by iteratively adjusting the parameter values.
Figure 7.3 contains an illustration of gradient descent applied to the parabolic
function x2 + y2. Gradient descent does not guarantee that a global optimum
is found, since the algorithm can converge to a local optimum. Algorithm 7.1
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contains a pseudocode implementation of the gradient descent algorithm.
Data: f , x, , , i
Result: y
do
 = x;
x =      f();
 = x  ;
if jj   then
break;
end
i = i  1;
while i > 0;
return x
Algorithm 7.1: Gradient descent algorithm. f is the function to ﬁnd
the minimum for, x is the starting value used,  is the multiplier used
for change of x at each step,  is the threshold value for change between
the steps, i is the maximum iteration limit and y is the local minimum of
function f found.
Suggestions for additional methods to prevent the gradient descent algorithms
tendency to converge on local minima have been made. However, in larger neural
networks convergence on local minima is not a problem, and can actually be
useful, since it can prevent overﬁtting the training data and ﬁnding the global
minimum on a larger neural network is in some cases infeasible, because of the
required training time [Choromanska et al., 2015].
The following backpropagation algorithm is based on the article by Rumelhart,
Hinton and Williams in 1986 [Rumelhart, 1986] and was formulated into this form
by Martti Juhola [Juhola, 2019].
To understand the steps in the backpropagation algorithm, the following deﬁni-
tions have to be made. The activation level oj of a hidden node or an output
node is given by
oj = (
X
wijoi   j)
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where wij is the weight from input oi to node j, j is the node threshold and  is
the activation function of the node. Weights are adjusted by
wij(t+ 1) = wij(t) + wij(t)
where wij(t) is the weight from node i to node j at iteration t and wij(t) is the
weight adjustment. To speed up the convergence of the algorithm, a momentum
term can be added
wij(t+ 1) = wij(t) + wij(t) + (wij(t)  wij(t  1))
where 0 <  < 1. The weight change is computed by
wij(t) = joi
where  is the learning rate, j is the error gradient at node j. The error gradient
for the hidden nodes is given by
j = oj(1  oj)
X
k
kwjk
where oj is actual output activation, k is the error gradient at node k to which
hidden node j is connected. The error gradient for the output nodes is given by
j = y^j(1  y^j)(yj   y^j)
where yj is the desired output and y^j is the output of output node j.
Using the aforementioned functions, the steps for using backpropagation algo-
rithm for training a neural network are the following:
1. Set the neural networks initial weights and biases at small random values.
2. Input data to the neural network.
3. Adjust the weights starting from the output, progressing backwards to the
hidden layers with the recursive equation.
4. Iterate the previous three steps until convergence with the selected error
criterion is reached.
Adjustments of the weights when applying backpropagation can be done in sev-
eral diﬀerent ways. Batch gradient descent is the traditional method, in which
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all of the gradients are calculated at once and adjustment of weights is only done
once per iteration, this can lead to very slow convergence for larger datasets. A
more common method is the stochastic gradient descent, where the training data
is shued and weight adjustments are done after each samples gradient is calcu-
lated, this usually reduces the training time drastically for larger datasets, but
can result in slightly reduced performance. Mini-batch gradient descent combines
the batch gradient descent and stochastic gradient descent, the dataset is shued
and divided into batches of desired size, and the weights are adjusted after the
calculation of each batches gradients [Ruder, 2016].
Some threshold value must be set when checking the error criterion for reaching
convergence, since in most cases the dataset is not linearly separable, and some
number of errors must be tolerated. The threshold value can also prevent over-
ﬁtting. Other possible error criteria are a suﬃciently small error gradient, cross
validation performance or iteration count.
A non-linear autoregressive exogenous (NARX) model takes into account the
past value or values, which is an important feature when trying to model time
series data that might contain relationships between the desired output and the
previous outputs or inputs. A general NARX model can be written as
y(t) = f(u(t  nu); : : : ; u(t  1); u(t); y(t  ny); : : : ; y(t  1))
where u(t) is the input of the non-linear function f at time t, y(t) is the output
of the non-linear function f at time t, nu is the input order, and ny is the output
order. When f is a neural network the resulting system can be called a NARX
neural network [Siegelmann et al., 1997].
A NARX neural network takes as inputs the current input data and a number of
previous inputs and outputs. The number of previous inputs and outputs used
for computation of the output at time t is adjusted by a delay parameter d, with
which the NARX neural network can be written in the following form
y(t) = N(u(t  d); : : : ; u(t); y(t  d); : : : ; y(t  1))
where y(t) is the output at time t, u(t) is the input at time t and N is the neural
network.
NARX networks can be structured in an open-loop or closed-loop architecture.
In an open-loop architecture the previous outputs for the input layer are taken
from an external source. Whereas in a closed-loop architecture the computed
outputs are fed directly into the input layer for the next computation. The open-
loop architecture is used for training of a NARX neural network, because of the
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Figure 7.4: NARX neural network open-loop and closed-loop architectures. u(t)
is the input at time t, y(t) is the output at time t and d is the delay parameter.
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possibility of using the correct outputs instead of the predicted outputs as the
training inputs. Figure 7.4 contains a visualization of both architectures.
There have been some empirical tests that have shown that NARX neural net-
works outperform more traditional neural network when predicting complex time
series data [Menezes Jr & Barreto, 2008]. However, NARX neural networks are
not without problems, more complex NARX neural networks have a tendency to
overﬁt the training data and might not be able to learn long time dependencies
present in the data [Diaconescu, 2008].
7.2 Applying neural networks and NARX neural networks
Two diﬀerent types of models were trained using neural networks and NARX
neural networks, a model similar to the ones built using the other methods, which
predicts a single value (the mean of the output vectors), and a model that takes
advantage of the fact that the neural network models can have more outputs than
one, which predicts a reduced form of the output vectors. Both types of models
were trained for both outputs X and Y .
The training and prediction of the neural networks was done in Matlab, using
the neural network tools found in the Deep Learning Toolbox [Matlab, 2018a].
The key functions used were feedforwardnet for neural networks, and narxnet
for NARX neural networks. Neural network implementations are found for most
programming languages, with some widely used libraries being Tensorﬂow [Abadi
et al., 2015], which has APIs for several diﬀerent programming languages, and
Keras [Chollet & others, 2015] for Python, which is not a neural network library
by itself, but works as an interface for several machine learning libraries, including
Tensorﬂow.
NARX neural networks were trained in open-loop architecture, and the test pre-
dictions were made in closed-loop architecture. The delays for NARX neural net-
work input and feedback loops was set to 3. The training of the neural networks
was done using the Levenberg-Marquardt Backpropagation algorithm, which is
a backpropagation algorithm with an incorporated non-linear least squares opti-
mization algorithm [Hagan & Menhaj, 1994].
For the models that predicted the output vectors, a new output dataset was
created with a reduced output vector size. The reduced output vectors were
created by segmenting each of the output vectors into 20 segments and then
taking the median of each of those segments. Of the 20 segments the ﬁrst three
segments and the last three segments were removed. This was done to remove
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all of the segments which contained missing values that were present at the start
and end of the output vectors. The resulting output data contained 14 values,
and thus reduced the size of the output layers from 500 nodes to a much more
reasonable 14 nodes.
The dataset split used for neural networks and NARX neural networks was diﬀer-
ent than the split used for the previously introduced methods, since a validation
set is needed for determining when to stop training of the neural networks. A split
of 55 percent for training, 15 percent for validation and 30 percent for testing was
used. The dataset division was handled by setting the created neural network net
structures divideParam settings according to the desired split. The divideFcn
was set to 'dividerand' for neural networks and to 'divideblock' for NARX neural
networks, while divideMode was set to 'sample' for neural networks and to 'time'
for NARX neural networks.
The structures of the neural networks and NARX neural networks trained are
shown in Fig. 7.5. The structures used are simple feedforward networks with two
hidden layers, with each containing 13 hidden nodes. The complexity of networks
was not increased, because the shallow networks performance was suﬃcient for
this use case and each of the models was trained 30 times to get an average per-
formance and training time, which already resulted in multiple hours of training
for the NARX neural networks with multiple outputs.
One of the common rules of thumb for the number of hidden nodes is that it
should be less than the number of input nodes and greater than the number of
output nodes [Heaton, 2008]. Each layer and node adds to the time complexity
of the neural network, and thus increases the training time. Limiting the num-
ber of hidden layers and hidden nodes is especially important when considering
the NARX neural networks, because the additional input nodes needed for the
feedback loop and delayed inputs already increases the training time signiﬁcantly
compared to a regular neural network. The average training time of each trained
neural network model is shown in Table 7.1.
7.3 Results
The neural network and NARX neural network models which predicted the mean
value of the output vectors had a similar performance as the models created
using random forest regression, with very high R2 values and low RMSE values.
The average performance of each of the trained neural network types is shown
in Table 7.1. Response plots of the models trained to predict the mean value for
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Figure 7.5: The network structures of the trained four diﬀerent neural network
models. The delay parameters is set to 3 for the NARX neural networks, which
is indicated in the ﬁrst nodes of the initial hidden layer. The ﬁgures were created
using the view function found in Matlab Deep Learning Toolbox [Matlab, 2018a].
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Figure 7.6: Response plots of the trained neural network and NARX neural
network models for both outputs X and Y .
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Output Network Type Output Type Training Time R2 RMSE
X Neural Network Mean 2s 0.989 1.618
NARX Mean 7s 0.993 1.315
Neural Network Vector 50s 0.942 4.845
NARX Vector 3m 10s 0.970 3.552
Y Neural Network Mean 2s 0.995 2.151
NARX Mean 7s 0.996 1.913
Neural Network Vector 35s 0.975 6.192
NARX Vector 3m 23s 0.984 4.994
Table 7.1: The average training times and performance measurements for all of
the trained neural networks (n = 30).
each output and network type combination with the lowest RMSE are shown in
Fig. 7.6.
Residual plots of the neural network and NARX neural networks for output X
which predict the mean value are shown in Fig. 7.7. The residual plots show
that for both models the largest errors are mostly situated in the latter parts
of the dataset which consists of dataset four, as was the case with the earlier
methods also. In both outputs X and Y the NARX neural network model had a
much higher error rate in the latter part compared to the regular neural network
model, this is most likely caused by small errors in the output predictions being
magniﬁed over time by the feedback loop present in the NARX neural network
structure. Even though the performance in the latter part is worse in the NARX
neural network model, the overall errors before the portions corresponding with
the fourth dataset are smaller, and this is reﬂected upon the RMSE of the models.
The neural networks which were trained to predict the reduced output data had
a similar distribution of errors as the mean value predicting neural networks for
both outputs X and Y , with the NARX neural network performing worse in
the latter parts of the dataset, and the regular neural network performing worse
than the NARX neural network at the the beginning portions of the dataset.
Figure 7.8 contains samples from the beginning portion of the predicted reduced
output Y in which the diﬀerence between the two types of neural network models
performance is shown, with the NARX neural network model producing an output
which resembles the original output much more closely than the output produced
by the neural network model. In comparison, Fig. 7.10 shows the results of
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Figure 7.7: Residual plots of the predicted mean value of the output vectors X
using a trained neural network and NARX neural network. The input data used
for the response, from which the residuals are derived contained the training,
validation and testing data.
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Figure 7.8: A sample from the beginning portion of the original reduced output
Y and two corresponding predicted samples made using trained neural network
and NARX neural network models.
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Figure 7.9: A sample from the beginning portion of the original reduced output
X with a dataset change occurring in the middle and two corresponding predicted
samples made using trained neural network and NARX neural network models.
predicting a sample of the latter portion of the reduced output, in which the
regular neural network models prediction is much closer to the original output
and manages to reproduce the pattern very well, while the predicted output
using the NARX neural network manages to reproduce only some of the peaks
present in the original output. Figure 7.9 contains a sample of the original and
predicted reduced output X, with a dataset change occurring in the middle of
the sample. The diﬀerences between the models performance in diﬀerent portions
of the dataset suggests that the underlying features that are responsible for the
patterns in the outputs are diﬀerent for each dataset, and training of a diﬀerent
model for each output and dataset combination might provide better results for
this speciﬁc use case.
The average diﬀerences in the training times between neural networks and NARX
neural networks are large, with the latter requiring on average three times the
training time compared to the former. With a dataset of the size used and a shal-
low neural network structure the training time is not yet a problem, however the
use of NARX neural networks should be carefully considered if a more complex
neural network structure is necessary for the task or the dataset is much larger in
size. In this case the training was not parallellized, but the magnitude of diﬀer-
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Figure 7.10: A sample from the end portion of the original reduced output Y
and two corresponding predicted samples made using trained neural network and
NARX neural network models.
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ences should be applicable even if the training is done using a parallel algorithm,
because of the increase in time complexity of the training algorithm resulting
from the additional nodes in the input layer of the NARX neural network.
The diﬀerences between the trained NARX neural networks and neural networks
was not insigniﬁcant, while both network structures produced models which had
a similar performance when comparing the response plots, R2, and RMSE values,
the models had diﬀerences in which portion of the dataset the performance was
optimal in. The neural network and NARX neural networks models which were
trained to predict the mean value had a similar performance as the random forest
regression models trained before, and with the random forest regression being
relatively simpler method to use, careful consideration should be given into when
a neural network is actually necessary for performing the required task.
Shallow neural networks are capable of producing quite complex outputs, as was
seen with the capability of the trained neural network and NARX neural network
models to reproduce the patterns in the reduced output vectors. However, the
process of creating the reduced output data was quite similar to how the down-
sampling and receptive ﬁeld layers used in convolutional neural networks work,
and implementing the process of down-sampling the output vectors in the neural
network structures themselves should be considered if the increase in the training
time of the resulting neural network is not a problem.
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8 Conclusions
This thesis introduced four diﬀerent machine learning methods which might be
employed in a manufacturing setting for predicting the output of a quality con-
trol measurement. All of the introduced machine learning methods produced
acceptable results for the dataset they were evaluated against.
Preprocessing is one of the most important tasks when using machine learning
methods and a large portion of the performance can and should be attributed
to extensive preprocessing of the data used in this thesis. Preprocessing should
always be done carefully and should be the ﬁrst step performed, before trying to
build a model of the data. With good preprocessing of the data a simple machine
learning method like support vector machine regression can produce results that
can surpass traditional statistical methods with minimal training.
Diﬀerences between the best models built for predicting the mean value of the
output vectors using the introduced machine learning methods were minimal,
with the trained random forest, neural network and NARX neural network mod-
els having similar error rates and R2 values, while the support vector regression
models trained using the Gaussian kernel had only slightly worse performance
than the aforementioned models. All four methods were also capable of repro-
ducing the ﬂuctuation present in the mean value of the output vectors.
Training of most of the models created with the introduced machine learning
methods and using the domain appropriate dataset was performed in less than
10 seconds, with only the neural network and NARX neural networks which pre-
dicted the reduced output having signiﬁcantly higher training times. Training
time with each method is of course dependent on the size, feature space and out-
put type of the data used. If the training time of a machine learning model is an
issue and the dataset or the feature space of the dataset is large, the decision on
which method to use should be carefully weighed, because of the inherent diﬀer-
ences in the methods training times. Incremental training of the models was not
considered in this thesis, but should be possible for all of the models created with
the introduced methods using appropriate training algorithms. Adjusting of the
trained models periodically, while ensuring that the models previous performance
is not altered, in a manufacturing settings is a topic that should be researched
further.
Simple shallow neural networks can produce good results for many problems, as
was seen in the neural network and NARX neural network models which were
capable of reproducing the pattern in the reduced output vectors, but if the data
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used is very complex, for example consisting of images or video, shallow neural
networks will most likely fail to produce acceptable results. In this case more com-
plex methods like convolutional neural networks should be considered. However,
preprocessing of the data and training time are greater problems with convolu-
tional neural networks than with the methods introduced in this thesis and the
possibility of simplifying or reducing the data signiﬁcantly should be considered
ﬁrst and foremost, before rushing to use more complex methods. Convolutional
neural networks were outside of the scope of this thesis, but further research into
the use of them for predicting the output of quality control measurements is also
recommended.
The decision on which of the introduced methods, or any other machine learning
methods, to use should always be guided by the principle of ﬁnding the simplest
method which can still produce the desired results.
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