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The generation of ultrafast laser pulses and the reconstruction of their electric fields is essential
for many applications in modern optics. Quantum optical fields can also be generated on ultrafast
time scales, however, the tools and methods available for strong laser pulses are not appropriate
for measuring the properties of weak, possibly entangled pulses. Here, we demonstrate a method
to reconstruct the joint-spectral amplitude of a two-photon energy-time entangled state from joint
measurements of the frequencies and arrival times of the photons, and the correlations between them.
Our reconstruction method is based on a modified Gerchberg-Saxton algorithm. Such techniques
are essential to measure and control the shape of ultrafast entangled photon pulses.
I. INTRODUCTION
The generation, control, and measurement of high-
dimensional entangled quantum states of light are im-
portant for optical computing and communication [1–4].
One form of this entanglement, in the energy-time degree
of freedom, can exhibit strong correlations in frequency
and time [5, 6], nonlocal interference phenomena [7, 8],
and dispersion cancellation [9, 10], with applications
in high-capacity quantum key distribution [11, 12], en-
hanced spectroscopy [13], sensing [14], and two-photon
absorption [15]. The generation and control of energy-
time entanglement has been realized in both bulk crystals
and waveguide structures [16–20], however, it remains an
important challenge to reconstruct the quantum state of
the photons produced. The performance of any quan-
tum optical technology using time and frequency depends
on being able to both shape and completely characterize
such photonic states.
In ultrafast optics and laser physics, the ability to mea-
sure the amplitude and phase of laser pulses on ultra-
fast timescales is essential for nonlinear optics and spec-
troscopy. In this context, the problem of electric field
reconstruction has been extensively studied [21]. Opti-
cal pulses can be produced on time scales much shorter
than any photodetector response time [22], and conse-
quently, the only thing fast enough to measure an ul-
trafast laser pulse is another ultrafast pulse. Techniques
such as FROG [23] and SPIDER [24] make use of nonlin-
ear optical processes to measure and reconstruct ultra-
fast pulses. However, adapting them to quantum states
of light is challenging due to the low power levels of single
photons. In addition, the algorithms developed for laser
pulses do not account for the possibility that photons can
be entangled. New innovations are therefore needed to
reconstruct the joint state of entangled ultrafast photon
pulses.
Approaches for characterizing the optical modes of
photons have been explored using homodyne measure-
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ments [25–30], two-photon interference effects [31–33],
and two-photon absorption in semiconductors [34]. The
increased interest in time-frequency modes has also led to
nonlinear ultrafast approaches for characterization [35–
38]. To measure both the frequency and time inten-
sity correlations of energy-time entangled states, optical
methods based on optical gating and frequency resolved
measurements have recently been developed. These have
been used to observe nonlocal dispersion cancellation [39]
and two-photon quantum interferometry [40] on time
scales inaccessible to standard photodetectors. For com-
plete characterization, however, the joint spectral phase
is also required. This additional phase information is im-
portant to understand the nature of the entanglement
and to control and optimize the performance of quantum
information protocols using heralded and multi-photon
states [41].
Recovering the phase of a field from intensity mea-
surements in Fourier-related domains is known as a
phase-retrieval problem. In 1972, Gerchberg and Sax-
ton provided a practical solution to this problem. They
introduced an iterative algorithm, referred to as the
Gerchberg-Saxton algorithm (GS), to extract the com-
plete wavefunction of an electron beam, including its
phase, from intensity recordings in the image and diffrac-
tion planes [42]. Their algorithm can be applied to prob-
lems involving electromagnetic waves [43, 44] including
optical wavelengths [45].
In this paper, we implement a technique to recover
the phase of ultrafast energy-time entangled two-photon
pulses produced via spontaneous parametric downcon-
version (SPDC) and which is based on intensity mea-
surements of the frequency and the arrival time of the
photons. Inspired by the conventional phase retrieval
problem, we develop an algorithm based on a method of
alternate projections [42, 46, 47] that iterates between
the frequency and time domains imposing the measured
intensity constraints at each iteration. Measurements in
frequency are performed with single-photon spectrome-
ters and measurements in time are implemented via op-
tical gating with an ultrafast optical laser pulse.
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FIG. 1. Block diagram of the algorithm for phase retrieval
of an energy-time entangled two-photon state. The algorithm
is seeded with an initial guess of the state, Fωω(ωs, ωi). At
every iteration, the Fast Fourier Transform is applied to trans-
form the state between its frequency and time representations
for both the signal and the idler photons. After each trans-
formation, the magnitude of the state is replaced with the
deconvolved measured intensity data while the phase of the
state is preserved. At each iteration the error between the
measured and recovered intensities either remains the same
or is reduced.
II. THEORY
A pure energy-time two photon state produced via
SPDC can be modelled as [6, 17],
|ψ〉 =
∫
dωsdωiFωω(ωs, ωi)a
†
s(ωs)a
†
i (ωi) |0〉 , (1)
corresponding to a superposition of frequency modes for
the signal a†s(ωs) and the idler a
†
i (ωi) weighted by the
joint spectral amplitude (JSA) function Fωω(ωs, ωi). The
joint spectral amplitude,
Fωω(ωs, ωi) = |Fωω(ωs, ωi)| exp [iφ(ωs, ωi)] , (2)
describes the amplitude, |Fωω(ωs, ωi)|, and phase,
φ(ωs, ωi), of the state. For downconversion, it is related
to the pump properties and the phase matching condi-
tions of the nonlinear material [48]. In this form, the
joint-spectral intensity |Fωω(ωs, ωi)|2 characterizes the
frequency correlations, whereas the joint temporal am-
plitude (JTA),
Ftt(ts, ti) = ∫ dωsdωiFωω(ωs, ωi)e−iωstse−iωiti , (3)
which is related to the JSA by the Fourier trans-
form, and the corresponding joint temporal intensity
(JTI), |Ftt(ts, ti)|2, characterize the temporal correla-
tions. Energy-time entanglement is then witnessed when
the time-bandwidth product is found to be less than one,
∆(ωs + ωi)∆(ts − ti) < 1, where ∆ represents the stan-
dard deviation in the joint spectral and joint temporal
intensity [39, 49, 50].
One is typically interested in determining the complex-
valued functions Fωω(ωs, ωi) or Ftt(ts, ti), but only has
access to their intensities, |Fωω(ωs, ωi)|2 or |Ftt(ts, ti)|2.
The GS algorithm was originally designed to recover the
phase from two similar intensity measurements. How-
ever, phase retrieval algorithms of this form have a well-
known ambiguity. If the intensity distribution in the
Fourier plane is centro-symmetric, then the complex con-
jugate of any given solution in the object plane is also a
solution [51]. For the energy-time degree of freedom, this
implies a time-reversal ambiguity, i.e., it is not possible
to distinguish between positive and negative dispersion
from the intensity correlations in frequency and time,
|Fωω(ωs, ωi)|2 and |Ftt(ts, ti)|2, alone. In the present
work, we measure properties of entangled photons and
can naturally include other time-frequency correlations,
|Fωt(ωs, ti)|2 =
∣∣∫ dωiFωω(ωs, ωi)e−iωiti ∣∣2 , (4)
|Ftω(ts, ωi)|2 =
∣∣∫ dωsFωω(ωs, ωi)e−iωsts ∣∣2 , (5)
which can distinguish between these two cases and break
the time-reversal ambiguity.
III. PHASE RETRIEVAL ALGORITHM
The phase retrieval algorithm is shown in Fig. 1.
The algorithm is seeded with an initial guess of the
state, Fωω(ωs, ωi), involving a random phase. In the
first iteration, we project the state onto the constraint
set that satisfies the measured intensities in frequency.
This is achieved by replacing the spectral amplitudes
|Fωω(ωs, ωi)| with the measured spectral amplitudes√
I(ωs, ωi) but keeping the phase,
Fωω(ωs, ωi)→ Fωω(ωs, ωi)|Fωω(ωs, ωi)|
√
I(ωs, ωi). (6)
We then apply the Fast Fourier Transform algorithm
(FFT) to obtain an estimate of Fωt(ωs, ti) and again re-
place the amplitudes |Fωt(ωs, ti)| with the measured am-
plitudes
√
I(ωs, ti). This is repeated two more times, as
in Fig. 1, completing one iteration of the algorithm. At
each iteration, we evaluate the FROG-trace error [52] be-
tween the measured and the reconstructed joint spectral
intensities, which corresponds to the average percentage
error in each point (ωs, ωi). An important feature of
these types of algorithms is that the measured error will
always decrease or remain constant at each iteration, and
will not diverge [42, 53].
IV. EXPERIMENT
The setup is schematically depicted in Fig. 2 and de-
scribed in detail in Refs. [39, 40]. Ti:sapphire laser
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FIG. 2. Experimental setup for two-photon state reconstruc-
tion. Energy-time entangled photons are produced through
spontaneous parametric downconversion (SPDC). Each pho-
ton can be measured in frequency using a scanning monochro-
mator or in time by optically gating the single photon using
sum-frequency generation (SFG) in a nonlinear medium with
a strong gate pulse. The delays τs and τi are between the gate
pulse and the photon on the signal and idler side, respectively.
The quadratic spectral phases, As on the signal photon and
Ai on the idler photon, are controlled using a fibre and grat-
ing compressor on each side. Measurements in coincidence
of all four combinations of the frequency and time of arrival
of the photons allow the reconstruction of the joint spectral
amplitude function using a phase retrieval algorithm.
pulses [80 MHz, 775 nm, 3.8 W average power, 0.130 ps
(s.d.) pulse width], are frequency doubled in 2 mm of
β-bismuth borate (BiBO). After spectral filtering with
a 0.2 nm FHWM bandpass filter, the second harmonic
pumps a 5 mm BiBO crystal for type-I SPDC gen-
erating energy-time entangled photons at 823 nm and
732 nm. These are coupled in single-mode fibres allow-
ing for direct, spectrally resolved, or temporally resolved
measurements. Spectral measurement are performed via
monochromators with a resolution of 0.1 nm. Tempo-
ral measurements are implemented via optical gating,
i.e., via noncollinear sum-frequency generation (SFG)
with femtosecond laser pulses in 1 mm of bismuth bo-
rate (BiBO) crystal. The electric field of the gate pulse
is characterized using an SHG-FROG measurement, and
we find an intensity pulse width of 130 fs (s.d.). Since the
experimentally measured intensity in frequency (time)
is convolution of the joint spectral (temporal) inten-
sity and the filter function of the monochromater (tem-
poral gate), the measured data must first be decon-
volved before it can be used in the phase-retrieval al-
gorithm. Numerical deconvolutions for each intensity
measurement are performed using a Wiener filter [54],
and the resulting output provides the intensity distri-
butions, I(ωs, ωi), I(ts, ωi), I(ωs, ti), I(ts, ti), used in the
algorithm in Fig. 1. See Appendix A for further details.
The spectral phase on the photons,
φ(ωs, ωi) ≈ As (ωs − ωs0)2 +Ai (ωi − ωi0)2 , (7)
is controlled with a combination of normally dispersive
single-mode fibre and adjustable grating compressor for
anomalous dispersion [39], where As and Ai are the chirp
parameters for the signal and idler, respectively. The rel-
ative position of the gratings inside the compressor sets
the magnitude and sign of the overall dispersion. We cal-
ibrate both grating compressors using XFROG (Cross-
correlation FROG) spectrogram measurements between
the strong gate pulse and a weak laser pulse. The weak
laser pulse has the same center wavelength and path
through the fibre-compressor system as the photons on
each side. The phase at each relative grating separation
is reconstructed using the Principal Component Gener-
alized Projection (PCGP) FROG algorithm [52, 55]. We
find a quadratic phase that depends linearly on the grat-
ing separation with slopes of (−1360 ± 60) fs2/mm and
(−2190±70) fs2/mm for the signal and idler, respectively.
The difference between the two is attributed to the cu-
bic dependence on wavelength of dispersion in a grating
compressor [56].
V. PHASE RECONSTRUCTIONS
We compare the phase retrieval algorithm on measured
data for two-photon states with different amounts of dis-
persion. We set the grating compressors on the signal and
idler side to study four cases: no additional dispersion,
with extra positive dispersion applied to the idler, with
extra negative dispersion applied to the signal, and with
extra negative dispersion applied on both sides. For the
case of a two-photon energy-time entangled state with
negative dispersion applied to both photons, an example
of the four combinations of time and frequency measure-
ments is shown in Fig. 3. Background subtraction, a
Wiener Filter, and low-pass filters are applied in Fig. 3
and prior to the reconstruction [57]. We observe strong
anti-correlations in the joint spectral intensity [Fig. 3(a)],
however, the joint temporal intensity [Fig. 3(d)] is uncor-
related due to the presence of dispersion on both photons.
The observed shears in both the time-frequency intensity
plots [Fig. 3(b-c)] also illustrate the presence of negative
dispersion.
We map these intensity constraints onto a 64x64 array
and input them into the phase retrieval algorithm, which
is run for 1000 iterations, a number found heuristically
after which no reduction in the FROG-trace error is ob-
served. The intensity of the reconstructed wavefunction
in frequency and time are shown in Fig. 4. The recon-
structed intensities are compared to the measured data
from Fig. 3(a) and Fig. 3(d). We find a FROG-trace er-
ror between the post-processed and reconstructed spec-
tral intensities after 1000 iterations to be (3.64± 0.07)%
for the joint spectral intensity and (7.01± 0.35)% for the
joint temporal intensity.
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FIG. 3. Example deconvolved measured data for two-photon
state reconstruction when negative dispersion is introduced to
signal and idler photons. Combinations of spectral and tem-
poral measurements are made in coincidence to obtain the (a)
joint spectral intensity, (d) joint temporal intensity, and (b,c)
correlations between the time and frequency of the photon
pair for an SPDC state. We observe strong anti-correlations
between the measured quantities in (a), (b), (c) and very little
correlations in (d), indicating the presence of negative disper-
sion on both photons. After post-processing, the measured
intensities are used as data constraints for the phase-retrieval
algorithm.
Note that the marginal bandwidths of the joint spec-
tral intensity in the reconstruction [Fig. 4(a)] are shorter
than in the original data [Fig. 3(a)]. Numerical simu-
lations suggest that this arises as a result of the phase-
matching bandwidth in the optical gating. The effect of
the phase mismatch on the reconstruction of two-photon
states with optical gating is modelled in Appendix B.
Fig. 5 shows the reconstructed joint spectral phase for
the four different cases. Starting with the case where
we attempted to minimize the unbalanced dispersion
[Fig. 5(a)], we observe a relatively flat spectral phase.
In this configuration, we measure the time-bandwidth
product as in Ref. [39] and find ∆(ωs + ωi)∆(ts − ti) =
(1.711± 0.005)(0.196± 0.004) = 0.348± 0.006, verifying
the presence of energy-time entanglement.
For the three cases where dispersion is applied, we fit
the reconstructed quadratic spectral phase in Fig. 5(b-d).
For each, we unwrap the 2D phase and perform a poly-
nomial fit to the phase distribution. The corresponding
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FIG. 4. Two-photon state reconstruction. Reconstructed dis-
tributions for the (a) the joint spectral intensity, (d) the joint
temporal intensity, as well the (b,c) time-frequency correla-
tions of the measured state in Fig. 3 after 1000 iterations of
the phase retrieval algorithm.
uncertainties are obtained from the variance in the fitted
spectral phase after performing Monte Carlo simulations
assuming Poissonian noise.
When we apply As = (0.026 ± 0.002) ps2 of disper-
sion on the signal photon [Fig. 5(b)], we reconstruct a
quadratic spectral phase on the signal of As = (0.024 ±
0.003) ps2, observing a positive quadratic variation in
the phase along the signal (y) axis, modulo 2pi, with lit-
tle variations along the idler (x) axis. When we apply
Ai = (−0.025± 0.002) ps2 of dispersion to the idler pho-
ton [Fig. 5(c)], we reconstruct a quadratic phase on the
idler of Ai = (−0.026± 0.003) ps2, observing a negative
quadratic variation in the spectral phase along the idler
(x) axis, with again little variations along the signal (y)
axis. When we apply As = (−0.036 ± 0.003) ps2 and
Ai = (−0.043 ± 0.002) ps2 of dispersion to the signal
and idler [Fig. 5(d)], we reconstruct a quadratic phase
on the signal and idler of As = (−0.036± 0.004) ps2 and
Ai = (−0.028±0.003) ps2, respectively. For this case, we
observe a negative quadratic variation along the diagonal
x-y axis.
When dispersion is applied to only one photon,
Fig. 5(b) and Fig. 5(c), the phase obtained using
the phase-retrieval algorithm corresponds to the recon-
structed phases measured using the XFROG algorithm.
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FIG. 5. Phase reconstruction of energy-time entangled states. Reconstructed joint spectral phase for energy-time entangled
photon pairs with (a) no added dispersion, (b) positive dispersion on the signal, (c) negative dispersion on the idler, (d) negative
dispersion on both the signal and idler. Phase points outside the 2σ intensity contours are removed for clarity. We observe (a)
a relatively flat phase variation, (b) a positive quadratic phase variation along the signal axis, (c) a negative quadratic phase
variation along the idler axis, (d) and a negative quadratic phase variation along both axes.
In the last case, Fig. 5(d), we find a discrepancy be-
tween the two. This, again, is likely due to the effect of
the phase mismatch on the temporal measurements and
on the subsequent reconstruction of two-photon states,
which will be more pronounced for the photons which
have much larger bandwidth than for the weak pulse used
for the XFROG reconstructions (see Appendix B).
VI. CONCLUSION
We have demonstrated a method to recover ultrafast
two-photon energy-time entangled pulses. Our technique
is based on a method of alternate projections that iterates
between the frequency and time domains imposing the
measured intensity constraints at each iteration. The use
of nonlinear phenomena, i.e., optical gating, to measure
the timing correlations is an artifact of the time scales
at play and is not a fundamental requirement. For suffi-
ciently long pulses, there may exist photodetectors that
can measure the temporal intensity directly [58]. For sub-
picosecond resolution involving optical gating, the effect
of phase-matching in the upconversion could be reduced
using shorter crystals or angle-dithering [59].
In our simulations, the reconstruction fidelity seems
to depend on the amount of entanglement in the initial
state, and uncovering the reason for this is the subject
of future work. Moreover, extensions of this algorithm
to characterize two-photon mixed states may be possible
based on techniques used to reconstruct partially coher-
ent light [60, 61], removing assumptions about the purity
of the quantum states. Measurement and reconstruction
capabilities similar to those available in ultrafast optics
will be essential for developing new applications in quan-
tum state engineering and ultrafast shaping of entangled
photons, paving the way to characterizing and manipu-
lating high-dimensional quantum states of light.
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Appendix A: Phase retrieval algorithm
The algorithm to reconstruct the phase of energy-
time entangled states is divided into two main parts:
post-processing and phase retrieval. In the first part,
post-processing, for each experimentally measured time-
frequency correlation plot, the data is interpolated onto a
2D square grid, H(x, y), of size 64x64, where, here, we use
x, y to represent either the measured time or frequency
variables. We apply background subtraction using a cor-
ner suppression routine [52]. The numerical deconvolu-
tion is performed using a Wiener filter,
W (kx, ky) =
G(kx, ky)
∗
|G (kx, ky)|2 + α
, (A1)
where G(kx, ky) is the filter function which we obtain by
taking the Fourier transform of the instrument response
functions. These are approximated as Gaussian functions
with the instrument resolutions obtained experimentally
for the spectral (0.1 nm) and temporal (0.130 ps) mea-
surements. The parameter α takes into account the
amount of noise in the system and will typically depend
on kx and ky. Here, we approximate it as a constant,
0.05 ≤ α ≤ 0.2, which is obtained heuristically for each
reconstruction. A low-pass filter is also applied by multi-
plying the Wiener filter W (kx, ky) by a top-hat function
6T (kx, ky) of radius, %N/2 in pixels, and setting all the
values outside %N/2 to 0, where N is the size of the grid,
and 0.8 ≤ % ≤ 1. The deconvolved intensities are then
obtained with the inverse Fourier transform,
I (x, y) = FT−1 [H (kx, ky)W (kx, ky)T (kx, ky)] , (A2)
where H(kx, ky) is the Fourier Transform of the exper-
imentally measured intensities H(x, y). The resulting
deconvolved intensities I(x, y) are used as the physical
constraints in the phase retrieval algorithm.
In the second part, the phase retrieval algorithm is
seeded with an initial guess of the state, which can con-
sist of the measured amplitudes with a random phase.
Steps (1-8) are used when all four intensity constraints
are applied.
1. Replace the magnitude of Fωω(ωs, ωi) with the
measured values
F ′ωω(ωs, ωi) =
Fωω(ωs, ωi)
|Fωω(ωs, ωi)|
√
I(ωs, ωi). (A3)
2. Evaluate the inverse Fourier transform Fωω(ωs, ωi)
to obtain an estimate of Fωt(ωs, ti).
3. Replace the magnitude of Fωt(ωs, ti) with the mea-
sured values
F ′ωt(ωs, ti) =
Fωt(ωs, ti)
|Fωt(ωs, ti)|
√
I(ωs, ti). (A4)
4. Evaluate the inverse Fourier transform F ′ωt(ωs, ti)
to obtain an estimate of Ftt(ts, ti).
5. Replace the magnitude of Ftt(ts, ti) with the mea-
sured values
F ′tt(ts, ti) =
Ftt(ts, ti)
|Ftt(ts, ti)|
√
I(ts, ti). (A5)
6. Evaluate the Fourier transform F ′tt(ts, ti) to obtain
an estimate of Ftω(ts, ωi).
7. Replace the magnitude of Ftω(ts, ωi) with the mea-
sured values
F ′tω(ts, ωi) =
Ftω(ts, ωi)
|Ftω(ts, ωi)|
√
I(ts, ωi). (A6)
8. Evaluate the Fourier transform F ′ωt(ωs, ti) to obtain
an estimate of Fωω(ωs, ωi).
The time to run the algorithm depends on the size
of the arrays being used and the number of iterations.
For the case in Fig. 4, using a 64x64 array, the entire
procedure, including loading the data, applying filtering
and deconvolution algorithms, and running the phase
retrieval algorithm for 1000 iterations takes about
(10 ± 4)s, averaged over 100 runs and using a laptop
computer (i7-4650U CPU @2.3GHz with 8 Gb of RAM).
Appendix B: Reconstructing two-photon states with
optical gating
To test the numerical deconvolution and the phase-
reconstruction algorithm described above using realistic
temporal measurements, we construct a numerical model
of optical gating with thick crystals and consider its effect
on the measurement and reconstruction of energy-time
entangled two-photon states.
An energy-time entangled two-photon state as in Eq. 1
with a joint-spectral amplitude for the signal ωs and idler
ωi frequencies is modelled with a two-dimensional corre-
lated Gaussian function,
Fωω (ωs, ωi) =
1
√
2piσωsσωi (1− ρ2ω)1/4
exp
(
− 1
2 (1− ρ2ω)
[
(ωs − ωs0)2
2σ2ωs
+
(ωi − ωi0)2
2σ2ωi
− ρω (ωs − ωs0) (ωi − ωi0)
σωsσωi
])
.
(B1)
The marginal frequency bandwidths, σωi and σωs , are
set to the values measured experimentally. The corre-
lation parameter ρω = ∆(ωsωi)/∆ωs∆ωi describes the
statistical correlations between the frequency of the sig-
nal and idler modes and is related to the purity of the
partial trace, P =
√
1− ρ2ω. When ρω = 0, the joint-
spectral amplitude F (ωs, ωi) factorizes and the state is
separable, whereas when ρω → −1, the photons are per-
fectly anticorrelated in frequency. Furthermore, when
the marginal bandwidths are equal, σωs = σωi , the time-
bandwidth product for the Gaussian state in Eq. B1 is
∆(ωs + ωi)∆(ts − ti) =
√
(1 + ρ)/(1− ρ). We apply a
7quadratic phase to the state,
Fωω(ωs, ωi)→ Fωω(ωs, ωi)eiAs(ωs−ωs0)2+iAi(ωi−ωi0)2 ,
(B2)
where As and Ai are the chirp parameters on the signal
and idler, respectively.
In the SFG process used for optical gating, a photon
and a strong gate pulse in the near-infrared (NIR) are
up-converted to produce a higher energy photon in the
ultraviolet. If the photons are dispersed before the op-
tical gating, high and low frequencies components will
arrive at different times in the nonlinear medium. In the
presence of phase mismatch, the upconverted frequencies
associated to these high and low frequency components
can lie outside the phase-matching bandwidth of the crys-
tal, and consequently will be suppressed. As a result,
phase mismatch in optical gating changes the measured
intensity correlations and therefore changes the decon-
volved intensity constraints that are applied in the phase
retrieval algorithm.
To account for this effect, we model the optical gating
as sum-frequency generation process in the low-efficiency
regime between the photons on each side and a gate pulse
with centre frequency ωg and a pulse duration of 0.130 ps,
leading to upconverted frequencies ωus = ωs + ωg and
ωui = ωi + ωg on the signal and idler side, respectively.
The gate pulse is modeled with a Gaussian temporal pro-
file,
G (ωg, τg) =
1(
2piσ2g
) 1
4
e
− (ωg−ωg0)
2
4σ2g
+iτg(ωg−ωg0)
, (B3)
with marginal bandwidth σg, and delay τg. For the pur-
pose of this simulation, we assume the spectral measure-
ments have high resolution such that they can be repre-
sented by delta functions,
Hωω(ωs, ωi) ≈ |F (ωs, ωi)|2, (B4)
and the three intensity measurements involving optical
gating are calculated via the following,
Hτω (τs, ωi) =
∫
dωus
∣∣∣∣∫ dωsG (ωus − ωs, τs) ΦSFG (ωs, ωus − ωs, ωus) Fωω (ωs, ωi)∣∣∣∣2, (B5)
Hωτ (ωs, τi) =
∫
dωui
∣∣∣∣∫ dωiG (ωui − ωi, τi) ΦSFG (ωi, ωui − ωi, ωui) Fωω (ωs, ωi)∣∣∣∣2, (B6)
Hττ (τs, τi) =
∫
dωusdωui
∣∣∣∣∣
∫
dωsdωiG (ωus − ωs, τs) ΦSFG(ωs, ωus − ωs, ωus) (B7)
× G (ωui − ωi, τi) ΦSFG(ωi, ωui − ωi, ωui)Fωω(ωs, ωi)
∣∣∣∣∣
2
,
where the gate pulse G is the same on both sides but
with delays τi and τs introduced. The phase matching
function is
ΦSFG(ωj , ωuj − ωj , ωuj ) = e−i
∆kL
2 sinc
(
∆kL
2
)
, (B8)
where the phase-mismatch,
∆k(ωj , ωuj − ωj , ωuj ) =
ne(ωj)ωj
c
+
no(ωuj )ωuj
c
+
ne(ωuj − ωj)(ωuj − ωj)
c
,
(B9)
is calculated for type-I SFG with different crystal lengths
L and the experimentally measured wavelengths. The
phase-matching bandwidth can be estimated from the
range of frequencies contained in ∆kL = pi. Upconverted
frequencies outside this range are suppressed. All inte-
grals are evaluated numerically.
We model all the steps in the phase-retrieval process.
We numerically create frequency anti-correlated states
using Eq. B1 and Eq. B2, with the same centre wave-
length and bandwidth as those measured experimentally,
but with different amounts of applied spectral phases,
given by the chirp parameters As and Ai. We calculate
the four joint correlations in frequency and time with
Eqs. (B4-B7) using different lengths of BiBO for optical
gating, apply the numerical deconvolution to each inten-
sity measurement as described in Appendix A, and insert
these as constraints for the phase retrieval algorithm. Af-
ter reconstruction, we unwrap the spectral phase of the
reconstructed joint spectral amplitude function and fit it
to a third-order two-dimensional polynomial.
The reconstructed spectral phases are compared to the
applied spectral phases in Fig. 6 for different lengths of
BiBO used in optical gating and for different applied
spectral phases. In Fig. 6(a) and Fig. 6(b), the signal
chirp parameter As is kept fixed while the idler chirp
parameter is varied, whereas in Fig. 6(c) and Fig. 6(d),
80 1 2 3 4
Applied idler
phase Ai(fs2)
×104
0
1
2
3
4
Re
co
ns
tru
ct
ed
id
le
r p
ha
se
 A
i(f
s2
)
×104
0 1 2 3 4
Applied idler
phase Ai(fs2)
×104
0
1
2
3
4
×104
0 1 2 3 4
Applied signal
phase As(fs2)
×104
0
1
2
3
4
Re
co
ns
tru
ct
ed
sig
na
l p
ha
se
 A
s(f
s2
)
×104
0 1 2 3 4
Applied signal
phase As(fs2)
×104
0
1
2
3
4
×104
(a) As=5000 fs2 (b) As=40000 fs2
(c) Ai=5000 fs2 (d) Ai=40000 fs2
L=0 m 
L=400 m 
L=800 m 
L=1200 m 
FIG. 6. Effect of phase mismatch on the reconstructed spectral phase. We model the effect of optical gating with different
lengths L of BiBO on the reconstructed phase. The reconstructed phase is compared to the applied phase for four different
cases. The signal chirp parameter is fixed to the values of (a) As = 5, 000 fs
2 and (b) As = 40, 000 fs
2 while the idler chirp
parameter Ai is varied. The idler chirp parameter is fixed to the values of (c) Ai = 5, 000 fs
2 and (d) Ai = 40, 000 fs
2 while the
signal chirp parameter As is varied. At L = 0 µm, the reconstructed phase is the same as the applied phase. As L is increased,
phase mismatch becomes more important and this changes the value of the reconstructed phase.
the idler chirp parameter Ai is kept fixed while the sig-
nal chirp parameter As is varied. When the length of the
crystal is set to zero (L = 0 µm), the reconstructed phase
corresponds exactly to the applied phase, and the line at
L = 0 µm appears at 45 degrees with a slope of one.
As the length of the crystal increases, we find that the
slope remains fairly constant at 45 degrees, but the offset
depends on the configuration. For example, comparing
Fig. 6(a) and Fig. 6(b), we find the values of the recon-
structed idler chirp parameter Ai depend on whether the
signal chirp parameter has a value of As = 5, 000 fs
2
[Fig. 6(a)] or As = 40, 000 fs
2 [Fig. 6(b)]. The difference
between the reconstructed and applied phase in Fig. 6
also becomes larger for longer crystals where the phase
matching function is more restrictive.
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