I. INTRODUCTION
The vast majority of human beings are genetically distinctive from each other. Furthermore, as we grow physically and develop mentally, each of us becomes unique in the world. There is no single mechanism that can underlie all human behavior [46] . In some cases people want to conform, while in others they want to be different. The immediate decisions made by individuals are sometimes unpredictable. The diversity of human beings makes human resource management more an art than a science [14] . The common approach for studying human resource management problems has involved statistical measurements. Individual behavior has been totally neglected. However, under certain circumstances, a small number of people can cause a system to change drastically. That is, a system might respond unexpectedly when slight turbulence is introduced [4] , [9] , [10] . In the real world, human resource management problems are extremely complex. A fair measure of fitness for people is a very subjective and controversial notion. As we know, an individual might respond differently to the same things at different times or places, or with different people. Schelling [46] wrote, " P eople are responding to an environment that consists of other people responding to their environment, which consists of people responding to an environment of yet other people' s responses." It is difficult to predict what behavior will emerge from such intensive human interactions. As a consequence, it is not feasible to conduct experiments on people in various environments and with different management strategies, and to study the effect of altering environments and management strategies on human satisfaction. This paper presents a new modeling platform for human resource management using computer simulation and evolutionary computational techniques. Our objective was to construct a computer model that served as a tool for investigating the phenomena that could occur in a human resource management system. In this model, individual behavior was taken into account. Through computer simulation, we were allowed to perform a variety of experiments in a feasible manner. The application of evolutionary computational techniques to solve real-world problems has received more attention in recent years.
Fogel et al. [20] are the pioneers in the application of evolutionary methods to artificial intelligence.
Fogel et al. [22] developed a computer model to study the effects of anticipation and prediction by human agents, in deciding whether or not to attend a given event, given that too many attendees would make the event not appealing at all. Schelling [46] used cellular automata to study the racial distribution in a population in which people had the choice either to migrate from or stay in a given region.
In the realm of human resource management, leadership plays a vital role. Effective leadership is an important attribute that shapes successful and unsuccessful organizations [25] . In recent years there has been an enormous amount of literature relating to leadership. No optimum type of leadership has been discovered. Roughly speaking, there are three lines of research relating to leadership: trait, behavioral, and situational [39] , [45] . The trait theory, advocated by some researchers [5] , [31] , [53] , was the earliest line of studies. The trait theorists believed that a successful leader is endowed with certain supervisory qualities that separate that leader from others. However, in later studies, Stogdill [51] concluded that none of the common qualities advocated by trait theorists is found in successful leaders. The behavioral theorists [33] , [52] proposed using the behaviors and acts of leaders to differentiate leadership types.
They suggested that leaders could be divided into two types: production oriented and employee oriented.
A third line of research, referred to as situational theory [19] , [24] , urged that there is no " one best style" of leadership and that leadership is basically situational, or contingent [25] . They contended that leadership type is dependent on three factors: individual (e.g., personality, needs and motivations, experience, etc), group (e.g., structures, tasks, goals), and organizational (e.g., power of leaders, rules and procedures). In addition to leadership, labor mobility (the movement of workers) raises another important question in human resource management. These days, people might move because of employers, occupations, environment, race, sex, language, age, income, and level of skill [37] , [46] .
Effective management of human resources should not only increase people's satisfaction, but also alleviated unemployment problems.
Our model, an artificial world simulation system, abstracts the above essential features of human resource management. The artificial world approach can also be found in a series of interactional models [7] , [11] , [13] , [40] , [43] , [44] . These models are not intended to represent any natural system in detail. Rather, they abstract the interactions that are essential to support a self-sustaining evolutionary process [12] . Likewise, the goal of our model is not to draw every possible aspect of human resource management into the system and then try to optimize it.
Instead, it should be pictured as a large relational model better thought of, like an evolutionary ecosystem, as an existential game. Self-organizing dynamics are the essence of this model. The criterion for the success of this model is reproduction of the essential features of human resource management (please see section II). If we generate a new phenomenon that is unknown, then either something new has been discovered that could come into effect under appropriate circumstances, or there is some universal constraint that is operative that quenches this effect.
However, we cannot describe all of the human resource management features in great detail. As pointed out by Fogel et al. [22] , all models are necessarily incomplete. A model can fit any particular assumptions, but not all assumptions at once. Simplifying assumptions and compromises are thus unavoidable.
II. The Model
In this section, we first describe a two-level genotype-phenotype information transformation structure (Fig. 1 ) that represents the characteristics of an individual. Then, we explain an input-output interface, consisting of regional features and organizational culture, which links this structure to human resource management domains. We note that the concept of genotype-phenotype structures can also be found in other computational models: NK-landscapes [30] , RNA-evolution [18] , EVOLVE III [43] , [44] , genetic algorithms [28] , genetic programming [32] , CBM-BRAIN [15] , [16] , and Quo Vadis EHW [50] . These structures have two features. First, a phenotypic trait is determined by one or more genes (polygeny).
Secondly, a single gene may affect multiple phenotypic traits (pleiotropy). The information transformation provided by this type of structures is usually so complex that it is difficult to determine the exact influence of a given genotype on a particular phenotype, in particular when genotypic traits are allowed to interact nonlinearly with each other. Some researchers [2] , [49] 
A. Genotype-Phenotype Structure
In this study, the objective is to explore the general architectural and computational implications of the genotype-phenotype information transformation and its application to human resource management domains. Our approach is to build a computer model that captures the essential features of human resource management and the interactions between people and their environment that support a self-sustaining evolutionary process. In this model, genotypic traits represent the implicit characteristics of an individual (which are not real biological genes), while phenotypic traits represent the explicit features that are observable from the appearance of an individual. The genotype-phenotype structure maps the internal representations of an individual to his (or her) external behavior. Our current code implementation for phenotypic traits from genotypic traits is as follows:
(1) When a phenotypic trait is determined by a single genotypic trait, the phenotypic value is the same as its corresponding genotypic value (e.g., in Table I , p 1 has the same value as g 7 ).
(2) When a phenotypic trait is composed of two or more genotypic traits, the phenotypic value is an average of the sum of all constituent genotypic values (see [12] , [40] , [43] , [44] ). For example, in Table I , p 2 is an average of the sum of g 1 , g 2 , g 3 , g 4 , g 11 , and g 12 . We note that there is no biological evidence to support that a phenotypic value is the average of the sum of all genotypic values. As we know, the interactions of genes in real biological systems are highly nonlinear and vastly complex.
However, as indicated earlier, there is no general genotype-phenotype structure available in human resource management. Given a phenotypic trait, it is very subjective and controversial to determine an appropriate weight for each of constituent genotypic traits. Assuming that all constituent genotypic traits are equally important (i.e., the same weights) will avoid setting up the system in a biased manner. 
B. The Input-Output Interface
The environment is divided into a 10 x 10 array of regions in which each region has eight neighboring regions (note that the neighbors of an edge region are determined in a wrap-around fashion). In this study, we assume that regional features and organizational culture are two major factors that will affect the fitness of an individual. 6 ), and information accessibility (e 7 ). As shown in Table I , each regional feature is coupled with two phenotypic traits: optimum and tolerance. The fitness of an individual to a region on a specific feature is the match of one' s expected optimal regional value with actual regional value. We assumed that an individual would receive the lowest fitness, 0, if an actual regional value was less than one' s expected minimal regional value (i.e., the expected phenotypic value reduced by the tolerance value). If greater than this minimum, the fitness of an individual increases, but at a diminishing rate, as the augmentation of an actual regional value (Fig. 2) until the latter is the same as or greater than one' s expected optimal regional value (in such a case, an individual will receive the perfect fitness, 1). The measurement of an individual' s fitness to an actual regional value is shown in (1). Fig. 2 . Determining the fitness of people to a specific regional feature. The expected optimal regional value is the ideal regional value of an individual while the minimal value specifies the lowest acceptable value. The actual regional value is used to determine the individual' s relative match.
The individual' s satisfaction to a region (to be referred to as person-region fitness) is the sum of the fitness of an individual to each of these seven regional features (i.e., e 1 , e 2 , …, e 7 ) multiplied by its corresponding weight. In this implementation, we assume the seven regional features to be equally important (i.e., the weights of these regional features are the same). The equation for calculating person-region fitness is 
We note that the choice of the fitness curve is a parameter of the model. A number of other curves may be used, such as a bell-shaped curve, a linear curve, an irregular curve, and so on. The result may be influenced by the curves selected since it will affect the amount of selective pressure placed on the system. The choice of the most appropriate fitness function for human beings is recognized as very subjective and always controversial.
2) Organizational culture: Organizational culture (or corporate culture) is defined as a pattern of assumptions, values, norms, and artifacts shared by the individuals in an organization [38] . Here, we assume that job and leadership types are the two major components of organizational culture that affect the fitness of an individual to an organization.
Job types: Maslow [36] postulated that there are five types of human needs: physiological, safety, affiliation, esteem, and self-actualization. Herzberg et al. [26] , [27] proposed a two-factor theory. They pointed out that hygiene and motivators are two major human need categories. Hygiene includes pay and other rewards, working conditions, security, and supervisory styles. Motivators are the internal sources and opportunities afforded by a job for self-fulfillment. Hersey and Blanchard [24] advocated that the readiness of individuals, including ability and willingness, plays a vital role in determining the appropriateness of an individual for a job.
Our summary of the above literature is that a job involves returns and needs [54] . Returns are the physiological and psychological rewards offered by an organization for a specific job. These include salary, safety, respect, and self-development. Needs contain the intellectual and psychological qualifications of an individual for a specific job. These include knowledge, skill, confidence, autonomy, aggressiveness, and cooperation.
We have briefly described the components of job contents in this model. The following explains how to evaluate the fitness of an individual to a job. Measurement of the satisfaction of an individual for a specific job is not an easy task since people tend to view things in their own idiosyncratic way. Adams [1] proposed the equity theory in which one will compare his or her input/outcome ratio with relevant others to determine the extent of satisfaction. A number of researchers [34] , [41] , [55] pointed out that the degree of job satisfaction for an individual is determined by the discrepancy between one' s expectation and actual return, which is called the discrepancy theory.
Motivated by the discrepancy theory [34] , [41] , [55] , we assume that the fitness of an individual for a specific job item is the extent to which the expectation of an individual for a job matches the actual return offered by an organization. Our implementation is that each item of job returns is coupled with two phenotypic traits: optimum and tolerance (Table I ). The former specifies the ideal return for a specific job, while the latter is the acceptable range of variations. The actual return value offered by an organization determines an individual' s relative match. We assume that the fitness curve is similar to Fig. 2. An individual will receive the lowest fitness, 0, if the return offered by an organization is less than one' s expected minimal value (i.e., the optimal value reduced by the tolerance value). If greater than this minimum, the fitness of an individual increases, but at a diminishing rate, as the return is augmented, until the return is the same as one' s optimal phenotypic value (in such a case, the individual will receive the perfect fitness, 1). As to the fitness of an individual to each item of job needs (or requirements), we assumed that each job has its expected intellectual and psychological requirements, and that there exists a tolerance that specifies the acceptable range of variations. An individual will receive the lowest fitness, 0, if one' s intellectual or psychological capabilities do not or barely meet the minimum requirements of a job. If they do, the fitness of an individual increases, but at a diminishing rate, until their intellectual or psychological capabilities are the same as the expected requirement. The individual adequacy to an organization (to be referred to as person-organization fitness) is defined as the summation of the fitness to each item of job returns and needs multiplied by its corresponding weight. The equation for calculating person-organization fitness is 
where W i is dependent on leadership type (see Table III ).
Leadership type (strategy):
Leadership is the process of influencing individuals to attain an organizational goal [17] . There have been a number of leadership types proposed so far. Roughly, the types of leadership can be divided into four categories: telling, participating, selling, and delegating [25] .
A telling leadership is a task-oriented type of leader who provides specific instructions and supervises individual performance closely. In contrast, a participating leader is an employee-oriented type of leader who collaborates with individuals. A selling leader is a mixture of the above two leadership types. A delegating leader is the type of leader who provides fewer instructions and collaboration than the other leadership types.
The above four types of leadership are introduced into the system, but are interpreted differently in this paper. The first is the leader who is only concerned about the fitness of individuals for salary, safety, and intellectuality (see Table I ). This type of leadership is labeled physical leadership. By contrast, the second type is only concerned about the fitness of individuals for respect, self-development, and psychological maturity (see Table I ). This type of leadership is labeled mental leadership. It should be noted that " physical"and " mental"are only labels put on these somewhat arbitrary structures presented in this model. There is no special truth (or general conclusion) in the real world that can be inferred from our experimental results with the " physical"and " mental"leadership types in this model. As noted above, the job items emphasized by the physical and the mental types of leadership are complementary to one another.
Between the above two extreme cases, we assume a third type of leader who is concerned about every job item. This type of leadership is labeled combined leadership. Unlike the above three leadership types, we assume a fourth type of leader who does not have a fixed, specific leadership characteristic. At any instant in time, this type of leader randomly chooses one of the above three types of leadership (to be referred to as the variable leadership).
As indicated above, the job items emphasized by the physical and the mental types of leadership are complementary to one another. However, in the real world, the differences between two leadership types may not be that obvious, as people might react differently to various things and people. Our purpose of clearly separating these two types of leadership is to set up an experimental test bed that allows us to investigate the effects of leadership type changes on the adaptability of individuals.
III. EVOLUTIONARY LEARNING
We mentioned earlier that self-organized learning is an important feature of this system. Evolutionary learning [3] , [6] , [8] , [20] , [21] , [42] , [47] , [56] was used to train the system. In this implementation, the system allowed two levels of evolutionary learning to increase the fitness of individuals. That is, one can increase his fitness either by adjusting to an organization (to increase person-organization fitness) or by migrating from a lesser-fitting region to a better-fitting region (to increase person-region fitness).
In the present implementation, we allow mutation-selection operators to act on only one level at a 13 time. The mutation process occurs at the genotypic level while selection operates at the phenotypic level (Figs. 4 and 5) . During this time all parameters at the other level are held constant. This multiphasic approach appears to facilitate the evolution process significantly. We note that when mutation and selection are allowed to act on the two levels simultaneously, the rate of evolution slows down significantly [7] .
A. At the Regional Level
At this level of learning, we are concerned only with the fitness of people to regions, while the fitness to organizations is assumed to be the same for everyone. That is, we take no account of the person-organization fitness. To increase fitness, one needs to migrate from a lesser-fitting region to a better-fitting region. (All genotypic values are held constant during the course of learning.)
Here, we assumed that there are a limited number of neighboring regions that one can consider migration at any given time. This prevents all individuals from migrating to the same best-fitting regions simultaneously. A tournament-based selection mechanism for migration was used. For each learning cycle, each individual simultaneously evaluates one' s fitness to each of its neighboring regions, and migrates towards the best of the regions. Whether or not to migrate is dependent upon the migration index (4). (We note that the migration cost is the same for each individual, given the same distance and cost rate.) The first part of the equation specifies the extent of a pulling force that will drag one out of current region into a potential region, while the second part is the extent of a pulling force that will hold one to the current region. The balance between these two forces determines whether to stay or leave. If the individual decides to leave, it will choose the region with the highest migration index. We assumed that it would take the same amount of time for people to evaluate their fitness to each of neighboring regions and to migrate between any two regions regardless of the distance between them. The process is 14 repeated until the simulation is terminated.
As shown in (4), the migration index decreases exponentially as the distance between two regions increases (if the migration cost rate is greater than 1). We note that a high migration cost rate will decrease the number of neighrboing regions that one might consider for migration at any time. To investigate the influence of the migration cost rates on the people distribution, we performed a number of experiments (see section IV). migration index = (fitness potential region -fitness current region ) -(migration cost rate) distance (4)
B. At the Organizational Level
At this level of learning, we are concerned only with the fitness of people to organizations, whereas the fitness to regions is assumed to be the same for everyone (i.e., we take no account of the person-region fitness). In this implementation, there are three types of individuals, each adopting a different mutation operator (i.e., the range and degree of genotypic changes). The first type of individuals has the characteristic of allowing several genotypic traits to change at one time, with each trait having a comparatively small degree of mutation (these individuals are said to have a global mutation operator).
The second type of individuals changes only very few genotypic traits at one time, with each trait having a comparatively high degree of mutation (these individuals are said to have a local mutation operator).
The third type of individuals has ranges and degrees of intermediate genotypic changes (these individuals are said to have a sectional mutation operator).
To compare the performance of each type of individuals fairly, the ranges and degrees of mutations, as shown in Table II , are set up so that all individuals have the same extent of genotypic changes, in terms of the products of ranges and degrees of genotypic change (i.e., the multiplication of Pr and Pd). For example, in each learning cycle, the number of genotypic traits changed for the individuals with a sectional mutation operator is four times of that of the ones with a local mutation operator. However, the degree of each genotypic trait changed in the former is only one-fourth of that in the latter. We note that genotypic traits with a high degree of changes (P d ) tend to have a bigger value change than a small one.
For each genotypic trait, it is decided randomly whether to change or not. If it changes, the degree of variation is decided randomly, too. For a sufficient large number of runs, these two types of individuals would presumably have nearly the same values of genotypic changes. The equation for describing how to change genotypic traits is shown in (6) and (8) . We note that a change of genotypic values will alter an i n d i v i d u a l ' s p h e n o t y p i c v a l u e s . I n s o me c a s e s , t h is change will contribute to the increase of fitness, while in some cases it will not, depending on leadership types (see section II). We performed several experiments to investigate this issue (to be described in section IV). As shown in Fig. 3 , in this implementation, there are eight comparative groups, each consisting of the above three types of individuals. The number of comparative groups is a controllable parameter in the model. The choice of eight is somewhat arbitrary. Increasing the number of comparative groups might increase the rate of learning, but, in fact, may decrease it when the number is beyond a critical point [29] . Evolutionary learning at the organizational level is further divided into two sublevels: mutation operator and group. The evolutionary algorithms are shown in Fig. 4 and Fig. 5 . We note that the evolution mode in this model resembles the (µ+µ) evolution strategy [3] . The mutation step (step 4 in Fig. 4 ) makes the genotypic values of lesser-performing groups distinct from those of best-performing groups. For each learning cycle, when a lesser-performing group has better performance than a best-performing group, the former will become a better-performing group in its next learning cycle. In such a case, the fitness of the best-performing groups will increase as learning proceeds. If not, the best-performing groups in its previous cycle will be held for reproduction. The above process is repeated until the simulation is terminated. Through evolution adjustment (mutation and selection)
of the genotypic values of individuals, the eight comparative groups will, over time, develop individuals with increased fitness to an organization. We noted that the above process could be viewed as a kind of the hitchhiking strategy [23] . 
p d and p r are the degrees and ranges of genotypic changes (see Table II ). U r is any real number generated at random between 0 and 1. U d is any real number generated at random between 0 and P d .
(We note that genotypic traits with a high value tend to have a bigger degree of changes than a small one.)
Go to
Step 2 unless the stopping criteria are satisfied. Fig. 4 . Evolutionary learning at the group sublevel. 
Step 2 unless the stopping criteria are satisfied. Fig. 5 . Evolutionary learning at the mutation operator sublevel
IV. EXPERIMENTAL RESULTS
As noted earlier, this model allowed two levels of learning (evolution): regional and organizational.
The problem addressed in the experiments at the regional level of learning (evolution) can be stated as And what occurs if the leadership type changes, before or after the convergence of the population?
A. Experiments at the Regional Level
Three types of experiments were performed with this system. The first investigated the distribution of individuals and their fitness, given that the features of regions and individuals were randomly generated. The second experiment observed the effects of allowing interactions among people and their living regions on the distribution of people (assuming that distance is the only factor that affects migration costs). The third experiment was similar to the second except that moving costs in every direction of migration were assigned randomly.
1) Static equilibrium:
Seven parameters, generated at random, were used to specify the features of a region, resulting in regions with distinct features. (Note that, at this level of learning, we assumed that each region has the same type of organizations.) Initially, there were 500 individuals distributed evenly among the 100 regions whose genotypic values were generated at random. The randomization of regional features and individual genotypic values provided an impetus for people to move among different regions. All parameters related to people and regions were held constant during the course of learning.
To observe the dynamic behavior of this system, we sought a parameter that could effectively represent the distribution of people in space and time. The parameter that we used, called the cluster index, was a variation of the entropy measures of the information theory [48] . As shown in (9), the cluster index was at its maximum when people concentrated in a single region and at its minimum when people were distributed evenly among all the regions.
cluster index=
Where P i is the number of people in region ' i' divided by the total number of people and the constant is used to make the cluster index positive Experimental results showed that there were numerous people migrating in the early stage of learning, then the number of people migrating decreased significantly as learning proceeded, and finally the system reached a static state quickly (i.e., people stop migrating). 481 people migrated at cycle 1, 59 at cycle 2, 7 at cycle 3, and 1 at cycle 4 (Fig. 6 ). In the early stage of learning, nearly everyone (481 out of 500) migrated, since all regional features and individuals' genotypic traits were set up at random initially. However, people stopped migrating either when they moved into a best-fitting region or when the migration cost between any potential region and their current region was greater than the difference in fitness between these two regions (in the latter case, people did not settle down in their best-fitting regions). We note that the maximum number of migration for people to settle down in any direction of migration within a 10 x 10 array of regions is 10 (the longest distance). In a wrap-around array of regions, the number is reduced into one-half of the longest distance (i.e., 5), since one can move in either direction. The number of people migrated grows smaller at each learning cycle for two reasons. First, only those people who did not stop migrating at the previous cycle were allowed to consider further migration. Second, in the present implementation, the potential regions for further migration had to take out the region where one migrated from and the neighboring regions that one considered at the previous cycle (note that people had lower fitness values in these neighboring regions; otherwise they would not move into the current regions). This greatly reduced the available choices of potential regions. However, the increase in individual fitness was paid for by the uneven distribution of people among different regions. Figure 8 shows that the cluster index increased as learning proceeded (note that people were evenly distributed among these regions initially). The conclusion is that people will move to increase their fitness to regions, but this results in the phenomenon that some regions are extremely crowded and others have few residents. In the above, we assumed that each individual had complete and perfect information for all regions. People could therefore migrate quickly to their best-fitting regions, which resulted in the cluster problem. As shown in (4), the migration index decreased exponentially as either the distance between two regions or the migration cost rate increased. In the following experiment, the migration cost rate was tested at the values of 1.1, 1.2, 1.3, 1.4, 1.5, 1.6, 2.0, 2.5, and 3.0.
The number of people was increased from 500 to 10,000. As above, these 10,000 individuals were evenly distributed among the 100 regions. That is, each of these regions had 100 people.
At the low migration cost rates (e.g., 1.1, 1.2, and 1.3), there were numerous people migrating in the early stage of learning, and the system reached an equilibrium state quickly. By contrast, at the intermediate rates (e.g., 1.4 and 1.5), people tended to move in several stages with the people were more evenly distributed. When the migration cost rate was equal to or greater than 1.6, very few people migrated, and the distribution of people showed no significant change. Figure   9 shows the distribution of people in an equilibrium state when the migration cost rate was set at 1.2, 1.4, and 1.6.
Removing migration blockages among regions (decreasing migration cost rates in this model) increased mobility, which in turn increased people' s fitness to their regions. However, this created the cluster problem (i.e., uneven distribution of people), suggesting that some pressure should be put on the system to control appropriate movements of people. Fig. 9 . Effects of the migration cost rate on the distribution of people. Each bar represented the number of people in a specific region after the system reached an equilibrium state. When the migration cost rate was set at 1.6, the majority of these 100 regions had nearly the same numbers of people that were assigned initially (i.e., 100 people per region). When the rate was changed from 1.6 to 1.4 (removing migration blockages), the uneven distribution of people increased so that some regions (regions 12, 13, 14, 28, and so on) were extremely crowded and others had no residents (regions 3, 15, 20, 23, and so on). At the 1.2 migration cost rate, the uneven distribution of people significantly increased.
2) Dynamic equilibrium -symmetric environments:
We have shown that people will move to increase their fitness, but, in the meantime, it creates the cluster problem. In the bound-neighborhood model, consisting of so-called black and white races, Schelling [46] assumed that each person, black or white, has his own limit (" tolerance" ). An individual will go someplace else when the percentage of residents of opposite color exceeds his " tolerance." In the experiment to be reported below, the regional features were no longer held constant. We assumed that the features e 2 (living quality), e 3 (living class), and e 5 (prosperity) of a region would vary as the net number of people living in it changed. Our hypothesis was that the three regional features deteriorated when the net number of people in a region increased, and improved when the net number decreased. This would balance the distribution of people by pushing some people out of over-crowded regions into lesser-crowded regions. Our simple implementation was that the extent of regional change was proportional to the variation in the net number of people. We could imagine that a best-fit region might be turned into a worst-fit region if a large number of people moved into it simultaneously, and conversely. In such a case, the spatiotemporal distribution of people could be thought of as a dynamic system in which people might keep migrating as learning proceeded. Eventually, the system might end up in an equilibrium state (including a number of states comprising a cycle), or respond in a chaotic manner.
The extent of influence of the change in the net number of people on regional features was tested at the values of 10%, 20%, and 30% (where these represented the degrees by which the regional features e 2 , e 3 , and e 5 would change as the number of people varied by 1). The change of each regional value was computed as follows: (10) where t ij e regional parameter i in region j at time t; r influence rate; n j net number of population changes in region j.
(the sign is positive if the number decreases and negative if increases)
The experimental result showed that, at the 10% influence rate, the cluster index demonstrated long periods of stagnation interspersed with two rapid changes at about cycles 100 and 800 (Fig. 10) . For the period when the index appeared to be the same, closer examination of the data showed that the learning of the system did not stagnate, but only that a slight reallocation of people occurred for each learning cycle.
The situation remained the same until certain distributions of people that drastically affected regional features occurred, which in turn initiated the migration of a great number of people. The above explained the long periods of stasis that were punctuated by periods of rapid learning change. Fig. 10 . Effects of different influence rates on the spatiotemporal distribution of people. People end up being more evenly distributed at a low influence rate (10% or 20%) than a high influence rate (30%).
At the 20% influence rate, people became more sensitive to the changes in the number of people in a region. That is, a slight increase in the number of people would make people feel that a region had deteriorated seriously. This would in turn generate a great force to push people out of the region. By contrast, people felt significant improvements in a region even if only a small number of people moved out of it. It was thus that the cluster index varied frequently during the course of learning. Concisely, at the 10% and 20% influence rates, although the cluster index moved up and down, its general trend was moving downwards. At the 30% influence rate, people were highly sensitive to the changes in the number of people in a region. Unlike the results shown above, the cluster index was moving downward in the early stage of learning and upward in the later stage, constituting a " U" -shaped curve. More specifically, the cluster index moved down very quickly during the first 10 cycles, oscillated for a while (from cycle 10 to cycle 390), and then went up quickly before cycle 800 (between cycles 390 and 800).
On the average, the trend was moving upward.
At the time of the termination (cycle 1000), the cluster indexes at the 10%, 20%, and 30% rates were 0.7, 0.69, and 0.81, respectively. People ended up being more evenly distributed at a low influence rate (10% or 20%) than a high influence rate (30%). We noted that, although not very apparent, the distribution of people at the 20% rate was slightly more evenly distributed than at the 10% rate. The implication was that putting slight pressure on the number of people in a region might help even up the distribution of people whereas overdoing the pressure could make it worse again.
3) Dynamic equilibrium -asymmetric environments:
In the above experiments, the distance between two regions was the only factor that affected migration costs. Here, we assumed that, in addition to distance, the direction of migration also affected migration costs between any two regions. That is, for a given distance to any other region, the migration costs were not necessarily the same. In the present implementation, for each region, the migration cost rate in every direction of movement was randomly assigned, ranging from 1.1 to 2.0. Six sets of environments were generated. Here, the influence rate was set at the value of 20% since the above results showed that people were more evenly distributed using this value than for the 10% or 30% cases.
Our experimental results showed that the cluster trend during the course of learning exhibited a " U" -shaped curve (i.e., it moved downward in the early stage of learning and upward in the later stage).
Since the migration cost rates for target regions were assigned randomly, the migration cost rates in one direction and its reverse direction may not be the same. As a consequence, people tended to migrate in the directions of low migration cost rates. It was tentative that some regions only allowed people to move in, but prevented people from moving out. We could expect that people would stop migrating when they moved into a region with comparatively high migration cost rates in each direction. This might cause the formation of the clusters of people.
An interesting result was the dark curve in Fig. 11 in which the cluster index formed a " U" -shaped curve before cycle 2000 and then dropped rapidly later. Closer examination of the data showed that a large number of people simultaneously moved into some regions, turning these regions instantly from best fitting into least-fitting. This in turn generated a great force to push people out of these regions. We should note that only one of the six experiments demonstrated such a result. The case was rare for two reasons. First, only regions with comparatively high migration cost rates in all directions allowed people to move in, but prevented them from moving out. This caused the formation of a large cluster of people.
Second, only simultaneous migrations of people would result in instant breakdown of clusters (note that a cluster would not form if people gradually moved into a region). no. of cycles cluster index Fig. 11 . Spatiotemporal distribution of people in asymmetric environments. Each curve represents the cluster of people in an environment.
B. Experiments at the Organizational Level
Two types of experiments were performed with this system at the organizational level of learning.
The performance of individuals whose learning (competition) occurred at the group and mutation operator sublevels was investigated first. The second experiment observed the effects of leadership type changes on individual fitness. Each experiment was performed 50 times. For each experiment, a different random seed was used. The following discussion was based on the average results of 50 runs.
1) Learning experiment:
As indicated earlier, there were eight comparative groups in this model, each consisting of three types of individuals. At the group sublevel of learning (see Fig.   4 ), three best-performing groups were selected for reproduction for each learning cycle. With a constant leadership type, learning proceeded as long as the fitness of a group increased. This included the case that some individuals might have their fitness increased while that of others decreased. In other words, an increase in one' s fitness may be paid for by a decrease in the fitness of others. Implicitly, this allowed some kinds of interactions among the individuals adopting different mutation operators.
We mentioned earlier that in this implementation the fitness functions of individuals were antagonistic when confronted with the physical and mental leadership types. We assumed that the weight for a job item is positive if it is related to a specific type of leadership and is negative if not. To achieve maximum fitness, an individual had to strike a balance among the changes in genotypic values. A number of experiments with different combinations of total positive and negative weights were performed during the tuning process, but with a simple rule that the total weights assigned for job requirements and compensations were the same. The ratio of total positive to negative weights was tested at 1:1, 1:0.9, 1:0.8, …, and 1:0. For each combination of weights, simulation was terminated by the system at cycle 10,000. Figure 12 shows the fitness of individuals at cycle 10,000 when the physical leadership type was assigned. Roughly, the overall fitness of individuals decreased when we increased the negative weights. The individuals with a local mutation operator performed better than the individuals with a sectional mutation operator, which in turn performed better than the individuals with a global mutation operator. For the rest of the experiments in this section, the ratio of positive to negative weights was set at 1:0.6 since it allowed us to clearly differentiate the performance of individuals with different mutation operators (i.e., global, local, sectional). Table III shows the weights assigned to each job item. However, the allocation choice for the weight of each item is somewhat arbitrary. It should be noted that the authors
have not yet performed a systematic investigation with all possible combinations of weights at this stage. Figure 13 shows that the fitness of individuals increased as learning proceeded. However, none of the individuals had a perfect match to organizations (i.e., fitness 1). This was because the fitness functions of the individuals were antagonistic so that an increase in fitness for some job items might be paid for by a decrease for others when genotypic values changed. To achieve maximum fitness, one had to strike a balance between the changes in genotypic values. In summary, the individuals with the local mutation operator had the best performance among the three types of the individuals. The following experiment investigated the performance of individuals at the mutation operator sublevel of learning (Fig. 5) . This allowed learning to occur only among the individuals with the same mutation operators (no interaction was possible among the individuals with different mutation operators).
For each learning cycle, three best-performing individuals for each mutation operator were selected for reproduction. As above, the fitness of the individuals with the local mutation operator was higher than that of individuals with the sectional mutation operator, which in turn was higher than that of individuals with the global mutation operator. Table IV summarizes the fitness of individuals at the mutation operator and group learning sublevels when the simulation was terminated at cycle 10,000. The results showed that the fitness of these individuals was higher when there was no interaction allowed among the individuals with different mutation operators than when there were some implicit interactions allowed. It also showed that the difference in fitness between the best and worst performing individuals was higher when implicit interactions were allowed than when they were not. Table V shows the decrements in fitness for individuals with each mutation operator when there were some implicit interactions allowed. The influence of the interactions on the individuals adopting the global mutation operator was higher than on the individuals adopting the sectional strategy, which in turn was higher than on the individuals adopting the local strategy. This should allow us to clearly differentiate the performance of individuals with different mutation operators when they evolved at the group sublevel of learning. Remember that " physical" and " mental" are only labels put on the somewhat arbitrary structures presented in the model. 
2) Modified experiment:
The purpose of this experiment was to investigate the effects of altering leadership types on the fitness of individuals adopting different mutation operators. In this implementation we trained individuals with a specific leadership type for 5,000 cycles. At this stage, the individuals had already undergone substantial learning. Then, the leadership type was altered, and the individuals were trained for another 5,000 cycles. Two experiments were performed. The first experiment involved individuals that were first assigned the mental leadership type and then switched to the physical leadership type (to be referred to as case 1).
The other experiment involved individuals that were first assigned the physical leadership type and then switched to the mental leadership type (to be referred to as case 2). As indicated earlier, the physical and mental leadership types were only labels placed on the arbitrary structures presented in the model. However, the job items emphasized by these two leadership types were complementary to one another. This made it feasible to test the adaptability of individuals in dealing with a significant change in leadership types.
As expected, our experimental results showed that the fitness of individuals dropped significantly at the time of the alteration in leadership type (Fig. 14) . When the leadership type was At the time of the termination (i.e., cycle 10,000), in case 1, the fitness of the individuals with the global, sectional, and local mutation operator was 0.59, 0.55, and 0.55, respectively. Among the three types of individuals, those with the global mutation operator demonstrated not only a better tolerance capability in coping with leadership type changes, but also an effective learning capability in adjusting themselves to a new leadership type. In case 2, during the first 400 cycles after the alteration of leadership type, the individuals with the global mutation operator had better performance than the other two types of individuals (we note that the individuals with the global mutation operator did not achieve the best performance in this case when the simulation was terminated at cycle 10,000).
Concisely, the above results were pertinent to the exploration and exploitation dilemma [3] . The individuals with the global mutation operator changed several genetic values at one time. Some of these changes might increase fitness while others decreased fitness. This cancelled out the fitness increments.
Searching with the global mutation operator was said to be more exploitative. It was thus that they were slow at adjusting themselves to specific leadership types, showing some kinds of learning inefficiency to leadership types. Although the information gained saved them from being molded for a specific leadership type, it also provided them a better match when the leadership type was altered.
In contrast, the individuals with a local mutation operator emphasized a small number of genotypic changes, which provided them a better capability for exploring the loci pertinent to a specific type of leadership. This effective exploration capability allowed them to adapt to a specific leadership type rapidly. However, when there was a significant change in leadership type, they showed a weaker ability to match a new leadership type. This result was readily understood. A feasible reason was that they had to do more unlearning work with their previous leadership type before learning a new leadership type.
The above results were consistent with the well-known fact that it is not easy to possess effective exploration and exploitation capabilities simultaneously. Bäck [3] listed the characteristics of the basic trade-off between exploitation and exploration search in evolutionary learning. However, finding an appropriate balance between exploration and exploitation is still an open question.
We have shown in the above that the individuals with a global mutation operator enjoy the synergy between two different types of leadership. This result prompted us to perform a further experiment, increasing the frequency of leadership type alteration (the variable leadership type). In this experiment, the leadership type for each learning cycle was randomly determined (i.e., we randomly chose any one of the three leadership types: physical, mental, or combined). In total, there were 3 2 possible combinations of leadership types for any two consecutive cycles, which could be roughly divided into three cases. The first case was that the same type of leadership was chosen for any two cycles (i.e., both chose the physical, the mental, or the combined leadership type). Three out of nine of these choices belonged to this pattern.
The second case was that one chose the combined and the other chose either the physical or the mental leadership type. Four out of nine of these choices belonged to this pattern. The third case was that one chose the physical and the other chose the mental leadership type. Two out of nine of these choices belonged to this pattern.
The experimental results showed that the fitness of the three types of individuals oscillated during the course of learning (Fig. 15 ). This phenomenon may be pertinent to the " adaptive inefficiency" issue [35] in which there was no guarantee of complete convergence when an environment was changing rapidly. During the learning phase, unlike the previous results, the individuals with the sectional mutation operator were no longer the ones who always had the lowest fitness of the three types of individuals. We noted that in the later stage of learning the individuals with the sectional mutation operator performed better than the other two types of individuals. This result implied that the individuals with the sectional mutation operator sustaining a balance between learning capability and tolerance capability were better at dealing with a variable leadership type than a constant leadership type. 
V. CONCLUSIONS
As indicated earlier, it is difficult, even impossible, to perform empirical studies of the interactions between people and their environment in the real world. In this paper, we have presented an integrated model that provides a feasible test bed for addressing a variety of questions pertinent to human resource management in which individual behavior is taken into account. Of course the model is a highly abstracted simulation of human resource management.
Two levels of adaptation were allowed for each individual: regional and organizational.
The experimental results at the regional level can be stated as follows: In a country divided into a number of regions, what would be the final state of human distribution (assuming that environmental features in each region, characteristics of individuals living in a region, and migration costs among regions are initially randomly determined)? The experimental results
showed that removing the blockages among regions (e.g., improving traffic conditions, decreasing migration cost, and so on) would encourage people to migrate to regions that provided a better match to their needs. This would greatly increase the fitness of people, but, in the meantime, it created the cluster problem. That is, it led to the case where some areas were extremely crowded and others had few residents. Putting slight pressure on the number of people allowed in each region would help balance the population distribution. However, overly increasing the pressure would cause people to form other clusters. This suggested that there existed some critical points in balancing the distribution of people. Another interesting result emerged from our computer simulation. At a specific critical point, a big cluster of people might be broken into several small clusters by a slight migration of people. This in turn caused a great number of people to move simultaneously, which significantly balanced the distribution of people. This suggested that small modifications in some parameters might produce a large variation in the system and then bring it to a better final state. It should be noted that none of these results could be foreseen and proved in an analytic manner.
The experimental results at the organizational level showed that there did not exist a unique mutation operator that worked very well with all leadership types. The experimental results, if considered from the perspective of learning efficiency, can be stated as follows: Which kind of learning strategy (mutation strategy) is appropriate for a system in order to adapt to a specific environment (fitness function) and environmental changes (changes of fitness function)? For a constant fitness function, searching with a local mutation operator demonstrated most effective learning. However, this advantage was lost when the fitness function changed, implying that a global mutation operator might be more appropriate. If a fitness function changed dramatically, a sectional mutation operator might be a good choice. We noted that a local mutation operator was overly specific, hindering it from coping with fitness function changes. On the other hand, a global mutation operator lacked the specificity for a specific fitness function. It was important to strike a balance between these two extremes.
As mentioned earlier, the objective was to construct a rich dynamic model for investigating some problems related to human resource management. Part of the present implementation might still be very simple in some senses when we compared it to the real world. For example, as shown in Table I , we did not use sophisticated pleiotropy (the degrees of one genotypic trait affecting more than one phenotypic traits) and polygeny (a group of genes acting together to affect a phenotypic trait). Yet no interactions were allowed among the genotypic traits.
Increasing the complexity of pleiotropy and polygeny in the system might generate some unexpected interesting results and would undoubtedly gain more insight into human resource management.
The experimental results in this study have implications for computational intelligence through evolutionary learning. An important feature of this model is the introduction of evolutionary computation dynamics into human resource management problems that are too complicated to be investigated either analytically or empirically. Our model serves as a test bed for performing a large suite of experiments that are not feasible to conduct in the real word. input-output interfaces, it can be applied to a number of problem domains. We expect future work with this model to further illustrate its potential as an experimental tool in investigating complex issues of human resource management.
