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の有用性を評価した。その際リッヂ推定量の 2 つの主要な性質に注目した。 1 つはリッヂ推定量があ
らゆる平均平方誤差の測度上で LS 推定量をしのぐという性質，即ち，許容性であり，もう 1 つはリ
ツヂ推定量がある特定の平均平方誤差測度上で最小値を達成するといういわゆる最適性である。リッ
ヂ推定量はリッヂ因数をそれら全成分に共通に与えるか，あるいは成分毎に変えて与えることにより











に 1 つの洞察を与えた( 1 部， 3 節と参考論文(1 ))。
OR推定量の性能の検証的な証価に先立ち，シミュレーションとそのデザインの重要性に注目し，
新薬の臨床評価概念との類推から 1 つの系統的なリッヂ回帰のシミュレーションによる評価方式を提
案し，構成した。それらは第 1 相から第 4 相に分かれ，各相での評価目的を有機的につなぐことから，
効率的にリッヂ回帰の性能(有効性と安全性)が評価できる。特に第 3 相の大規模なシミュレーショ




の相対的な良さ，などから，一般リッヂ因数の調和平均方式を推奨した( 1 部， 4 節)。 また，リッ
ヂ回帰の視察による解釈にも検討を加え， Obenchain の提案になる多重共線性の許容尺度上でのリ
ッヂトレースを採用し， 2 , 3 の事例をこのトレース上で解釈した。さらに経験則の良さにも注目し，
諸経験則の基準統計量とここでの最適化基準との関係も考察し，その適用について若干の示唆を与え
た( 1 部， 4 節)。
リッヂ回帰の適応的な性格に注目すると， OR推定量を GR 推定量に拡張して適用するのが自然で
あり，後者の性能も同様に評価した。この場合，正準形式でとらえることから，成分毎に平均平方誤




確にした( 2 部， 2.1節)。後者の立場では新たな調整条件をもっ最適リッヂ因数の選定方式を提案
し，多重共線性の原因が回帰変数上のサンプリングに起因するとき，この方式の有用なことを示唆し
た( 2 部， 2.2節)。また主成分回帰推定量との新たな混合推定量を提案し，その際，成分個数の選定
に Obenchain の予備仮説を一般化して，赤池の情報量基準 AIC を採用した( 2 部， 2.3 節)。
GR推定量に関するこれらの提案方式と従来までに提案されていた最適リッヂ因数の選定方式，お
よび先述の OR推定量の調和平均方式の性能を比較するため，先述と同様のシミュレーションを実施











数の許容範囲を求める方法を与えた。次に，因数の選定法の中で有力なもの 8 種類に最小 2 乗法を加
えた 9 つの方法の性能について組織的な数値的評価を行った。即ち，手法，回帰係数，誤差分散，回
帰変数行列の 4 つの要因を持つ要因実験をシミュレーションによって行い， Hoerl による調和平均
方式が相対的にもっとも良い成績であることを示した。
第 2 部は一般リッヂ回帰を論じ，著者はリッヂ因数の新しい 2 種類の選定方式を提案した。 1 つは
多重共線性が回帰変数の標本変動に基づくという発想から導かれ，他は情報量 AIC で回帰変数の有
効次数を推定するときの混合推定量である。この 2 っと他の 6 つの方式を典型的な各種数値モデルに
適用し，またシミュレーション実験を行って，新しい方式は相対的に優れた性能を持つことを示した。
これらは回帰分析，の方法論への重要な貢献であり，学位に値するものと認める。
つ'臼ワ】?
