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Abstract
This paper studies the statistical complexity of kernel hyperparameter tuning in the
setting of active regression under adversarial noise. We consider the problem of
finding the best interpolant from a class of kernels with unknown hyperparameters,
assuming only that the noise is square-integrable. We provide finite-sample guar-
antees for the problem, characterizing how increasing the complexity of the kernel
class increases the complexity of learning kernel hyperparameters. For common
kernel classes (e.g. squared-exponential kernels with unknown lengthscale), our
results show that hyperparameter optimization increases sample complexity by
just a logarithmic factor, in comparison to the setting where optimal parameters
are known in advance. Our result is based on a subsampling guarantee for linear
regression under multiple design matrices, combined with an ε-net argument for
discretizing kernel parameterizations.
1 Introduction
In machine learning, Kernel Ridge Regression (KRR) is central to modern time series analysis and
nonparametric regression. For time series, Gaussian Processes model the covariance of a stochastic
process using a kernel matrix, and interpolate the underlying signal with KRR [RW06]. In nonpara-
metric regression, kernels define a local-averaging scheme, and KRR provides a smooth interpola-
tion for the function [Fot07, Tsy09]. Experimentally, it is known that the Kernel Ridge Regression
estimator generalizes and interpolates well over continuous domains [WA13, AKM+19].
However, it is also known that kernel regression only performs well when kernel hyperparameters
are chosen well [WN15, BMS+19]. This observation has lead to significant interest in algorithms
that try to find the best kernel parameters in a large search space [WPG+19, LCB+04]. Additionally,
the existing research generally assumes that observation noise is independent, unbiased, and random
[RW06, MRT12, AKM+17, Fot07]. The goal of this paper is to understand the statistical cost of this
sort of hyperparameter optimization when we can have worst-case observation noise. How many
data samples are needed to avoid over-fitting when searching over such a large class of models?
We formalize this problem in an adversarial noise setting that originated in literature on function
approximation [CKPS16, CP19a, CM17]. By Bochner’s theorem, every stationary (shift invariant)
kernel function kµ can be written kµ(∆) =
∫
R
e−2πiξ∆µ(ξ)dξ for some probability density function
µ. [AKM+19] introduces the following active regression problem for interpolating with a fixed kµ:
Problem 1. Let y(t) be a signal we wish to interpolate. Let z(t) be an adversarial noise signal. Fix
regularization parameter ε > 0 and observe y(t) + z(t) at any chosen times t1, . . . , tn. How large
does n need to be so that an interpolant y˜ constructed from our observations satisfies:
‖y˜ − y‖2T ≤ O(1) ·
(
‖z‖2T + ε · Energyµ(y)
)
Preprint. Under review.
Here ‖x‖2T :=
∫ T
0
|x(t)|2 1T dt is the natural ℓ2 norm on [0, T ]. Energyµ(y) is a natural measure of
the cost of representing the ground truth signal y with the kernel kµ, formally defined in Section 3.
Intuitively, if the kernel kµ cannot represent y easily, then the associated term Energyµ(y) is large,
and hence the interpolation error may be large.
Problem 1 is a robust, active, nonparametric learning problem. It is nonparametric in the sense that
a kernel is being used to interpolate the signal y. It is robust in the sense that the noise function z(t)
is arbitrary (for instance, we do not assume that z(t) is a zero-mean stochastic process). It is active
in the sense that the user chooses the time points t1, . . . , tn.
[AKM+19] shows that if we let the number of observations n exceed a natural Statistical Dimension
parameter which is a function of the kernel kµ and regularization parameter ε (see Section 2.2 for
a formal definition), then KRR solves Problem 1. Moreover, for many common kernels (square
exponential, sinc, Lorentzian, etc.) this number of samples is necessary in the worst-case.
Since the observation noise z is adversarial, a linear dependence on ‖z‖2T is inevitable. On the other
hand, the Energyµ(y) term can be reduced by decreasing ε, but this increases the statistical dimen-
sion of the problem, necessitating more samples. Alternatively, we can decrease the energy term
substantially by simply choosing a different kernel. This is the problem of kernel hyperparameter
tuning:
Problem 2. Let y(t) be a signal we wish to interpolate. Let z(t) be an adversarial noise signal.
Let U be a (possibly infinite) set of kernel PDFs. Fix regularization parameter ε > 0 and observe
y(t) + z(t) at any chosen times t1, . . . , tn. How large does n need to be so that we can select a
PDF µ˜ ∈ U (correspondingly, a shift-invariant kernel function kµ˜) and construct a KRR interpolant
y˜ from our observations such that:
‖y˜ − y‖2T ≤ O(1) ·
(
‖z‖2T + ε ·min
µ∈U
Energyµ(y)
)
We should think of U as containing all PDFs corresponding to kernels in a structured class: for
examples, all squared exponential kernels with unknown lengthscale. To solve Problem 2, we must
find hyperparameters that are competitive with the best possible kernel in U . This is still a robust,
active, nonparametric learning problem, but is now generalized to consider hyperparameters. At a
high level, our main result is to prove that the number of time samples required to solve Problem 2
is not much larger than the number of samples required to solve Problem 1.
1.1 Prior work
There is substantial prior work on hyperparameter tuning between the Learning Theory, Time Se-
ries, and Signal Processing literatures. In the Learning Theory community, the problem of “learn-
ing kernels” is typical, but usually assumes we are given a finite set of fixed kernels and have to
learn how to combine the given kernels [CMR09, ZO07, MH19]. There does exist some work that
discusses tuning hyperparameters for kernel families, but these works all make iid noise assump-
tions [YC10]. There is also work on gradient methods for hyperparameter tuning, but this work
generally avoids finite sample complexity bounds [RW06, BMS+19]. In signal processing, kernel
hyperparameter tuning generalizes the well studied problem of spectrum-blind signal reconstruc-
tion [FB96, Bre08, ME09]. However, prior work in that area again does not provide finite sample
complexity bounds. The core technical results of this paper extend tools from recent work on Ran-
domized Signal Processing. In particular, papers in this area deal with adversarial observation noise,
but either assume we know the kernel function exactly [AKM+19] or primarily address Fourier
sparse function fitting [CKPS16].
1.2 Contributions
Our main contribution is to extend work on Randomized Signal Processing to bound the sample
complexity of Problem 2. For many cases (i.e. the Squared Exponential Kernel with unknown
lengthscale), we prove that the sample complexity of learning both the hyperparameters and the
signal y(t) is only logarithmically larger than the sample complexity of learning y(t) with known
hyperparameters (see Corollary 3 with q = 1). In other words, solving Problem 2 is not much harder
than solving Problem 1 with the hardest single kernel in U . We prove this in two core steps:
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• First, we consider the setting where we want to optimize over a large but finite set of Q possible
kernels. To solve Problem 1, the problem where we have a fixed kernel, prior work requires
the number of samples to depend linearly on 1/δ [AKM+19]. Accordingly, a naïve solution to
Problem 2 that combines existing results with a union bound would require the number of samples
to grow linearly with Q. In Section 4 we improve this dependence to be logarithmic. Our result
requires a subsampling guarantee for linear operators that may have infinite dimension. When
applied to finite matrices, this result corresponds to a guarantee for subsampled linear regression
with multiple design matrices.
• Next, we show how to use this result to bound the sample complexity of hyperparameter tuning for
kernels with an infinite space of hyperparameters. In particular, Section 5 shows how to discretize
the space of hyperparameters, reducing the problem from picking a hyperparameter in a contin-
uous space to picking a hyperparameter from a finite set. Then, the result from the first bullet
point bounds the actual sample complexity of learning our hyperparameters. For demonstration
purposes, a full analysis is presented for the commonly used Spectral Mixture (SM) Kernel, but
the broad framework generalizes to most other stationary kernels.
For a summary sample complexity bound for SM kernels, the reader can skip ahead to Corollary 3
in Section 5. We prove that learning hyperparameters for a q-component SM kernel can be done
with O˜(q2MT ) samples from [0, T ], if the mixture components each have lengthscale ≤ M . The
linear dependence onMT is near optimal even for q = 1, as shown in [AKM+19]. We suspect the
dependence on q2 can be improved to linear, although note that q is typically a small constant (e.g.,
< 10) in practice [HSSM15].
2 Preliminaries
Let bold capital letters, likeA andB, denote complex-valued matrices. Let bold lower case letters,
like x and y, denote complex-valued vectors. ‖x‖2 denotes the ℓ2 norm of x. We view infinite-
dimensional linear operators as generalization of matrices, and functions as generalizations of vec-
tors, so the notation used with be analogous. Calligraphic capital letters, likeA and B will represent
either linear operators or sets; it will be clear from context. Lower case non-bold letters, like f and g,
denote complex-valued functions of real numbers. Typically y(t) and z(t) will represent functions
in the time domain, while g(ξ) and h(ξ) will represent functions in the frequency domain. We use
 and  to denote semidefinite order for both matrices and Hermitian operators.
In general, we use H to denote a Hilbert space. 〈f, g〉H and ‖ · ‖H denote the corresponding inner
product and norm. For a complex number x, we let x∗ denote its complex conjugate. For a matrix or
linear operatorA, we letA∗ denote the Hermitian adjoint. That is, ifAmaps between Hilbert spaces
H1 andH2, thenA
∗ : H2 → H1 satisfies 〈f,A∗g〉H1 = 〈Af, g〉H2 for any f ∈ H1, g ∈ H2.
2.1 Shift Invariant Kernels
This paper is concerned with shift-invariant, positive semidefinite kernel functions on the real line.
By Bochner’s theorem, any such kernel is the Fourier transform of a positive measure [RR07], and
for all settings we consider, the measure will be a probability measure with finitely bounded proba-
bility density function µ.1 We denote the corresponding kernel function by kµ:
kµ(t1 − t2) =
∫
ξ∈R
e−2πi(t1−t2)µ(ξ)dξ. (1)
For example, when µ(ξ) = 1√
2πσ2
e−ξ
2/2σ2 is the Gaussian density, kµ(∆) = e
−∆2σ2 is a squared
exponential kernel, also called a radial basis function (RBF) kernel. When µ(ξ) = 1/2F for ξ ∈
[−F, F ] and 0 elsewhere (a uniform density), kµ(∆) = sinc(F |∆|) is a sinc kernel.
We let L2(µ) denote the space of complex-valued square integrable functions with respect to µ.
L2(µ) has inner product 〈g, h〉µ :=
∫
R
g(ξ)∗h(ξ)µ(ξ)dξ and norm ‖g‖2µ := 〈g, g〉µ. We will also
refer to ‖g‖2µ as the power of g with respect to µ. A function g is in L2(µ) if ‖g‖µ < ∞. We
let L2(T ) denote the set of complex-valued square integrable functions on [0, T ]. I.e. L2(T ) has
1 Throughout this paper, µ will sometimes denote a scaled PDF that integrates to a constant other than 1.
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inner product 〈x, y〉T :=
∫ T
0
x(t)∗y(t) 1T dt and norm ‖x‖
2
T := 〈x, x〉T . A function x is in L2(T ) if
‖x‖T <∞.
2.2 Statistical Dimension and Universal Sampling
As discussed, the sample complexity of interpolating a function y on [0, T ] with a fixed kernel
function kµ is characterized by the statistical dimension of that kernel. Before formally defining this
quantity, we introduce the integral operator Kµ : L2(T )→ L2(T )
[Kµx](t) :=
∫ T
0
kµ(s− t)x(s)
1
T
ds,
which is defined for any kernel function kµ and time range [0, T ]. Note that Kµ = F
∗
µFµ where Fµ
and F∗µ are the following Fourier transform and inverse Fourier transform operators:
Fµ : L2(T )→ L2(µ) [Fµx](ξ) :=
∫ T
0
x(t)e−2πiξt
1
T
dt
F∗µ : L2(µ) → L2(T ) [F
∗
µg](t) :=
∫
R
g(ξ)e2πiξtµ(ξ)dξ
Definition 1 (Statistical Dimension). For any bounded PDF µ with corresponding kernel kµ, time
range [0, T ], and parameter ε > 0, the statistical dimension sµ,ε is defined:
sµ,ε := tr
(
Kµ(Kµ + εIT )
−1) ,
where IT is the identity operator on L2(T ) and tr is the trace of an operator.
Refer to [AKM+19] for bounds on the statistical dimension of common kernels. For example, for
an RBF kernel with lengthscale σ2, sµ,ε ≤ O(σ
2T
√
log(1/ε) + log(1/ε)). For a sinc kernel with
bandlimit F , sµ,ε = O(FT + log(1/ε)).
[AKM+19] prove that Problem 1 can be solved with a number of samples depending on the statisti-
cal dimension sµ,ε as long as active samples are drawn from the following distribution over [0, T ]:
Definition 2 (Universal Sampling Distribution2). For a parameter α > 0, let
τ˜α(t) :=
{
α
min{t,T−t} t ∈ [T
1
α6 , T (1−
1
α6 )]
α6
T t ∈ [0, T
1
α6 ] ∪ [T (1−
1
α6 ), T ]
Note that
∫ T
0 τ˜α(t)dt = O(α logα).
Surprisingly, this distribution works for any kernel PDF µ and ε > 0, as long as α ≥ csµ,ε for some
universal constant c > 0. Specifically, [AKM+19] show that n = Ω(sµ,ε(
1
δ + log(sµ,ε))) indepen-
dent samples drawn from [0, T ]with probability proportional to τ˜α(t) suffice to solve Problem 1with
probability (1−δ). The result relies on proving that τ˜α forms an upper bound for the Ridge Leverage
Function of F∗µ. Details are discussed in Appendix C.2, specifically Lemma 3 and Lemma 4.
2.3 Spectral Mixture Kernels
The core goal of this paper is to bound the sample complexity of learning kernel hyperparameters
under adversarial noise. While our techniques can apply to a wide variety of kernel classes, we
illustrate their application with the Spectral Mixture (SM) kernel. In particular, the SM Kernel has
garnered interest in the Gaussian Process community for its ability to interpolate and extrapolate
periodic structure very well [WA13, WGNC13, YWSS15, HSSM15, TBT15]. However, hyperpa-
rameter tuning is also known to be difficult for SM kernels in practice [WN15, BMS+19, BHH+16,
HDS17, WDLX15]. The SM Kernel is defined by having a PDF that is a symmetric mixture of
Gaussians.
2 The polynomial factors on α can be tightened using some recent papers [Erd17, CP19b], but this would
only tighten constants in
∫ T
0
τ˜α(t)dt, and hence only tighten constants in the sample complexity.
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Formally, let µc,σ(ξ) :=
1√
2πσ2
e−
(ξ−c)2
2σ2 denote a Gaussian PDF with mean c and lengthscale σ2.
Then, let µc,σ,w(ξ) :=
∑q
j=1 wjµcj,σj (ξ) denote a mixture of q Gaussians with weights in w,
means in c, and lengthscales in σ. The SM Kernel considers the special case of the mixture of Gaus-
sians kernel when the PDF is symmetric: dµc,σ,w(−ξ) = dµc,σw(ξ), making the kernel function
real-valued:
kc,σ,w(s− t) =
q∑
j=1
wje
−2π2(s−t)2σ2j cos(2π(s− t)cj)
All our results are stated for the Mixture of Gaussians kernel, so the SM kernel is handled implicitly.
3 Technical Overview
At a high level, we are given a possibly infinite set of PDFs over frequencies U and want to find
a specific PDF µ˜ ∈ U such the KRR interpolant using µ˜ is a good interpolant for the ground truth
signal y(t). We only get to observe y(t) through adversarially perturbed samples, and we get to
pick those samples to lie anywhere in [0, T ]. Our main concern is bounding the number of samples
needed to identify a near-optimal µ˜ and its associated interpolant y˜. We formally restate Problem 2
below:
Problem 2 Restated. Let y(t) be a signal we want to interpolate. Let z(t) be an adversarial noise
signal. Let U be a (possibly infinite) set of kernel PDFs. Let Uˆ ⊆ U be the subset of PDF capable
of representing y exactly3. That is, Uˆ := {µ ∈ U | ∃h ∈ L2(µ), y = F
∗
µh}. Fix regularization
parameter ε > 0 and number of observations n. Observe y(t) + z(t) at any chosen times t1, . . . , tn.
Using any µ˜ ∈ U , construct an interpolant y˜ from our observations such that
‖y − y˜‖2T ≤ C ·
(
‖z‖2T + ε min
µ∈Uˆ , y=F∗µh
‖h‖2µ
)
Note that, for any µ ∈ Uˆ , we have defined Energyµ(y) to be ‖h‖
2
µ, where y = F
∗
µh. That is, the
energy of y under PDF µ is the norm of the signal whose Inverse Fourier Transform is y. Intuitively,
if it is difficult (requires a high energy signal) to represent y in L2(µ), then the energy of y is large.
To make our statistical approach clear, we start by presenting the exact time-sampling and interpo-
lation schemes used in this paper. We need two algorithms for our analysis: the first picks n times
samples and buildsQ different weighted kernel matrices (one for each ofQ different given kernels);
the second constructs a KRR interpolant for any given weighted kernel matrix. Note that all kernel
matrices are constructed using the exact same time samples.
Algorithm 1 Time Point Sampling
input: Kernel functions kµ1 , . . . kµQ , non-negative function p(t) on [0, T ] with known integral P =∫ T
0
p(t)dt, number of samples n.
output: Times t1, . . . , tn ∈ [0, T ], weights v1, . . . , vn, PSD matrices Kµ1 , . . . ,KµQ ∈ C
n×n.
1: Independently sample t1, . . . , tn from [0, T ] with probability proportional to p(t).
2: For i ∈ {1, . . . , n} set vi :=
√
P
n·T ·p(ti) .
3: For q ∈ {1, . . . , Q} and i, j ∈ {1, . . . , n} set [Kµq ]i,j := vivj · kµq (ti, tj)
4: return t1, . . . , tn, v1, . . . , vn,Kµ1 , . . . ,KµQ .
Ultimately, we will take p(t) to be the universal sampling distribution τα(t) for some α, but state the
sampling method for a general distribution. For any particular Kµ, we can compute and evaluate
the interpolant y˜ as follows:
3 This is a technical nuance to handle the edge-case that y(t) might not be representable by all of the given
PDFs. For instance, if y is a sinusoid with frequency 1, then a bandlimited µ supported on frequencies 2 through
4 is incapable to of representing y exactly.
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Algorithm 2 Computing the Interpolant
input: Time points t1, . . . , tn ∈ [0, T ], weights v1, . . . , vn, PSD matrixKµ ∈ C
n×n, regularization
parameter ε > 0.
ouput: Reconstructed function y˜, represented implicitly
1: Let y¯ ∈ Cn be the vector with y¯i = vi · [y(ti) + z(ti)]
2: return α˜ := (Kµ + εI)
−1y¯.
For any t in [0, T ], we can evaluate y˜(t) by computing kµ(ti, t) for all i ∈ 1, . . . , n and returning
y˜(t) =
∑n
i=1 α˜i · kµ(ti, t).
In order to start off the analysis, we show that solving a Fourier operator analogue to a Ridge Regres-
sion problem guarantees a solution to Problem 2. That is, we reduce the problem of finding a good
interpolant to the problem of solving a specialized Ridge Regression problem. However, this Ridge
Regression problem involves an operator on [0, T ], and is not in terms of samples observed. So, we
then have to bound how many samples we need to observe for our samples to generalize well to the
continuous [0, T ] domain, for all PDFs µ ∈ U . This is the core technical challenge of this paper.
Claim 1. Let µ˜ ∈ U and g˜ ∈ L2(µ) be near-optimal solutions to a continuous-time Fourier Fitting
problem with ridge regularization:
‖F∗µ˜g˜ − (y + z)‖
2
T + ε‖g˜‖
2
µ˜ ≤ C min
µ∈U
min
g∈L2(µ)
[
‖F∗µg − (y + z)‖
2
T + ε‖g‖
2
µ
]
Let Uˆ ⊆ U be the subset of PDFs that are able of representing y exactly. Then,
‖y − y˜‖2T ≤ 2(C + 1)‖z‖
2
T + 2Cε min
µ∈Uˆ, y=F∗µh
‖h‖2µ
This claim is proven in Appendix A, and directly generalizes the proof of Claim 4 in [AKM+19].
Our goal is now to find a µ˜ and g˜ that approximately minimize ‖F∗µg − (y + z)‖
2
T + ε‖g‖
2
µ. If we
only had one µ to consider, the prior work would be able to solve this with O(sµ,ε(
1
δ + log(sµ,ε)))
many samples. However, since our goal is to analyze hyperparameter tuning, we consider the cases
with both exponentially large and infinitely large U . In these cases, union bounds using prior work
would yield exponentially large and unbounded sample complexities, respectively. In order to avoid
this, we form an epsilon-net style argument. The argument follows in two steps:
1. Sampling Time with Finitely Many PDFs: Assume that U is finite. Let smax,ε be the largest
statistical dimension found in U . Then we prove that O(smax,ε log(
smax,ε
δ · |U|)) observations
suffice to recover a near-optimal (µ˜, g˜) pair. We emphasize the logarithmic dependence on |U|,
since this will allow us to consider exponentially large sets in the next step.
2. Discretization of Kernel Hyperparameters: Assume that U is the set of Gaussian Mixture PDFs
with q Gaussians, taking means in [−W,W ], lengthscales in [m,M ], and weights in [0, 1]. Then
we create a finite set of Gaussian Mixture PDFs U˜ such that the best (µ˜, g˜) pair on U˜ is nearly
optimal on all of U . In particular, we find |U˜ | = O((Wm log(
M
m ))
q).
Our result from the first bullet point allows us to handle the exponentially large set U˜ created in the
second bullet point. After combining these results and noting that smax,ε = O˜(qMT ), we find that
O˜(q2MT log(Wm )) time samples suffice to identify a near-optimal SM kernel’s hyperparameters.
The rest of this paper breaks down and explains these two theoretical results in detail.
4 Sampling Time with Finitely Many PDFs
In this section we assume that the given set of PDFs U is finite, and let Q := |U|. Let y˜ and µ˜ ∈ U
be the KRR interpolant and associated PDF that minimize our sample ridge regression cost. We then
prove that y˜ describes a nearly-optimal interpolant that satisfies the requirement of Claim 1, so long
as we take sufficient samples from the Universal Sampling Distribution (Definition 2). In particular,
if smax,ε is the largest statistical dimension found in U , then we require O(smax,ε log(
smax,ε
δ · Q))
samples. We formally state this first core technical result:
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Theorem 1. Let U be a finite set of PDFs. Let smax,ε be the maximum statistical dimension in
U . Let Algorithm 1 output observation times t1, . . . , tn, weights v1, . . . , vn, and weighted Kernel
MatricesKµ1 , . . . ,KµQ . Let y¯ be the observed response vector. Let µ˜, α˜ solve the ridge regression
problem:
µ˜, α˜ := argmin
µ∈U ,α∈Rn
‖Kµα− y¯‖
2
2 + εα
⊺
Kµα (2)
Define the Fourier domain version of the interpolant4: g˜(ξ) :=
∑n
j=1 vj α˜je
−2πiξtj . If n =
Ω(smax,ε log(
smax,ε
δ ·Q)), then with probability 1− δ we have
‖F∗µ˜g˜ − (y + z)‖
2
T + ε‖g˜‖
2
µ˜ ≤ (9 + 8/δ) min
µ∈U
min
g∈L2(µ)
‖F∗µg − (y + z)‖
2
T + ε‖g‖
2
µ
Theorem 1 is proven in Appendix C.2, with a simplified and more approachable proof for the matrix
case in Appendix C.1. The approach taken is similar to that used for the two-sided approximate re-
gression problem addressed in Lemma 5.7 of [ELMM20]. Intuitively, Theorem 1 states that despite
having adversarial noise, choosing from a large family of kernels during hyperparameter tuning
does not sharply increase the sample complexity of fitting y(t). In other words, Theorem 1 states
that Ω(smax,ε log(
smax,ε
δ ·Q)) samples guarantees a solution to Problem 2 when U is finite.
In prior work, [AKM+19] proves that Ω(sµ,ε log(sµ,ε +
1
δ )) samples guarantees a solution to
Problem 1, and that this bound is tight for many common kernels. Since Problem 2 reduces to
Problem 1 when Q = 1, the sample complexity in Theorem 1 must be tight up to logarithmic fac-
tors. Additionally, note that union bounding this result from [AKM+19] over the Q kernels would
yield a sample complexity linear in Q, instead of the logarithmic rate we prove. This logarithmic
rate is important, since the next section will take Q to be exponentially large.
It remains unclear if the dependence on 1δ in the approximation error is necessary if we want a
logarithmic sample complexity dependence on Q. This is an interesting open problem even in the
case of least squares regression, where we choose one of Q different design matrices.
So, Theorem 1 tells us that we can choose from a finite set of kernels Q with only a logarithmic
log(Q) overhead in sample complexity. However practitioners do not consider finite sets of kernels,
but rather kernel classes like the SM Kernel, which are parameterized by several continuous real-
valued parameters. So, we cannot directly apply Theorem 1 to SM Kernel fitting; one more step is
needed.
5 Discretization of Spectral Mixture Hyperparameters
We now return to the original goal of hyperparameter tuning for kernels. At a high level, we ex-
pect that a sufficiently small change to a kernel’s hyperparameters should not substantially impact
the quality of the kernel as an interpolant. So, instead of considering the continuous range of all
hyperparameters, we create a finite net of hyperparameters U˜ . In particular, any selection of hy-
perparameters µˆ ∈ U has a corresponding selection of hyperparameters µ˜ that lies in the net U˜ .
Since we design µ˜ to be sufficiently similar to µˆ, we can then prove that µˆ cannot achieve a much
smaller error than µ˜. Intuitively, we can think U˜ as being a discretization of the full continuous set
of hyperparameters U .
Then, once we have constructed the discretization U˜ , we can use Theorem 1 to prove that n =
O(smax,ε log(
smax,ε
δ · |U˜ |)) observations suffice to interpolate y with a near-optimal choice of hyper-
parameters. Since Theorem 1 admits a logarithmic dependence on the size of our net |U˜ |, we can
create an exponentially large net while achieving polynomial sample complexity bounds.
This broad principle of discretization can easily apply to many kernels; for demonstration purposes,
we only consider the SM Kernel in this work. To bound the sample complexity of other kernels, it
would suffice to form a bound like Theorem 2 below. Here we assume that U is the set of Gaussian
Mixture hyperparameters, mixing q Gaussians with means in [−W,W ], lengthscales in [m,M ], and
weights in [0, 1].
4This parametrization simply ensures that y˜(t) = [F∗µ g˜](t)
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Theorem 2. Fix the constantsW,m,M as described above. Define the discretization set for means
as
C := {−W,−W +m,−W + 2m, . . . , (k − 2)m,W}
and the discretization set for lengthscales as
S := {m, 2m, 4m, 8m, . . . , 2ℓ−3m,M, 2M}
where k =
⌊
2W
m
⌋
= |C| and ℓ = ⌊log2(M/m)⌋+ 1 = |S|. Then we have
min
g∈L2(µc,σ,1):
c∈Cq
σ∈Sq
‖F∗
c,σ,1g˜ − (y + z)‖
2
T + ε‖g˜‖
2
c,σ,1 ≤ 8 · min
g∈L2(µc,σ,w):
c∈[−W,W ]q
σ∈[m,M ]q
w∈[0,1]q
‖F∗
c,σ,wg˜ − (y + z)‖
2
T + ε‖g˜‖
2
c,σ,w
where 1 is the all-ones vector.
Theorem 2 is proven in Appendix B. Note that the left hand side takes w equal to the all ones
vector, denoted 1. This is without loss of generality, since increasing the scale of the kernel matrix
(i.e. increasing any weight wj) monotonically increases the statistical dimension and decreases the
regularized mean squared error. So, as long as we have enough samples to satisfy the statistical
dimension requirement whenw = 1, we should takew to be all-ones without loss of generality.
Intuitively, Theorem 2 reduces the search space for SM kernel hyperparameters down to a finite set
of kernels. This allows us to apply Theorem 1 to general SM Kernel fitting. Using Claim 1 as well,
we form the following conclusion on the statistical cost of learning SM Kernel hyperparameters:
Corollary 3. Suppose we want to fit a signal using a SM Kernel with q Gaussians whose means
lie in [0,W ], lengthscales lie in [m,M ], and weights lie in [0, 1]. Then, with probability 0.99,
n = O˜(q2MT log(Wm )) time samples drawn from the Universal Sampling Distribution suffice to
have the KRR interpolant y˜ give
‖y − y˜‖2T ≤ C ·
(
‖z‖2T + ε min
µ∈Uˆ , y=F∗µh
‖h‖2µ
)
where Uˆ is the set of valid SM kernels capable of representing y.
Proof. [AKM+19] shows that the statistical dimension of a mixture of q Gaussians is at
most smax,ε ≤ q · (MT
√
log(1/ε) + log(1/ε)). Theorem 2 tell us that we need to con-
sider Q = O((Wm log(
M
m ))
q) specific prior hyperparameters. Then, Theorem 1 tells us that
O(smax,ε log(
smax,ε
δ ·Q)) samples suffice to satisfy the precondition for Claim 1, giving us a sample
complexity of
O
(
q2 · (MT
√
log 1/ε+ log 1/ε) · log
(
MT
√
log 1/ε+ log 1/ε
δ
·
W
m
log
(
M
m
)))
= O˜
(
q2MT log
(
W
m
))
Note that the O˜ notation hides a logarithmic dependence on 1ε and a sublogarithmic dependence on
M
m . Note that [AKM
+19] proves that a single Gaussian kernel with lengthscale M would already
require O˜(MT ) samples, so hyperparameter tuning for a single Gaussian only increases the sample
complexity by logarithmic factors. However, when we consider multiple Gaussians, our analysis
does introduce an extra factor of q beyond statistical dimension smax,ε = O˜(qMT ).
6 Conclusion
Despite how useful SM Kernels are [WA13, WGNC13, YWSS15, HSSM15, TBT15], practitioners
find that tuning SM Kernels is hard in practice [WN15, BMS+19, BHH+16, HDS17, WDLX15].
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A practitioner could consider two reasons why it is hard to fit the SM Kernel: either they have
too little data to information-theoretically find a good model, or their algorithms fail to find such
a model despite having enough information. Our final result, Corollary 3, shows that the statistical
complexity of learning the SM kernel’s hyperparameters is not too large, even against adversarial
noise. A natural conclusion is that practitioners should likely place effort in finding more effective
algorithms.
We see several interesting potential future directions for this work. First, this paper focuses its
applications to the Spectral Mixture kernel. Other popular kernels like the Matern, sinc, and Ra-
tional Quadratic kernels can also be analyzed under our framework. Further, we provide statistical
bounds for finding optimal hyperparameters by designing a discrete optimization problem over ex-
ponentially many PDFs, but we do not provide any polynomial time algorithm to solve this problem.
Lastly, we would like to know if the dependence on 1δ in the approximation error of Theorem 1 is
neccessary if we want a logarithmic dependence on Q in the sample complexity.
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A Interpolation Gaurantees
Claim 1 Restated. Let µ˜ ∈ U and g˜ ∈ L2(µ) be near-optimal solutions to a continuous time
Fourier Fitting problem with ridge regression:
‖F∗µ˜g˜ − (y + z)‖
2
T + ε‖g˜‖
2
µ˜ ≤ C min
µ∈U
min
g∈L2(µ)
[
‖F∗µg − (y + z)‖
2
T + ε‖g‖
2
µ
]
Let Uˆ ⊆ U be the subset of PDFs that are able of representing y exactly. Then, letting y˜ = F∗µ˜g˜,
‖y − y˜‖2T ≤ 2(C + 1)‖z‖
2
T + 2Cε min
µ∈Uˆ
y=F∗µh
‖h‖2µ
Proof. Letting y = F∗µhµ for all µ ∈ Uˆ , we know that
min
µ∈U
min
g∈L2(µ)
[
‖F∗µg − (y + z)‖
2
T + ε‖g‖
2
µ
]
≤ min
µ∈Uˆ
[
‖F∗µhµ − (y + z)‖
2
T + ε‖hµ‖
2
µ
]
= min
µ∈Uˆ
[
‖z‖2T + ε‖hµ‖
2
µ
]
= ‖z‖2T + εmin
µ∈Uˆ
‖hµ‖
2
µ
So, using our pair µ˜, g˜, we have
‖F∗µ˜g˜ − (y + z)‖
2
T + ε‖g˜‖
2
µ˜ ≤ C‖z‖
2
T + Cεmin
µ∈Uˆ
‖hµ‖
2
µ
Next, by the triangle inequality, and recalling that y˜ = F∗µ˜g˜,
‖y˜ − y‖T − ‖z‖T ≤ ‖F
∗
µ˜g˜ − (y + z)‖T
‖y˜ − y‖T ≤ ‖z‖T +
√
C‖z‖2T + Cεmin
µ∈Uˆ
‖hµ‖2µ
‖y˜ − y‖2T ≤ 2(C + 1)‖z‖
2
T + 2Cεmin
µ∈Uˆ
‖hµ‖
2
µ
where the last line uses the AM-GM inequality to bound
2 · ‖z‖T ·
√
C‖z‖2T + Cεmin
µ∈Uˆ
‖hµ‖2µ ≤ ‖z‖
2
T + C‖z‖
2
T + Cεmin
µ∈Uˆ
‖hµ‖
2
µ
B Spectral Mixture Bounds
We are allowed to use c ∈ [0,W ], σ ∈ [m,M ], and w ∈ [0, 1], where 0 < m < M , and want to
have at mostO(1) error from our discretization. We start by showing that without loss of generality,
we should always take w to be the all-ones vector.
Lemma 1. Let µ1 and µ2 be associated with kernel operators Kµ1 and Kµ2 such that Kµ1  Kµ2 .
Then,
min
g∈L2(µ1)
‖F∗µ1g − y¯‖
2
T + ε‖g‖
2
µ1 ≤ ming∈L2(µ2)
‖F∗µ2g − y¯‖
2
T + ε‖g‖
2
µ2
Proof. For now, consider a arbitrary µ. Note from Lemma 38 of [AKM+19], we know that the
minimizer of
min
g∈L2(µ)
‖F∗µg − y‖
2
T + ε‖g‖
2
µ
has the form gˆ = Fµ(Kµ + εIT )
−1y¯. Then, we can write
F∗µgˆ = Kµ(Kµ + εIT )
−1y¯
‖F∗µ − y¯‖
2
T = 〈Kµ(Kµ + εIT )
−1y¯ − y¯,Kµ(Kµ + εIT )−1y¯ − y¯〉T
= ‖y¯‖2T − 2〈y¯,Kµ(Kµ + εIT )
−1y¯〉T + 〈Kµ(Kµ + εIT )−1y¯,Kµ(Kµ + εIT )−1y¯〉T
‖gˆ‖2µ = 〈Kµ(Kµ + εIT )
−1y¯,Kµ(Kµ + εIT )−1y¯〉T
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Noting that all the inner products on the last two lines share the same right hand side, we find that
the value of the true minimizer is
‖F∗µ − y¯‖
2
T + ε‖gˆ‖
2
µ = ‖y¯‖
2
T + 〈−2y¯ +Kµ(Kµ + εIT )
−1y¯ + ε(K + εIT )−1y¯,Kµ(Kµ + εIT )−1y¯〉T
= ‖y¯‖2T + 〈(−2(Kµ + εIT ) +Kµ + εIT )(Kµ + εIT )
−1y¯,Kµ(Kµ + εIT )−1y¯〉T
= ‖y¯‖2T + 〈−1 · (Kµ + εIT ) · (Kµ + εIT )
−1y¯,Kµ(Kµ + εIT )−1y¯〉T
= ‖y¯‖2T − 〈y¯,Kµ(Kµ + εIT )
−1y¯〉T
= 〈y¯, IT −Kµ(Kµ + εIT )
−1y¯〉T (3)
Then, since we know that the kernel operatorKµ  0, we conclude that IT −Kµ(Kµ+εIT )
−1  0
for all kernel operatorsKµ. Additionally, note that Equation 3 is in the analogous form to x
⊺Ax for
matrices. In particular, if we decrease the semidefinite order of IT − Kµ(Kµ + εIT )
−1, then we
decrease the overall minimum value for all signals y¯. Since Kµ1  Kµ2 , we know that Kµ1(Kµ1 +
εIT )
−1  Kµ2 (Kµ2 + εIT )
−1, and hence
〈y¯, IT −Kµ2(Kµ2 + εIT )
−1y¯〉T ≤ 〈y¯, IT −Kµ1(Kµ1 + εIT )
−1y¯〉T
Or, equivalently,
min
g∈L2(µ1)
‖F∗µ1g − y¯‖
2
T + ε‖g‖
2
µ1 ≤ ming∈L2(µ2)
‖F∗µ2g − y¯‖
2
T + ε‖g‖
2
µ2
We now show why this tell us to pick the all-ones vector for SM Kernels. In the following, whenw
is the all-ones vector, we drop w from the subscripts (i.e. µw,σ := µw,σ,1 where 1 is the all-ones
vector).
Corollary 4. Let µc,σ,w(ξ) be a spectral mixture PDF with weightsw ∈ [0, 1]
q. Then, the spectral
mixture with the same means and lengthscales µc,σ(ξ) achieves uniquely less error:
min
g∈L2(µc,σ,w)
‖F∗
c,σ,wg − y¯‖
2
T + ε‖g‖
2
c,σ,w ≤ min
g∈L2(µc,σ)
‖F∗
c,σg − y¯‖
2
T + ε‖g‖
2
c,σ
Proof. Note that the Kernel operator associated with µc,σw is Kc,σ,w =
∑q
j=1 wjKcj ,σj . Since
wj ≤ 1, we find that Kc,σ,w 
∑q
j=1Kcj ,σj = Kc,σ, the kernel operator associated with the all
ones weight vector. So, by Lemma 1, we complete the proof.
With this reduction in place, we move onto consider the means and lengthscales of our kernel. We
are allowed to use means c ∈ [0,W ] and lengthscales σ ∈ [m,M ], where 0 < m < M , and want to
have at most O(1) error from our discretization. We achieve this with additive mean step sizes and
multiplicative lengthscale step sizes,:
C = {0, ρm, 2ρm, . . . , (k − 2)ρm,W}
S = {m, (1 + γ)m, (1 + γ)2m, . . . , (1 + γ)ℓ−3m,M, (1 + γ)M}
Note that the step sizes for both the means and lengthscales are left in terms of the minimum length-
scale. The set C guarantees that any cˆ ∈ [0,W ] has c˜ ∈ C such that
|c˜− cˆ| ≤ ρm (4)
Additionally, set S guarantees that any σˆ ∈ [m,M ] has σ˜ ∈ S such that
σ˜
(1 + γ)2
≤ σˆ ≤
σ˜
1 + γ
< σ˜ (5)
Notably, we do not allow σˆ to be arbitrarily close to σ˜, but instead guarantee a multiplicative gap
between the two. This is why the maximum value of S is greater than M . There are k =
⌊
W
ρm
⌋
means in C and ℓ =
⌊
ln(2M/m)
ln(1+γ)
⌋
lengthscales in S. We now discretize a SM kernel of q Gaussian
modes by rounding to means in C and lengthscales in S:
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Lemma 2.
min
c∈Cq
σ∈Sq
min
g∈L2(µc,σ)
‖F∗
c,σg − y¯‖
2
T + ε‖g‖
2
c,σ ≤ C min
c∈[0,W ]q
σ∈[m,M ]q
min
g∈L2(µc,σ)
‖F∗
c,σg − y¯‖
2
T + ε‖g‖
2
c,σ
(6)
Where C = (1 + γ)2 exp(ρ
2
2 ·
1
1− 1
(1+γ)2
).
If we want a factor of 3 error, we can take γ = ρ = 0.5, so that C ≈ 2.8178 < 3. This makes |C| =
O(Wm ) and |S| = O(log(M/m)), so that the discretize space of q SM kernels hasO((
W
m log(
M
m ))
q)
choices of hyperparameter to consider.
Proof. Let cˆ, σˆ, and gˆ be the minimizers of the right hand side of Inequality 6. Let
p(ξ; c, σ) := 1√
2πσ2
e−
(ξ−c)2
2σ2 be the Gaussian PDF with mean c and lengthscale σ2. Further, let
p(ξ; c,σ) :=
∑q
j=1 p(ξ, cj , σj) be the sum of the Gaussians described in c and σ. This allows us
to write dµc,σ(ξ) = p(ξ; c,σ)dξ.
Let c˜ and σ˜ be the discretizations of cˆ and σˆ using the schemes from Equation 4 and Equation 5.
Let g˜ be the following rounding of gˆ:
g˜(ξ) := gˆ(ξ) ·
p(ξ; cˆ, σˆ)
p(ξ; c˜, σ˜)
Then, this particular rounding implies that the Inverse Fourier Transform of g˜ preserves the Inverse
Fourier Transform of gˆ:
[F∗
c˜,σ˜ g˜](t) =
∫
R
g˜(ξ)e2πiξtdµc˜,σ˜(ξ)
=
∫
R
gˆ(ξ) ·
p(ξ; cˆ, σˆ)
p(ξ; c˜, σ˜)
· e2πiξt · p(ξ, c˜, σ˜) · dξ
=
∫
R
gˆ(ξ) · p(ξ; cˆ, σˆ) · e2πiξt · dξ
=
∫
R
gˆ(ξ)e2πiξtdµcˆ,σˆ(ξ)
= [F∗
cˆ,σˆ gˆ](t)
So, we immediately know that ‖F∗
c˜,σ˜ g˜− y¯‖
2
T = ‖F
∗
cˆ,σˆgˆ− y¯‖
2
T . All we need to do now is bound the
power of g˜ with respect to c˜ and σ˜:
‖g˜‖2
c˜,σ˜ =
∫
R
|g˜(ξ)|2dµc˜,σ˜(ξ)
=
∫
R
|gˆ(ξ)|2
(
p(ξ; cˆ, σˆ)
p(ξ; c˜, σ˜)
)2
p(ξ; c˜, σ˜) dξ
=
∫
R
|gˆ(ξ)|2
p(ξ; cˆ, σˆ)
p(ξ; c˜, σ˜)
p(ξ; cˆ, σˆ) dξ
≤ C
∫
R
|gˆ(ξ)|2p(ξ; cˆ, σˆ) dξ
= C‖gˆ‖2
cˆ,σˆ
The inequality uses the fact that
p(ξ;c,σˆ)
p(ξ;c,σ˜) ≤ C for all ξ, proven below.
First, we bound the ratio
p(ξ;cˆ1,σˆ1)
p(ξ;c˜1,σ˜1)
. Note that
p(ξ; cˆ1, σˆ1)
p(ξ; c˜1, σ˜1)
=
σ˜1
σˆ1
exp
(
(ξ − c˜1)
2
2σ˜21
−
(ξ − cˆ1)
2
2σˆ21
)
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With some calculus, we can show that the maximum of the right hand side occurs when ξ =
σˆ21 c˜1−σ˜21 cˆ1
σˆ21−σ˜21 and attains hence maximum value
p(ξ; cˆ1, σˆ1)
p(ξ; c˜1, σ˜1)
≤
σ˜1
σˆ1
exp
(
1
2
·
(c˜1 − cˆ1)
2
σ˜21 − σˆ
2
1
)
We can then use our rounding schemes from Equation 4 and Equation 5 to say
• σ˜1σˆ1 ≤
σ˜1
σ˜1
(1+γ)2
= (1 + γ)2
• σ˜21 − σˆ
2
1 ≥ σ˜
2
1 −
σ˜21
(1+γ)2 = σ˜
2
1(1−
1
(1+γ)2 ) ≥ m
2(1− 1(1+γ)2 )
• (c˜1 − cˆ1)
2 ≤ ρ2m2
With these three bounds, we conclude
p(ξ; cˆ1, σˆ1)
p(ξ; c˜1, σ˜1)
≤ (1 + γ)2 exp(
ρ2
2
·
1
1− 1(1+γ)2
) = C
Finally, we complete the proof by noting
p(ξ; cˆ, σˆ)
p(ξ; cˆ, σ˜)
=
∑n
j=1 p(ξ; cˆj , σˆj)
p(ξ; c˜, σ˜)
≤
∑n
j=1 C · p(ξ; c˜j , σ˜j)
p(ξ; c˜, σ˜)
= C ·
∑n
j=1 p(ξ; c˜j , σ˜j)
p(ξ; c˜, σ˜)
= C ·
p(ξ; c˜, σ˜)
p(ξ; c˜, σ˜)
= C
C Multiple Prior Subsampling Bounds
C.1 Proof for the Matrix Case
First, we introduce the matrix version of the ridge leverage function, first introduced in [AM15]:
Definition 3. For a matrixA ∈ Rn×d, we define the ε-ridge leverage score for row i as
τi,ε(A) := max{α∈Rd:‖α‖2>0}
|[Aα]i|
2
‖Aα‖22 + ε‖α‖
2
2
We first import a result from [CMM17] that shows how ridge leverage score sampling spectrally
embeds matrices:
Imported Theorem 1 (Theorem 5 from [CMM17]). LetA ∈ Rn×d and ε ≥ 0. Let rows r1, . . . , rm
be sampled iid proportionally to τ˜ε(i), where τ˜ε(i) ≥ τi,ε(A). Define s˜ :=
∑m
i=1 τ˜ε(i). Let
S ∈ Rm×n be the sample and rescale matrix: [S]i,j =
√
s
mτ˜ε(i)
·1[ri=j]. Then ifm = O(
s log(s/δ)
∆2 ),
with probability 1− δ we have
(1 −∆)(A⊺A− εI)  A⊺S⊺SA+ εI  (1 + ∆)(A⊺A+ εI)
Then we move onto the theorem we want to prove:
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Theorem 5. Let A1, . . . ,AQ ∈ R
m×d and b ∈ Rd. Fix ridge parameter ε ≥ 0. Sample rows
r1, . . . , rn ∝ τ˜ε where τ˜ε is an upper bound for the ε-ridge leverage scores of all pairs of design
matrices conjoined: τ˜ε(i) ≥ τi,ε([Aj ,Ak]) for all j, k. Let s˜ε =
∑m
i=1 τ˜ε(i). Build a sample-and-
rescale matrix S ∈ Rn×m : Sj,k =
√
s
nτ˜ε
1[rj=k]. Then let k˜, x˜ solve the subsampled regression
problem:
k˜, x˜ := argmin
k∈[Q],x∈Rd
‖SAkx− Sb‖
2
2 + ε‖x‖
2
2
If n = O(s˜ε log(
s˜ε
δ ·Q)), then with probability 1− δ we have
‖Ak˜x˜− b‖
2
2 ≤ (9 + 8/δ) min
k∈[Q]
min
x∈Rd
‖Akx− b‖+ ε‖x‖
2
2
The proof of Theorem 1 closely mirrors that of Theorem 5, except that Theorem 1 additionally
bounds the Fourier version of the pairwise leverage scores τi,ε([Aj ,Ak]) and proves a new oper-
ator spectral embedding guarantee to handle this case.
Proof. Let kˆ and xˆ be the true minimizers for the full optimization problem:
kˆ, xˆ := argmin
k∈[Q],x∈Rd
‖Akx− b‖2 + ε‖x‖
2
2
By the triangle inequality, and the inverse triangle inequality, we have for anyAk and any x,
‖S(Akx− b)‖2 ∈ ‖S(Akˆxˆ−Akx)‖2 ± ‖S(Akˆxˆ− b)‖2
Letting bˆ⊥ := Akˆxˆ− b, we have
E[‖S(Akˆxˆ− b)‖
2
2] = E[‖Sbˆ⊥‖
2
2] = E[bˆ
⊺
⊥S
⊺
Sbˆ⊥] = bˆ
⊺
⊥ E[S
⊺
S]bˆ⊥
And since E[S⊺S] = I, we find E[‖S(Akˆxˆ−b)‖
2
2] = ‖bˆ⊥‖
2
2 = ‖Akˆxˆ−b‖
2
2. Hence, by Markov’s
inequality, we have
‖S(Akˆkˆ− b)‖
2
2 + ε‖xˆ‖
2
2 ≤
2
δ
(‖Akˆxˆ− b‖
2
2 + ε‖xˆ‖
2
2)
with probability 1− δ2 .
Next, note that for anyAj ,Ak we have ‖S[Aj Ak]v‖
2
2+ε‖v‖
2
2 ∈ (1±∆)(‖[Aj Ak]v‖
2
2+ε‖v‖
2
2)
for all v ∈ R2d with probability 1− δ2 . This follows directly from the fact that S is generated using
upper bounds for leverage scores for [Aj Ak], following Imported Theorem 1. Then, we find
‖S(Akˆxˆ−Akx)‖
2
2 + ε‖xˆ‖
2
2 + ε‖x‖
2
2 = ‖S [Akˆ Ak]
[
xˆ−x
]
‖22 + ε‖
[
xˆ−x
]
‖22
∈ (1±∆)(‖ [Akˆ Ak]
[
xˆ−x
]
‖22 + ε‖
[
xˆ−x
]
‖22)
= (1±∆)(‖Akˆxˆ−Akx‖
2
2 + ε‖xˆ‖
2
2 + ε‖x‖
2
2)
Further, by the triangle inequality, we have
‖Akˆxˆ−Akx‖
2
2 ≤ ‖Akˆxˆ− b‖
2
2 + ‖Akx− b‖
2
2
Putting these last two inequalities together, we find that allAk and x have
‖S(Akˆxˆ−Akx)‖
2
2+ε‖xˆ‖
2
2+ε‖x‖
2
2 ∈ (1±∆)
(
‖Akˆxˆ− b‖
2
2 + ε‖xˆ‖
2
2 + ‖Akx− b‖
2
2 + ε‖x‖
2
2
)
Then, using this bound, alongside the Markov bound and the original triangle inequality, we find
‖S(Akx− b)‖
2
2 + ε‖x‖
2
2 ∈ (‖S(Akˆxˆ−Akx)‖
2
2 + ε‖xˆ‖
2
2 + ε‖x‖
2
2)± (‖S(Akˆxˆ− b)‖
2
2 + ε‖x‖
2
2)
∈ (‖S(Akˆxˆ−Akx)‖
2
2 + ε‖xˆ‖
2
2 + ε‖x‖
2
2)±
2
δ
(‖Akˆxˆ− b‖
2
2 + ε‖x‖
2
2)
∈ (1±∆)
(
‖Akˆxˆ− b‖
2
2 + ε‖xˆ‖
2
2 + ‖Akx− b‖
2
2 + ε‖x‖
2
2
)
±
2
δ
(‖Akˆxˆ− b‖
2
2 + ε‖x‖
2
2)
∈ (1±∆)(‖Akx− b‖
2
2 + ε‖x‖
2
2)±
(
1 + ∆ +
2
δ
)
(‖Akˆxˆ− b‖
2
2 + ε‖xˆ‖
2
2)
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Note that the above bound holds for any choice ofAk and any x. To simplify the constants a bit, let
c0 :=
(
1 + ∆+ 2δ
)
, L(k,x) := ‖Akx− b‖
2
2 + ε‖x‖
2
2, and L(k,x) := ‖S(Akx− b)‖
2
2 + ε‖x‖
2
2.
Then, the previous bound state that
L(k, g) ∈ (1±∆)L(k, g) ± c0L(kˆ, xˆ)
If we take k = k˜ and x = x˜, and rearrange terms, we find
L(k˜, x˜) ≤
1
1−∆
L(k˜, x˜) +
c0
1−∆
L(kˆ, xˆ)
≤
1
1−∆
L(kˆ, xˆ) +
c0
1−∆
L(kˆ, xˆ)
≤
1
1−∆
(
(1 + ∆)L(kˆ, xˆ) + c0L(kˆ, xˆ)
)
+
c0
1−∆
L(kˆ, xˆ)
=
1 +∆+ 2c0
1−∆
L(kˆ, xˆ)
=
1 +∆+ 2(1 + ∆+ 2δ )
1−∆
L(kˆ, xˆ)
=
3 + 3∆+ 4δ
1−∆
L(kˆ, xˆ)
If we take∆ = 12 , we complete the proof.
C.2 Proof for the Operator Case
We start with preliminary definitions for randomized operator analysis.
C.2.1 Ridge Leverage Scores
To achieve near optimal sample complexity for kernel interpolation (i.e within logarithmic factors
of the statistical dimension), recent work shows that it suffices to select time samples independently
at random, according to a carefully chosen non-uniform distribution [CKPS16, AKM+19]. In par-
ticular, we use the well studied ridge leverage function [AM15, MM17, PBV18], which is defined
as follows:
Definition 4 (Ridge leverage function). For any Hilbert space H, time length T > 0, ε ≥ 0, and
bounded linear operatorA : H → L2(T ) the ε-ridge leverage function for t ∈ [0, T ] is:
τA,ε(t) =
1
T
· max
{α∈H: ‖α‖H>0}
|[Aα](t)|
2
‖Aα‖2T + ε‖α‖
2
H
. (7)
Note that whenA is an inverse Fourier transform operator, the integral of the ridge leverage function
is equal to the statistical dimension of the corresponding kernel – i.e. if A = F∗µ then sµ,ε =∫ T
0 τA,ε(t)dt. This fact generalizes a well known claim for matrices and is proven in [AKM
+19].
The ridge leverage score captures how important a time point t is for A: it is large if there are low
energy functions (small ‖α‖2H) in the span of the operator that are highly concentrated at t – i.e.
when the functionAα has large magnitude at t compared to its average magnitude over [0, T ].
The Universal Sampling Distribution (Definition 2) is called Universal because when A = F∗µ is
any inverse Fourier transform operator, recent work [CP19a, AKM+19] shows that τA,ε is tightly
upper bounded by τ˜α:
Claim 2 (Theorem 17 of [AKM+19]). For any PDF µ and corresponding inverse Fourier transform
operator F∗µ,
τF∗µ,ε(t) ≤ τ˜α(t)
for all t ∈ [0, T ], as long as α ≥ csµ,ε for some universal constant c > 0.
We then state a known operator subsampling result from [AKM+19] which is based on the ridge
leverage scores of Definition 4. The proof of this result adapts a bound on sums of random operators
by [Min17], and uses the upper bound of Claim 2. A similar result is proven in [Bac17].
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Lemma 3 (Lemma 43 in [AKM+19]). Consider a bounded linear operator A : H → L2(T ).
Let τ˜A,ε(t) be a function with τ˜A,ε(t) ≥ τA,ε(t) for all t ∈ [0, T ] and let s˜A,ε =
∫ T
0
τ˜A,ε(t)dt.
Let n = c · ∆−2s˜A,ε log(s˜A,ε/δ) for sufficiently large fixed constant c and select t1, . . . , tn by
drawing each randomly from [0, T ] with probability proportional to τ˜A,ε(t). For j ∈ 1, . . . , s, let
wj =
√
s˜A,ε
nT ·τ˜A,ε(tj) . Let A : H → C
n be the operator defined by [Ag]j = [Ag](tj) · wj . With
probability (1− δ),
(1 −∆)(G + εIH)  A∗A+ εIH  (1 + ∆)(G + εIH).
C.2.2 Concentration of Concatenated Fourier Operators
With Lemma 3 in place, our goal in this section is prove a specific approximation result for ran-
domly subsampling rows from the the concatenation of two inverse Fourier transform operators,
F∗µ1 and F
∗
µ2 . Specifically, let ⊕ denote the standard direct sum operation between Hilbert spaces.
I.e. [α, β] ∈ H1⊕H2 if α ∈ H1 and β ∈ H1. For finitely bounded PDFs µ1 and µ2 the concatenated
operator Fµ1,µ2 : L2(µ1)⊕ L2(µ2)→ L2(T ) is defined as:
F∗µ1,µ2 [α, β] = F
∗
µ1α+ F
∗
µ2β.
Note that the adjoint of F∗µ1,µ2 is Fµ1,µ2f = (Fµ1f,Fµ2f).
Our goal is to approximate F∗µ1,µ2 by an operator with a finite number of rows. Such an approxi-
mation could be obtained directly from Lemma 3. However, applying that result requires an upper
bound on the ridge leverage scores (Definition 4) of F∗µ1,µ2 . Our first technical result of this section
is to show that such an upper bound can be obtained using the universal sampling distribution of
Definition 2. We prove:
Lemma 4. For any bounded PDFs µ1, µ2 on R let, A = F
∗
µ1,µ2 where F
∗
µ1,µ2 is a concatenated
inverse Fourier transform operator as defined above for any ε > 0,
τA,ε(t) ≤ τ˜α(t)
as long as α ≥ c ·max [sµ1,ε, sµ2,ε] for some fixed constant c.
Proof. Let µ¯ = µ1+µ22 and let A¯ = 2F
∗
µ¯. We establish the lemma by proving
τA,ε(t) ≤ τA¯,ε(t) (8)
Once we have this bound, we can apply Claim 2 to observe that τA¯,ε(t) ≤ τ˜α(t) as long as long
as α ≥ c · sµ¯,ε. Finally, from Lemma 51 in [AKM
+19], we have that sµ¯,ε ≤ 2max [sµ1,ε, sµ2,ε],
which gives the lemma because τ˜α(t) is strictly increasing with α.
So, we are left to prove (8). Referring to Definition 4 and noting that ‖[α, β]‖2H1⊕H2 = ‖α‖
2
H1 +
‖β‖2H2 , we can do so by upper bounding for all t ∈ [0, T ]:
1
T
· max
{[α,β]∈L2(µ1)⊕L2(µ2): ‖α‖2µ1+‖β‖2µ2>0}
∣∣[F∗µ1,µ2 [α, β]](t)∣∣2
‖Fµ1,µ2 [α, β]‖
2
T + ε‖α‖
2
µ1 + ε‖β‖
2
µ2
. (9)
For any particular t ∈ [0, T ], let α∗ ∈ L2(µ1) and β∗ ∈ L2(µ1) be the maximizers of (9). We are
going to define a function w to satisfy A¯w = F∗µ1,µ2 [α
∗, β∗]. In particular, we can set
w(ξ) = (µ1(ξ) + µ2(ξ))
+ (µ1(ξ)α
∗(ξ) + µ2(ξ)β∗(ξ))
where for a s ∈ R, s+ evaluates to 0 when s = 0 and 1/s otherwise. We have that (9) is equal to:
1
T
·
∣∣[A¯w](t)∣∣2
‖A¯w‖2T + ε‖α
∗‖2µ1 + ε‖β
∗‖2µ2
. (10)
Next we bound ‖w‖2µ¯ =
∫
ξ∈R w(ξ)
2µ¯(ξ)dξ. We have that for all ξ,
w(ξ)2µ¯ =
1
2
(µ1(ξ) + µ2(ξ))
+ · (µ1(ξ)α
∗(ξ) + µ2(ξ)β∗(ξ))
2
≤ (µ1(ξ) + µ2(ξ))
+ ·
(
µ1(ξ)
2α∗(ξ)2 + µ2(ξ)2β∗(ξ)2
)
≤ µ1(ξ)α
∗(ξ)2 + µ2(ξ)β∗(ξ)2.
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It follows that
∫
ξ∈R w(ξ)
2µ¯(ξ)dξ ≤
∫
ξ∈R α
∗(ξ)2µ1(ξ)dξ +
∫
ξ∈R β
∗(ξ)2µ2(ξ)dξ = ‖α∗‖2µ1 +
‖β∗‖2µ2 . Substituting into (10), we actually have that (9) can be upper bounded by
1
T
·
∣∣[A¯w](t)∣∣2
‖A¯w‖2T + ε‖w‖
2
µ¯
.
This quantity is of course only small than τA¯,ε(t), which completes the proof of (8).
The following theorem is a direct corollary of Lemma 3 and Lemma 4.
Theorem 6. Fix ∆ > 0 and δ > 0. Let µ1, µ2 be bounded PDFs. Let smax = max [sµ1,ε, sµ2,ε].
Let α = c0smax and n = c1∆
−2smax log(smax) log(smax/δ) for fixed universal constants c0, c1.
Suppose n time samples t1, . . . , tn ∈ [0, T ] are sampled with probability proportional to τ˜α(t) and
F ∗µ1 and F
∗
µ2 be the sampled versions of F
∗
µ1 and F
∗
µ2 satisfying for j = 1, . . . , n:
[F ∗µpg]j = wj ·
∫
R
g(ξ)e2πiξtjµp(ξ)dξ,
where wj =
√
∫
T
0
τ˜α(t)dt
sT ·τ˜α(tj) . Then with probability (1− δ),
(1−∆)(G + εI)  G˜ + εI  (1 + ∆)(G + εI)
where G = Fµ1,µ2F
∗
µ1,µ2 and G¯ = [Fµ2 ;Fµ1 ][F
∗
µ2 ,F
∗
µ1 ]. Here [Fµ2 ;Fµ1 ] : C
s → L2(µ1)⊕L2(µ2)
is the natural concatenation of Fµ2 and Fµ1 , and [F
∗
µ2 ,F
∗
µ1 ] is the concatenation of F
∗
µ2 and F
∗
µ1 .
Proof. By Lemma 4 τ˜α(t) strictly upper bounds the ε-ridge leverage scores of F
∗
µ1,µ2 as long as α
is set as in the theorem statement. Moreover, referring to Definition 2,
∫ T
0 τ˜α(t)dt ≤ O(α logα),
so the number of samples n in the theorem is sufficiently large to directly apply Lemma 3 to the
bounded linear operator F∗µ1,µ2 .
C.2.3 Final Result for Linear Operators
Theorem 1 Restated. Let U˜ = {µ1, . . . , µQ} be a finite set of scaled PDFs. Let smax,ε be the
maximum of the PDFs’ statistical dimensions: sε = maxj sµj ,ε. Let t1, . . . , tn be iid samples
from the universal sampling distribution, and define F ∗ accordingly. Let µ˜, g˜ optimally solve the
time-discretized problem:
µ˜, g˜ := argmin
µ∈U˜ ,g∈L2(µ)
‖F ∗µ˜g − y¯‖
2
2 + ε‖g‖
2
µ
If n = O(sε log(
sε Q
δ )), then with probability 1− δ, we have
‖F∗µ˜g˜ − y¯‖
2
T + ε‖g˜‖
2
µ˜ ≤ (9 + 8/δ) · argmin
µ∈U˜,g∈L2(µ)
‖F∗µg − y¯‖
2
T + ε‖g‖
2
µ˜
Proof. Let µˆ and xˆ be the true minimizers for the full optimization problem:
µˆ, xˆ := argmin
µ∈U˜ ,g∈L2(µ)
‖F∗µg − y¯‖
2
T + ε‖g‖
2
µ
By the triangle inequality, and the inverse triangle inequality, we have for any µ and any g ∈ L2(µ),
‖F ∗µg − y¯‖
2
2 ∈ ‖F
∗
µˆ gˆ − F
∗
µg‖
2
2 ± ‖F
∗
µˆ gˆ − y¯‖
2
2
Note from [AKM+19] that E[‖F ∗µˆ gˆ − y¯‖
2
2] = ‖F
∗
µˆgˆ − y¯‖
2
T . Hence, by Markov’s inequality, we
have
‖F ∗µˆ gˆ − y¯‖
2
2 + ε‖gˆ‖
2
µˆ ≤
2
δ
(
‖F∗µˆgˆ − y¯‖
2
T + ε‖gˆ‖
2
µˆ
)
with probability 1− δ2 .
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Next, note that for any µj , µk ∈ U˜ we have
‖F ∗µjg + F
∗
µkh‖
2
2 + ε‖g‖
2
µj + ε‖h‖
2
µk ∈ (1±∆)
(
‖F∗µjg + F
∗
µkh‖
2
T + ε‖g‖
2
µj + ε‖h‖
2
µk
)
for all g ∈ L2(µj), h ∈ L2(µk) with probability 1−
δ
2 . This follows directly from Theorem 6.
Further, by the triangle inequality, we have for any µ ∈ U˜ , g ∈ L2(µ)
‖F∗µˆgˆ −F
∗
µg‖
2
T ≤ ‖F
∗
µˆgˆ − y¯‖
2
T + ‖Fµx
∗ − y¯‖2T
Putting these last two inequalities together, we find
‖F ∗µˆ gˆ + F
∗
µg‖
2
2 + ε‖gˆ‖
2
µˆ + ε‖g‖
2
µ ∈ (1±∆)
(
‖F∗µˆgˆ − y¯‖
2
T + ε‖gˆ‖
2
µˆ + ‖F
∗
µg − y¯‖
2
T + ε‖g‖
2
µ
)
Then, using this bound, alongside the Markov bound and the original triangle inequality, we find
‖F ∗µg − y¯‖
2
2 + ε‖g‖
2
µ ∈
(
‖F ∗µˆ gˆ − F
∗
µg‖
2
2 + ε‖gˆ‖
2
µˆ + ε‖g‖
2
µ
)
±
(
‖F ∗µˆ gˆ − y¯‖
2
2 + ε‖gˆ‖
2
µˆ
)
∈
(
‖F ∗µˆ gˆ − F
∗
µg‖
2
2 + ε‖gˆ‖
2
µˆ + ε‖g‖
2
µ
)
±
2
δ
(
‖F∗µˆgˆ − y¯‖
2
T + ε‖gˆ‖
2
µˆ
)
∈ (1 ±∆)
(
‖F∗µˆgˆ − y¯‖
2
T + ε‖gˆ‖
2
µˆ + ‖F
∗
µg − y¯‖
2
T + ε‖g‖
2
µ
)
±
2
δ
(
‖F∗µˆgˆ − y¯‖
2
T + ε‖gˆ‖
2
µˆ
)
∈ (1 ±∆)
(
‖F∗µg − y¯‖
2
T + ε‖g‖
2
µ
)
±
(
1 + ∆ +
2
δ
)(
‖F∗µˆgˆ − y¯‖
2
T + ε‖gˆ‖
2
µˆ
)
To simplify the notation a bit, let c0 :=
(
1 + ∆+ 2δ
)
, L(µ, g) := ‖F∗µg − y¯‖
2
T + ε‖g‖
2
µ, and
L(µ, g) := ‖F ∗µg − y¯‖
2
2 + ε‖g‖
2
µ. Then the previous bound says
L(µ, g) ∈ (1±∆)L(µ, g) ± c0L(µˆ, gˆ)
Recall that this bound holds for any choice of µ ∈ U˜ and any g ∈ L2(µ). If we take µ = µ˜ and
g = g˜, and rearrange terms, we find
L(µ˜, g˜) ≤
1
1−∆
L(µ˜, g˜) +
c0
1−∆
L(µˆ, gˆ)
≤
1
1−∆
L(µˆ, gˆ) +
c0
1−∆
L(µˆ, gˆ)
≤
1
1−∆
((1 + ∆)L(µˆ, gˆ) + c0L(µˆ, gˆ)) +
c0
1−∆
L(µˆ, gˆ)
=
1 +∆+ 2c0
1−∆
L(µˆ, gˆ)
=
1 +∆+ 2(1 + ∆+ 2δ )
1−∆
L(µˆ, gˆ)
=
3 + 3∆+ 4δ
1−∆
L(µˆ, gˆ)
If we take∆ = 12 , we complete the proof.
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