Abstract. The GeoSteiner software package has for more than 10 years been the fastest (publicly available) program for computing exact solutions to Steiner tree problems in the plane. The computational study by Warme, Winter and Zachariasen, published in 2000, documented the performance of the GeoSteiner approach -allowing the exact solution of Steiner tree problems with more than a thousand terminals. Since then, a number of algorithmic enhancements have improved the performance of the software package significantly. In this computational study we run the current code on the largest problem instances from the 2000-study, and on a number of larger problem instances. The computational study is performed using the commercial GeoSteiner 4.0 code base, and the performance is compared to the publicly available GeoSteiner 3.1 code base as well as the code base from the 2000-study.
Introduction
The Steiner tree problem in the plane asks for a shortest possible interconnection of a set of points under some given metric. The Euclidean and rectilinear Steiner tree problems in the plane are by far the most studied geometric Steiner tree problem variants [11, 12, 14] . Recently, the uniform and fixed orientation metrics have also received some attention due to applications in the physical design of integrated circuits [4, 5, 25] . A uniform orientation metric is given by a set of λ ≥ 2 uniformly distributed orientations in the plane, and the goal is to compute a shortest possible interconnections where all line segments have one of the given orientations. The rectilinear metric is a uniform orientation metric with two legal orientations, namely the horizontal and vertical orientations. The Steiner tree problem in the plane is NP-hard for all interesting metrics [6, 9, 10] . For a comprehensive introduction to these problems, see the upcoming book by Brazil and Zachariasen [7] .
Background and Motivation. Since the publication of the computational study by Warme, Winter and Zachariasen [24] in 2000, the GeoSteiner software package -released in 2001 -has been the fastest (publicly available) program for computing exact solutions to Steiner tree problems in the plane. The GeoSteiner approach has successfully been extended to uniform orientation metrics [19] , to Euclidean and rectilinear problems with obstacles [13, 30] , and to rectilinear group interconnection problems [28] .
The computational effectiveness of the GeoSteiner approach is largely due to the fact that a minimum Steiner tree in the plane can be decomposed into small so-called full Steiner trees (FSTs); these are subtrees where Steiner points are interior vertices and terminals are leaves [24] . The GeoSteiner algorithm has two phases: FST generation and FST concatenation. In the first phase, all FSTs that can possibly appear in a minimum Steiner tree are enumerated. In the second phase, a subset of the generated FSTs is chosen such that they form a minimum Steiner tree. The first phase is obviously very metric dependent, while the second phase is purely combinatorial (and metric independent).
Since the publication of the 2000-paper [24] , a number of (unpublished) algorithmic enhancements have improved the performance of the software package significantly. Some of these enhancements were part of the 2001 public release, while other have been added in later versions. These algorithmic engineering efforts cover the use of faster data structures, new heuristics for better pruning of FSTs, and better cutting methods in the branch-and-cut concatenation algorithm. The motivation of the current paper is to describe these improvements and document their effects, both for the publicly available GeoSteiner 3.1 code base and the commercial GeoSteiner 4.0 code base.
Our Contribution. We present an updated computational study on Steiner tree problems in the plane. Also, we document the main algorithmic enhancements made to the GeoSteiner software package. In the updated computational study we run the current code on the largest problem instances from the 2000-study, and on a number of even larger problem instances. The computational study is performed using the commercial GeoSteiner 4.0 code base, and the performance is compared to the publicly available GeoSteiner 3.1 code base as well as the code base from the 2000-study.
As a general rule, the FST generation phase has a more predictive running time than the FST concatenation phase. As a consequence, the FST concatenation phase is usually the bottleneck when solving large-scale problem instances. The FST concatenation problem can either be solved as a minimum spanning tree problem in a hypergraph (as in the 2000-paper), or as a Steiner tree problem in an ordinary graph. The latter approach was studied and experimentally evaluated by Polzin and Vahdati Daneshmand [20] in 2003, and it appeared to have superior performance when compared the FST concatenation code of GeoSteiner 3.1. However, the software used in [20] is not publicly available; in fact, no software for solving the Steiner tree problem in graphs is -to the best of our knowledge -publicly available, so we have restricted our experiments to solving the FST concatenation problem as a minimum spanning tree problem in a hypergraph. However, we are planning to make the output from the FST generation available as instances of the Steiner tree problem in graphs, so other researchers can solve the FST concatenation problems using their own code.
Organisation of the Paper. In Section 2 we give a brief introduction to the GeoSteiner approach. A presentation of the major algorithmic enhancements made since the publication of the 2000-paper are given in Section 3. Computational results are presented in Section 4, and concluding remarks are given in Section 5.
GeoSteiner Approach
Let N be a finite set of points, or so-called terminals, in the plane, and assume that some metric is given. A naive algorithm for computing a minimum Steiner tree for N under the given metric is to enumerate all full Steiner topologies for every subset of terminals, and then compute an FST for the given topology, or to decide that no such tree exists [7, 15] . A minimum Steiner tree is then obtained by identifying a subset among the constructed FSTs that interconnects N and has minimum length. However, since the number of terminal subsets is exponential in the size of N -and the number of full Steiner topologies for each subset is super-exponential -this algorithm would show very bad scaling.
GeoSteiner follows the same two-phase approach as the naive algorithm, but reduces the work significantly by implicit instead of explicit enumeration of FSTs (for all subsets and all full Steiner topologies). Groups of FSTs that do not fulfill necessary structural properties are eliminated early -and in most cases without direct geometric construction.
FST Generation
The task of the FST generation phase is to determine an as small as possible superset of FSTs of a minimum Steiner tree. Consider some FST T spanning a subset of k terminals in N , where 3 ≤ k ≤ |N |. We can assume that the Steiner points in T have degree 3. Steiner points with degree 4 or more can only appear under certain metrics, and in these cases they can be assumed to appear in FSTs that are easily identified [5] . The FST T therefore has k terminals as leaf nodes (with degree 1) and k − 2 Steiner points as interior nodes (with degree 3).
For the Euclidean metric the edges in T -which interconnect terminals and/or Steiner points -are straight line segments, and the edges at a Steiner point in T meet at 120
• angles. For the rectilinear metric, and more generally for any fixed orientation metric, the edges of T can also be assumed to be straight edges, except possibly one so-called bent edge pq, which interconnects nodes p and q using exactly two straight line segments that meet at a corner point [5] .
FST generation in GeoSteiner is performed by enumerating so-called branch trees. Consider FST T . If T has a bent edge pq, then let c be the corner point of pq; otherwise let c the midpoint of any (straight) edge pq in T . Imagine that we cut edge pq at point c. We obtain two branch trees: B 1 rooted at p having a stem (or ray) leaving p along pc, and B 2 rooted at q having a stem leaving q along qc (Figure 1 ). Note that all edges in a branch tree are straight edges.
1. An FST T spanning five terminals t1, . . . , t5 with a bent edge pq. T can be obtained by joining two branch trees B1 and B2 with roots p and q, respectively. The arrows indicate the paths from the terminals to the root of each branch tree. Branch tree B1 is obtained by joining branch trees for terminals t1 and t2. Branch tree B2 is obtained by joining a branch tree for terminal t3 with a branch tree having root s that spans terminals t4 and t5. The example is given for a fixed orientation metric.
Intuitively, we can think of a branch tree as an FST spanning a set of terminals and a single point at infinity. We define the size of a branch tree to be the number of terminals spanned by the branch tree. A branch tree of size 1 consists of a single terminal with a stem; such a branch tree has no Steiner points and the terminal is the root of the branch tree. A branch tree of size k ≥ 2 has k terminals and k − 1 Steiner points, and can naturally be represented as a binary tree. Branch trees for the Euclidean problem are represented by equilateral points, and the root of a branch tree can be located anywhere on a so-called Steiner arc [26] .
The generation phase of GeoSteiner enumerates branch trees of increasing size -essentially using a dynamic programming approach. Branch trees of size k are obtained by joining branch trees of size l with branch trees of size k − l, where l runs from 1 to k/2 . An FST is obtained by identifying two branch trees where the stems can be made to overlap in opposite directions (for the Euclidean metric) or intersect at an appropriate angle (for fixed orientation metrics).
Branch trees and FSTs are eliminated from consideration by performing a number of pruning tests. These tests are metric dependent, but are based on similar structural properties such as empty regions and upper bounds on edge lengths in a FST [19, 26, 27] . A simple upper bound on the length of any edge in a minimum Steiner tree for N is to take the longest edge in a minimum spanning tree for N [26] ; in the following we let b max denote this upper bound for a given set of terminals N .
FST Concatenation
The FST concatenation problem can be modelled as an instance of the minimum spanning tree in hypergraph (MSTHG) problem: given a hypergraph H = (V, E), and a weight function w : E → R, find a subset T ⊆ E such that T is a spanning tree of H that minimizes w(T) = e∈T w(e). FST concatenation instantiates V as the set of terminals N , E as the set of all FSTs (each FST is a hyperedge connecting 2 or more vertices in the hypergraph), and w(e) as the geometric length of FST e using the appropriate distance metric. Note that even deciding the existence (or not) of a spanning tree within a general hypergraph is NP-complete [23] , so FST concatenation is in general an NP-hard optimization problem.
The MSTHG problem is solved using the following integer program (IP):
Subject to
where c ∈ R |E| is the cost vector such that c e = w(e) for all e ∈ E, and x ∈ R |E| is the solution vector. The following two theorems were proved by Warme [23] :
Theorem 1. Let T ⊆ E be any spanning tree of H = (V, E). Letx ∈ R |E| such thatx e = 1 if e ∈ T andx e = 0 otherwise (x is the incidence vector of T). Thenx is an integer feasible solution to IP. Theorem 2. Letx be any feasible integer solution to IP. Let T = {e ∈ E : x e = 1}, so thatx is the incidence vector of T. Then T is a spanning tree of H.
The LP relaxation of IP is obtained by removing constraint (4) . This relaxation produces very tight lower bounds in practice. Integrality is recovered via branch-and-bound upon fractional variables of the LP relaxation. Note that there are exponentially many constraints (2) . These constraints are added to the formulation dynamically as violations are discovered. This separation problem can be solved in polynomial time by reduction to flows using the techniques described in [23] .
Algorithmic Enhancements
The 2000-paper [24] combined the Euclidean FST generation algorithm from [26] , the rectilinear FST generation algorithm from [27] , and the branch-and-cut based FST concatenation algorithm described in [23] . All generated FSTs were considered in the branch-and-cut algorithm. No FST pruning (or hypergraph reduction) was used, and the algorithms were not integrated at that time.
The GeoSteiner implementation has improved considerably since the publication of [24] , rendering those results obsolete. The following 
New FST Generator Implementations
The original Euclidean and rectilinear FST generators were implemented in C++ using LEDA [17, 18] . These were replaced with new highly tuned implementations written in C. Both of the new FST generators replaced the LEDA and other data structures with more efficient, low-level data structures that are customized to provide only the necessary operations, and are much more friendly to modern cache hierarchies and deeply pipelined CPU architectures. They also use a much better hash , we can use a range search data structure to identify all branch trees that are within distance 2b max of B 1 (where distance is defined as above). A simple bucket structure was used as data structure: the minimum rectangle containing the set of terminals N is divided into K × K subrectangles. One bucket structure was constructed for each size of branch trees, allowing fast identification of branch trees of appropriate size. This method significantly improves the running time for large problem instances, especially those with a uniform distribution of the terminals. In addition, many uses of trigonometric functions were replaced with vector operations (e.g., dot and cross product), and more efficient data structures were implemented for representing the terminals spanned by branch trees (or equilateral points).
Improvements to the rectilinear FST Generator. The so-called empty rectangles matrix was reorganized as a lower-triangular bit matrix to reduce its size and improve locality (see [27] for details). In addition, several crucial lowlevel geometric primitives (macros) were replaced with new implementations that use no conditional branches. By reducing pipeline flushes, these macro changes produced about a 3-fold additional speed improvement on top of all the other improvements.
New Greedy Euclidean Steiner Tree Heuristic
The Zachariasen-Winter greedy heuristic for Euclidean Steiner trees [29] was added as an alternative to the existing Smith-Lee-Liebman heuristic [22] .
Numerical Stability Improvements to Euclidean FST Generator
Several rounds of changes were made to improve the numerical stability of the Euclidean FST generator. First, dynamically computed (relative) tolerances were used for all floating-point comparisons. Behavior for point sets located away from the origin was improved by translating the entire point set to a new origin computed to be both "central" to the point set and to have relatively few significant bits. Next, all computations for a single equilateral point were performed with respect to an origin located at one of its terminals, thereby increasing the number of significant bits available for these computations. All movement of Steiner arc endpoints are encapsulated into new routines that are much more careful to make sure that the arc is never shortened any more than can be justified numerically.
Finally, the code was modified to use the GNU multi-precision arithmetic package (GMP) under control of a Level switch, which defaults to level 0. At Levels 1 and 2, GMP exact rational arithmetic is used to compute: (1) the exact coordinates (in Q( √ 3)) of each equilateral point; (2) the closest double-precision representation of each equilateral point's coordinates; and (3) the closest doubleprecision representation of the length of each FST (in Q(
into numeric form is accomplished using a Newton iteration, with initial approximation computed via floating-point. At Level 1, a single high-precision Newton iteration is used to refine this value before converting to the nearest double-precision representation. At Level 2, Newton iterations are continued until a formal convergence test has verified that the value is correct to at least 1/2 ULP of double-precision. These computations are performed only on equilateral points and FSTs that have passed all screening tests, as a part of storing them in their final form. This prevents floating-point errors from accumulating as equilateral points are recursively constructed from smaller equilateral points. This in turn permits more conventional relative numeric tolerancing techniques to be used in a sound manner in the more intensively traversed portions of the code. On large random instances, GMP Level 2 adds only about 1-2% to the run time, but significantly improves the numerical accuracy and stability of the generated FSTs.
New FST Pruning
The FST pruning algorithm of Fößmeier and Kaufmann [8] was implemented for all metrics. (The previous pruning codes were slow, relatively ineffective, and completely specific to either the Euclidean or rectilinear metric [21, 26] .) The idea of the Fößmeier and Kaufmann pruning algorithm is to test whether an FST F must be part of a larger full component in a minimum Steiner tree. More specifically, the pruning algorithm searches for an FST F and a terminal t with the following properties:
1. Terminal t is not spanned by F , and has (minimum) distance γ to some edge (p, q) in F . 2. The longest edge on every path P from t to p, or from t to q, is longer than γ (where the edges of P come from the set of generated FSTs).
Assuming that F appears in a minimum Steiner tree leads to a contradiction, since we can add a connection of length γ from t to (p, q), and remove an edge of length more than γ on the cycle that is created. Therefore a shorter tree can be constructed, and F can be eliminated from consideration.
Efficient implementation of this pruning algorithm requires significant care, but the method is very powerful in practice and typically removes at least half of the generated FSTs. Here we give some of the most important implementation details:
1. First the so-called pruning graph G P = (V P , E P ) is computed. The vertex set V P consists of the terminals N and the Steiner points in all generated FSTs. The edge set E P consists of the edges of all generated FSTs. The edge set is sorted by non-decreasing length (under the given metric), and necessary information is attached to the edge set such that a sorted list of edges efficiently can be generated for any given subset of FSTs. 2. For each FST T the list of compatible FSTs is generated. These are FSTs that can appear together with T in some minimum Steiner tree. Consider some FST T = T . If T has two or more terminals in common with T , then T is not compatible with T . Consider the case where T has a single terminal in common with T . If a shorter tree interconnecting the terminals spanned by T and T can be constructed, then T is not compatible with T ; first simple heuristics and finally an exact algorithm based on the FSTs already generated is used for constructing a tree interconnecting the terminals spanned by T and T . 3. For each FST T the set of terminals that are within distance b max to T are identified (see Section 2.1). The distance from a terminal t to an edge (p, q) in T is computed as the difference in length between a minimum Steiner tree for t, p and q, and the length of edge (p, q), that is, the increase in length that is needed to insert t on edge (p, q). The list of terminals is sorted by their minimum distance to T (shortest distance first). 4. When attempting to prune an FST T , the sorted list of close terminals is traversed. Consider a terminal t having distance γ to some edge (p, q) in T . A (forest) graph G T = (V T , E T ) with vertex set V T = V P is constructed; the edge set E T is formed by using Kruskal's minimum spanning tree algorithm on the sorted edge set E P -but only including edges from FSTs that are compatible with T . As soon as an edge of length γ or more is reached, Kruskal's algorithm stops. Now, if t and p, as well as t and q, are in different connected components in G T , then T can be pruned. Note that the graph G T has to be built only once for the sorted list of close terminals to T .
Clearly, as FSTs are pruned, the list of compatible FSTs for each remaining FST must be recomputed. This is done at appropriate intervals in order to save running time.
In addition to pruning FSTs, FSTs that are required to be part of any minimum Steiner tree can be identified. If a terminal t only is spanned by a single remaining FST T , then T must be part of any minimum Steiner tree. More generally, if a connected component of required FSTs has a single adjacent FST, then this FST is required. Finally, any FST that is not compatible with a required FST can be pruned.
Improved Variable Fixing in Branch-and-Cut
Variable fixing in the branch-and-cut algorithm for solving the FST concatenation problem was improved (see Section 2.2). Let Z be the current optimal LP objective value for a node, d e be the reduced costs for edge e, and U be the best upper-bound available. Previous variable fixing was activated when a non-basic edge variable x e satisfied Z + |d e | > U + , with small > 0. The new implementation maintains new vectors Z lb0 and Z lb1 . Element e of these vectors stores the highest value of Z + |d e | ever seen while x e is non-basic at 0 (or 1), respectively, and represent lower bounds on the objective value obtained by forcing x e = 0 (or x e = 1), respectively. This allows variables to be fixed even when the instantaneous value of Z + |d e | is not sufficiently high to produce a cutoff. The quantities Z lb0 and Z lb1 are also used in the branch variable selection methods, as discussed below.
Improved Strong Branching Heuristics
A new heuristic ranking of branch variable candidates in the branch-and-cut algorithm for the FST concatenation problem was introduced. Each node maintains a vector bheur. Element bheur e indicates how much the corresponding value of x e has been changing in recent iterations. We set bheur = 0 initially. Let x be the current LP solution, x be the previous LP solution, and bheur be the previous bheur. Then
For each fractional branch variable candidate x j , we compute a closest rational approximation N j /D j , and then
Candidate branch variables are sorted into increasing order by rank e . Strong branch testing is performed in that order. This favors variables that have been "stuck" at "simple fractional values" (e.g., 1/2, 3/4, etc.) for several iterations. We test variables in this order until either: (1) one or more variables are fixed; (2) a cutoff is obtained; (3) all candidates are tested; or (4) when K consecutive variables have been tested without finding an improving candidate, where K = 2 log 2 (N umF rac) , where N umF rac is the number of fractional branch variable candidates.
Finally, improvements were made to the interplay between the primal upper bound heuristic, variable fixing, and branch variable testing. The primal upper bound heuristic is applied to every LP solution obtained while testing branch variables. New upper bounds discovered in this way provide opportunities for additional variable fixing. Any branch variable candidate that gets fixed in this manner while testing the candidates causes branch variable selection to abort, allowing cut generation to resume at the current node in lieu of branching.
Callable Library
In GeoSteiner 4.0, the code was completely restructured and re-factored to encapsulate the algorithms as a subroutine library, allowing GeoSteiner 4.0 to be much more easily used as a "black box" within other applications.
New Bottleneck Steiner Distance Data Structure
Consider a minimum spanning tree T for N . The bottleneck Steiner distance between two terminals t 1 , t 2 ∈ N is the length of the longest edge on the path between t 1 and t 2 in T . Bottleneck Steiner distances between every pair of terminals can trivially be determined in O(n 2 ) time by doing a depth-first traversal in T from every terminal. This gives constant-time lookup of bottleneck Steiner distances, but requires Θ(n 2 ) space. For large problem instances, it is more efficient to use the data structure suggested in [16] which uses Θ(n) space; the preprocessing time is O(n log n), and queries can be made in O(log n) time. The FST generator was set to use this Θ(n) space data structure when the number of terminals was greater than 100.
FST Generator for Uniform Direction Metrics
A new FST generator for uniform orientation metrics was added. A description of this algorithm appears in [19] . This FST generator was coded in C using similar techniques as the existing Euclidean and rectilinear FST generators.
Improved Cut Generation
Significant enhancements were made to the separation procedures in the branchand-cut algorithm that affect which constraints are (and are not) generated. These changes significantly decrease the number of optimize/separate iterations needed to converge to an optimal subtour relaxation, and also result in LP instances that are more sparse and that solve more quickly.
Local Cuts
The branch-and-cut algorithm was improved by adding local cuts -originally devised by Applegate et al. [2] for the traveling salesman problem. We adapted them for the spanning tree in hypergraph problem as follows. Let H = (V, E) be a hypergraph. Let ST P (H) be the spanning tree in hypergraph H polytope (i.e., the convex hull of all incidence vectors corresponding to spanning trees of H).
Letx be a fractional LP solution vector to separate from ST P (H). Let S ⊂ V , and consider the sub-hypergraph H = (S, E ) of H induced by S. Let T ⊆ E be any spanning tree of H, and consider its image in H , which will always be a forest (possibly empty, i.e., no edges). Let F P (H ) be the forest in hypergraph H polytope (i.e., the convex hull of all incidence vectors corresponding to forests in hypergraph H ). Letx be the image ofx with respect to H . We produce a constraintȳ x ≤ 1 that separatesx from F P (H ), or prove that none exists becausex ∈ F P (H ).
We start with a set F of forests in H , represented as incidence vectors. (Initially, F contains single-edge forests, one for each edge in E .) Letȳ be the optimal solution to the following linear program:
Letȳ be an optimal solution to this LP with objectiveZ. IfZ ≤ 1, then x ∈ conv(F ) ⊂ F P (H ), and we are done -no separating hyperplane exists. OtherwiseZ > 1 andȳ x ≤ 1 separatesx from F -but this constraint may not be valid for F P (H ). We test validity by solving the following maximumweight forest problem:
This is an NP-hard optimization problem that we easily reduce to the MST in hypergraph problem as follows. First produce a minimization problem by negating the edge weights. Construct a new hypergraph H from H by adding 1 new vertex t and a zero weight edge from t to each v ∈ S. There is an obvious oneto-one correspondence between each spanning tree in H and the corresponding forest in H . Letf be any feasible integer solution to IP1 having the objective
Thenf ∈ F P (H ) is a certificate that the constraintȳ x ≤ 1 is not valid for F P (H ). So addf to set F and start over -solve a new instance of LP1, find a new constraintȳ x ≤ 1, and test its validity against the forests of H . If the optimal solution of IP1 has objective Q(f ) ≤ 1, then this serves as a certificate to the validity of constraintȳ x ≤ 1 with respect to polytope F P (H ). This constraint lifts directly back into the larger space of ST P (H) as follows. Let e ∈ E . Copy the coefficientȳ e to every edge e ∈ E such that e ∩ S = e . (|e | ≥ 2 by definition.) Let the coefficient be zero for every edge e ∈ E such that |e ∩ S| ≤ 1. Note that it is not always necessary to obtain "optimal" solutions for subproblem IP1 -any solution f having Q(f ) > 1 suffices. We use greedy heuristics to try and find a suitable forest f . Only when these heuristics fail do we resort to invoking the branch-and-cut recursively to solve IP1 (after reducing it to MST in H ). This recursive invocation of the branch-and-cut terminates early (before proving optimality) whenever a forest f satisfying Q(f ) > 1 is discovered. This procedure can be quite efficient when dim(H ) dim(H), meaning that we must focus on making |S| sufficiently small. We apply this procedure only to LP solutions having no violated subtour constraints. The separation routines for subtour constraints perform various reductions on the support hypergraph before the formal flow-based separation algorithms are applied. When no subtour violations are present, many of these same reductions can be applied to arrive at "fractional components" upon which generation of local cuts might be attempted. By default, local cuts are attempted on any component for which the induced H = (S, E ) satisfies |S| ≤ 80 and |E | ≤ 256.
These cuts can be very strong in practice. It is not unusual for a single round of local cuts to close 10% or more of the gap at the root node. Rounds are repeated until either the gap is closed or no further local cuts can be generated (either because thex is already a convex combination of forests, or because the components become too big to attempt local cuts upon). The default settings for maximum |S| and |E | are a tradeoff between the desire to obtain strong cuts versus the cost of obtaining them, versus the effectiveness of branching. It is useful to remember that expending large amounts of CPU time to compute a single cut does not automatically make that cut "strong."
Computational Experience
In this section we present our computational results. First we describe the experimental setup. Then we describe the performance of the best configuration, GeoSteiner 4.0 using FST pruning, on three sets of benchmark instances. Then we compare some older code bases to the most recent one; the goal is to illustrate the algorithmic improvements of the GeoSteiner software package.
Experimental Setup
The computational benchmarking was performed on twelve paravirtualized guests sharing a HP ProLiant BL685c generation 7 server. This model has 256GB of memory and four AMD Opteron 6380 CPUs, each having sixteen cores running at a base clock rate of 2.5GHz. The twelve guests were running the 64-bit version of Debian 7.4.0 while the host was running OpenSuse 12.3. CPLEX version 12.5.1 was used as LP solver. The source code was compiled with GNU C 4.4.5-8 for Debian, with optimization flag -O2.
For the generation of Euclidean FSTs, we use the -g and -m 2 flags. These indicate, respectively, that the Zachariasen-Winter greedy heuristic (see Section 3.2) should be used instead of the Smith-Lee-Liebman heuristic, and that precision should be increased by using GMP Level 2 (see Section 3.3). For solving the FST concatenation problem, the -L flag was used, which enables the usage of local cuts (see Section 3.11).
No other parameters were used in the benchmark runs. As a general rule, each of the three phases -FST generation, FST pruning and FST concatenationwas allowed to run for at most 24 hours for each problem instance. Exceptions are discussed below.
In the tables below, the names of the columns is identical, and they are defined as follows:
FST counts
Gen Number of generated FSTs 
Benchmark Instances
The benchmark instances are divided into three main sets.
1. The rand points set consists of instances with of size 1000, 2000, . . . , 10, 000, with 15 randomly generated instances of each size. These were generated using the rand points program of the GeoSteiner package (randomly and uniformly distributed points in a square). 2. The estein set from the OR-Library [3] consists of 31 randomly generated instances: 15 containing 500 terminals, 15 containing 1000 terminals and a single instance containing 10,000 terminals. All instances are randomly and uniformly distributed points in a square. 3. The TSPLIB set consists of 45 problems from TSPLIB, a library of instances for the traveling salesman problem which are mainly drawn from the real world. This benchmark sets contain all instances with 500 or more terminals used in [24] and [20] (plus the smaller TSPLIB instances from [24] for comparison purposes).
All problem instances were solved under four different metrics: the Euclidean metric, the rectilinear metric (two uniform orientations), the hexagonal metric (three uniform orientations) and the octilinear metric (four uniform orientations). 
Performance of Best Configuration
In this section we report the computational performance using the best configuration of the code, namely GeoSteiner 4.0 using FST pruning. The computational results are presented in Figures 2 to 4 and in Tables 2 to 13. FST counts and sizes For randomly generated problem instances, the number of FSTs follows a very regular pattern (see Figure 2 and Tables 2-9). For the Euclidean problem, around 2.50n FSTs are generated for n terminals; after pruning around 0.76n FSTs remain, and among these 0.41n FSTs have been identified as required FSTs. Thus FST pruning removes more than two-thirds of the FSTs that were originally generated, and only 0.35n FSTs remain undecided in the FST concatenation problem. A minimum Steiner tree has around 0.60n FSTs, so approximately 0.19n FSTs need to be selected among the 0.35n undecided FSTs.
For the rectilinear problem, the FST counts are somewhat higher, but they are still linear in n: around 4.07n FSTs are generated, 1.41n remain after FST pruning, and 0.12n FSTs are identified as required; this leaves 1.29n undecided FSTs. For the hexogonal and octilinear metrics, the FST counts are sandwiched between the FST counts for the Euclidean and rectilinear metrics.
The average size of FSTs in a minimum Steiner tree is 2.63 for the hexagonal metric, 2.70 for both the Euclidean and octilinear metrics, and 2.94 for the rectilinear metric. The larger number of generated FSTs for the rectilinear metrics can therefore be explained by the fact that FSTs in a rectilinear minimum Steiner tree span slightly more terminals on average when compared to the other metrics.
For the TSPLIB instances the FST counts vary significantly, depending on the distribution of the terminals. For the Euclidean problem, problem instances where the terminals are aligned on grid lines are particularly difficult, e.g. pcb442 and d1291 for which the number of generated FSTs is significantly larger than the average for randomly generated problem instances. Problem instance p654, which has its points partly aligned on grid lines and partly in clusters, is the smallest unsolved problem for the Euclidean and hexagonal metrics, and it was also somewhat hard for the octilinear metric (but completely trivial for the rectilinear metric).
Branch-and-cut performance The LP-relaxation of the integer programming formulation for the minimum spanning tree in hypergraph problem provides excellent lower bounds for the problem. In most cases the gap between the LPsolution and the IP-solution is zero, and the problem is solved at the root node. Among the TSPLIB instances the largest gap is 0.084%, and the largest number of branch-and-bound nodes is 661.
The number of LPs solved is basically proportional to the running time of the branch-and-cut algorithm. In Figure 3 we present plots showing the number of LPs solved for the randomly generated problem instances. Several of the larger problem instances did not solve within the time limit of 24 hours, and therefore no data is shown for these problem instances. For the Euclidean metric, all problem instances were solved within 1,000 LP-iterations. For the remaining metrics, some instances required 100,000 or more iterations.
Running times
The running time for the randomly generated problem instances, divided into each of the three phases FST generation, FST pruning and FST concatenation, is shown in Figure 4 . For the Euclidean metric, all problem instances were solved within the time limit of 24 hours. For the rectilinear metric, all problem instances of size 4,000 or less were solved within the time limit; for the hexagonal and octilinear metrics, all problem instances of size 6,000 or less were solved within the time limit.
The FST generation phase dominates the total running time for the smaller problem instances under all metrics except the rectilinear metric. The running time of FST generation and FST pruning scales in a fairly regular way, and is approximately quadratic. For larger problem instances, FST concatenation dominates the total running time for all metrics. For the TSPLIB instances (Tables 10-13) , we allowed some of the smaller problem instances to run for more than 24 hours. When compared to the 2000-study, the following unsolved Euclidean problem instances have now been solved: pcb442, p654 (FST generation and pruning only), d1291, pcb3038, fnl4461 and rl5934. The following unsolved rectilinear problem instance have been solved: pcb1173, pcb3038, rl5934 and pla7397.
Performance Across Code Bases and Configurations
The effect of the algorithmic enhancements is illustrated by comparing the branch-and-bound code on three different code bases: the code used in the 2000-study (GeoSteiner 2000), the publicly available GeoSteiner 3.1 code and the commercial GeoSteiner 4.0 code. Also, we show the effect of using FST pruning in all three cases.
The tests are made on the 15 estein instances with 1000 terminals. These problem instances were difficult to solve as rectilinear problems using GeoSteiner 2000, and therefore they nicely illustrate the improvements made. The average running time in the 2000-study on these 15 instances was around 2,000 seconds for the Euclidean metric and more than 100,000 seconds for the rectilinear metric. We estimate that the machine used in the 2000-study was around 15-20 times slower than the one used in current paper. 
Conclusions
In this paper we presented an updated computational study of the GeoSteiner software package. As a consequence of a number of algorithmic enhancements, the software package can now compute minimum Steiner trees for 5-10 times as many terminals when compared to the 2000-study. Highly structured and/or clustered terminal sets still remain a challenge under some metrics. -------------rl11849  -------------usa13509  -------------brd14051  -------------d15112  -------------d18512  -------------pla33810  -------------Table 12 . Hexagonal metric. TSPLIB instances.
