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Abstract
The multiple-objective resource allocation problem (MORAP) seeks for an allocation of resource to a number of activities such
that a set of objectives are optimized simultaneously and the resource constraints are satisﬁed. MORAP has many applications, such
as resource distribution, project budgeting, software testing, health care resource allocation, etc. This paper addresses the nonlinear
MORAP with integer decision variable constraint. To guarantee that all the resource constraints are satisﬁed, we devise an adaptive-
resource-bound technique to construct feasible solutions. The proposed method employs the particle swarm optimization (PSO)
paradigm and presents a hybrid execution plan which embeds a hill-climbing heuristic into the PSO for expediting the convergence.
To copewith the optimization problemwithmultiple objectives, we evaluate the candidate solutions based on dominance relationship
and a score function. Experimental results manifest that the hybrid PSO derives solution sets which are very close to the exact Pareto
sets. The proposed method also outperforms several representatives of the state-of-the-art algorithms on a simulation data set of the
MORAP.
© 2007 Elsevier B.V. All rights reserved.
MSC: 90C29; 65K05; 68W20
Keywords: Multiple-objective resource allocation problem; Adaptive resource bounds; Particle swarm optimization; Genetic algorithm;
Mathematical programming
1. Introduction
Decision makers usually need to allocate constrained resource among activities for optimizing the objectives. For
instance, project budgeting [23,1] maximizes the proﬁt return by allocating a ﬁxed amount of budget money among a
number of projects, software testing [9,2] guarantees the maximum reliability by allotting testing resource to program
modules, task allocation [3,32] allocates a given number of tasks to a number of distributed processors for minimizing
the incurred cost, health care ﬁnancing [19,27] allocates health care resource across competing programs promising
improved health for patients, just to name a few. These real-world scenarios can be all described by the resource
allocation problem (RAP).
Several formulations for the RAP have been proposed in accordance with different problem scenarios. Single-
objective RAP (SORAP) seeks to optimize a single goal, such as beneﬁt maximization or cost minimization. Multiple-
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objective RAP (MORAP) optimizes a set of goals simultaneously which may involve beneﬁt-type objectives to be
maximized and cost-type objectives to be minimized. Linear RAP optimizes linear objectives while nonlinear RAP
deals with nonlinear objective functions. Linear RAP can be solved using analytical approach, however, the nonlinear
RAP has been shown to be NP-hard [18]. The limited resource to be allocated can be either discrete or continuous, and
the amount of resource units to be allocated to an activity may be constrained in a speciﬁed range. A comprehensive
survey related to RAP can be found in [18].
Over the years, many approaches have been proposed for tackling the RAP. Integer linear programming [4] andmixed
integer linear programming [27] have been used to formulate the RAP if the problem objective can be represented by a
linear function of discrete and continuous decision variables.When the objective function is nonlinear, the linearization
approaches [24,15,13] convert the objective function into a linear form by adding a large number of decision variables,
then solve the resulting linear programs. Branch-and-bound approaches [5,6] iteratively solve the RAP subproblems
in the branch-and-bound tree and cut-off the branch when the cost of the partial trial solution is worse than the current
bound. Basso and Peccati [1] proposed a dynamic programming (DP) algorithm with an efﬁcient pruning heuristic for
managing the portfolio optimization in project ﬁnancing. Morales et al. [26] also presented three parallel DP algorithms
using pipeline, dominancy, and resource parallelism to conquer the curse of dimensionality.
Unlike previous works, this paper focuses on solving nonlinear MORAP using metaheuristics. The motivations of
our research are three-fold.
• Most existing methods were developed for tackling SORAP, only few of them addressedMORAP issues. Hussein
and Abo-Sinna [17] coped with MORAP by a parametric model which transforms MORAP into SORAP by
combing multiple objective functions using a weighted sum of them, and solved the resulting problem by a fuzzy
DP approach. However, they did not address the issue for determining the relative weights of different objectives.
Lai and Li [22] modiﬁed Hussein-and-Abo-Sinna’s method by introducing marginal evaluation which scales the
values of different objectives into the same interval [0,1]. This method measures the performance index of each
candidate solution by computing the weighted distance from the solution to a set of given prototypes based on
the assumptions that the weights and the prototypes can be determined by the decision makers directly. However,
the weighting method for averaging multiple objectives suffers several shortcomings. (1) The relative weights
for different objectives are hard to determine, even the decision makers cannot precisely state and quantify the
importance degree of each objective. (2) The solution obtained may be not non-dominated (not Pareto-optimal).
A solution x dominates another solution y if x is strictly better than y in at least one objective and x is no worse
than y in the others. Pareto set consists of solutions that are not dominated by any other solutions. For the decision
makers, they prefer to obtain a set of Pareto-optimal solutions. Instead of combing multiple objectives into a
single one as used by existing methods, our paper is the ﬁrst work that identiﬁes the Pareto-optimal solutions of
MORAP. As such, the decision makers are comfortable in using our results.
• Most existing methods are based on mathematical programming techniques which may fail to deliver exact
solutions within reasonable times for problems of large size. An alternative is to derive approximate solutions
within reasonable times by using metaheuristic algorithms. A metaheuristic algorithm is a master strategy that
guides a problem-speciﬁc heuristic to search for global optima and escape from the barrier of local optimality.
Dai et al. [9] proposed a genetic algorithm (GA) for tackling the SORAP in software testing. The chromosome is
represented by a list of modular testing times to be allocated and the objective is to maximize the system reliability
with the minimum testing cost. Hou and Chang [16] presented a GA for allocating a number of products among
plants such that the SORAP in plant allocation is solved. To the best of our knowledge, there is no previous work
that appliesmetaheurisitc algorithms to theMORAP.Encouraged bymany successful applications ofmetaheurisitc
algorithms such as simulated annealing (SA) [21], tabu search (TS) [14], and ant colony optimization (ACO) [11],
we employ a newmetaheuristic developed recently named the particle swarm optimization (PSO) [20] for solving
the MORAP.
• The problem constraints of MORAP may incur a computational burden when using the state-of-the-art multiple-
objective optimization methods since they are designed for general purpose on optimization. Our methods exhibit
better performance on a simulation data set ofMORAP.We further propose a problem-speciﬁc adaptive-resource-
bound technique that can signiﬁcantly reduce the solution space of the MORAP and expedite the search. The
adaptive-resource-bound technique is not only useful in our methods but also beneﬁcial when applying represen-
tative multiple-objective optimization methods to solve the MORAP.
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The remainder of this paper is organized as follows. Section 2 formulates the addressed MORAP problem. Section 3
presents the hybrid PSO and the adaptive resource bounds technique for tackling the problem. Section 4 reports the
comparative performances, convergence analysis, and worst-case analysis. Finally, Section 5 concludes this work.
2. Problem formulation
2.1. Integer programming
GivenQunits of discrete resource andT activities, the problem is to distribute the resource among activities to optimize
M objectives. In practice, some beneﬁt-type objectives need to be maximized and some cost-type objectives need to
be minimized simultaneously. Without loss of generality, we can convert the maximization objectives to minimization
objectives by multiplying a negative constant. Let ftj (xt ) be the minimization function of the jth objective which is
dependent upon the quantity xt of resource the activity t consumes. The quantity of resource allocated to activity t is
constrained in the range [at , bt ]. Formally, the MORAP problem is formulated as the following integer program.
Min Zj (X) =
T∑
t=1
ftj (xt ) ∀j = 1, 2, . . . ,M , (1)
subject to
T∑
t=1
xt = Q, (2)
0atxtbtQ ∀t = 1, 2, . . . , T ,
xt ∈ integer. (3)
The objective functions (1) represent the M objectives to be minimized. The resource allocation decision X =
{xi}1 iT is a T-dimensional variable which should satisfy all the resource constraints. Constraint (2) ensures that all
quantities of resource are used out by the activities. Constraint (3) consists of T constraint functions enforcing that the
quantity xt of resource allotted to activity t is constrained between the lower bound at and the upper bound bt .
2.2. Multiple-objective Pareto-optimal solutions
Most existing methods solve MORAP by combining multiple objectives into a single one based on the weighting
method [17,22], i.e., minimizing∑Tt=1∑Mj=1 wjftj (xt ) where wj is the relative weight for the jth objective. However,
theweightingmethod suffers a number of shortcomings as described inSection 1. If the decisionmaker has no preference
information for each objective or he/she cannot precisely state the quantity of objectiveweight, an alternative is to search
the solutions which are not dominated by any other solutions. A solution x dominates another solution y if x is strictly
better than y in at least one objective and x is no worse than y in the others. Formally, given M minimization objective
functions, fj (x), j = 1, 2, . . . ,M , a solution x is said to dominate y, denoted x  y, if fi(x)fi(y),∀i = 1, 2, . . . ,M
and fj (x)<fj (y), ∃j ∈ {1, 2, . . . ,M}.
Pareto-optimal solutions are those which are not dominated by any other solutions. Obviously, decision makers are
comfortable in using Pareto-optimal solutions because if the ﬁnal solution is not Pareto-optimal it can be improved in
at least one objective without deteriorating the solution quality in other objectives. Therefore, this paper focuses on
developing an efﬁcient method for searching Pareto-optimal solutions.
3. Hybrid PSO
3.1. Review of PSO
The ﬁrst PSO algorithm was developed by Kennedy and Eberhart in 1995 [20]. It is motivated by the observations
for bird ﬂocking and ﬁsh schooling.A group of birds/ﬁshes ﬂock synchronously, change direction suddenly, and scatter
and regroup together during food foraging. Each individual, called a particle, beneﬁts from the collective intelligence
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of its own and that of the other members of the entire swarm. The PSO models the social dynamics of birds/ﬁshes
and serves as an optimizer for nonlinear functions. Over the years, many successful applications of PSO, ranging from
evolving weights for artiﬁcial neural networks [12], manufacture end milling [28], reactive power and voltage control
[33], to image registration [31], have been reported.
The PSO proceeds as follows. Given an optimization function f (X) with n real-valued decision variables, X =
(x1, x2, . . . , xn), the PSO searches the optimal solution X∗ = (x∗1 , x∗2 , . . . , x∗n) by iteratively evolving a swarm of
candidate solutions, called particles. The initial swarm is generated at random. Let each particle be represented by
Pi = (pi1, pi2, . . . , pin), i = 1, 2, . . ., S, where S is the swarm size, and the quality of particle Pi can be measured by
calculating f (Pi). The PSO enriches the swarm intelligence by storing the best solutions seen so far by every particle.
In particular, particle i remembers the best position it visited so far, referred to as pbesti , and the best position seen by
its neighbors. There are two versions for deﬁning the neighbors’ best position. In the lbest version, the neighbors’ best
position is attained by the particles within a topological neighborhood. While in the gbest version, the neighbors’ best
position is determined by any particles in the entire swarm. Hence, the gbest model is a special case of the lbest model.
It has been shown in the literature that the lbest version is often better, particularly the one using random topology
neighborhood where each particle generates L links at random after each iteration if there has been no improvement,
i.e., if the best solution seen so far by the swarm is still the same. In our implementation, we set L= 10. The movement
of particle i is guided by the distributed awareness (pbesti) and the collective awareness (lbesti ). At each iteration,
particle i adjusts its velocity vij and position pij through each dimension j as follows:
vij = K[vij + c1r1(pbestij − pij ) + c2r2(lbestij − pij )] (4)
and
pij = pij + vij , (5)
where c1 and c2 are the acceleration constants, r1 and r2 are random real numbers drawn from U(0, 1), and K is the
constriction factor. Clerc andKennedy [7] has shown that the use of a constriction factor is needed to insure convergence
of the PSO, and it is determined by
K = 2|2 − −√2 − 4| , (6)
where = c1 + c2, >4. Typically,  is set to 4.1 and K is thus 0.729.
As such, the particles evolve to better solution positions navigated by pbesti and lbesti while still explore newpotential
solutions by the random multipliers to jump over the barrier of local optimality. The PSO algorithm is terminated with
a maximal number of iterations or the best particle position of the entire swarm cannot be improved further after a
sufﬁciently large number of iterations.
3.2. Adaptive resource bounds
As seen from Constraint (3), it seems that the speciﬁed resource bounds for different activities are mutually inde-
pendent, however, Constraint (2) enforces that the quantities of resource allotted to different activities are actually
correlated. If we allocate too many units of resource to a certain activity, the remaining resource may be insufﬁcient for
performing the other activities. On contrary, if we allocate too few quantities of resource to a certain activity, the amount
of remaining resource may be larger than what can be maximally consumed by the other activities. Therefore, there
exist many infeasible solutions violating Constraint (2) if we enumerate all possible resource allocations between the
given resource bounds. A more efﬁcient way is to use adaptive resource bounds which generate only feasible solutions
to reduce the search space.
Our previous study [29] proposed two remedies. The ﬁrst one checks whether there exists any feasible solution
for the given problem instance, and if it exists, the second one calculates the adaptive resource bounds to efﬁciently
construct a feasible solution.
• Feasibility checking rule: There exist no feasible solutions to the underlying problem if either∑Ti=1 ai >Q or∑T
i=1bi <Q since Constraint (2) can never be satisﬁed.
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• Adaptive resource bounds updating rule: If the given problem instance passes the feasibility checking rule, it
is assured that there exists at least one feasible solution. The adaptive resource bounds updating rule helps to
construct such a solution. It sequentially allocates resource to the activity and adapts the resource bounds for the
next activity.Assume that we have allocated resource to the ﬁrst i activities and let the remaining units of resource
be Q′ (initially Q′ = Q). We adapts the resource upper bound for the (i + 1)th activity as follows:
b′i+1 = min
{(
Q′ −
T∑
l=i+2
al
)
, bi+1
}
, i = 0, 1, . . . , T − 2. (7)
The updating for the above adaptive resource upper bound is because the (i + 1)th activity can only consume at most
Q′ −∑Tl=i+2 al for satisfying the minimum resource requests of the rest un-allocated activities, and it also cannot
exceed the original ﬁxed resource upper bound of the (i + 1)th activity. Similarly, the adaptive resource lower bound
for the (i + 1)th activity is determined by
a′i+1 = max
{(
Q′ −
T∑
l=i+2
bl
)
, ai+1
}
, i = 0, 1, . . . , T − 2. (8)
After allocating resource to the ﬁrst T − 1 activities according to the adaptive resource bounds, the whole remaining
resource should be given to the last activity in order to ensure that all units of the resource are consumed by the activity
execution.
The beneﬁts of using the adaptive-resource-bound technique are twofold. First, the algorithm always yields feasible
solutions, i.e., satisfying both Constraints (2) and (3). Second, the search space is constrained in the feasible space which
is signiﬁcantly smaller than the space deﬁned by the original ﬁxed resource bounds andwould savemuch computational
time.
3.3. Particle formulation
Using the adaptive-resource-bound technique, we can constrain the evolution of particles to feasible region only.We
formulate a particle by the following vector:
Pi = (pi1, pi2, . . . , piT ) (9)
subject to a′j pij b′j ∀j = 1, 2, . . . , T − 1, (10)
piT = Q −
T −1∑
j=1
pij . (11)
The above particle formulation allocates the ﬁrst T − 1 activities by selecting pij units of resource constrained by the
adaptive resource bounds [a′j , b′j ] except the last activity which consumes the remaining resource. To accommodate
this in the PSO algorithm where the particles move by using Eqs. (4)–(6), we set the particle position pij to a′j if it is
below the adaptive lower bound, and to b′j if it exceeds the adaptive upper bound.
3.4. Experience evaluation
As described in Section 3.1, the swarm intelligence of the PSO is managed by pbesti and lbesti . The mechanism
for evaluating the particles’ experiences should reﬂect the optimization goal. As for the MORAP, there are multiple
objectives to be minimized, the concept of dominance provides rational comparison among competing particles. We
identify pbesti and lbesti at each evolutionary iteration as follows.
• Identiﬁcation of pbesti :After the particle’s positionPi has been updated using Eqs. (4)–(6), the newPi is compared
to its incumbent pbesti . We replace pbesti with Pi if Pi  pbesti ; and retain the original pbesti if pbesti  Pi .
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When there is no dominance relationship between them, we choose either one at random. Since the comparison
is based on the historical formulations of the same particle, it is likely that the particle is improved (in the sense
of Pareto criterion) during the evolution.
• Identiﬁcation of lbesti : Unlike pbesti , the lbesti is determined by competing Pi with L particles chosen at random.
These particles may evolve to different Pareto-optimal solutions, we can hardly ﬁnd a particle which dominates
all the others. Yen [30] proposed a generalized Pareto-based scale-independent ﬁtness function (GPSIFF) which
differentiates the individuals when targeting multiple Pareto-optimal solutions using GAs. We adopt GPSIFF for
determining lbesti . Let the set of Pi and its L neighbor particles be , we evaluate the solution quality for each
member of  by the score function, score(P ) = (P ) − (P ) + ||, ∀P ∈ , where (P ) is the number of
particles in  dominated by P, (P ) is the number of particles in  which dominate P, and || is the number of
all particles in . Thus, the value of the score function ranges from 1 to 2 × || − 1 and it is based on pairwise
comparison for dominance count in . The higher the score value, the better the member. As such, the local best
particle lbesti can be identiﬁed.
3.5. Hill-climbing Heuristic
Modern metaheuristics combine two elements, exploration and exploitation, in a framework. The exploration phase
discovers new regions in the solution space, while the exploitation phase intensiﬁes the search within the local neigh-
borhood of the experienced regions. However, since the two phases are usually inter-wound in the algorithm, the search
is conducted to other regions before it exploits the local optima. Many researchers have suggested to employ a hybrid
execution plan which embeds a local optimizer such as a hill-climbing heuristic in between the iterations of the meta-
heuristic algorithms [25] to expedite the convergence. In the light of this, we also embed a hill-climbing heuristic in
the proposed PSO algorithm.
The hill-climbing heuristic proceeds as follows. First, scan the activities in a sequential order and check two adjacent
activities at a time. Reallocate the resource by transporting  amount of resource from the ﬁrst activity to the second
activity, mark the new resource allocation if the resulting particle dominates the current one. All feasible values of 
satisfying the adaptive resource bounds constraint should be tried to facilitate local improvement. Analogously, the
feasible  amount of resource is transported from the second activity to the ﬁrst activity, retain the new resource
allocation if the solution is improved. The hill-climbing heuristic is terminated when the last two adjacent activities
have been processed and the best resource allocation observed is output. The pseudo code of the hill-climbing heuristic
is shown in Fig. 1.
Fig. 1. The pseudo code of the hill-climbing heuristic.
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Fig. 2. Summary of the proposed HPSO algorithm.
3.6. Hybrid PSO
The algorithm of the proposed hybrid PSO (which shall be referred to as HPSO hereafter) for tackling the MORAP
is summarized in Fig. 2. First, an empty solution set is created. To activate the HPSO evolution, a swarm of random
particles are generated according to the particle formulation (see Eqs. (9)–(11)) and the adaptive resource bounds. The
velocities of those particles are also initialized at random by drawing real values from the range [−1.0, 1.0]. Second,
the evolutionary process of particle updating is iterated until a maximal number of evolutionary iterations has been
passed. At each iteration, the pbesti and lbesti are identiﬁed by evaluating swarm’s experiences, and the particle’s
velocity and position updating follows the guidelines of Eqs. (4)–(6). To well exploit the search areas, each particle is
further improved using the hill-climbing heuristic. The nondominated particles from the current swarm are added to
the solution set. Third, the solution set is checked again to remove dominated particles since these particles, although
are nondominated by the particles of separate evolutionary iteration, may be dominated by the particles from other
iterations. Finally, the solution set is output.
It should be noted that the members from the solution set may be not Pareto-optimal since we do not exhaustively
search the solution space. Instead, we efﬁciently explore and exploit the high-quality solution areas using metaheuristic
paradigm. The intensive experiments in Section 3.3 show that our method can ﬁnd a high coverage, ranging from 67%
to 100%, of Pareto set for MORAP of various complexity.
4. Experimental results
In this section, we present the experimental results of comparative performances among several competing algorithms
for the MORAP. The general properties, namely the synergism and convergence, of the proposed HPSO algorithm are
analyzed. Finally, a worst-case analysis is conducted to provide performance guarantee of the proposed algorithm. All
experiments are conducted on a PC with a 2.4GHz CPU and 256MB RAM.
4.1. Simulation data set
Ideally, it will be best to compare our algorithm with existing methods on MORAP benchmark problems; however,
such benchmark problems do not exist for the MORAP formulation presented in this paper. We therefore generate a
simulation data set for evaluating the performance of competing algorithms. The characteristics of the simulation data
set are summarized as follows.
• We assume that there are two optimization objectives for the simulated MORAPs. One is beneﬁt-type and the
other is cost-type. The beneﬁt-type objective is to be maximized and the cost-type objective is to be minimized.
The beneﬁt earned by performing an activity is nonlinearly dependent upon the amount of resource the activity
consumes.We generate the beneﬁt value at random from the interval [0.0, 100.0]. The cost incurred by performing
an activity is also nonlinearly dependent upon the amount of resource the activity consumes.We generate the cost
value independently from the beneﬁt and the cost value also ranges from [0.0, 100.0].
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• Each activity is allowed to consume an amount of resource units during execution. The resource amount consumed
by activity t is constrained in the range [at ,bt ]. Instead of specifying the same size of resource range for all activities,
we ﬁx the average size,  =∑Ti=1(bi − ai)/T , and the range size of each activity can be different from that of
the others.
• In order to testify the scalability of the algorithms, we simulate different MORAP problems with diverse compu-
tational complexity by varying the number of activities (T ) and the mean range size of allowable resource units
(). The value of T ranges from 5 to 20, and for each value of T, we set  to be equal to 10, 20, and 30, respectively.
The total amount of resource (Q) is given appropriately for various values of T and  in order to assure existence
of feasible solutions. In this way, the simulation data set is built.
4.2. Comparative performances
To evaluate the performance of the proposed algorithms, several representative algorithms in the literature are also
implemented. These competing algorithms are summarized as follows:
• The PSO and the HPSO algorithms proposed in this paper: The PSO and the HPSO execute almost in the same
way (including the adaptive-resource-bound technique, particle formulation, and experience evaluation described
in Sections 3.2–3.4), except that the HPSO further embeds the hill-climbing heuristic (presented in Sections
3.5) in-between the evolutionary iterations. As such, we can experimentally assess the effect of the proposed
hill-climbing heuristic.
• The GA of Hou and Chang [16]: This algorithm is originally designed for solving the SORAP, we thus modify
it by replacing the ﬁtness function by the GPSIFF score function (see Section 3.4) to rank the chromosomes for
targeting the Pareto-optimal solutions of the MORAP. The algorithm adopts a two-point crossover operation and
a bit-swapping mutation operation. When the amount of allocated resource to an activity violates the resource
bound constraint, the GA tunes this amount with that consumed by the adjacent activities until the constraint is
satisﬁed. The other parameter values (population size = 20, crossover rate = 0.7, and mutation rate = 0.1) used
by the GA are optimally tuned by many preliminary experiments.
• An exact method (exhaustive): To provide the exact optimal solutions (the ground-truth Pareto set) for assessing
the competing algorithms, we implement an exhaustive method to enumerate all the Pareto-optimal solutions.
As mentioned previously the nonlinear MORAP addressed in this paper is NP-hard, we add additional features
including the adaptive-resource-bound technique and the branch-and-bound searching to make the exhaustive
method more efﬁcient, such that the ground-truth Pareto set can be found at least for the MORAP of up to median
problem size.
• The nondominated sorting GA II (NSGA-II) of Deb et al. [10]: NSGA-II is one of the representatives of the state-
of-the-art for handling multiple objectives with GA. This algorithm classiﬁes chromosomes into several layers
according to their dominance relationships. All nondominated chromosomes are classiﬁed into the ﬁrst layer and
are given the highest ﬁtness value. Then, this layer of chromosomes are ignored and the next layer of nondominated
chromosomes are determined and are given the second highest ﬁtness value. This process is continued until all
chromosomes have been classiﬁed. The NSGA-II uses elitism and a crowded comparison operator to accelerate
its computational speed.
• The multiple objective PSO (MOPSO) of Coello Coello et al. [8]: This algorithm extends the ability of han-
dling multiple objectives with PSO by introducing the adaptive grid and a mutation operation. The adaptive
grid is an external repository of a ﬁxed size for storing the nondominated solutions found along the search.
The grid is recalculated if the newly inserted nondominated solution lies outside the current bounds of the grid.
When the grid is full, those solutions located in less populated areas are given higher priority than those ly-
ing in highly populated areas in order to produce well-distributed Pareto solutions. The mutation operator is
applied not only to the particles but also to the range of each variable. Then, the number of particles that are
affected by the mutation operator and the mutated range of variables are both reduced rapidly as the number
of evolutionary iterations increases. MOPSO has been empirically shown to outperform several multiobjective
evolutionary algorithms.
• NSGA-II with the adaptive-resource-bound technique (NSGA-IIadaptive): Because NSGA-II is a general multi-
objective optimization approach which may not handle well the problem constraints of MORAP, we combine
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Table 1
The average number of Pareto-optimal solutions (r) found and the mean CPU times (t) needed in seconds by PSO, HPSO, GA and Exhaustive on
the simulation data set
Q T  PSO HPSO GA Exhaustive
r t r t r t r t
100 5 10 6.0 910 6.0 1454 5.0 3472 6 78
5 20 5.6 1540 6.0 1803 3.6 4602 6 130
5 30 15.2 1947 16.0 2404 5.2 5360 16 218
200 10 10 12.2 2355 14.4 3234 4.8 9347 15 656
10 20 12.6 3304 15.0 4270 2.4 31668 16 31977
10 30 14.6 3939 20.8 5539 1.2 42543 31 149944
300 15 10 14.6 3662 17.4 4954 1.8 235711 22 138084
15 20 10.8 4456 13.6 6700 3.4 388518 – > 10 days
15 30 9.8 6676 12.4 12226 7.8 731032 – –
400 20 10 17.6 6151 21.0 7443 – > 10 days – –
20 20 14.2 7545 17.4 14311 – – – –
20 30 13.0 10871 16.0 16458 – – – –
NSGA-II with the proposed adaptive-resource-bound technique. As such, NSGA-IIadaptive is customized to the
MORAP and could be more computationally efﬁcient.
• MOPSO with the adaptive-resource-bound technique (MOPSOadaptive): Similarly, the MOPSO is combined with
the proposed adaptive-resource-bound technique to produce amore competitive approach for solving theMORAP.
With the simulation data set, we execute all the competing algorithms and record the computation result. Except the
exhaustivemethod, the rest algorithms are stochastic, i.e., each separate run of the same algorithm on a particular testing
problem may yield a different result. We thus report the average number of Pareto-optimal solutions found and the
mean CPU time needed over ﬁve independent runs of each algorithm for every problem instance, while the exhaustive
method is executed one time for deriving the exact Pareto set. For practical concerns, all competing algorithms are
terminated if the execution time exceeds 10 days, and we discard such cases for further comparison.
In the ﬁrst experiment, we compare the group of algorithms (involving PSO, HPSO, GA, and Exhaustive) that are
speciﬁcally designed for the MORAP. It is seen from the last two columns of Table 1 that, the Exhaustive method can
enumerate the exact ground-truth Pareto set for theMORAPs of problem size up to (Q=300, T =15, =10); however,
if we exclude the important features of the adaptive-resource-bound technique and the branch-and-bound searching,
the Exhaustive method can only solve the MORAPs of problem size up to (Q=100, T =5, =30). This is because the
MORAP addressed in this paper is an NP-hard problem and the computational time needed by the Exhaustive method
will grow exponentially with the problem size. In industrial practice, we need feasible and quality solutions to the
large-sized MORAP problems if the exact solutions are hard to obtain. This indicates the need for using metaheuristic
algorithms.
We further observe from Table 1 that the proposed two algorithms, PSO and HPSO (PSO with the hill-climbing
heuristic), produce more Pareto solutions than the GA in solving the MORAP, and our algorithms also consume
less CPU times. This is because PSO and HPSO both employ the adaptive-resource-bound technique which ensures
that only feasible region in the solution space is searched and the evolutionary behavior is more effective. While the
GA iteratively tunes the allocated resource between adjacent activities if the resource constraint is violated, this will
repetitively search the boundary cases and increase the computational time.We can see that the GA fails to solve the last
category of problems with Q = 400 within 10 days, and the average number of Pareto solutions is hardly acceptable.
Moreover, the HPSO can locate more Pareto solutions than PSO. This veriﬁes that the hybrid strategy can enhance the
search ability of metaheurisitc algorithms as has been pointed out in previous works.
In the second experiment, we run the representative programs (involving NSGA-II, NSGA-IIadaptive, MOPSO, and
MOPSOadaptive) of the state-of-the-art for multiobjective optimization. Table 2 shows that the versions (NSGA-IIadaptive
andMOPSOadaptive) with our adaptive-resource-bound technique can improve the performance of their original versions
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Table 2
The average number of Pareto-optimal solutions (r) found and the mean CPU times (t) needed in seconds by NSGA-II, NSGA-IIadaptive, MOPSO
and MOPSOadaptive on the simulation data set
Q T  NSGA-II NSGA-IIadaptive MOPSO MOPSOadaptive
r t r t r t r t
100 5 10 4.4 1078 6.0 1033 5.4 1134 6.0 894
5 20 3.8 2741 4.4 1459 3.8 2530 4.8 1337
5 30 2.2 5792 11.8 2403 5.4 3829 12.4 2104
200 10 10 4.0 7989 11.8 2941 6.4 5949 11.4 2732
10 20 4.4 37100 10.2 4003 3.2 29103 11.4 3576
10 30 4.6 55361 9.4 5553 2.4 37218 11.6 4570
300 15 10 2.2 305537 10.8 4511 3.0 200706 12.2 4294
15 20 3.2 424764 9.6 6225 4.4 302906 9.6 5564
15 30 3.8 746924 8.8 10165 6.8 510367 8.0 8916
400 20 10 7.6 371825 16.2 7976 14.0 292088 17.2 6678
20 20 8.8 > 10 days 8.4 15515 9.8 603963 11.0 11727
20 30 5.4 > 10 days 9.6 18323 10.4 675497 12.8 13989
(NSGA-II and MOPSO) by ﬁnding more Pareto solutions. The reason is that the versions with the adaptive-resource-
bound technique are more customized to the addressed MORAP problem, the explored solutions are always feasible,
this will increase the probability of ﬁnding Pareto solutions. NSGA-IIadaptive and MOPSOadaptive are also more com-
putationally efﬁcient than NSGA-II and MOPSO since the latter two algorithms spend extra computational time for
handling infeasible solutions.Moreover,MOPSO is superior toNSGA-II as has been empirically shown in [8] on bench-
mark optimization test functions, hence, MOPSOadaptive gives better results than NSGA-IIadaptive in our experiment is
reasonable.
ComparingNSGA-IIadaptive andMOPSOadaptive with the proposedPSOandHPSO(seeTables 1 and2), our algorithms
produce more Pareto solutions. With these results, we argue that the lbest (local best solution within a topology
neighborhood) with the GPSIFF mechanism adopted by both of our algorithms is more suited to locate multiobjective
optimal solutions for the simulation data set than the multi-layer ﬁtness mechanism used in NSGA-IIadaptive and the
adaptive grid with mutation mechanism employed by MOPSOadaptive.
In addition to the number of Pareto solutions found, how the M-objective vectors (see Eq. (1) obtained by these
Pareto solutions are distributed in the Pareto front is also of great concern to the researchers. The Pareto front is the
collection of the M-objective vectors of all the true Pareto solutions. Because it is hard to ﬁnd all of the true Pareto
solutions in the general case, it is desired to ﬁnd the subset of true Pareto solutions such that their M-objective vectors
are evenly spaced in the Pareto front. Figs. 3(a)–(c) show the M-objective vectors produced by HPSO, NSGA-IIadaptive
and MOPSOadaptive superimposed on the true Pareto front. It is seen that the M-objective vectors produced by HPSO
are more well distributed in the Pareto front than the other two methods.
4.3. Synergism and convergence
Since PSO is a multi-agent optimizer, two important properties, namely the synergism and convergence, must be
investigated to ensure the algorithm is well developed. Synergism effect means the algorithm beneﬁts from the use
of multiple agents given the same computational time, while good convergence behavior assures us that the multiple
agents are targeting to the optimization objectives.
4.3.1. Synergism
To investigate the synergism effect of the proposed algorithm, we execute the program with different swarm sizes,
each equal to 1, 5, 10, 20, 40, and 80, respectively. Given a ﬁxed computational time, the larger the number of found
Pareto-optimal solutions, the better the synergism effect. As shown in Fig. 4, the numbers of found Pareto-optimal
solutions (averaged over ﬁve independent runs) by using swarmswith less than 20 particles are not acceptable compared
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Fig. 3. The M-objective vectors produced by: (a) HPSO; (b) NSGA-IIadaptive and (c) MOPSOadaptive.
to those obtained by using swarms with larger or equal to 20 particles. We observe that the swarm with one or ﬁve
particles cannot discover any Pareto-optimal solutions, and the swarm with 10 particles can ﬁnd 4.2 Pareto-optimal
solutions in average. On the other hand, the swarm with 20 particles is able to target 18 Pareto-optimal solutions
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Fig. 4. Number of found Pareto-optimal solutions by using particle swarms of different size.
Fig. 5. The number of found Pareto-optimal solutions in the solution set as the number of evolutionary iterations increases.
(there are totally 22 Pareto-optimal solutions examined by an exhaustive search program). As for the swarms with
larger than 20 particles, there are no signiﬁcant performance differences with the case of using a swarm of 20 particles.
Therefore, the proposed HPSO exhibits the best synergism effect when the swarm size is larger or equal to 20 particles,
which conforms to most existing PSO applications [12,22,28,33,31].
4.3.2. Convergence
The proposed algorithm is designed to target Pareto-optimal solutions by recording any candidate solutions in the
solution set during the evolution, we thus analyze its convergence behavior by examining the solution set as the number
of evolutionary iterations increases. If the solution set recorded by the algorithm is asymptotically converging to the
true Pareto set, we are assured that the multiple particles are targeting to our optimization objectives. Fig. 5 shows a
typical run for the number of found Pareto-optimal solutions in the solution set as the number of evolutionary iterations
increases. It is observed that the number of found Pareto-optimal solutions in the solution set increased rapidly from 1
to 18 during the ﬁrst 1850 iterations (the true Pareto set consists of 22 solutions). It is a very high convergence ratio
for targeting Pareto-optimal solutions compared to other competing algorithms.
4.4. Worst-case analysis
Since HPSO is a stochastic algorithm, the stabilization of performance is a very important concern for the decision
makers to employ such an approach. The distribution of the outcomes frommany repetitive runs of the algorithm should
follow a Gaussian-like distribution to provide reliable performance guarantee.We conduct the analysis by executing the
HPSO program 1000 times and counting the number of times each performance level is reached. It is seen from Fig. 6
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Fig. 6. The number of program runs with which each performance level is reached.
Fig. 7. The least number of found Pareto-optimal solutions vs. the number of repetitive runs of the HPSO algorithm.
that the outcomes follow a Gaussian-like distribution and the major components with higher probabilities (64.1% from
the 1000 runs) will deliver quality results with 17–19 Pareto-optimal solutions (true number is 22). Thus, the decision
makers can be conﬁdent in using this program.
The same experiment can be analyzed in worst-case which is set up as the worst result we could get after a number
of repetitive runs of the program. Fig. 7 shows the curve for the worst-case analysis. When the decision maker requests
a worst-case performance guarantee for obtaining at least 17 Pareto-optimal solutions, he/she can attain such result by
executing the HPSO program for less than 198 repetitive runs since in the worst-case, as shown in Fig. 7, the result with
17 Pareto-optimal solutions can be obtained after 198 runs, but in general case, most trial runs in the 198 repetitions
will obtain a better result.
5. Conclusions
The multiple-objective resource allocation problem (MORAP) seeks for an allocation of resource to a number
of activities such that a set of objectives are optimized simultaneously and the resource constraints are satisﬁed.
MORAP hasmany applications, including product allocation, resource distribution, project budgeting, software testing,
health care resource allocation, just to name a few. Different versions of problem formulations have been proposed
in accordance with various applications. This paper addressed the nonlinear MORAP with integer decision variable
constraint. To guarantee that all the resource constraints are satisﬁed, we devised an adaptive-resource-bound technique
to construct feasible solutions. The proposed method employs the particle swarm optimization (PSO) paradigm and
presents a hybrid execution plan which embeds a hill-climbing heuristic into the PSO for expediting the convergence.
To cope with the optimization problem with multiple objectives, the experience evaluation of PSO should be carefully
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designed. We bring in the ideas of dominance relationship and a score function to determine pbesti and lbesti , which
are the core experiences used in PSO. Experimental results manifest that the HPSO derives solution sets which are
very close to the exact Pareto sets for a number of simulated MORAP problems of various size. The proposed method
also outperforms several representatives of the state-of-the-art algorithms on a simulation data set of the MORAP.
The synergism effect and the convergence behavior of the proposed algorithm are analyzed. Finally, a performance
guarantee is provided through the worst-case analysis.
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