Analysis of sample survey data often requires adjustments to account for missing data in the outcome variables of principal interest. Standard adjustment methods based on item imputation or on propensity weighting factors rely heavily on the availability of auxiliary variables for both responding and non-responding units. Application of these adjustment methods can be especially challenging in cases for which the auxiliary variables are numerous and are themselves subject to substantial incomplete-data problems. This paper shows how classification and regression trees and forests can overcome some of the computational difficulties. An in-depth simulation study based on incomplete-data patterns encountered in the U.S. Consumer Expenditure Survey is used to compare the methods with two standard methods for estimating a population mean in terms of bias, mean squared error, computational speed and number of variables that can be analyzed.
1. Introduction. We consider estimation of a population mean µ of a variable Y in simple random sampling without replacement from a finite population when the sample S is incompletely observed. We first review several existing solutions and then propose some new solutions based on classification and regression trees and forests. We aim to show, by means of a realistic simulation study, that certain tree methods are as good as or better than two standard methods in four important respects: (i) bias, (ii) mean squared error, (iii) computational speed, and (iv) applicability to large numbers of prospective predictor variables. Within the large and com-plex space of incomplete-data methods for surveys, one does not expect any given computational procedure to dominate all other procedures uniformly with respect to each of criteria (i)-(iv). Instead, performance will depend on several factors, including (a) the number of prospective predictor variables, and the degree of association among those variables; (b) incomplete-data patterns encountered among the predictor variables; and (c) the extent to which the observed data and missing-data patterns are consistent with model conditions that are used implicitly or explicitly by a given computational procedure.
Let n denote the number of subjects in S and let S 1 ⊂ S be the subset containing the non-missing Y values. Let y i denote the value of Y for subject i in S 1 . If the probability π i that Y is non-missing for subject i is known, then n −1 i∈S 1 π −1 i y i is an unbiased estimate of µ (throughout this paper, expectations are evaluated with respect to both the sample design and the nonresponse mechanism). Letπ i be an estimate of π i if the latter is unknown. The inverse probability weighted (IPW) estimate of µ is (see, e.g., Little, 1986; Seaman and White, 2013) (1.1) i∈S 1π
The bias of the IPW estimate depends on accurate specification and estimation of a model for π i . In applications where covariates are completely observed, logistic regression is typically used. The sample mean,ȳ = n −1 1 i∈S 1 y i , where n 1 is the number of observations in S 1 , is an IPW estimate witĥ π i = n 1 /n for i ∈ S 1 .
An alternative approach is imputation of the missing values. Let S 2 = S − S 1 be the subset of the sample with missing Y . Letŷ j denote the imputed value of Y for subject j in S 2 . Then µ is estimated by the mean of the completed sample (1.2) n −1 i∈S 1
The meanȳ of the non-missing Y values is a special case of mean imputation withŷ j =ȳ in (1.2). If predictor (X) variables are also observed, theŷ j may be obtained by regression imputation (Buck, 1960) , where a regression model of Y on X is fitted to the observations in S 1 and theŷ j are predicted from the X values in S 2 . If the X variables have missing values as well, the complete-case method fits the regression model to the subset of values with complete observations in the X and Y variables.
Hot deck (Little and Rubin, 2002 ) methods impute missing values by random sampling of non-missing values within 'adjustment cells', which are prespecified partitions of the data. One way to construct the cells is to split the range of each X variable into a small number of sets and use Cartesian products of the sets to define the cells. It can produce, however, cells with few or no observations. For example, in one analysis of the Current Population Survey, the U.S. Census Bureau had 11,232 cells constructed from seven X variables (Bollinger and Hirsch, 2006) . Alternatively, the cells can be defined by partitioning the sample according to the estimated probability that Y is missing, where these probabilities are estimated through the use of logistic regression (see, e.g., Little, 1986) . A difficulty is the choice of X variables for logistic regression if there are many X or they have missing values too.
Another method is maximum likelihood, which draws random observations from a parametric model fitted to the (X, Y ) observations. Assuming that (i) the parametric model is correct, (ii) the X variables are completely observed, and (iii) the Y values are missing at random (MAR), that is, the probability that a value is missing does not depend on the value itself, conditional on the non-missing values of the X variables, Rubin (1987) showed that inferences from multiply imputed data are statistically valid for large samples. If there are missing X values, the EM algorithm (Dempster, Laird and Rubin, 1977) is often used to estimate the parameters in the model. In that case, there is no guarantee that the results are statistically valid. AMELIA (Honaker, King and Blackwell, 2011) uses multivariate normal likelihoods. Each categorical variable is first converted to a dummy 0-1 vector and then a multivariate normal model is fitted to all the variables. As a result, the minimum sample size for AMELIA depends on the number of ordinal variables and the number of dummy variables.
Yet another method is sequential regression (see, e.g., Raghunathan, 2016) . It is a regression switching technique in which the missing values in the X and Y variables are initially imputed by their means, medians, or modes. Then each variable is regressed in turn on the other variables and missing values are updated with the predicted values. The procedure is continued for several cycles to reduce the effects of the initial imputed values. MICE (van Buuren and Groothuis-Oudshoorn, 2011), which stands for multiple imputation by chained equations, is one implementation. It uses linear regression for imputation of ordinal variables and polytomous logistic regression for categorical variables. Theoretical arguments for the effectiveness of sequential regression have been given, but they are based on the restrictive assumption of a correct linear regression model relationship between the variable being imputed and the covariates (White and Carlin, 2010) .
In practice, MICE can experience computational problems when there are many predictor variables with missing values. For example, linear regression can fail if there is multicollinearity and logistic regression fails if there is quasi-complete separation in the data (Albert and Anderson, 1984; Hosmer, Lemeshow and Sturdivant, 2013) . To overcome these problems, Burgette and Reiter (2010) proposed replacing linear regression and logistic regression with CART (Breiman et al., 1984) classification and regression trees from the R tree package. Calling the algorithm CART-MICE, they compared it to MICE in a simulation experiment by generating observations from a quadratic regression model with 10 correlated and normally distributed X variables, with 2 of the latter completely observed. Missing values in Y and the other 8 X variables were simulated using an MAR mechanism that depended only on the 2 completely observed X variables. Their results showed that the mean squared error and bias of the estimated regression coefficients from CART-MICE were better than those from MICE. Rubin (1987) proposed imputing the missing values multiple times to obtain variance estimates. Although there are many simulation studies on multiple imputation (MI), almost all used normally distributed data and missingness mechanisms defined by linear logistic regression models (see, e.g., Allison, 2000; Schafer and Graham, 2002; Carpenter, Kenward and White, 2007; Burgette and Reiter, 2010; White and Carlin, 2010) . Little is known about the performance of the methods in real-world settings where variables are not normally distributed (e.g., categorical variables) and probabilities of missingness are not determined by linear logistic regression.
To our knowledge, there are only three simulation studies that involve real data. Yu, Burton and Rivero-Arias (2007) used as their simulation population a data set with completely observed values on eight X and five Y variables from 1060 participants in a clinical trial. Simulated samples of size 500 were drawn from the population by bootstrap sampling (i.e., sampling with replacement) and missing values in the dependent variables were artificially generated under a MAR assumption. There were no missing values in the X variables. They compared several MI implementations in standard statistical packages and found that the relative performance of the methods depended on the skewness and proportion of zeros of the Y distribution; performance was similar across methods when Y deviated only slightly from normal. Ambler, Omar and Royston (2007) used data from 20,378 patients in a clinical database. The Y variable was binary and there were 16 X variables with varying amounts of missing values. Missing values in the database were imputed by MICE to produce a population without missing values. Then samples were drawn without replacement from the population. Missing Y values in the samples were generated randomly according to a logistic regression model fitted to the population. Finally missing patterns in X were randomly generated with probabilities proportional to the frequencies of the top 16 missing patterns in the original data. The authors found that MICE was one of the best performers. Andridge and Little (2010) took data from a health and nutrition survey of 16,739 respondents with completely observed values on a Y variable and seven X variables as their simulation population. Simple random samples of size 500 were drawn from the population. A logistic regression model with three X variables was used to simulate missing values in the Y variable. They compared several variations of hot deck imputation with MICE.
These three studies are limited by having fewer than 20 X variables and, except for Ambler, Omar and Royston (2007) , having no missing X values. In this article, we use a data set from the Consumer Expenditure Survey with hundreds of variables and substantial amounts of missing values. We study several new methods based on the CART and GUIDE (Loh, 2002 (Loh, , 2009 Loh and Zheng, 2013) classification and regression algorithms and compare them with AMELIA and MICE in terms of bias, mean squared error and computational speed via simulation. The X values are intentionally designed to be naturally missing; i.e., they are not artificially made missing as in previous studies and hence are not necessarily MAR. Only the Y variable is MAR. No previous simulation study comes close in terms of the number of X variables and the real-world authenticity of their missingness mechanisms.
2. Consumer expenditure data. The Consumer Expenditure (CE) Quarterly Interview Survey is a longitudinal survey sponsored by the Bureau of Labor Statistics. It collects information on consumers' expenditures and incomes as well as characteristics of the consumers. We use a subset of public-use microdata of the 2013 CE Survey. Answers from 25,822 consumer units (CUs) were obtained on more than 600 questions. For general background and further details on the survey, see Bureau of Labor Statistics (2016, chap. 6) .
The data contain flag variables that explain whether the values of their associated variables are observed, missing, top-coded, etc. Variables with underscores at the end of their names are typically flag variables. For example, INTRDVX is the flag variable associated with INTDRVX, the amount received by a CU in interest or dividends during the past 12 months. Table 1 gives the possible values taken by the flag variables. In this article, we use IN- (Honaker, King and Blackwell, 2011) and MICE (van Buuren and Groothuis-Oudshoorn, 2011) do not allow sampling weights. Besides, the weights do not vary greatly in the CE data; for example, their coefficient of variation is 0.375.
There are 630 X variables that can be used to predict Y . Tables 4-7 Note especially that these predictor variables include both variables defined at the Consumer Unit level (e.g., housing tenure) and variables defined for geographical areas. The latter variable type includes State, Region and PSU. The State identifier is subject to confidentiality restrictions in some cases. PSUs are small clusters of counties. Only "A" size PSUs are identified and other PSU labels are coded as missing in the CE public dataset due to confidentiality concerns. In 2013, each "A" size PSU is a cluster with a population of over 2.7 million people, and is self-representing under the CE design. Consequently, this paper treats "PSU" membership as a fixed effect, instead of random effect, for missing value imputation.
3. Methods. We study the following ten methods on their ability to estimate the population mean µ of INTRDVX accurately and quickly. AME. This is AMELIA (Honaker, King and Blackwell, 2011) with default parameters except that the empirical prior level is set at 5. According to the manual, the prior shrinks the covariances of the data but keeps the means and variances the same. It helps when there are many missing values, small sample sizes, large correlations among the variables, or categorical variables with many levels. MICE. This is the R software (van Buuren and Groothuis-Oudshoorn, 2011) with default options, including five multiple imputations. Problems due to multi-collinearity in linear regression and quasi-complete separation in logistic regression severely limits the number of variables it can employ. With the help of previous analyses with similar types of data, we identified 19 variables that do not cause the software to fail. Their names and numbers of missing values are given in Table 4 . None are income variables. Only 5 of the 19 have missing values (and only 1 with a significant amount). This set of 19 is quite easy for all imputation methods. SIM. This is the simple method that estimates µ with the meanȳ of the non-missing Y values, ignoring the values of the X variables. GCT. This uses a GUIDE classification tree (Loh, 2009) 2) gives the estimate of µ. The same answer can be obtained with the IPW method too. Let t denote a terminal node of the tree and p(t) the proportion of non-missing Y in t. Then settingπ = p(t) for all CUs in each t in (1.1) gives the same estimate. RCT. This is the RPART version of GCT where instead of GUIDE, RPART is used to construct the classification tree shown in Figure 2 . GUIDE differs from CART and RPART in several major respects, one being selection bias. Because CART employs greedy search to split each node, it is biased toward selecting variables that permit more splits of the data (Loh and Shih, 1997 GCF. This is an alternative IPW method to GCT where, instead of a single tree, a GUIDE classification forest (Loh, 2014 ) is used to estimate π i . GUIDE forest is an ensemble of 500 unpruned classification trees, each constructed from a bootstrap sample of the data to predict whether INTRDVX is missing. The Random forest (Breiman, 2001 ) R implementation (Liaw and Wiener, 2002 ) cannot be used directly here because: (1) it requires missing X values to be imputed beforehand and (2) it does not allow categorical variables with more than 32 levels. GRT. This is a conditional mean imputation method that uses a GUIDE piecewise-constant regression tree (Loh, 2002) 
2).
RRT. This is the RPART version of GRT where RPART is used instead of GUIDE. The tree, shown in Figure 4 , has the same top split as the GRT tree. It subsequently splits on STATE three times, likely because STATE permits more splits. GRF. This is an alternative to GRT. It uses a GUIDE regression forest (Loh, 2012 (Loh, , 2014 of 500 unpruned regression trees to carry out conditional mean imputation. GMICE. CART-MICE cannot be used for the CE data due to limitations in the CART algorithm and software. The R TREE package (Ripley, 2015) used in CART-MICE cannot handle categorical variables with more than 32 levels. RPART (Therneau, Atkinson and Ripley, 2015) does not have this limitation, but both are too computationally expensive for imputation of categorical variables with many categories. GMICE is CART-MICE with GUIDE in place of CART, with ten iterations for each imputation.
To understand the differences between CART-MICE and GMICE, recall that at each node, CART searches for the best split on every X variable and then chooses the split that most reduces node impurity. Suppose Y is categorical with more than two categories and X is also categorical with p categories. CART has to search through (2 p−1 − 1) splits of the form "X ∈ A" to find the subset A that yields the best split on X. Because GUIDE gets around the computation problem with a two-step approximate solution. In the first step, GUIDE selects an X variable to split the node by means of chi-squared tests of association with Y . In the second step, GUIDE finds a split on the selected X. Therefore GUIDE does not search for the best split on X i for every X i . There are two important benefits to this approach. One is the obvious significant reduction in computation time. The other, which is more subtle, is the first step eliminates the selection bias inherent in the CART approach (Loh and Shih, 1997; Kim and Loh, 2001) .
Suppose in the second step that the selected X variable has p categories {c 1 , c 2 , . . . , c p } and Y has q categories {j 1 , j 2 , . . . , j q }. GUIDE uses the following sequential procedure that reduces the search space if p is large and q > 2.
. . , p. Search for the best split among the (p − 1) splits {X ∈ A i } (Breiman et al., 1984, p. 101) . 2. Otherwise, if p ≤ 11, search through all (2 p−1 − 1) ≤ 1023 splits on X. 3. Otherwise, if 2 < q ≤ 11 and p > 20, define a new categorical variable X ′ by merging the categories of X into q categories. Specifically, for k = 1, 2, . . . , p, let j ′ k be the predicted value of Y that minimizes the node impurity among the observations with X = c k in the node. Define X ′ = k j ′ k I(X = c k ) and split the node on X ′ , which has 2 q−1 − 1 ≤ 1023 splits. 4. If none of the above conditions holds, use linear discriminant analysis on Y to transform X into an ordered variable X ′′ . Define indicator variables D k = I(X = c k ), k = 1, 2, . . . , p, and X ′′ = k a k D k , where (a 1 , a 2 , . . . , a p ) is the normalized vector corresponding to the largest discriminant coordinate (equivalent to maximizing the ANOVA F-statistic of Y on X ′′ ). Find the split on X ′′ that most reduces node impurity. Because X ′′ takes at most p ordered values, the search is on only (p − 1) splits. Further, because X ′′ induces an order on the unordered X values, a split of the form X ′′ ≤ b can be expressed in the form X ∈ A. This technique is borrowed from Loh and Vanichsetakul (1988) . Another important difference between GUIDE and CART is how they deal with missing values. If X has missing values, GUIDE creates a "missing" level to use in the chi-squared tests for variable selection as well as for split set selection. As a result, all observations are used. CART uses surrogates splits, which has been shown to induce a selection bias on variables that have more missing values (Kim and Loh, 2001) . Besides, there is empirical evidence that the GUIDE approach to missing values yields higher average classification accuracy than the RPART implementation of CART (Loh, 2009) .
To accommodate MICE which works only for 19 variables in Table 4 , we applied the methods to three nested sets of X variables. The smallest is this set of 19. It is far from an ideal test-bed because there are only 5 variables with missing values (and 4 of them have trivially small numbers of missing values). The second set consists of 52 X variables, obtained by combining three groups of variables: the 19 in Table 4 and the top 20 X variables determined by the GUIDE importance ranking method (Loh, 2012; Loh, He and Man, 2015) for predicting INTRDVX and INTRDVX, respectively; see Tables 5 and 6 . The third set is the full set of 630 variables.
SIM estimates the mean INTRDVX as $2009 for all three sets because it does not use X variables. Results for the other methods are shown in Table 2 and graphed in Figure 5 . Every method works on the set of 19 variables but MICE fails for the other two sets. The mean estimates range from a low of $1886 for GCF to a high of $2201 for MICE. Computation times (measured on a Linux computer with a 2.4 GHz AMD Opteron 16-core processor and 64 GB memory) vary greatly. MICE is the slowest on the only set of variables for which it does not fail. It takes 443 sec. for five imputations-more than 
Fig 5. Estimated mean INTRDVX of ten methods for CE data using 19, 52 and 630 X variables
4000 times slower than RCT, which is the fastest at 0.1 sec. AMELIA is the next slowest at 147 sec. for this set. For the other two larger sets, AMELIA is the slowest, taking 12 hours for 52 variables and five imputations. For 630 variables, AMELIA ran for 33 days without producing a single imputed data set. In the next section, we report on a series of simulation experiments to compare the bias and accuracy of the estimates.
4. Simulation study.
Experimental design.
Simulation studies whose goal is to evaluate methods under realistic conditions usually start with a real data set D and then generate artificial populations and samples from it in two steps:
Step I. Impute the missing Y values in D and treat the resulting data set as a finite population P 1 from which the mean µ of Y is computed.
Step II. Generate a population P 2 from P 1 by making some X and Y values in P 1 missing.
If the aim is for P 2 to be as similar to D as possible, the choice of methods in these two steps is critical. Typically, MICE is used in Step I and a logistic regression propensity model is fitted to the missing value flag variable in D to estimate the probability that the variable is missing in Step II. These choices have the three undesirable consequences.
Using MICE in
Step I limits the number of variables with missing values to no more than a few, due to problems with multi-collinearity and quasi-complete separation. This makes it impossible to apply to data sets such as ours, without preselection of variables. Besides, to impute a Y variable, MICE necessarily imputes all X variables with linear and logistic regression models. This forces relationships among the X variables in P 1 that do not exist in D, thus producing simulated data that look more unlike the real data. 2. In Step II, logistic regression propensity models cannot be constructed from X variables with missing values. The latter must be imputed first or the propensity models must be built from subsets of variables or subsets of data. Neither solution is desirable. Imputing the X variables (e.g., with MICE) distorts the data and building propensity models from subsets of data requires the artificial assumption that the X variables are MAR. Some studies solve this problem by using only completely observed X variables for propensity modeling (Burgette and Reiter, 2010) , but this is artificial too because the probability of a missing value in Y often depends on X variables with missing values. For example, whether or not interest and dividends is missing depends on the values and missingness of variables such as salary, income taxes paid, and value of stocks. 3. Standard linear and logistic regression models with prespecified fixed sets of predictor variables are inapplicable if the number of variables exceeds the sample size.
The difficulties vanish if GUIDE forests are used instead of MICE and logistic regression in Steps I and II respectively.
Step I. A principal advantage of GUIDE forests over other methods, including Random forest, is that no imputation is required of missing X values. As a result, their missing mechanisms in the simulated data are the same as in the real data, i.e., not MAR. Other advantages are fast computation speed, unlimited by number of variables and sample size, and absence of the multicollinearity and quasi-complete separation difficulties that afflict linear and logistic regression.
In our simulation experiments, D is the CE data set of 4609 CUs with 19, 52, or 630 X variables. A GUIDE regression forest is fitted to each choice of D and a population P 1 obtained. Each simulation trial then consists of generating P 2 and drawing a simple random sample without replacement from it. We use sampling fractions of 5%, 10%, and 25% (corresponding to sample sizes 230, 461, and 1152). Finally, each method being evaluated is applied to the sample to impute the missing INTRDVX values (for conditional mean imputation) or estimate π i (for IPW) and an estimateμ of µ computed.
4.2.
Results. Let M denote the number of simulation trials, where M = 500 except for the case with 19 X variables and 5% sampling when M = 1000. For trial m, let µ m denote the mean of P 1 (which varies with m) and let its estimate beμ m for a given method. The bias and root mean squared error (RMSE) of the method are estimated by
. Figure 6 plots the estimated biases with 95% confidence intervals. We observe that:
1. AMELIA has the smallest bias in the situations where it works, viz., where sample size is large relative to number of variables. 2. MICE is the only method having positive bias. In the only situation where it works (19 X variables), MICE has the largest bias at 5% and 10% sampling. This is surprising given that there is only one X variable with a significant amount of missing values here.
3. GMICE is always better than MICE in terms of bias. The former is consistently among the top three methods. 4. RRT has the next largest bias after MICE. Its bias can be larger than that of SIM, which does not use X variables. On the other hand, RCT has relatively low bias. 5. Comparing RPART versus GUIDE regression trees, RRT has larger bias than GRT for 19 and 52 variables; the two are about the same for 630 variables. The reverse is true for classification trees, with RCT doing consistently better than GCT. 6. Among the GUIDE methods, GCF tends to have the smaller bias than GCT, GRT, and GRF.
The RMSE results shown in Figure 7 reveal another aspect of the methods:
1. MICE is again worst in two of the three situations where it works (5% and 10% sampling with 19 variables). 2. AMELIA is not as good in RMSE as it is in bias-its RMSE is largest for 52 variables and 10% and 25% sampling (it fails due to inadequate sample size for 5% sampling). 3. RCT and RRT tend to have larger RMSEs. 4. The best method in terms of RMSE is GRF. It is followed by GCF and GMICE.
Overall, GCF and GRF have the best combination of bias and RMSE, and GMICE is third. When D has 19 variables, MICE has the largest bias and RMSE for 5% and 10% sampling, though they are much improved for 25%. Its failure to work for larger numbers of variables, however, is its biggest weakness. AMELIA has the lowest bias but the highest RMSE when there are 52 variables. Table 3 shows the average computational time to perform one simulation trial for each method. If D has 19 variables, MICE is the slowest, taking 3 min. per simulation trial for 1152 observations (25% sampling). This is 4.4 times longer than AMELIA, the next slowest. GRF is just behind AMELIA in third place; GMICE is fourth, being 9.5 times faster than MICE. If D has 52 variables (where MICE is out of contention), the difference in average time per simulation trial for sample size 1152 is 2.6 hours for AMELIA and 2.6 min. for GMICE. Finally, if D has 630 variables, MICE and AMELIA are both out of contention. Then GMICE is slowest at 62 hours per simulation trial and the corresponding times for GCF and GRF, the next two slowest, are 33.7 and 32.3 sec., respectively. The fastest methods are RCT and RRT, which take from fractions of a second to at most 4 sec. 5. Conclusion. We introduced several techniques to use classification and regression methods for mean estimation of incomplete data. Some employ regression trees to estimate conditional means in adjustment cells defined by the nodes of the trees. Others employ classification trees to estimate missing propensities for inverse probability weighting. Using a data set from the U.S. Consumer Expenditure Survey as a test bed, we performed a large simulation experiment to compare the methods with AMELIA and MICE. A major goal in the experimental design is the novelty of ensuring that the predictor variables are naturally missing, i.e., not constrained to be MAR, in the simulation populations. This is achieved by using GUIDE forests, which leave the predictor-value missingness patterns intact.
The results demonstrate that classification and regression tree methods have the following desirable properties that make them deserving of serious consideration for analysis of incomplete data.
1. They are often superior to traditional methods (as represented by AMELIA and MICE) in terms of bias and mean squared error for mean estimation. This is due to the nonparametric nature of tree models. AMELIA and MICE are based on normality and multivariate linear model assumptions that are seldom satisfied in real complex data. 2. Tree-modeling methods can adapt to available sample sizes. Conversely, parametric methods with a prespecified set of parameters to be estimated are problematic unless the sample size is substantially larger than the number of parameters. 3. Tree methods are not hindered or crippled by multi-collinearity or quasi-complete separation. In fact, collinearity is often used to advantage in tree algorithms; e.g., CART surrogate splits (Breiman et al., 1984) and GUIDE linear splits (Loh, 2009 ). 4. For cases that involve large numbers of candidate predictors, tree methods can be orders of magnitude faster compared to traditional methods, which are impracticable on large data sets. The speed advantage increases exponentially with number of variables. Therefore it is invaluable to imputation of multiple data sets, bootstrapping, and other variance estimation techniques in large surveys.
In addition, note that the nodes in the tree models as displayed in Figures 1-4 can be interpreted as nonresponse adjustment cells. For example, Little and Vartivarian (2003) extended the ideas of Little (1986) to outline two strategies for reducing the number of adjustment cells: (a) choosing cells that are homogeneous with respect to the probability of response, and (b) choosing cells that are homogeneous with respect to outcome variable Y . They noted that weighting based on either of these methods of grouping removes non-response bias in estimating population means: The nodes produced by the classification tree method constitute cells that are homogeneous with respect to the estimated probability of response as shown in Figures 1 and 2 , while the regression tree method produces cells that are homogeneous with respect to the predicted outcome variable, INTRDVX, as shown in Figures 3 and 4 This work here can be extended in several directions. First, it would be useful to consider design-adjusted versions of the procedures proposed here. This potentially would include the use of weights in the growth of individual trees or forests; in estimation of tree parameters; and in the corresponding estimation of (sub)population means. Of special interest would be evaluation of the extent to which a given procedure may be sensitive to specified patterns of heterogeneity in the weights. For example, as noted in Section 3, all tree and forest algorithms use approximations, and the properties of the resulting procedures can be sensitive to the extent to which a given dataset is consistent with the approximations used for that procedure; and some weight-heterogeneity patterns may exacerbate that sensitivity. In addition, several analyses here used some predictor variables that are equal to membership indicators for certain large primary sample units. It would be of interest to extend previous literature on the use of stratum and PSU labels in regression to the current case.
Second, development of appropriate variance estimators would provide important tools for use in pruning of trees, and for inference related to treeor forest-based mean estimators. This would require tree-and forest-related extensions of standard theorems on the properties of replication-based variance estimators under complex sample designs. Of special importance would be conditioning arguments arising from the fact that the structure of a given tree is data-driven and not determined a priori.
Third, the current paper focused on estimation of the means of the "interest and dividend" variable, and a related missing-data flag, for the U.S. Consumer Expenditure Survey. Some users of CE data, however, are interested in carrying out econometric analyses based on, e.g., regression, related generalized linear models and more complex hierarchical models. For those situations, one may need to impute simultaneously a substantial number of missing income and expenditure variables for a given consumer unit, and evaluation criteria for the properties of the resulting imputation procedure may be more complex, as discussed in, e.g., Rubin (1996) . Table 7 gives definitions of five additional X variables that appear in the tree diagrams. Table 8 gives the names of the 124 X variables with missing values (the number missing is beside name). Tables 9-12 give the value codes of the categorical variables appearing in the trees in Figures 1-4 . Table 11 Codes for variable BUILDING 1 Single family detached (detached structure with only one primary residence; however, the structure could include a rental unit(s) in the basement, attic, etc.) 2 Row or townhouse inner unit (2, 3 or 4 story structure with 2 walls in common with other units and a private ground level entrance; it may have a rental unit as part of structure) 3 End row or end townhouse (one common wall) 4 Duplex (detached two unit structure with one common wall between the units) 5 3-plex or 4-plex (3 or 4 unit structure with all units occupying the same level or levels) 6 Garden (a multi-unit structure, usually wider than it is high, having 2, 3, or possibly 4 floors; characteristically the units not only have common walls but are also stacked on top of one another) 7 High-rise (a multi-unit structure which has 4 or more floors) 8 Apartment or flat (a unit not described above; could be located in the basement, attic, second floor or over the garage of one 
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