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SPECTRALLY ARBITRARY PATTERN EXTENSIONS
IN-JAE KIM, BRYAN L. SHADER, KEVIN N. VANDER MEULEN, AND MATTHEW WEST
Abstract. A matrix pattern is often either a sign pattern with entries in {0,+,−} or, more
simply, a nonzero pattern with entries in {0, ∗}. A matrix pattern A is spectrally arbitrary if for
any choice of a real matrix spectrum, there is a real matrix having the pattern A and the chosen
spectrum. We describe a graphical technique, a triangle extension, for constructing spectrally
arbitrary patterns out of some known lower order spectrally arbitrary patterns. These methods
provide a new way of viewing some known spectrally arbitrary patterns, as well as providing
many new families of spectrally arbitrary patterns. We also demonstrate how the technique can
be applied to certain inertially arbitrary patterns to obtain larger inertially arbitrary patterns.
We then provide an additional extension method for zero-nonzero patterns, patterns with entries
in {0, ∗,⊛}.
1. Introduction
The idea of exploring spectrally arbitrary patterns originated in [11] in the context of in-
verse eigenvalue and eigenvalue completion problems. Since then, many different papers that
have described classes of spectrally arbitrary patterns (for a survey of some of these, see [4]).
Some papers have used a digraph to help describe the structure of the pattern (e.g. the star
digraphs [14]). Also, some papers have used a digraph to observe necessary conditions on
a spectrally arbitrary pattern, such as the need to have a two-cycle in the digraph [7]. A
nilpotent-centralizer method was recently introduced in [13] and used to demonstrate that a
certain tridiagonal pattern, having a digraph whose underlying graph is a path, is spectrally
arbitrary. This nilpotent-centralizer method is equivalent to the well-used nilpotent-Jacobian
method introduced in [11]; but this centralizer method avoids direct interaction with a Jacobian
matrix.
Here we introduce a digraph method for building spectrally arbitrary patterns from smaller
patterns, assuming the smaller patterns were demonstrated to be spectrally arbitrary via either
the nilpotent-Jacobian method or the nilpotent-centralizer method. We start by describing
formal definitions and the nilpotent-Jacobian method in Section 2. In Section 3 we introduce
a new method, called a triangle extension, that avoids the need to calculate a new Jacobian or
centralizer. Using this method, we can reconstruct some known families of spectrally arbitrary
patterns, as well as build many new families. Using recent work of [5] and [6], we also apply
these methods to inertially arbitrary patterns in Section 4. We conclude with an additional
extension method for {0, ∗,⊛}-patterns in Section 5.
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2. Background definitions and the nilopotent-Jacobian method
A pattern is any matrix A = [Aij] of order n with entries in {0,+,−, ∗,⊛}. In this paper
we discuss nonzero patterns, sign patterns, and zero-nonzero patterns. A nonzero pattern A is
a pattern with entries in {0, ∗}. A real matrix A = [aij ] has nonzero pattern A, and we say
A ∈ A, if aij = 0 whenever Aij = 0 and aij is nonzero whenever Aij = ∗. A sign pattern A
is a pattern with entries in {0,+,−}. A real matrix A = [aij ] has sign pattern A, and we say
A ∈ A, if aij = 0 whenever Aij = 0, aij > 0 if Aij = +, and aij < 0 if Aij = −. In the last
section we extend our results to zero-nonzero patterns, matrices with entries in {0, ∗,⊛}. A real
matrix A = [aij] has zero-nonzero pattern A, and we say A ∈ A, if aij = 0 whenever Aij = 0
and aij is nonzero whenever Aij = ∗. Note that, if Aij = ⊛ then there is no restriction on the
real number aij for a matrix A ∈ A.
The digraph D(A) of a pattern has vertices {1, 2, . . . , n} with an arc (i, j) from vertex i to
vertex j precisely when Aij 6= 0. The graph of a pattern A is the underlying simple graph of
D(A). A (simple) cycle in a pattern A (or in a matrix A with pattern A) corresponds to a
cycle in the digraph D(A). For k ≥ 1, we say a (simple) k-cycle of A is a nonzero product
ai1,i2ai2,i3 · · · aik−1,ikaik,i1 with k distinct indices {i1, i2, . . . , ik}. We call a 1-cycle a loop. A
composite k-cycle is a product of disjoint cycles of A using nonzero entries from exactly k rows
(and corresponding columns) of A.
The sign of a simple k-cycle is (−1)k−1. The sign of a composite cycle is the product of
the signs of its simple cycles. The next observation (see e.g. [3, Section 9.1]) has been useful
in analyzing the implications of the combinatorial structure of a matrix A. In particular, the
characteristic polynomial of A is of the form
(1) pA(z) = z
n − E1z
n−1 + E2z
n−2 − · · ·+ (−1)nEn
where Ek is the sum of all signed k-cycles (simple and composite).
Let A be an n × n sign pattern, and suppose that there exists a nilpotent matrix A ∈ A
with m ≥ n nonzero entries, say ai1,j1, . . . , aim,jm. Let X = X(x1, . . . , xm) denote the matrix
obtained from A with the (ik, jk)-th position replaced with the variable xk for k = 1, . . . ,m, and
let
pX(z) = z
n + f1z
n−1 + f2z
n−2 + · · ·+ fn−1z + fn
be the characteristic polynomial ofX(x1, . . . , xm), where each fi = fi(x1, . . . , xm) is a polynomial
in x1, . . . , xm. Let J = JX be the Jacobian matrix with Ji,j =
∂fi
∂xj
, for 1 ≤ i ≤ n, and 1 ≤ j ≤ m.
Setting x = (x1, . . . , xm) and a = (ai1,j1 , . . . , aim,jm), we let JX=A = J |x=a denote the Jacobian
matrix evaluated at x = a. The nilpotent-Jacobian method is to seek a nilpotent matrix A ∈ A
for which JX=A has rank n. In this case, we say that A allows a full-rank Jacobian. The following
theorem, first developed in [11], shows that A is spectrally arbitrary if such a realization is found.
Recall that B is a superpattern of a pattern A if Ai,j 6= 0 implies Bi,j = Ai,j. Note that A is
a superpattern of itself.
Theorem 2.1 ([11]). If a nilpotent matrix A ∈ A allows a full-rank Jacobian, then every
superpattern of A is spectrally arbitrary.
3. Triangle extensions of spectrally arbitrary sign patterns
If G is a digraph having an arc (u, v), u 6= v, such that there is a loop at u then a triangle
extension of G at (u, v) is the graph H obtained from G by inserting a new vertex w, moving
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Figure 1. A triangle extension along arc (u, v).
the loop to w, and inserting arcs (u,w) and (w, v) as in Figure 1. If A and B are patterns
corresponding to the digraphs G and H respectively, we will say B is a triangle extension of
A at (u, v). If B is a sign-pattern, then B is a signed triangle extension of A if, in addition,
sgn(Bu,w) sgn(Bw,v) = sgn(Au,u) sgn(Au,v). Observe that any composite cycle of G will also be
a composite cycle of H (replacing the loop at u by the loop at w as necessary). But H can have
some additional cycles.
Theorem 3.1. Suppose A is an order n sign pattern and A ∈ A is a nilpotent matrix that
allows a full-rank Jacobian. Let (u, v), u 6= v, be an arc on a composite n-cycle of D(A) with a
loop at u. Suppose
(i) that each cycle of D(A) that contains u also contains (u, u) or (u, v), and
(ii) the sum of the weights of the composite n-cycles using edge (u, v) in A is nonzero.
If B is a signed triangle extension of A at (u, v), then every superpattern of B is spectrally
arbitrary.
Proof. Labeling the vertices of A as 1, 2, . . . , n, assume u and v are vertices n and n − 1
respectively.
Let A ∈ A be a nilpotent matrix and X be a matrix having variables in m positions, labeled
x1, x2, . . . , xm such that the Jacobian JX=A has rank n. For simplicity, we let k = Xn,n and
d = Xn,n−1.
Let B be a signed-triangle extension of A. Without loss of generality, assume Bn+1,n = +.
Let B ∈ B with Bij = Aij for 1 ≤ i, j ≤ n, except Bn,n = 0, Bn+1,n+1 = An,n, Bn+1,n−1 = 1
and Bn,n+1 = An,n−1An,n. Let Y be obtained from B by placing the variables x1, x2, . . . , xm
in the same positions as they appear in X (except for Xn,n) with Yn+1,n+1 = k. Further let
Yn,n+1 = xm+1. Since any composite cycle of D(A) will appear as a composite cycle of D(B), it
follows from (1) that many summands of the characteristic polynomial pY can be obtained from
pX . Using condition (i), we know the remaining summands can be paired based on composite
cycles that use arc (u, v) and those that use (w,w). Thus
(2) pY (z) = zpX(z) +
n∑
r=3
Sr(xm+1 − dk)z
n−r+1 + Sn+1(xm+1 − dk)
for some polynomials Sr, 3 ≤ r ≤ n + 1, of the variables x1, . . . , xm (not including d and k).
Using (2), we can see that B is nilpotent since A is nilpotent and xm+1 = dk in B.
In considering the Jacobian matrix JY , we may assume that Yn,n−1 = xm−1 and Yn+1,n+1 =
xm. In this case, the Jacobian matrix JY is of the form:
JY =
[
JX 0
0T 0
]
+ (xm+1 − dk)M + st
T
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for some matrix M , sT = [0, 0, S3, . . . , Sn+1] and t
T = [0, . . . , 0,−k,−d, 1]. Note that when
considering JY=B , we can ignore M since xm+1 = dk in B. Further, by condition (ii), we know
that Sn+1 6= 0. It now follows that JY=B is column equivalent to a block triangular matrix
with block JX=A and block [1]. Thus, by Theorem 2.1, every superpattern of B is spectrally
arbitrary.
Remark 3.2. The condition (i) of Theorem 3.1 is equivalent to requiring that u is the only
vertex in the strong component of D(A) − (u, v) that contains u (for the definition of strong
component, see e.g. [3, p.54]). Further, if we let A(u, v) denote the matrix obtained from A by
deleting row u and column v, then condition (ii) of Theorem 3.1 is equivalent to saying that
detA(u, v) 6= 0.
Remark 3.3. While a triangle extension is defined for a loop at the tail of (u, v), it could just
as well have been defined using a loop at the head: this can be observed by noting such is
an equivalent pattern via transposition. Thus a loop could be moved from either u or v when
creating a triangle extension.
Remark 3.4. Focusing on the loop at w, it can be observed that the new arcs (u,w) and (w, v)
constructed via triangle extension using Theorem 3.1 will automatically satisfy the conditions of
the theorem if applied to the new pattern. Thus, starting with an irreducible spectrally arbitrary
pattern A of order n and using Theorem 3.1, one could recursively construct various patterns
of any order m ≥ n.
Example 3.5. For n ≥ 4, the lower Hessenberg pattern Vn in [2] can be seen to be a signed
spectrally arbitrary triangle extension of Vn−1. (In fact, V3 is a triangle extension of T2 described
below.)
In [1], it was shown that a certain tridiagonal pattern Tn, whose graph is a path with loops on
the ends, is potentially nilpotent. Then [13] demonstrated that Tn is spectrally arbitrary using
a new technique equivalent to the nilpotent-Jacobian method. There are a variety of ways of
recursively constructing classes of spectrally arbitrary patterns via triangle extension starting
with Tn. To simplify our next examples, we will ignore signs and describe some nonzero patterns
obtained recursively by triangle extension.
Example 3.6. Starting with T2, one can recursively construct a class T2,n, n ≥ 1, of spectrally
arbitrary patterns of order n+ 2 whose graph looks like a triangulated beam. Several examples
are drawn in Figure 2. Note that these provide pentadiagonal spectrally arbitrary patterns if,
for example, we label the top vertices consecutively with odd integers and the bottom vertices
with even integers.
Example 3.7. Starting with Tn, n ≥ 2, one can recursively construct a class Tn,m, m ≥ 1 of
spectrally arbitrary patterns of order n+m whose graph looks like a triangulated beam extension
of Tn: three examples appear in Figure 3.
Remark 3.8. If the hypotheses (i) and (ii) of Theorem 3.1 do not hold, then a triangle extension
of a spectrally arbitrary pattern could fail to give a spectrally arbitrary pattern. For example
the triangle extension V ′ in Figure 4 is not a spectrally arbitrary nonzero pattern (see [8, Prop.
2.4]). While the two hypotheses in Theorem 3.1 are sufficient conditions, they are not necessary
conditions to obtain a spectrally arbitrary pattern: the pattern V ′′ in Figure 4 is spectrally
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Figure 2. T2 and consecutive spectrally arbitrary triangle extensions T2,1, T2,2,
T2,3, T2,4 and T2,5.
Figure 3. Spectrally arbitrary triangle extensions T3,1,T3,3 and T4,2.
arbitrary (see the second pattern in the last row of Appendix A of [10]) and is a triangle
extension of V3 which fails condition (i).
Figure 4. V3 and triangle extensions V
′ and V ′′.
4. Triangle extensions for inertially arbitrary patterns
The inertia of a matrix A is the ordered triple (a, b, c) where a (resp. b) is the number of
eigenvalues of A with positive (resp. negative) real part, and c is the number of eigenvalues with
zero real part. The refined inertia of A is ri(A) = (a, b, c1, c2) with a and b as above, but c1 is
the number of eigenvalues of A that are zero and c2 is the number of eigenvalues that are purely
imaginary (and hence c = c1 + c2). An order n pattern A is inertially arbitrary if for every
choice of (a, b, c) with a + b+ c = n there is some matrix A ∈ A with inertia (a, b, c). We next
make use of the following theorem to apply triangle extensions to inertially arbitrary patterns.
Theorem 4.1. [5, Theorem 2.13] Let A be an order n matrix with pattern A and ri(A) =
(0, 0, c1, c2) for some c1 ≥ 2. If A allows a full-rank Jacobian then every superpattern of A is
inertially arbitrary.
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Theorem 4.2. Given pattern A, suppose A ∈ A is a matrix with refined inertia ri(A) =
(0, 0, c1, c2) for some c1 ≥ 2 and suppose A allows a full-rank Jacobian. Let (u, v), u 6= v, be an
arc on a composite n-cycle of D(A) with a loop at u. Suppose
(i) that any cycle that contains u also contains (u, u) or (u, v), and
(ii) the sum of the weights of the composite n-cycles using edge (u, v) in A is nonzero.
If B is a (signed) triangle extension of A at (u, v), then every superpattern of B is inertially
arbitrary.
Proof. The proof of the result is the same as Theorem 3.1 except we need to observe that the
resultant triangle extension will have refined inertia (0, 0, c1 + 1, c2), and that we need to apply
Theorem 4.1 instead of Theorem 2.1.
Remark 4.3. As with Theorem 3.1, Theorem 4.2 can be applied recursively to the new edges
of a triangle extension.
Example 4.4. For this example, we recall certain inertially arbitrary patterns W∗n and Wn
introduced in [9] and discussed in [5] and [6]. We observe here that Theorem 4.2 reduces the
work needed to determine that these patterns are inertially arbitrary. In particular, note that
the pattern W∗n (and Wn+1) is a triangle extension of W
∗
n−1 (resp. signed triangle extension of
Wn) for all n ≥ 6. Further, W
∗
5 allows refined inertia (0, 0, 1, 4) as noted in [6] (and likewise W6
allows refined inertia (0, 0, 2, 4) as noted in [5]). By recursive application of Theorem 4.2, we
can observe that every superpattern of Wn and W
∗
n−1 is inertially arbitrary for all n ≥ 6.
5. Concluding remarks: zero-nonzero pattern extensions
We now develop a graph extension result for zero-nonzero patterns. Recall that a zero-nonzero
pattern A has entries in {0, ∗,⊛}. A real matrix A has zero-nonzero pattern A if Ai,j = 0 implies
A 6= ∗ and Ai,j 6= 0 implies A 6= 0. The triangle extension method of the previous sections works
for zero-nonzero patterns. But there is more flexibility that can be achieved for extending zero-
nonzero patterns. One adjustment is that we do not move a loop in the zero-nonzero pattern
extension described in Theorem 5.1. In particular, given u, v are distinct vertices of G, we say
that digraph H is a ⊛-extension of G at (u, v) if H can be obtained from G by adding a vertex
w and the two arcs (u,w) and (w, v) with at least one of the new arcs labeled ⊛ with the other
label in {⊛, ∗}. If A and B are patterns corresponding to the digraphs G and H respectively, we
will say B is a ⊛-extension of A at (u, v). We use the notation of Remark 3.2 in the following
theorem.
Theorem 5.1. Suppose A is a zero-nonzero pattern and A ∈ A is a nilpotent matrix that allows
a full-rank Jacobian. Suppose u 6= v and detA(u, v) 6= 0. If B is a ⊛-extension of A at (u, v),
then every superpattern of B is spectrally arbitrary.
Proof. The proof is the same as Theorem 3.1 with some simplification. In particular, with no
loop moved to w, the equation (2) can simplify to
(3) pY (z) = zpX(z) +
n∑
r=3
Srxm+1z
n−r+1 + xm+1 (detA(u, v))
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assuming one of (u,w) and (w, v) is weighted 1 and the other xm+1. In this case, B can be
seen to be nilpotent if xm+1 is set to zero. Finally, s
T = [0, 0, S3, . . . , Sn,det (A(u, v))] and
tT = [0, . . . , 0, 1], so that the JY=B will have full rank.
Remark 5.2. As with Theorem 3.1, Theorem 5.1 can be applied recursively on one of the two
new edges, using a nilpotent realization for which the second added edge is nonzero.
Example 5.3. One can show that the nested intercyclic digraphs described in [12] are ⊛-
extensions of the pattern C2, with digraph given in Figure 5, starting with edge (2, 1). It follows
from Theorem 5.1 and [12, Theorem 3.2] that the Fiedler companion patterns characterized
in [12] are recursively constructed spectrally arbitrary ⊛-extensions of C2.
C2 =
[
⊛ ∗
⊛ 0
]
Figure 5. The pattern C2 and its digraph.
Remark 5.4. Note that in the definition of ⊛-extension, we do not require (u, v) to be an arc
of the digraph, unlike for triangle extensions. This means that there is much more flexibility to
construct spectrally arbitrary ⊛-extensions than triangle extensions.
Example 5.5. Recall that the pattern T3 is spectrally arbitrary and allows a full-rank Jacobian.
There is only one transversal in the matrix obtained by deleting row 3 and column 1 of T3. Thus,
the determinant condition of Theorem 5.1 is satisfied and the pattern with the digraph in Figure 6
is a spectrally arbitrary ⊛-extension of T3 at (3, 1).


⊛ ⊛ 0 0
⊛ 0 ⊛ 0
0 ⊛ ⊛ ⊛
⊛ 0 0 0


Figure 6. An ⊛-extension of T3
Finally, as was done in Section 4, we can apply an adjusted method to obtain inertially
arbitrary ⊛-extensions of inertially arbitrary patterns:
Corollary 5.6. Let A be a zero-nonzero pattern. Suppose A ∈ A is a matrix with refined inertia
ri(A) = (0, 0, c1, c2) for some c1 ≥ 2 and A allows a full-rank Jacobian (and hence A is inertially
arbitrary). Suppose u 6= v and detA(u, v) 6= 0. If B is an ⊛-extension of A at (u, v), then every
superpattern of B is inertially arbitrary.
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