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Abstract
The anomalous Doppler instability (ADI) is a key relaxation mechanism for suprather-
mal electrons in magnetic confinement fusion (MCF) plasmas. The ADI involves a
shift from parallel to perpendicular electron motion, accompanied by the excitation
of waves at frequency and wavenumber satisfying the anomalous Doppler resonance
condition. In this thesis we split effort between studying the physics of the anoma-
lous Doppler resonance and developing a new code to address linear calculations
in magnetized plasmas characterized by arbitrary gyrotropic velocity distribution
functions. This fully relativistic code is more general than the analytical linear the-
ory which has been performed previously. This code is benchmarked against many
problems in plasma physics.
We perform 2D3V particle-in-cell (PIC) simulations of the ADI for an en-
ergetic electron tail oriented in the magnetic field direction. For the first time we
verify, via fully kinetic simulation, that the long standing conjecture, that it is pos-
sible for the ADI to self consistently drive a positive slope in the parallel electron
velocity distribution, is correct. We show that the presence of this positive slope
excites waves in a separate region of frequency and wavevector space to the ADI.
We show that the simulated linear and quasilinear stages of instability demonstrate
strong agreement with the linear solver which we have constructed. We also show
that the addition of a second simulated spatial dimension is necessary to capture
nonlinear three-wave coupling which can be driven by the ADI. The location of this
three-wave triad, which has not previously been explored, is consistent with what
would be predicted by the wave matching condition and a cold plasma model.
xiii
Chapter 1
Introduction
1.1 Nuclear Fusion
Nuclear fusion is the process of combining atomic nuclei. A fusion event which
produces nuclei with atomic number below Z = 26 will generally yield net energy
gain. The fusion cross section σf is a measure of the probability that two nuclei will
fuse as function of velocity. For fusion to occur the atomic nuclei must overcome
the coulomb potential between positively charged ions. Due to the strength of
the coulomb potential very high temperatures are required. Understanding fusion
relevant conditions therefore necessitates the study of plasmas. The four fusion
reactions with favourable characteristics for energy production are:
2
1D +
3
1T → 42He + n0,
2
1D +
2
1D → 31T + p+ 50%
3
2He + n
0 50%,
3
2He +
2
1D → 42He + p+,
p+ + 115 B → 342He.
Of these four reactions, the most energetic and easily achievable is deuterium-
tritium. This nuclear reaction has the disadvantages of producing energetic 14.1MeV
neutrons which are hard to shield against, and requires that tritium be generated
via splitting 73Li and
6
3Li using these neutrons. The last two reactions listed here
are “aneutronic” in the sense that the majority of the energy produced is deposited
to fusion born ions and not neutrons. Mainstream fusion research currently focuses
on D-T fusion due to it having the lowest requirements for reaction. The simplicity
of nuclear fusion reactions means that they do not produce long lived radioactive
1
bi-products. There is therefore no risk of meltdown in the event of power outage or
catastrophic disruption. With the exception of 32He, the fuels are either plentifully
available or self generated. This means that nuclear fusion is highly desirable in the
long term as a future technology for energy generation.
1.1.1 Confinement
The main difficulty in achieving energy net gain from nuclear fusion arises due to the
problem of plasma confinement. Heat escapes from the plasma more quickly than
energy can be produced by fusion events. This problem is a “grand challenge” in
modern physics and therefore deserves study regardless of its immediate economic
application. Fusion energy gain cannot be achieved in particle colliders because
the cumulative collisional cross section for scattering by 90o greatly exceeds the
fusion cross section. This means that the ion velocity distribution will rapidly
thermalise before a significant enough number of fusion events can occur. It is
also for this reason that early electrostatic approaches to plasma confinement such
as the Farnsworth fusor, which accelerates ions using an electrode and relies on
non-thermal ion velocity distributions, are not thought to be viable for net energy
generation[2].
Provided that the fuel ions have a velocity distribution which is close to
a Maxwellian, fusion for net energy gain remains possible. In this case, the fuel
nuclei must be brought into close proximity at high enough temperatures for long
enough that a significant number of fusion events can occur before the confined heat
is lost from the plasma. This requirement is best known as the Lawson criterion.
The Lawson criterion states that for net energy gain from D-T fusion the product
of electron number density and energy confinement time, neτE , must exceed 1.5 ×
1020sm−3[3]. This number is minimised for an ion temperature of Ti = 25keV.
This condition may be satisfied in one of two regimes. Inertial confinement fusion
is possible when densities are very high but confinement times are low. Magnetic
confinement fusion is only possible at near vacuum densities but has a much longer
energy confinement time.
To date, the only approach to fusion which has yielded net energy gain is in-
ertial confinement fusion. Unfortunately this success has only ever been reproduced
at the scale of thermonuclear weapons. In order to be useful as a power source the
energies involved must be reduced to manageable levels. In inertial confinement fu-
sion, a great intensity of energy must be delivered to the outer edges of a fuel pellet.
Most current inertial confinement fusion research considers lasers as the primary
driver of choice for depositing this energy due to the very high intensities which
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are possible[4]. Delivery of significant energy to the fuel pellet causes a shockwave
to travel through the pellet, focusing energy at the core. If this shockwave can be
smooth and intense enough, the densities and temperatures at the pellets core may
reach levels sufficient for fusion. If enough fusion events can occur, a chain reaction
known as “ignition” may take place. Ignition means that the increase in temperature
caused by the initial fusion events causes the rate of fusion of the remaining fuel to
greatly increase, initiating a self sustaining cycle. In inertial confinement fusion, the
inertia of the fuel must contain the elevated temperature and density long enough
for a significant portion of the initial fuel to burn. In magnetic confinement fusion
the fuel must be contained in a steady state by strong magnetic fields. Ignition is
one of the primary goals for both inertial and magnetic confinement fusion research.
1.2 Magnetic Confinement
Magnetic confinement fusion (MCF) is the confinement of fusion plasmas using
a magnetic field. When a plasma is influenced by a strong magnetic field, particle
motion is altered in a fundamental way. Electrons and ions follow helical trajectories
tracing the magnetic field lines. This means that the plasma is not free to move
across the field lines. If the plasma is stable, heat loss across the field lines may only
be due to radiation and diffusion. Due to the individual particle dynamics, heat
diffusion in directions which are perpendicular to the magnetic field is much slower
than diffusion in directions which are parallel to the magnetic field. The maximum
pressure which may be supported by a magnetic field is P = B2/2µ0, where µ0 is
the permeability of free space. The electron pressure of a plasma is Pe = nekbTe.
The plasma beta of a device, which is a measure of its efficiency, is the ratio of these
quantities,
β =
nekBTe
B2/2µ0
. (1.1)
A device with ideal magnetic confinement would have a plasma beta of β = 1.
The first attempts at magnetic confinement used devices which had open
field lines[6]. A gas-dynamic trap is a type of device with open field lines. This class
of device consists of a central cylindrical bottle region capped with two magnetic
mirrors at either end. The bottle region of the trap is simply an evacuated solenoid
with internal magnetic field lines which are parallel to the solenoid. This region can
be extended to an arbitrary length, where particles will follow helical trajectories
along its length. Within the bottle region of the trap, confinement is very efficient.
The gas-dynamic trap at Novosibirsk has a perpendicular plasma beta of 0.6[7].
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Figure 1.1: A gas-dynamic trap is an example of open magnetic confinement. Mag-
netic mirrors exist at either end of the trap[5].
This very attractive perpendicular performance is unfortunately negated due to the
presence of open field lines at the ends of the device. In an open field configuration
plasma is always free to escape along the field lines. In a gas-dynamic trap magnetic
mirrors are installed to greatly reduce the rate of plasma outflow along the open field
lines. The mirror principle works by increasing the magnetic field strength towards
either end of the device. The magnetic moment of a charged particle in a magnetic
field is an adiabatic invariant defined by µ = msv
2
⊥/2B, where ms is the particle
species mass and v⊥ is the particles velocity perpendicular to the field lines. As
kinetic energy is also conserved, particles with pitch angle α = tan−1(v⊥/v‖) which
satisfy v2⊥/v
2
‖ > B(r)/Bmax follow trajectories which are reflected, where B(r) is
the magnetic field at the particles position and Bmax is the maximum magnetic
field strength of the mirror. The remaining particles are free to escape the trap,
leaving behind a loss cone in velocity space. Unfortunately kinetic instability and
collisionally driven diffusion means that the loss cone in velocity space tends to be
rapidly repopulated. This means that particles will continually stream from either
end of the device. As plasma is only lost at the ends of the device, it is possible
to improve confinement by increasing the device length. For net power gain in this
configuration it has been calculated that a device would need to be around 1km
long[8].
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Figure 1.2: Schematic view of the superconducting magnet system of the stellarator
Wendelstein 7-X[9].
1.2.1 Toroidal Confinement
The most highly developed MCF devices use confinement geometries which are
toroidal. The toroidal magnets of a solenoid may be wrapped around to form a closed
torus. In this configuration open field lines are not present. Unfortunately there are
several physical issues with this arrangement. Any force acting on a charged particle
gyrating in a magnetic field impacts a velocity drift in the direction perpendicular to
both the force and the field lines. This means that particles drift across the field lines.
Field line curvature and changes in the magnetic field strength both impact forces
on charged particles, hence a device which is simply a torus will not confine plasma
effectively. The two primary designs which address this problem are stellarators and
tokamaks. If the torus is morphed into a figure of eight the majority of drifts cancel.
An advanced implementation of this concept is known as a stellarator. Currently
the worlds largest stellarator is Wendelstein-7X. The design of the magnet system
for this device has been highly optimised by numerical simulations[10]. It is clear
from schematic 1.2 that significant complexity exists with the stellarator design. The
complex shape of the toroidal magnets puts them under significant mechanical stress
which reduces the designs already low engineering tolerances. Large stellarators
therefore remain several generations behind large tokamaks which are simpler to
engineer.
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1.2.2 Tokamaks
Tokamaks are designed so that a central solenoid inductively drives a current in
the plasma which flows parallel to the toroidal field direction. This current induces
a secondary poloidal magnetic field. The poloidal field causes additional velocity
drifts which mean that charged particles rotate around the tokamak. This means
that the curvature and grad-B drifts tend to be averaged out over time. It also
means that unless a bootstrap current emerges, or that additional current drive is
applied, then tokamaks cannot operate in steady state.
Most conventional modern tokamaks have a cross section which is D-shaped.
This design was widely employed in the 1980s and introduces additional shaping
coils to the configuration[11]. A magnetic island or X-point exists within the cross
section of the device. This X-point means that the plasma is separated into a core
and an unconfined outer scrape-off layer by a last closed flux surface(LCFS) or sep-
aratrix. Plasma in the scrape-off layer is diverted to a region of the first wall near
the X-point. This region of the first wall is known as the divertor and must be de-
signed to withstand extremely high heat fluxes. This configuration is also effective
at limiting high atomic number plasma impurities and allows for technologies such
as liquid lithium limiters[12]. Current examples of large D-shaped tokamaks include
JET, ASDEX-upgrade, DIII-D, JT60-U and KSTAR. The international thermonu-
clear experimental reactor (ITER) is the cumulation of this design approach and is
currently projected to achieve first plasma by 2025. ITER is expected to improve
energy confinement time by enlarging the plasma volume and is the flagship project
for international nuclear fusion. ITER has a design goal of Q ≥ 10[13], where Q is
the ratio of output energy to input energy. There are also hopes that ITER may be
able to achieve Q =∞(ignition)[14].
A second approach to tokamak design is spherical tokamaks. Spherical toka-
maks have a much lower aspect ratio than conventional tokamaks. The aspect ratio
of a tokamak is defined as the ratio between the minor and major radii of the torus.
In addition to the compact geometry afforded by their design, spherical tokamaks
have the advantage of relatively high plasma β[15]. It has been suggested that
by using smaller spherical tokamaks, with higher plasma β and stronger magnetic
fields, that it may be possible to achieve similar performance to large devices such
as ITER at lower cost[16]. Spherical tokamaks remain a possible candidate for a
next generation component test facility[17].
Spherical and conventional tokamaks share a large collection of common
traits, so that knowledge is often transferable between the two. The discovery
of high performance mode (H-mode) at ASDEX in 1982 is an example of this[18].
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H-mode is a regime of tokamak operation where confinement time is dramatically
improved. It was found at ASDEX that when sufficient neutral beam power was in-
jected, a temperature pedestal would form at the plasma edge, and turbulence would
be suppressed[19]. This allowed for tokamaks to support higher temperature gradi-
ents and therefore operate at a much higher plasma β. Since its initial discovery,
H-mode has been successfully employed in almost every modern tokamak[20].
1.2.3 Edge Localised Modes
Edge localised modes (ELMs) are disruptive magnetohydrodynamical (MHD) events
which occur at the edge of tokamaks operating in H-mode[21]. ELMs occur when the
edge pressure gradient exceeds a critical gradient. This gradient may be calculated
by considering MHD stability. The onset of an ELM results in a temporary reduc-
tion in the edge pressure gradient. The pressure gradient then gradually increases,
leading to conditions where ELMs can once again occur. ELMs may broadly be
classified into three categories. Type I ELMs are the largest edge localised modes.
In these events a large heat load may be deposited on the divertor. Type II ELMS
are an intermediate category with magnitudes between type I and type II. Type III
Elms are continuous and are associated with a significant deterioration of confine-
ment. ELMs may unload significant thermal loads on the first wall and divertor[22].
ELMs have also been associated with millisecond bursts of microwave emission in
MAST[23]. These microwave bursts occur on timescales too short to be accounted
for by thermal emission. It is thought that this emission may be linked to col-
lective instability and non-thermal electron populations[24]. The suppression and
prediction of ELMs remains an active area of tokamak research[25]. ELMs may be
considered a form of minor disruption which does not lead to total loss of plasma
confinement.
1.2.4 Disruption
Disruptions are events which cause a significant loss of plasma confinement. When
confinement is lost the plasma temperature rapidly drops. This “thermal quenching”
causes the plasma resistivity to rapidly increase. This is followed by a rapid decrease
in plasma current and the formation of a strong parallel electric field. Disruptions are
a problem which occurs in both conventional tokamaks and spherical tokamaks[26].
When a disruption event occurs the first wall may experience very large thermal
and mechanical loads. It has been suggested that this may significantly reduce
the lifetime of plasma facing components in ITER[27, 28]. There are two main
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classes of instability which lead to disruption. Vertical displacement events are MHD
instabilities which can occur when vertically elongated plasmas become unstable to
bulk vertical motion[29, 30]. This instability involves the whole plasma and can lead
to thermal quench if the plasma is displaced sufficiently to come into contact with
the first wall. Major disruptions occur when the tokamak magnetic configuration
becomes unstable to helical perturbations[31]. The exact cause of major disruptions
varies from device to device. In most cases it is thought to be related to loss of
magnetic shear and “bubble capture”[32]. The mitigation of disruptions is currently
a very active area of research[33]. It is important to understand both the physics
leading to disruptions, and the results of disruptions. The presence of a large parallel
electric field means that vertical displacement events and major disruptions can
both lead to conditions which allow the formation of energetic runaway electron
populations[34].
1.2.5 Runaway Electrons
Runaway electrons (RE) is the term used to denote electrons which are free to
accelerate to very high energies. Under normal conditions, electrons which are
accelerated to higher velocities will rapidly thermalise due to collisions. Dreicer
showed that by solving the collisional Boltzmann equation:
∂f
∂t
+
eE‖
me
∂f
∂v‖
=
∂f
∂tcoll
, (1.2)
for a plasma comprised of thermal electrons and thermal ions in static electric field,
that a runaway electron tail could be produced[35, 36]. For electrons with parallel
velocity v‖ > vc there exists some critical value of the electric field Ec for which
runaway will occur. This effect arises because the collisional friction force experi-
enced by electrons scales as v−2‖ . This means that for electrons going faster than
the critical velocity vc, the collisional drag force is less than the force applied by the
electric field. These accelerated particles continue to be preferentially accelerated
and form an energetic tail that is distinct from the bulk of the distribution. Once a
small population of runaway electrons exists it has been suggested that an avalanche
mechanism may drag further electrons out into the tail[37]. Small angle collisions
between high energy electrons in the tail and electrons in the bulk may allow for
electrons in the bulk to exceed the Dreicer velocity.
When present, runaway electrons may exasperate the already hostile con-
ditions of disruption. Significant quantities of energy may be deposited on very
localised regions of the first wall. Concern exists that this problem may be more se-
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vere in ITER[38]. The mitigation of this damage remains an active area of research,
where interest has been placed in strategies such as argon puffing[39], or using thin
layers of tungsten as shielding[40]. Understanding the physics of runaway electrons
requires detailed calculations spanning a multitude of time-scales.
1.3 Models for magnetized Plasma
Plasma physics is a discipline which describes physical phenomena which occur
across a wide range of spatial and temporal scales. Multiple approaches are there-
fore required to describe physics in different regimes. Fluid models describe plasmas
in terms of smoothed quantities such as bulk velocity and density. Magnetohydro-
dynamics (MHD) is a theory which describes the magnetic properties of conducting
fluids. MHD solves the continuity equation, fluid equation of motion and the energy
equation of state. This theory is useful for describing macroscopic physics which
occurs on length and time-scales much longer than the ion gyro-radius and gyro-
period. It is also a good predictor for plasma stability in tokamaks. Ideal (zero
resistivity), resistive and Hall MHD are frequently applied to calculate tokamak
stability[41]. It is possible to model dynamic processes such as merging compression
in spherical tokamaks using MHD[42]. Publicly available MHD solvers relevant to
the study of plasma in tokamaks include Nimrod[43], HiFi[44], Elite[45] and many
more.
Because fluid models only track the moments of particle distributions, they
can never capture structures in velocity space and therefore have limited applicabil-
ity for calculating dynamical properties which depend on velocity anisotropy. Codes
can be constructed which trace the orbit trajectories of charged particles in arbitrary
evolving magnetic and electric fields. These Orbit tracing codes can be coupled with
the output of MHD simulations, an approach which has been to used to understand
fast particle behaviour during sawtooth crashes[46] and merging compression[1].
Orbit tracing codes are not fully self-consistent. This means that the cur-
rents produced by particle populations do not feed back to the fields dictating their
trajectories. For this reason, it is not possible to model physics involving resonant
wave-particle interactions using orbit tracing codes. To understand wave-particle
resonance and fast physics at small scales, it is necessary to study kinetic theory.
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1.3.1 Kinetic Theory
Kinetic theory describes gases or plasmas by a continuous particle distribution func-
tion. Equal emphasis is placed on the spatial and velocity dependence of this dis-
tribution function. Kinetic theory is applicable when a large enough number of
particles exist for the approximation of a continuous distribution to be statistically
valid. The most fundamental equation in kinetic theory is the Boltzmann equation:
∂fs
∂t
+
dr
dt
· ∂fs
∂r
+
dp
dt
· ∂fs
∂p
=
(
∂fs
∂t
)
coll
. (1.3)
The species distribution function fs(r,p, t) describes the number density of a particle
species as a function of position, momentum and time. The most complex part of this
equation is the collisional term. In gas only binary collisions need to be considered.
Collisions involving lager numbers of particles occur so infrequently that they can
be neglected. The Boltzmann collision operator defines the rate of collision between
distribution functions f1(r,p, t) and f2(r,p, t) for collision cross section σ(p1,p2):
(
∂f2
∂t
)
1
=
∫ ∫ ∫
σ(p1,p2;p
′
1,p
′
2)|p1 − p2|
× (f1(p′1)f2(p′2)− f1(p1)f2(p2)) d3p2d3p′1d3p′2. (1.4)
Here p′ denotes original momentum and p denotes momentum after collision. Due
to the challenges involved with efficiently calculating the Boltzmann collision oper-
ator, this topic is still an area of active computational research[47]. Several simpler
collision operators exist. For example the BGK[48] approximation assumes that
collisions will always force a non-Maxwellian distribution to return to a Maxwellian
distribution at a rate proportional to the collision frequency.
Coloumb interactions are long range and therefore cannot be modelled ef-
ficiently by using a binary collision operator. Low density plasmas such as those
found in tokamaks are dominated by long range collisions. It is possible to ignore
short range collisions and instead model long range interactions by tracking elec-
tric and magnetic fields and applying the Lorentz force law. This gives the Vlasov
equation:
∂f
∂t
+
dr
dt
· ∂f
∂r
+ qs (E+ vs ×B) · ∂f
∂p
= 0 (1.5)
To solve the Vlasov equation it is necessary to describe the feedback of moving
charge back into Maxwell’s equations. This gives the Maxwell-Vlasov system of
equations. When described classically a point charge produces an electric field
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which is unbounded at short range. In plasma physics this problem is avoided by
consideration of the Debye sphere. The short range interaction between charged
particles is greatly reduced because of electric field “screening” due to local cloud
of mobile electrons. In practise Vlasov models often neglect short range collisions
entirely. Effects occurring on longer time-scales may be described by the Landau
(Fokker-Planck) collision operator, which approximates the effect of many small
angle collisions[49].
In general it is very computationally expensive to directly solve the Vlasov
equation. Several simplifications may be applied to the full treatment of kinetic
theory. Drift-kinetics and gyrokinetics reduce computational requirements by gyro-
averaging the distribution function[50, 51]. These theories are useful for describing
physics on intermediate time-scales between a fully kinetic treatment and a MHD
treatment. Neither drift-kinetics or gyrokinetics may fully capture the physics of gy-
rating particles interacting with the electric and magnetic fields. Several categories
of hybrid codes also exist, which treat electrons and ions differently. As we wish to
investigate the physics of electrons, it is necessary to maintain a good understanding
of full kinetic theory.
Because kinetic theory does not describe individual particles, it is unable
to address certain physical processes. The Klimnitovich equation describes every
particle in a plasma individually[52]. This allows for physical phenomena which
depend on the statistical properties of the phase space distribution function to also
be resolved. In practise this approach is limited to modelling a very small number
of physical particles. We can capture many of these effects by using particle-in-cell
codes, which instead model spatially smoothed elements in phase space. We address
particle-in-cell codes in Section 2.1.
1.3.2 Velocity-Space Instability
The Maxwell-Vlasov system of equations describes electromagnetic fields and their
interactions with the underlying particle distribution functions. For plasma there are
many oscillating solutions which depend on the initial conditions. These solutions
form a spectrum of travelling waves. This spectrum makes up the plasma dispersion
relation. These solutions can be stationary, damped, or growing in time. It is
often the case that the behaviour of these waves is significantly modified by the
particular form of the velocity distribution. “Velocity-space instability” occurs when
the velocity distribution causes waves to grow in time.
Velocity space instabilities can cause “collective emission”. Collective emis-
sion is distinct from thermal emission in that collective emission involves the whole
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plasma, while thermal emission only involves single particles. Observations of collec-
tive emission tend to rapidly grow in time, and may have luminosities which greatly
exceeds what is possible from thermal emission alone. Collective emission may grow
very rapidly in time until some saturation point is reached, when the rate of energy
transfer from the particle distribution to electric or electromagnetic waves becomes
limited. This means that it is possible to observe short bursts of microwave emission
which may be attributed to velocity space instability.
A great number of velocity-space instabilities are known. These are distinct
from MHD instabilities which only depend on the bulk properties of the plasma.
A key theme in the study of velocity space instability is wave-particle resonance.
Wave-particle resonance occurs when individual particles are resonant with waves
with phase velocity equal to the particles velocity. The addition of a strong magnetic
field allows for additional harmonic wave-particle resonances to occur, at increments
of the particles cyclotron frequency. This results in a wider array of instabilities
being possible when plasma is magnetized. The anomalous Doppler instability is
an example of velocity space instability which may occur in runaway electrons in
magnetized plasma. We introduce the properties of this instability in more detail
within Chapter 4.
1.4 Thesis Outline
The research presented in this thesis is motivated primarily to advance the knowledge
of kinetic theory relevant to runaway electrons in tokamak plasmas. We place an
emphasis on studying velocity space instabilities which occur on short time-scales,
rather than studying collisional physics which requires much longer time-scales to
resolve. The two primary research chapters of this thesis govern the construction of
a fully gyrotropic relativistic kinetic dispersion solver and fully kinetic two spatial
three velocity (2D3V) self-consistent particle-in-cell simulations of the anomalous
Doppler instability.
We begin this thesis by first discussing the methods which we use to perform
simulations and by outlining some of the methods used to analyse data from particle-
in-cell codes. We benchmark the calculation of linear growth rates using a simple
1D simulation of an electron two-stream instability. In this section we also show
how spatiotemporal Fourier transforms can be computed and compare against the
dispersion relation of a cold plasma model. As a demonstration of our methodology,
polarization which is calculated from theory is compared to polarization computed
by simulation.
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In the first research chapter of this thesis, we construct a code to solve lin-
ear physics in magnetized plasmas characterized by arbitrary gyrotropic velocity
distributions. This code is able to accurately predict the frequency, growth and
damping rates for plasma waves. Additionally, quantities such as polarization may
be computed for these solutions. Fully relativistic and non-relativistic variants of
this code are constructed. Following a review of some of the analytical approaches to
calculating the linear theory of waves in plasmas, we benchmark the non-relativistic
variant of this code against a number of problems. We show that it is able to re-
produce a wide range of physical effects including beam instabilities and Landau
damping. The code accurately reproduces simple hydrodynamic instabilities such
as streaming instabilities and more complex kinetic instabilities such as the oblique
kinetic electron firehose instability. We also demonstrate that this code is capable
of computing growth rates for ion cyclotron emission driven by a ring beam distri-
bution. The relativistic variant of this code is shown to predict instability at the
electron cyclotron maser resonance, where the non-relativistic variant (as expected)
does not.
In the final research chapter, we perform 2D3V particle-in-cell simulations
which are initially composed of a superthermal electron tail and background ion pop-
ulation in a guiding magnetic field. Strong agreement is found to exist between the
linear growth rates that have been computed using the dispersion solver which we
have developed, and the growth rates measured during the linear phase of particle-
in-cell simulation. We investigate the quasilinear evolution of the electron velocity
distribution in response to electrostatic waves excited by the anomalous Doppler
instability. We verify by using fully kinetic simulation, for the first time, that it
is possible for a positive slope to evolve self consistently in the parallel component
of the velocity distribution. This positive slope triggers instability in a separate
region of frequency and wavevector space to the location which is excited by the
anomalous Doppler resonance. We additionally investigate the possibility for sec-
ondary non-linear wave-wave interactions. Using bispectral analysis we demonstrate
that many phase locked three-wave triads exist where the beat wave is unsupported
by the dispersion relation. These three-wave triads have inherently limited energy
transfer. We also show that under certain circumstances, it is possible for waves at
the anomalous Doppler resonance to support beat waves which are supported by the
dispersion relation. We demonstrate that the region of frequency and wavevector
space where we observe this effect in simulation can be well predicted by consider-
ing the frequency and wavevector matching conditions of a cold plasma dispersion
model.
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Chapter 2
Simulation Methods
2.1 particle-in-cell Codes
From first principles particle-in-cell (PIC) codes are the most robust method to
study the kinetic theory of plasmas. In PIC codes fluid macro-particle elements
which represent a large number of physical particles are tracked in continuous phase
space. Certain moments of the macro-particle distribution are additionally tracked
on a fixed mesh. The particles and moments are then updated iteratively. This
means that the tracked quantities can evolve self consistently in time. Provided that
a sufficiently large number of macro-particles are simulated, statistically significant
output will be produced.
In this thesis we make significant use of the fully relativistic electromagnetic
PIC code EPOCH [53]. This relativistic electromagnetic PIC code uses weighted
macro-particles which are attributed with position and momentum. Each macro-
particle represents many physical particles of a single species with a fixed charge
and rest mass. In each time-step of the simulation the macro-particles momentum
is updated using the Lorentz force law driven by electric and magnetic fields which
are defined on a Cartesian grid. The first moment of particle velocity is then ac-
cumulated on the grid, and used to calculate current density. The current density
is then used to update the electric and magnetic fields using Maxwell’s equations.
This iterative scheme can accurately reproduce a full range of classical micro-scale
behaviour for collections of charged particles.
2.1.1 Updating Fields
Fields in EPOCH are evaluated on a staggered Yee-Grid[54]. The magnetic field
density is evaluated on the edges of a unit cube while the electric field density is
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evaluated on face norms. The first two of the equations which outline the second
order finite-difference time-domain (FDTD) scheme for the electric and magnetic
fields at step n+ 1 are:
En+
1
2 = En +
∆t
2
(
c2∇×Bn − jn) , (2.1)
Bn+
1
2 = Bn − ∆t
2
(
∇×En+ 12
)
. (2.2)
After En+
1
2 and Bn+
1
2 are computed, jn+1 is computed using the current density
which was accumulated during the particle push. The fields are then evolved fully:
Bn+1 = Bn+
1
2 − ∆t
2
(
∇×En+ 12
)
, (2.3)
En+1 = En+
1
2 +
∆t
2
(
c2∇×Bn+1 − jn+1) . (2.4)
This explicit leapfrog scheme uses half time-steps and is preferable to implicit
schemes as implicit schemes must solve for both the current and future state and are
thus less computationally efficient. The time-step size ∆t is chosen at the simulation
onset to ensure that the Courant Friedrichs Lewy(CFL) condition is satisfied for the
speed of light[55]. The 1D CFL condition for light states that ∆t < ∆x/c, where
∆x is the grid spacing. In addition to satisfying the CFL condition, the numeri-
cal scheme used in EPOCH requires that the condition ∆t < pi/ωps is satisfied for
stability, where ωps = nse
2/ms0 is the species specific plasma frequency.
2.1.2 Particle Pusher
The particle pusher is the most computationally demanding component for most PIC
codes. In EPOCH macro-particle momentum is updated using a Boris scheme[56].
The Boris scheme separates the particle push into a rotation around the magnetic
field and two half integrations of the electric force. As the Boris method rotates ve-
locities around the magnetic field, energy is conserved and the radius of gyro-orbits
remains constant for constant magnetic fields. This quality is essential for modelling
magnetized plasmas. To reduce noise the electric and magnetic fields are interpo-
lated from the grid using shape functions evaluated at each macro-particles position.
All PIC simulations reported here make use of shape functions which are composed
of four quadratic splines. Following the momentum update, the particle position is
then updated. Finally, the current is updated using a Esirkepov scheme[57].
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2.1.3 Numerical Tuning
The CFL condition means that simulations with larger cell sizes can run in less
time-steps than simulations with smaller cell sizes providing that plasma oscillations
are well resolved. It is necessary to spatially resolve the physics which is being
investigated. This means that if possible, it is desirable to use cell sizes which are
comparable to the length scales of the physics of interest. Unfortunately, increasing
cell sizes excessively has the unwanted effect of enhancing self-heating. In addition
to this, properties of the simulated dispersion curve may be modified when cell sizes
are sufficiently large. A trade-off therefore exists which must be hand tuned for the
individual simulation which is being considered.
When running PIC codes it is also important to represent the momentum dis-
tribution with a sufficiently large number of particles per cell. Each macro-particle
in the code drives a current fluctuation. This fluctuation drives fluctuations in the
electric and magnetic fields. These fluctuations are often referred to as “noise”,
although they arise in a fully self-consistent manner and therefore closely resemble
the properties of physical plasmas. Signal to noise ratio typically scales as 1/
√
N
where N is the number of events measured. This scaling is also true for PIC simula-
tions, where the noise in the field energy (a squared quantity) scales as 1/N , where
N is the number of particles per cell. When sampling from distributions which
are not comprised of particles with a single fixed value of energy, it is possible to
adjust individual particle weights to reduce the noise in the initial configuration. In
the ideal case, the quantity
∑
iwip
2
i should be minimised, where wi is the macro-
particle weight and pi is the macro-particle momentum. This minimizes the energy
associated with particle current fluctuations at initialisation. In practise it is often
more effective to simply to increase the number of particles per cell until numerical
convergence is attained.
2.2 Analysing Simulation Output
Quantities stored on the simulation grid can be written to disk at user defined time
intervals. This section addresses some of the methods which we have used to analyse
simulation output. In Figure 2.1 we show the electrostatic field in both physical and
wavenumber space for a simulated two-stream instability. The electrostatic field
energy is the component of electric field energy aligned with the direction of wave
propagation. In a 1D simulation, waves are only free to travel in the direction of
the simulation domain, so that the electrostatic field is just Ex. The two-stream
instability occurs for a simple linearly unstable system composed of two counter-
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Figure 2.1: Panel a): Spatial electrostatic field energy density evolves in time. Panel
b): Spatial Fourier transforms of the electrostatic field evolve in time. The white
dashed lines show the upper and lower bounds of the time period which we measure
growth rates for.
streaming charged particle beams. We can simulate this using PIC codes. In Section
3.1.1 we derive the linear growth rates for this instability as an introductory problem
to calculating growth rates for kinetic instabilities in magnetized gyrotropic plasmas.
The result of this derivation is:
1− ω
2
pe
2
[
1
(ω − k · v0)2 +
1
(ω + k · v0)2
]
= 0, (2.5)
where k is the wavevector. Here we aim to reproduce this result by performing
self consistent PIC simulations. We represent the counter-streaming electron beams
using two drifting Maxwellians which have very low thermal temperatures. Here
we choose a thermal temperature of Te = 0.01eV. The electron thermal velocity
is defined as vth =
√
kBTe/me where kB is the Boltzmann constant and me is
the electron mass. A beam velocity of v0 = 2000vth is chosen, where each beam
contains half of the total electron number density. The total electron number density
ne = 2.5×1019m−3 defines the electron plasma frequency ωpe =
√
e2ne/me0, where
0 is the permittivity of free space and e is the elementary charge. This instability
evolves rapidly in time. For this reason we output data every ∆t = τpe/40, where
the plasma oscillation period is τpe = 2pi/ωpe. The simulation was terminated after
20τpe. We perform this 1D simulation in a spatially homogeneous periodic box
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Figure 2.2: Logarithm of spatially integrated electrostatic field power is plotted
against time. Linear growth is measured between the two dashed grey lines at times
t1 = 2τpe and t2 = 4τpe and is shown in Figure 2.3.
containing 10000 cells of length ∆x = 30λD, where λD =
√
0kBTe/e2ne is the
Debye length for the cold electron beams. Although greatly exceeding the Debye
length, this cell size is still relatively small for simulations of this type. We highlight
that it is not always important to resolve the Debye length in PIC simulations. We
used 2000 particles per cell to ensure that the instability was well resolved. This
resolution is likely more than is necessary, but is an acceptable use of resources given
that the simulation still runs in under one hour on 64 processes.
2.2.1 Measuring Growth Rates
Using the time-series of spatial electrostatic field density which is produced by
EPOCH, we can measure growth rates from simulation. In Figure 2.2 we show
a time-series of the total electrostatic field energy density. In this figure a period
of linear growth occurs roughly between times t1 = 2τpe and t2 = 6τpe. For times
earlier than this, the simulation is dominated by other physics such as spontaneous
emission. At time t ≈ 6τpe wave energy saturation occurs. For times later than
this the simulation enters into its non-linear phase of evolution. In this phase it is
difficult to predict what may occur from simple linear analysis. We choose to mea-
sure growth rates during the first half of the linear phase of evolution between times
2− 4τpe. This choice is made because the underlying velocity distribution function
does not evolve much beyond its initial configuration for these early times. The
maximum growth rate in the simulation can be calculated by simply measuring the
slope of the blue line which depicts the logarithm of electrostatic power in Figure
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Figure 2.3: Growth rates are plotted as a function of k. Analytic solutions of
Equation 2.5 are shown in red. Growth measured from simulation is shown in
black. Errors computed from a least square fit are shaded in grey.
2.2. The electric field amplitude grows as E(t) ∝ eγt so that the slope of this line
will be equal to 2γ, where γ is the growth rate of the instability.
In panel a) of Figure 2.1 it is evident that a spectrum of spatial waves exists.
If we first spatially Fourier transform the fields, we can then examine the growth
of waves with different wavenumbers separately. The time evolution of the spatial
Fourier transform of the electrostatic field is shown in panel b) of Figure 2.1. The
frequencies of a discrete Fourier transform are determined by the sampling rate and
the number of samples. For a box of length L with grid spacing ∆x, the wavenumbers
which can be resolved are kn = npi/L, where L = N∆x and n ranges from −N/2
to N/2. The maximum wavenumber is equal to pi/2∆x. The lowest wavenumber is
the fundamental wavenumber and is determined by pi/L. In this simulation we have
been careful to use a box which is large enough to resolve many low wavenumbers.
Later in this thesis we perform simulations which have 2 spatial dimensions.
Spatial Fourier transforms in 2D are simple to perform. Fourier transforms are a
linearly independent operation, so that a 1D Fouier transform can be performed in
the x direction, followed by a second 1D Fourier transform in the y direction. This
gives the wavevector as a grid in kx and ky. As the wavevector is a vector quantity,
measuring waves propagating at some angle θ from the x direction of a 2D simulation
is simply a matter of interpolating quantities along the line k = k(cos θ, sin θ) in
wavevector space.
Growth can be computed from this time series of spatial Fourier transforms.
We construct a time series for the natural logarithm of the absolute value of each
Fourier component. A simple least squares fit is then performed on this data. We
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Figure 2.4: Time evolution of the electron velocity distribution as a function of
velocity in the direction of the simulation domain.
can compute the variance of the gradient of this fit from the covariance matrix. In
Figure 2.3 we show growth rates which have been measured using this technique for
the simulation of the two-stream instability. It is evident that very good agreement
exists between simulation and the analytical growth rates presented here. The errors
computed from the fit are small. Here they have been exaggerated for the purposes
of visualization. It is important to note that these are only the standard errors in
the fitted gradient and ignore the possible influence of systematic effects.
2.2.2 Particle Distributions
In addition to measuring quantities which are stored on the grid, we can also measure
quantities of the particles themselves. In PIC simulations it is typical to work with
numbers of macro-particles which would be difficult to store in memory or on disk.
It is more appropriate to compute histograms of the particle distribution during the
simulation. For this reason it is necessary to choose the properties of the distribution
which will be recorded prior to the simulation initialisation. In Figure 2.4 we show
the evolution of the particle distribution function in time as a function of velocity in
the x direction. During the linear growth phase of the simulation little visible change
occurs in the velocity distribution. It is evident that the saturation mechanism for
the two-stream instability is that the velocity distribution flattens out. This is
followed by a turbulent mixing of phase space and the broadband excitation of
many eigenmodes.
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2.2.3 Cold Plasma
The theme of magnetized plasmas is important in this thesis. As an introduction to
performing simulations describing magnetized plasmas, and to highlight some of the
electrodynamics necessary to compute growth rates, we will explore the dispersion
relation for a cold magnetized plasma. This very simple description can be surpris-
ingly informative. We begin with the basic equations needed to describe waves in a
magnetized plasma. Maxwell’s equations state that:
∇×E = −∂B
∂t
, ∇×B = µ0j+ 1
c2
∂E
∂t
, (2.6)
If the electric field is represented as a Fourier series, with components of the form
Eω,k exp i(k · r− ωt), then 2.6 can be combined to give the wave equation:
k× (k×E) + ω
2
c2
E+ iωµ0j = φ, (2.7)
where φ is some vector potential which describes inhomogeneity. Defining the wave
normal n = kc/ω and applying Ohm’s law j = σ · E to the homogeneous wave
equation, where σ describes the conductivity tensor, we arrive at:
n× (n×E) +  ·E = 0, (2.8)
where the dielectric tensor is defined by  = 1+ iµ0c
2
ω σ and 1 is the unit diadic. The
equation of motion for a non-relativistic species in a cold magnetized plasma is:
ms
dvs
dt
= qs(E+ vs ×B), (2.9)
where ms is the species mass and qs is the species charge. Given that the current
density is just j =
∑
s qsnsvs, it is then possible to solve for the individual elements
of the conductivity tensor σ. The magnetic field can be oriented such that B0 =
(0, 0, Bz) without loss of generality. The component σz,z is then simple to solve as its
solution is independent of the magnetic field. The non-zero conductivity elements
σx,x, σx,y, σy,x and σy,y can be solved as a linear system, giving the multi species
cold plasma conductivity tensor:
σ =
∑
s

i ωnsq
2
s
ms(ω2−Ω2cs) −
Ωcsnsq2s
ms(ω2−Ω2cs) 0
Ωcsnsq2s
ms(ω2−Ω2cs) i
ωnsq2s
ms(ω2−Ω2cs) 0
0 0 insq
2
s
msω
 . (2.10)
where the species specific cyclotron frequency is defined as Ωcs = qsB0/ms. In
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Figure 2.5: Cold plasma dispersion relations are shown for angles θ = 0o, θ = 45o
and θ = 90o in panels a), b) and c) respectively. All panels are computed for the
ratio of ωpe/Ωce = 0.8. The right and left whistlers propagating at θ = 0
o are plotted
in red and green. The ordinary mode is plotted in black and the extraordinary mode
in blue. The W and Z (upper and lower bulk modes) are shown in orange and purple.
practise the dielectric tensor is more useful than the plasma conductivity tensor.
The cold plasma dielectric tensor is:
 =

1−∑s ω2psω2−Ω2cs −i(∑s Ωcsω2psω(ω2−Ω2cs)) 0
i
(∑
s
Ωcsω2ps
ω(ω2−Ω2cs)
)
1−∑s ω2ps(ω2−Ω2cs) 0
0 0 1−∑s ω2psω2
 . (2.11)
where ωps =
√
nsq2s/0ms is the species specific plasma frequency. Expressing the
wave Equation 2.8 in matrix form and substituting the cold plasma dielectric re-
sponse tensor 2.11 gives a system of equations which may be solved. Taking the
determinant of this system gives a sixth order polynomial for which roots may be
found in a purely symbolic manner. Solving these roots gives the well known cold
plasma dispersion relation for an arbitrary angle θ, species charges, densities and a
background magnetic field.
In Figure 2.5 we plot solutions to Equation 2.8 for angles θ = 0o, θ = 45o and
θ = 90o from the magnetic field direction. These solutions are computed for a ratio
of plasma frequency to electron cyclotron frequency of ωpe/Ωce = 0.8. The ordinary
“O” wave is plotted in black. The dispersion relation for this mode, ω2 = ω2pe+k
2c2,
is unaffected by the presence of a magnetic field and is characterized by a frequency
cut-off at ω = ωpe when k = 0. Right and left polarized whistler waves are shown
in red and green respectively. The dispersion relations for these modes may be
described by k2c2 = ω2 − ω2pe1−Ωce/ωpe and k2c2 = ω2 −
ω2pe
1+Ωce/ωpe
. The right whistler
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frequency cutoffs occur at ωR =
1
2
(√
Ω2ce + 4ω
2
pe + Ωce
)
and ω = 0 while the left
whistler frequency cutoff occurs at ωL =
1
2
(√
Ω2ce + 4ω
2
pe − Ωce
)
. The lower right
polarized whistler branch has a resonance at the electron cyclotron frequency. The
extraordinary or “X” mode is plotted in blue and is described by the dispersion
relation k2c2 = ω2−ω2pe ω
2−ω2pe
ω2−ω2h
, where ω2h = ω
2
pe + Ω
2
ce is the upper hybrid frequency.
Frequency cutoffs for the upper and lower extraordinary modes occur at ωR and ωL,
the same as those for the right and left polarized whistlers. The extraordinary
mode has a resonance at the upper hybrid frequency. Modes propagating at angles
between 0o and 90o are sometimes denoted by the letters “W” and “Z”, but we
prefer the nomenclature upper bulk mode and lower bulk mode. The resonance for
these modes occurs at:
ω2U,L =
1
2
ω2h ±
1
2
√
ω4h − 4Ω2ceω2pe cos2 θ, (2.12)
and the frequency cutoffs are identical to those of the purely perpendicular and
parallel modes.
2.2.4 Spatiotemporal Fourier Transforms
In Section 2.2.1 we analysed data using only spatial Fourier transforms. Spatial
Fourier transforms can then be Fourier transformed in time. The resultant spa-
tiotemporal Fourier transform is the dispersion relation. The signal analysis uncer-
tainty principle states that:
∆ω∆t ≥ 1
2
(2.13)
where ∆ω is the frequency resolution and ∆t is the time resolution. There is a fun-
damental limit on the frequency resolution which can be attained for a given time
resolution. This means that it is only sensible to perform temporal Fourier trans-
forms when the envelope of the oscillating signal varies slowly in time. The signal
which we analysed in Section 2.2.1 grows too quickly in time for good frequency
resolution to be attained.
Simulation data is not typically periodic in time. Performing Fourier trans-
forms on signals which are not periodic will typically produce artefacts. To avoid
this, we first multiply the signal by a Hann window[58]. A Hann window is defined
as:
H(n) = sin2
(
pin
N − 1
)
(2.14)
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where n is the index of the sample and N is the number of samples. When this win-
dow is multiplied by a signal, then Fourier transformed, the resulting spectrum has
a slightly reduced frequency resolution but much less aliasing. This is advantageous
for visualization.
To demonstrate the agreement between the analytical cold plasma disper-
sion relation which we computed in Section 2.2.3 and the dispersion relation which
can be computed from PIC simulation, we perform a simple 1D simulation of a
magnetized plasma in a periodic box. This simulation is performed with a back-
ground magnetic field oriented at 90o to the direction of the simulation domain. The
background magnetic field strength is B = 2T and the electron number density is
ne = 2.5×1019m−3, so that the ratio ωpe/Ωce = 0.8. Although not strictly required, a
population of protons is added. The electron and proton temperatures are initialized
to Te = Tp = 1keV. The simulation is performed with 1000 particles per cell, 1000
cells and a cell size of ∆x = λD, where the Debye length is λD =
√
0kBTe/nee2.
The simulation was performed for 100τce, where τce = 2pi/Ωce.
2.2.5 Polarization of Electromagnetic Waves
An electrostatic wave is a wave for which the electric field oscillates in the direction
parallel to the direction of wave propagation. The electric field of an electromagnetic
wave oscillates in a direction perpendicular to the direction of wave propagation.
Because there are two directions perpendicular to wave propagation, electromagnetic
waves can be left, right or plane polarized, depending on the phase difference (or
lack of) between the individual oscillating components. The polarization may be
fully described by an ellipse rotated by an angle of orientation.
In a magnetized plasma waves can have components which are partially elec-
trostatic and partially electromagnetic. Here the terminology “degree of electromag-
netic polarization” is used to describe the degree to which a wave is electrostatic or
electromagnetic. A wave which is fully electromagnetic has a degree of electromag-
netic polarization of pi/2, while a wave which is fully electrostatic has a degree of
electromagnetic polarization of 0.
We can describe these quantities using either simulation or by solving the
wave Equation 2.8. All three vector components of the simulated electric field may
be independently spatio-temporally Fourier transformed. This gives the quantities
Eˆx,ω,k, Eˆy,ω,k and Eˆz,ω,k. The degree of electromagnetic polarization may then
be evaluated by computing DoEP = cos−1
(
|Eˆω,k · k|/|k||Eˆω,k|
)
. This quantity
is evaluated from simulation and plotted in the left panel of Figure 2.6. We can
compare simulated DoEP to DoEP calculated by solving the wave equation for a
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Figure 2.6: Panel a): Degree of electromagnetic polarization is computed from
simulation at angle θ = 90o. Panel b): Corresponding degree of electromagnetic
polarization is computed by solving the eigenvectors of Equation 2.8. Purely elec-
tromagnetic modes are shown in yellow and purely electrostatic modes are shown in
purple. Panel a) is colourized according to the power density, so that white regions
have low power.
cold plasma dielectric tensor. For a non singular 3×3 matrix there are three pairs
of eigenvalues and corresponding linearly independent eigenvectors. Solutions to
Equation 2.8 exist when one of the eigenvalues is zero. The eigenvector Eλ(ω,k)
corresponding to the zero-eigenvalue solution may be treated in the same manner as
the electric field components produced in simulation. The degree of electromagnetic
polarization is computed from Eλ(ω,k) and shown in panel b) of Figure 2.6. The
simulated DoEP on the left panel agrees very well with the DoEP computed by
solving the cold plasma wave equation shown on the right panel. As would be
expected, the “O” mode is purely electromagnetic, and the lower right whistler
mode and second electron cyclotron harmonic are electrostatic at large k.
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Chapter 3
Linear Physics in Gyrotropic
Magnetized Plasmas
3.1 Introduction
It is useful to have a means available for computing linear growth rates for insta-
bilities in magnetized plasmas driven by arbitrary gyrotropic velocity distributions.
This would allow us to better predict the linear evolution of waves in plasmas given
that sufficient information about their bulk parameters was known. This knowledge
would both allow us to predict and benchmark the results from either particle-in-cell
simulations at early times, or physical plasmas, particularly in terms of their sta-
bility properties. While many papers address the analytic solutions for a particular
form of velocity distribution within a particular range of bulk parameters, these
works typically make approximations which may limit their scope. We therefore
examine an alternative approach.
In this chapter we begin by exploring some of the previous techniques used
to calculate linear growth rates for velocity dependent plasma instabilities. We
initially focus on two approaches, each covering similar physics but valid in different
regimes. These are the hydrodynamic and kinetic regimes of instability. We next
outline the much more involved derivation of a gyrotropic plasma susceptibility
tensor. Knowledge of this tensor enables calculation of the dispersive properties of
waves in magnetized plasmas.
We then discuss how exact solutions of this quantity are not simple to attain
and that a numerical approach may instead be employed. In this chapter we outline
the construction of two modules of a code, one which will describe solutions in
the non-relativistic approximation and one which is fully relativistic. These codes
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are extensively benchmarked and their numerical performance is also considered. To
begin with let us derive of one of the simplest velocity dependent plasma instabilities.
3.1.1 Two-Stream Instability and the Hydrodynamic Regime
One of the most well known collective plasma instabilities is the “two-stream in-
stability”. We will briefly summarize its derivation, both to act as a benchmark
problem for later work in this chapter, and to outline the relevant approximations
and conditions for its validity. The original work on this instability and its practical
use as a two-stream amplifier was carried out in 1948[59–62]. The two-stream insta-
bility in its simplest form occurs when two opposing electron beams interact. Free
energy is transferred from the counter-streaming electron beams into resonantly ex-
cited electrostatic waves. The initial exponential growth in amplitude of these waves
is an example of a linear instability. The occurrence of two-stream instabilities is
not limited to electrons, or indeed to charged particles. It may occur between any
number of streaming charged particle species, or between massive bodies interacting
gravitationally on interstellar or cosmological scales[63]. While the existence of this
instability has been known for a significant time, its properties are still an area of
active research particularly in the fully non-linear regime[64, 65].
The two-stream instability can be addressed by treating each individual beam
population as a distinct cold fluid element. This means that kinetic effects caused
by the velocity spread of particle distributions are not accounted for; in other words,
it is a hydrodynamic description. To derive the dispersion relation for two counter
streaming cold beams we apply a relatively simple process involving the linearization
of fluid equations. We start with the continuity equation for a cold collisionless fluid
and the equation of motion for a charged fluid in an electric field:
∂ns
∂t
+∇ · (nsvs) = 0, ∂vs
∂t
+ (vs · ∇)vs = E qs
ms
, (3.1, 3.2)
where s is a species label. Consider two separate electron species s1 and s2 with
identical number densities n01 = n02, where n01 + n02 = ne, and opposing ve-
locities v01 = −v02. The electric field is given a small oscillating perturbation
E = E1 exp[i(k · r − ωt)] such that each species specific velocity is described by
vs = v0s + v1s exp[i(k · r− ωt)] and species specific number density is described by
ns = n0s + n1s exp[i(k · r − ωt)]. Substituting these expressions into equations 3.1
and 3.2 give us the following two expressions:
−ωn1s + n1sk · v0s + n0sk · v1s = 0, (3.3)
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Figure 3.1: Numerical solution to Equation 3.7 describing two counter-streaming
plasmas each with density 12ne and velocity ±v0. Stationary solutions are depicted in
black while the real part of growing solutions is shown in yellow. The corresponding
imaginary component of growing solutions is shown in red.
−ωv1s + (k · v0s)v1s = −i qs
ms
E1. (3.4)
These may be combined to solve for either n1s or v1s. We solve for n1s,
n1s =
iqsn0k ·E1
ms(ω − k · v0s)2 . (3.5)
Equation 3.5 may be applied to both of the counter-streaming species, and these
two expressions are then coupled through Gauss’s Law, which in linearized form
becomes:
ik ·E1 =
∑
s
n1sqs
0
. (3.6)
Evaluating this equation using Equation 3.5 and noting the definition of the electron
plasma frequency ωpe =
√
nee2/me0, we arrive at an expression which is quartic in
ω:
1 =
ω2pe
2
[
1
(ω + k · v0)2
+
1
(ω − k · v0)2
]
(3.7)
Multiple solutions for Equation 3.7 exist where the wave frequency ω is purely real
or complex. The physical meaning of a complex solution is that the envelope for
a small oscillating perturbation is either growing or damping in time depending on
whether the sign of the imaginary component of ω, hereafter denoted γ = ωi, is
positive or negative. These are computed numerically and shown in Figure 3.1. For
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a given orientation of k with respect to v0, Equation 3.7 yields an expression for ω
in terms of k which only depends on the two free parameters ωpe and v0, the specific
values of each are not important provided that the axes variables ω and k are scaled
appropriately. It is clear to see that this particular configuration is highly unstable
with a maximum linear growth rate of γ = 13ωpe at ωr = 0 and k =
ωpe
v0
. We now
move on to the case where particle velocity distributions cannot simply be modelled
by fluid equations.
3.1.2 Landau Damping and the Kinetic Regime
Many problems require a physical description containing a continous probability
distribution of particles in velocity space, rather than a set of discrete particle beams.
In this section we review the classical techniques that are used to calculate the
growth and damping rates for plasma systems of the continuum type.
In principle the approach that was applied in Section 3.1.1 to the two-stream
instability may also be applied to particle distribution functions. By combining
the linearized collisionless Boltzmann (Vlasov) equation with the linearized Poisson
equation, a solution should be attainable. However problems arise with the occur-
rence of singularities, a challenge first solved by Landau in 1946[66]. In this section
we will briefly summarize the derivation originally performed by Landau and his
solution to the damping of electrostatic waves travelling through a homogeneous
Maxwellian particle distribution.
We again consider the application of a small perturbation, this time to an
underlying particle probability distribution f0(v) which is spatially homogeneous
and is not subject to any externally applied magnetic field:
f = f0(v) + f1(v, r, t). (3.8)
We choose to normalize f0 such that
∫∞
−∞ f0(v)d
3v = 1, where f1  f0. This means
that the species specific particle number density ns must also be tracked in addition
to f . Next we consider the collisionless Boltzmann equation under the action of an
electric field E for particles with charge qs and mass ms
∂f
∂t
+ v · ∇f = − qs
ms
E · ∂f
∂v
= 0. (3.9)
Following the approach used in the previous section, we linearise Equation 3.9
through spatially Fourier transforming it. If the electric field is treated as hav-
ing only a dependence on the first order perturbation such that E = E1 then the
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two left-hand terms of Equation 3.9 are equal to the continuity equation and can-
cel for zeroth order terms. Neglecting terms that are quadratic in the perturbed
quantities, we arrive at:
∂f1k
∂t
+ iv · kf1k = − qs
ms
E1k · ∂f0
∂v
. (3.10)
We couple this equation with the linearized Poisson equation:
ik ·E1k = nsqs
0
∫ ∞
−∞
f1k(v)d
3v, (3.11)
for the velocity distribution of a single particle species with charge qs and density
ns. To adhere to the mathematical rigour applied in the original Landau derivation,
we apply a temporal Laplace transform over the complex variable p,
fk,p(v) =
∫ ∞
0
fk(v, t)e
−ptdt. (3.12)
This procedure is applied to both equations 3.10 and 3.11:
pf1k,p − gk + iv · kf1k,p = − qs
ms
E1k,p · ∂f0
∂v
, (3.13)
ik ·E1k,p = nsqs
0
∫ ∞
−∞
f1k,p(v)d
3v, (3.14)
where the function gk(v) = f1k(v, t = 0) is just the spatial Fourier transform of the
initial perturbed velocity distribution function. Equation 3.13 may be arranged for
fp then substituted into Equation 3.14 to give an expression for E1k,p
E1k,p ·
(
ik+
nsq
2
s
ms0
∫ ∞
−∞
∂f0/∂v
p+ ik · vd
3v
)
=
nsqs
0
∫ ∞
−∞
gk
p+ ik · vd
3v. (3.15)
This may now, in principle be solved for some initial distribution perturbation g(v).
If we assume that the electric field perturbation is of the form E1 = E1k,p exp[ik ·r−
iωt+ γt], then when p ≈ iω− γ the term E1k,p will be very large. That means that
the right-hand side of Equation 3.15 may be neglected. We note that the Laplace
transform is only valid for positive growth rates, and arrive at:
k + ω2ps
∫ ∞
−∞
∂f0/∂v‖
ω + iγ − kv‖
dv = 0, for γ > 0. (3.16)
Here we have integrated over two of the velocity dimensions, k denotes the magnitude
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Figure 3.2: The Landau contour for damped modes, where p = iωr − γ and γ is
negative.
of wavevector k, and v‖ is the component of v along k. Landau observed that this
solution could also be generalised to the case where growth rates are not positive,
hence one must consider the variable p on the complex plane. Previously we have
stated that solutions are valid only when p lies on the negative region of the complex
plane, when Re(p) < 0. As long as we always approach the singularity from this
side of the complex plane, we may extend Equation 3.16 to be valid for positive
values of Re(p), illustrated in Figure 3.2. The additional complex residue imposed
by approaching the singularity from the lower half of the plane is equal to 2piiF (v‖),
where the holomorphic (complex differentiable) function F (v‖) = (ω2ps/k)∂f0/∂v‖ is
evaluated at the point v‖ = ω/k. The resulting integral, which is valid for growth
rates where γ < 0, is thus:
k + ω2ps
∫ ∞
−∞
∂f0/∂v‖
ω + iγ − kv‖
dv‖ −
2piiω2ps
|k|
∂f0(v‖)
∂v‖
∣∣∣∣∣
v‖=ωr/k
= 0, for γ < 0. (3.17)
From here onwards we choose to follow Dendy[67], although many other
accounts of Landau damping exist. We approximate the solution to Equation 3.17
through splitting it into components dominated by real and imaginary parts, then
applying perturbation theory. We note here that this approach is only valid when γ
is small compared to the real frequency ωr. It is valid in the “kinetic” regime. The
sum of equations 3.17 and 3.16 is simply an expression for k times the dielectric
permittivity ,
(ω, k) = r(ω, k) + i(ω, k) = 0. (3.18)
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Figure 3.3: The analytical solution for Landau damping is computed from the ki-
netic description. The real frequency ω2r = ω
2
pe +
3
2k
2v2th is plotted in black, while
the corresponding damping rate calculated using Equation 3.21 for a Maxwellian
electron distribution is plotted in cyan.
Here the real and imaginary terms are split as follows:
r = 1 +
ω2ps
k
P
∫ ∞
−∞
∂f0/∂v‖
ω + iγ − kv‖
dv‖, (3.19)
i = −
piiω2ps
k|k|
∂f0(v‖)
∂v‖
∣∣∣∣∣
v‖=ω/k
. (3.20)
The Cauchy principal integral denoted by the P in Equation 3.19 may be evaluated
by Taylor expanding when kv‖/ω  1, giving the solution r = 1 − ω2pe/ω2 −
3ω2pek
2v2th/ω
4 + O[ω−4]. Ignoring higher order thermal terms, the expression ω =
ωr + iγ may be reintroduced into this expression for r, and Equation 3.18 solved.
Combining the imaginary components this expression gives 2iωrγ + ω
2
ri = 0. The
previous term for i may now be reintroduced, giving us a formula for the linear
growth rate of Landau damping:
γ =
piωω2p
2k|k|
[
∂f(v)
∂v
]
v=ω/k
. (3.21)
Inspecting this equation yields some important results. When the slope of
the underlying distribution function is positive, electrostatic waves will grow in
time. Likewise, when the slope is negative, these waves will be damped, a process
known as “Landau damping”. In Figure 3.3 we illustrate a thermal Maxwellian
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plasma with an electron distribution in the wave propagation direction fe(v‖) =√
1/2v2thexp[−v2‖/2v2th], where vth describes the electron thermal velocity. Scaling
with respect to bulk parameters in Figure 3.3 follows from the normalization of
the ω and k axes with respect to ωpe and ωpe/vth respectively. We note also that
the Debye length λD = vth/ωpe. Now that we have indicated the main differences
between the hydrodynamic and kinetic approaches to solving dispersion relations,
let us move onto the case where a background magnetic field plays an important
role.
3.1.3 Waves in Gyrotropic Magnetized Plasma
Many of the problems which we will consider require the inclusion of a guiding
magnetic field. To effectively calculate linear growth rates in a magnetized plasma,
we need to follow an approach which is slightly more complex than the unmagnetized
case. The following was first developed in the late 1950s, motivated by the need to
calculate microwave absorption and emission coefficients in magnetized plasmas[68].
We base this derivation instead on the textbook “Waves in Plasmas” by T. H.
Stix[69]. Once again, we first consider the Vlasov equation:
df
dt
=
∂f
∂t
+
∂f
∂r
· dr
dt
+
∂f
∂p
· dp
dt
= 0, (3.22)
this time placing emphasis on the retention of the relativistic momentum term p =
Γm0v, where the Lorentz factor is defined as Γ =
√
1/(1− |v|2/c2). The retention
of relativistic effects is necessary to capture certain physical processes, particularly
for waves travelling close to the magnetic field direction. When calculating the
Lorentz force, we must now include the magnetic field B, so that the force term in
the Vlasov equation is:
dp
dt
= qs(E+
v
c
×B). (3.23)
This is again split into zero order quantities and first order quantities, E = E1
and B = B0 + B1 such that the system is now characterized by a static guiding
magnetic field B0 who’s direction defines a spatial coordinate axis, whereas the small
perturbations E1 and B1 may be oriented in arbitrary directions. The zero order
solution to Equation 3.22 is now:
df0
dt
=
∂f0
∂t
+ v · ∇f0 + qs(v
c
×B0) · ∂f0
∂p
= 0, (3.24)
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where the two leftmost terms vanish because f0 is conserved along unperturbed
particle paths in phase space. A corollary is that v×B0 is perpendicular to ∂f0/∂p,
hence particles of species s travel in helical motion with gyrofrequency Ωcs. The
first order description of Equation 3.22 is then:
df1
dt
=
∂f1
∂t
+ v · ∇f1 + qs(E1 + v
c
×B1) · ∂f0
∂p
, (3.25)
where we neglect terms that are quadratic in first order quantities. We now replace
the first order magnetic field term using the linearized Maxwell induction relation-
ship for an oscillating electric field perturbation B1 = (kc/ω) × E1. This leaves
us with terms involving multiple cross products. For compactness of notation we
express these in matrix form,
df1
dt
= qsE1 ·
[
1
(
1− v · k
ω
)
+
vk
ω
]
· ∂f0
∂p
, (3.26)
where 1 is the unit dyadic and [vk]ij ≡ vikj . We apply a spatial Fourier transform
combined with a temporal Laplace transform to E1. The initial distribution term
g(p) is omitted here as we have made the asymptotic field approximation E(r′, t′) =
Eω,k exp(ik · r′ − iωt′), which is valid when the influence of the initial distribution
perturbation g(p) is small. In this limit we may integrate from t′ = −∞ to t′ = t.
f1(r,p, t) = −qs
∫ t
−∞
exp[ik · r′ − iωt′]Eω,k ·
[
1
(
1− v
′ · k
ω
)
+
v′k
ω
]
· ∂f0(p
′)
∂p′
dt′.
(3.27)
To progress further it is convenient to transform from Eulerian to Lagrangian coor-
dinates, in a frame where the gyrating particle is at rest. In these coordinates the
variables τ , v′, r′ and k are defined as follows:
τ = t− t′
v′ =
(
v⊥ cos(φ+ Ωcsτ), v⊥ sin(φ+ Ωcsτ), v‖
)
,
r′ = r+
(
− v⊥
Ωcs
[sin(φ+ Ωcsτ)− sin(φ)], v⊥
Ωcs
[cos(φ+ Ωcsτ)− cos(φ)],−v‖τ
)
,
k =
(
k⊥ cos(θ), k⊥ sin(θ), k‖
)
We now introduce these variables into Equation 3.27. The algebra here now becomes
extremely unwieldy. Should the reader wish to reproduce this particular step of the
derivation, we suggest that a symbolic algebra package may be helpful. Following
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Ref[69], Equation 3.27 yields the expression,
f1(r,p, t) = −qs exp[ik · r− iωt]
∫ ∞
0
exp[iβ]
{
ExU cos(φ+ Ωcsτ)
+EyU sin(φ+ Ωcsτ) + Ez
[
∂f0
∂p‖
− V cos(φ− θ + Ωcsτ)
]}
dτ, (3.28)
here the variables
U =
∂f
∂p⊥
+
k‖
ω
(
v⊥
∂f
∂p‖
− v‖
∂f
∂p⊥
)
, (3.29)
V =
k⊥
ω
(
v⊥
∂f0
∂p‖
− v‖
∂f0
∂p⊥
)
, (3.30)
W =
(
1− nΩcs
ω
)
∂f
∂p‖
+
nΩcsp‖
ωp⊥
∂f
∂p⊥
(3.31)
are just convenient combinations of partial derivatives. The remaining expressions
in Equation 3.28, namely exp[iβ], contains trigonometric identities of φ which are
nested within the exponential. The variable β is defined,
β =
k⊥v⊥
Ωcs
[sin(φ− θ + Ωcsτ)− sin(φ− θ) + (ω − k‖v‖)τ ]. (3.32)
The two identities,
exp[iz sinφ] =
∞∑
n=−∞
Jn(z) exp[inφ],
exp[−iz sin(φ+ Ωτ)] =
∞∑
m=−∞
Jm(z) exp[−im(φ+ Ωτ)],
may be applied to the expression exp[iβ], giving an expression containing two infinite
sums multiplied together. We note that here, the Bessel function of the first kind is
denoted by Jn and its derivative with respect to argument z = k⊥v⊥/Ωcs is denoted
by J ′n. We then integrate over gyrophase by performing the integral
∫ 2pi
0 f1(r,p, t)dφ
and eliminate one of the infinite sums through applying orthogonality relations when
n 6= m for Jn or when n±1 6= m for 2J ′n = Jn−1−Jn+1. Following significant algebra
this results in an expression which describes the first order distribution perturbations
for an arbitrary gyrotropic distribution function. It is again convenient to express
this in matrix form when considering the operation on the asymptotic electric field
Eω,k.
Given an expression for the first order particle distribution f1, the associated
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plasma current jω,k and hence plasma susceptibility χ may be calculated from:
jω,k = q
∫
vf1(r,p, t)d
3p = −iωχ ·Eω,k. (3.33)
These expressions are additive between multiple species so we reintroduce a sum
over particle species s:
χ(ω,k) =
∑
s
ω2ps0
ωΩcs0
∞∑
n=−∞
∫ ∞
−∞
∫ ∞
0
2piΩcsp⊥dp⊥dp‖
ω − k‖v‖ − nΩcs
Sn (3.34)
Here we have defined the variables Ωcs0 and ωps0 to represent the species-specific
cyclotron and plasma frequencies using the species rest mass and number density.
The matrix Sn is defined by:
Sn =
 n
2J2np⊥U/z2 inJnJ ′np⊥U/z nJ2np⊥U/z
−inJnJ ′np⊥U/z (J ′n)2p⊥U −iJnJ ′np‖U
nJ2np⊥U/z iJnJ ′np‖U J2np‖W
 , (3.35)
The final steps required to calculate a dispersion relation involve a process
identical to that applied to the cold plasma dispersion relation in Section 2.2.3. We
note that the dielectric tensor,
(ω,k) = 1+
∑
s
χs, (3.36)
is defined as the addition of an identity matrix to the sum of the species-specific
susceptibilities that we have calculated earlier. Given the dielectric tensor and using
Equation 2.8, we may determine the linear dispersive properties of electromagnetic
waves by solving the wave equation,
c2
ω2
(
kk− k21)+ (ω,k) = 0, (3.37)
for the gyrotropic particle distribution functions that we are interested in.
Classically we would now input an analytic expression for the gyrotropic par-
ticle distribution functions fs into Equation 3.37. In all but the simplest cases of fs,
no direct analytic expression may be found to solve this equality. This means that
many guiding assumptions and approximations must be made in order to achieve
analytical tractability. However these assumptions often limit the generality or
accuracy of analytically derived expressions for the linear growth rates of kinetic in-
stabilities. We instead opt to solve this equation numerically, and the next two sec-
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tions follow through with the process of calculating dispersion solutions and growth
rates numerically. Numerical codes are constructed for solving both the simple
non-relativistic case and a more complex fully relativistic case in Section 3.3.
3.2 Non-Relativistic Kinetic Dispersion Solver
3.2.1 Objective
In order to accurately evaluate a general solution for the linear growth rate γ of
waves with frequency ω and wavevector k in a magnetized homogeneous plasma
with a gyrotropic description of the velocity component of phase space for many
species fs(v‖, v⊥), we must solve the wave equation,
M =
c2
ω2
(
kk− k21)+ 1+∑
s
ω2ps0
ωΩcs0
∞∑
n=−∞
∫ ∞
−∞
∫ ∞
0
2piΩcsp⊥dp⊥dp‖
ω − k‖v‖ − nΩcs
Sn = 0.
(3.38)
Here ωps denotes the species-specific plasma frequency, and Ωcs denotes the species-
specific cyclotron frequency using the relativistic particle mass. The subscript zero
represents quantities that are calculated using the species rest mass ms0.
As mentioned in the previous section, we choose not to consider an analytical
representation of the underlying particle distribution functions. Instead we use a
gridded representation of velocity space to describe the distribution of each particle
species. This representation can be evaluated for any value of ωr, ωi and k provided
that a suitable numerical integration scheme is applied.
Given a means to evaluate the integrals in the dielectric tensor , Equation
3.38 may be solved using iterative methods. We observe that the solubility condition
of this equation is that det|M| = 0. In numerical optimization, a cost function is a
function which may be evaluated to give a single scalar output and is suitable for
minimization. In numerical optimization a real valued cost function is maximized
or minimized. We define the cost function as:
C(ωr, ωi,k) = abs[det|M(ωr, ωi,k)|]. (3.39)
To reduce the number of free parameters, we fix k to a series of specific values prior
to minimizing the cost function. This means that we are only minimizing a function
with two arguments, ωr and ωi. Provided that a local minimum can be identified
and that the cost function C is sufficiently smooth, the parameters corresponding
to soluble values of M may be found. Methods for numerical minimization all work
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by evaluating the cost function for multiple different parameters. This means that
we have to compute the integrals within the dielectric tensor  quickly to attain a
solution in a reasonable amount of time. This provides the primary motivation for
our first simplification.
In the fully non-relativistic regime where Γ = 1, Ωcs = Ωcs0 and p = m0v the
integrals over perpendicular velocity may be performed separately with no depen-
dence on ω or k‖. This means that we can perform the perpendicular integral once,
and cache the result for later evaluations with different values of ω and k‖. This
approximation effectively reduces the integral from two dimensional to one dimen-
sional for the majority of iterations, granting a significant computational speed-up.
In this section we will describe the implementation of these prescriptions.
3.2.2 Implementation
We are free to choose the perpendicular direction of the wavevector such that
kc2/ω2 = (nx, 0, nz) without loss of generality. The left-hand term of Equation
3.38 is then:
c2
ω2
(
kk− k21) =
−n
2
z 0 nxnz
0 −n2x − n2z 0
nxnz 0 −n2x
 , (3.40)
where we have used the notation nx and nz to represent wave normals. We also note
that the susceptibility matrix χ has several symmetric and anti-symmetric terms,
χ1,3 = χ3,1, χ2,1 = −χ1,2 and χ3,2 = −χ2,3. This further reduces the number of
integrals we must perform. We define the following two-dimensional integrals which
must be performed every time k⊥ is altered. As these integrals must be performed
over multidimensional data, they constitute the most expensive operation of the
code:
q1 =
∫ ∞
0
J2n
∂f(v‖, v⊥)
∂v⊥
dv⊥, (3.41)
q2 =
∫ ∞
0
J2nv⊥
∂f(v‖, v⊥)
∂v‖
dv⊥, (3.42)
q3 =
∫ ∞
0
JnJ
′
nv⊥
∂f(v‖, v⊥)
∂v⊥
dv⊥, (3.43)
q4 =
∫ ∞
0
JnJ
′
nv
2
⊥
∂f(v‖, v⊥)
∂v‖
dv⊥, (3.44)
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q5 =
∫ ∞
0
J ′2nv
2
⊥
∂f(v‖, v⊥)
∂v⊥
dv⊥, (3.45)
q6 =
∫ ∞
0
J ′2nv
3
⊥
f(v‖, v⊥)
∂v‖
dv⊥. (3.46)
In the fully non-relativistic limit, these integrals do not need to be performed every
time ω or k‖ are updated, as these depend only on k⊥. To perform these integrals
numerically we use a Simpson integrator[70]. This very simple method is effective
when the function being integrated is well represented by a series of quadratic splines.
The grid resolution in velocity space can be increased until the particle distributions
are well represented by splines. We recall that the argument of the Bessel functions is
z = k⊥v⊥/Ωcs, which is always small for waves whose perpendicular phase velocity
lies within the region of interest. This means that the Bessel functions do not
oscillate rapidly and can be well represented by splines. Even in the most extreme
cases, involving heavy ion cyclotron harmonics at large values of k⊥, the number of
perpendicular cells may simply be extended until numerical convergence is attained.
To compute the susceptibilities we compute the following six integrals in the
parallel direction:
χ11 =
2piω2psn
2Ω2cs
ω2k2⊥
∫ ∞
∞
ωq1 − v‖k‖q1 + k‖q2
ω − k‖v‖ − nΩcs
dv‖, (3.47)
χ12 = i
2piω2psnΩcs
ω2k⊥
∫ ∞
∞
ωq3 − v‖k‖q3 + k‖q4
ω − k‖v‖ − nΩcs
dv‖, (3.48)
χ13 =
2piω2psnΩcs
ω2k⊥
∫ ∞
∞
ωv‖q1 − v2‖k‖q1 + k‖v‖q2
ω − k‖v‖ − nΩcs
dv‖, (3.49)
χ22 =
2piω2ps
ω2
∫ ∞
∞
ωq5 − v‖k‖q5 + k‖q6
ω − k‖v‖ − nΩcs
dv‖ (3.50)
χ23 = −i
2piω2ps
ω2
∫ ∞
∞
ωv‖q3 − v2‖k‖q3 + k‖v‖q4
ω − k‖v‖ − nΩcs
dv‖, (3.51)
χ33 =
2piω2ps
ω2
∫ ∞
∞
ωv‖q2 − v‖nΩcsq2 + nΩcsv2‖q1
ω − k‖v‖ − nΩcs
dv‖. (3.52)
Every time ω or k‖ is updated, these one-dimensional integrals must be evaluated.
At the complex poles, the arguments of the six integrals listed above will not be
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smooth even when the underlying distribution functions are themselves smooth. We
cannot approximate this behaviour directly in terms of a polynomial. Extra care
must be taken to treat the poles correctly.
Classically we would split these integrals into a principal part and a complex
residual. While the residual is easy to evaluate, unfortunately the calculation of
the principal part requires just as much effort as performing the integral without
separating the parts at all. We therefore opt to use a numerical approach where the
integral is discretized into simpler parts and calculated analytically. We choose to
reformulate the integrals using midpoint interpolation and evaluate each analytically
as a series. Symbolic expressions for each of the integrals may then be computed
numerically by summation. Each integral contains a term proportional to log(ω −
nΩcs − k‖v‖0) − log(ω − nΩcs − k‖v‖1), where v‖0 and v‖1 are the limits of parallel
integration for a particular grid cell. We refer to this term as the complex logarithm.
Conveniently, it is impossible for branch cuts to occur under the current prescription,
so that the complex logarithm is easy to evaluate.
We can introduce the correction prescribed by analytic continuation by sim-
ply multiplying the imaginary component of the complex logarithm by the sign of
the imaginary component of the input frequency ωi. The complex logarithm also
poses the greatest risk for loss of numerical precision.
In our problem the complex logarithm takes an argument which may be
represented as 1 +x, where x is complex. When x is very small, the value of 1 +x is
well approximated by unity, even though the result of the complex logarithm goes
as x when Taylor expanded to first order. This means that a significant loss of
numerical precision may occur. To get around this problem, a fourth order Taylor
expansion is selectively applied only when |x| is small. This conveniently cancels
a large number of terms in the analytically calculated integral, resulting in greatly
reduced loss of numerical precision. When |x| is large, we evaluate the complex
logarithm directly to attain an accurate computation. We can achieve the best of
both approaches via this selection approach.
Given a way to evaluate the susceptibilities χ and hence the determinant of
matrix M for given values of k, ωr and ωi, we may now numerically minimize the
cost function. This works well as the cost function is smooth and continuous at all
points. Local minima are first identified by performing a scan over the parameters
ωr, ωi and k. Where a local minimum exists in this scan, a root is assumed present.
This root is then iteratively converged upon using a Nelder Mead gradient descent
algorithm[71]. Once converged, the root is then plotted to show linear growth scaling
against the chosen parameters.
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This approach still requires a degree of insight by the user. The region of
instability must be known prior to the performance of a parameter scan so that the
necessary local minimums can be identified. This can be achieved by exploiting the
large body of literature which catalogues the great majority of plasma instabilities.
To benchmark this code, we compare it to some well known instabilities in the next
section.
3.2.3 Benchmark Problems
For the code to be useful in general, it should work for a multitude of dispersion and
linear growth calculations. We first test it against the previous derivations in this
chapter, beginning with the two-stream instability. Finding a solution to Equation
3.7 demonstrates a technique which may be used to calculate linear growth rates
within the hydrodynamic regime, when vth < |v‖ − ω/k‖|. We computed growth
rates for a system of two counter-streaming electron beams in Section 3.1.1.
Figures 3.4 and 3.5 are produced using the same bulk parameters of ne =
2.5×10−19m−3 and B0 < 10−6T and with k oriented in the direction of the magnetic
normal. While it may seem strange to specify a magnetic field at all in this calcu-
lation, which is for unmagnetized plasmas, the code was constructed to specifically
analyse magnetized plasmas and cannot operate without a guide field. Fortunately
we observe that at angles around θ ≈ 0o, the prescription of a very small magnetic
field has no effect on the result. As a delta function is unphysical and does not map
directly to a continuous velocity distribution function, a small thermal spread is
introduced for each beam such that vth = 0.01v0. The drift velocity for each of the
counter-streaming beams is set to be v0 = 10
5ms−1. This places the beam veloci-
ties well below the relativistic regime where we may expect to see effects which are
not purely electrostatic. For visualization purposes, and referring back to Equation
3.39, we also define the function:
z1(ω,k) =
1√
C(ω,k)
=
1√
abs[det|M(ω,k)|] , (3.53)
This function is plotted in Figure 3.4 and provides a means to easily identify roots
in the complex frequency plane. In this figure we have fixed the value of k to be
equal to 0.5ωpe/v0. When an exact solution is present, the value of z1 approaches
infinity. In practice, due to finite numerical precision, z1 instead just becomes very
large. A root is determined to exist only when z1(ω,k) > 10. From viewing the
complex plane shown in Figure 3.4 it is clear that the function z1 is both smooth
and continuous. Functions with these properties are typically easy to numerically
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Figure 3.4: Equation 3.53 with argument k = (0.5ωpe/v0, 0) is plotted for the same
two-stream instability that we have described in the main body of text. Dark regions
show where the solubility condition is close to being satisfied while lighter regions
show where this condition is not met. A stationary solution at ωr ≈ 1.25ωpe is
marked by annotation a) and a growing solution at ωr = 0 is shown by annotation
b).
optimize providing that a local minimum may first be identified. Stationary solutions
are marked by annotations a) and b). There is also a local minimum located at ω ≈ 0
and ωi ≈ −0.1ωpe. This minimum is not an exact solution to the wave equation
because det|M| 6= 0 and z1 < 10. This approach may be repeated for a large number
of values of wavevectors. We may then plot these to show a dispersion relation in
(ω, k), as in Figure 3.5.
In Figure 3.5 we fix the imaginary component of frequency so that we can
evaluate function z2 for every point in the region of (ω,k) space of interest. We
have shaded the background of Figure 3.5 in red and blue to reflect the properties
of the function:
z2(ω,k) = Sign[Re[det|M(ω,k)|]]× z1(ω,k). (3.54)
This method for visualization is useful when analysing more complex dispersion
relations. Where dark red and dark blue regions meet, an exact solution exists.
If the point of red and blue intersection is less dark, then only a local minimum
may be present. The process of gradient descent and the marginalisation scan are
highlighted by the functions shown in figures 3.4 and 3.5. The background shading
shown here, which is intended to shed light on the numerics underlying dispersion
relation plots, is removed from similar plots in later chapters where we focus more
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Figure 3.5: Numerical solution to Equation 3.38 for a system comprising of two
counter-streaming plasmas, each with density 12n0 and velocity ±v0. Black lines
show non growing roots while the yellow line at ω = 0 shows the real component
of frequency for growing roots. The corresponding positive linear growth rate for
the yellow line is shown in red. The red and blue tinted background on this figure
reflects the value of function 3.54 with imaginary argument ωi = 0.0001ωpe: regions
in red designate positive z2 and regions in blue designate negative z2. The grey
dashed line traces k = 0.5ω/vth, which we inspected in Figure 3.4.
on the questions of physics. Figures 3.4 and 3.5 thus depict the same phenomena
but from different perspectives. The analytical solution to the equation which we
have solved numerically was also shown in Figure 3.1. We have reproduced this
figure using the new gyrotropic kinetic dispersion solver that we have constructed.
This is shown in Figure 3.5. There is excellent agreement between figures 3.1 and
3.5.
The second derivation that we performed in Section 3.1.2 was that of Landau
damping in the kinetic regime. As this derivation is itself an approximation, we can-
not directly compare our results to the analytical expressions without first running
kinetic simulations. Instead, let us address the general features of damping in a
magnetized plasma, so as to show the effectiveness of the prescription for analytic
continuation that we have previously identified. The problem that we select is to
show the real and damped solutions for the dispersion relation of a warm magne-
tized plasma. We select bulk parameters of magnetic field B = 2T , electron number
density ne = 10
19m−3 and electron temperature Te = 1keV. For these parameters
the ratio of plasma frequency to electron cyclotron frequency is ωpe/Ωce = 0.8. The
particle distribution function is discretized on a 1000× 1000 velocity grid and only
the electron cyclotron harmonics n = −1, n = 0 and n = 1 are considered. Here
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Figure 3.6: Warm plasma dispersion relation plotted from our solution of Equa-
tion 3.37 using a Maxwellian velocity distribution and bulk parameters B = 2T ,
ne = 10
19m−3, Te = 1keV with propagation angle θ = 45o. From highest to lowest
frequency, and following the formalism discussed in the introduction to this thesis,
the black lines show accurate portrayal including thermal corrections of the extraor-
dinary, ordinary, upper bulk and lower bulk modes. The cyan lines show solutions
which are damped, while the dashed grey line shows the n = 1 electron cyclotron
resonance.
the velocity distribution is set to be Maxwellian and isotropic, and the angle of
wave propagation is set to be θ = 45o from the magnetic normal. We present the
dispersion relation computed for these parameters in Figure 3.6.
This figure closely resembles a cold plasma dispersion relation. The primary
observable differences are due to effects caused by the non-zero thermal spread in
the electron velocity distribution function. In particular the lower bulk mode as
described in the cold plasma formalism in Section 2.2.3 increases with frequency as
k is increased. The values of ωr in cyan have imaginary components of frequency
which are negative. It is important to note that without the prescription of analytic
continuation, the result of the resonant integral is not determined by the sign of the
imaginary component of frequency. This means that in order to calculate damped
modes it is necessary to apply analytic continuation. The choice to simply reverse
the sign of the imaginary part of the complex logarithm is appropriate as it creates
no discontinuities as ωi is varied from positive to negative values. At very high
values of k, damped solutions still exist with γ < 0.2ωpe, although they are not seen
in this figure. Unfortunately we are unable to easily identify the location of local
minimum due to a constrained range of imaginary samples. This in practice is not
a huge problem as these waves are so strongly damped that they very quickly self
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dissipate.
While solutions found using the Friede Conte plasma dispersion function,
which is specific to Maxwellian plasmas, have been available for considerable time[72],
the capability to compute exact solutions for arbitrary gyrotropic distribution func-
tions on a single desktop computer is very recent. A code which is claimed to
solve kinetic dispersion relations for magnetized plasmas was recently released by
Xie et al.[73], however this code is limited to describing the plasma by a series of
drifting Maxwellians. Astfalk and Jenko have recently constructed a similar code
which describes plasmas with a arbitrary gyrotropic distribution functions. This
code was used to investigate the parallel ion firehose instability[74]. The code pre-
sented in this publication works in a very similar way to the code that we have
now outlined. The primary difference is that the authors use a numerical technique
involving hyper-geometric series to exactly evaluate the integrals of Bessel functions
of the fist kind. While there may be a subset of problems where it is necessary to
use this approach, we found that for the problems of our own interest, the Bessel
functions only varied very gradually with perpendicular velocity. Our approach in-
volves simply interpolating the Bessel functions evaluated on the grid. We are able
to check that this approach is correct by testing convergence. We check that varying
the number of perpendicular grid cells does not change the result. Astfalk and Jenko
suggest that they may be the first to construct a gyrotropic kinetic dispersion solver
of this class[74].
Prior to the work by Astfalk and Jenko, we have found a case where Hellinger
et al. used a similar, but less sophisticated code to investigate the oblique kinetic
electron firehose instability[75]. This work shows that the kinetic approach to solv-
ing the dispersion relation for a gyrotropic plasma gives solutions which differ to
the previous analytical approach of solving linear growth rates classically for that
problem. The work by Hellinger et al. is very useful to us. We can directly compare
our solution to theirs and determine whether or not agreement exists. As many PIC
simulations were performed and benchmarked against in the work by Helling et al.,
we can be confident that their solution is correct.
The oblique and parallel electron firehose instabilities[76] are mechanisms
where the free energy associated with a parallel temperature anisotropy drives the
instability of non-propagating waves with ωr ≈ 0. To recreate the first figure in
Hellinger et al.[75], which is shown here in Figure 3.7, we used the following tem-
peratures: parallel temperature of T‖ = 1keV and perpendicular temperature of
T⊥ = 216eV. This gave a temperature anisotropy of T‖/T⊥ = 0.216. Velocities
were sampled on a 1000 × 1000 grid and only the electron cyclotron harmonics
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Figure 3.7: Dispersion relations and linear growth rates of the kinetic electron fire-
hose instability calculated at θ = 0o and θ = 64o from the magnetic normal. A
temperature anisotropy of T‖/T⊥ = 0.216 and a parallel electron plasma beta of
βe‖ = 2 is used. The colour scheme used here is consistent with Figures 3.1, 3.3, 3.5
and 3.6, where negative growth rates are now shown in green.
n = −1, n = 0 and n = 1 were considered. The background magnetic field was
set to B = 0.0707T and the background density was set to ne = 2.5 × 1019m−3,
giving a ratio of plasma to electron cyclotron frequency of ωpe/Ωce = 22.7. For these
parameters, the plasma frequency is significantly lower than the electron cyclotron
frequency. This means that the firehose instability sets in at a much lower temper-
ature anisotropy threshold than would be possible at the higher magnetic fields we
address in later chapters.
When both the dispersion relation and linear growth rates are calculated
for the oblique firehose instability we arrive at a figure which is nearly identical to
that presented in the Hellinger et al. We see no observable differences in the plot
produced at θ = 0o, while in the right panel at θ = 64o a slight difference exists in
the damped solution. While the damping rate in our solution appears smooth and
continuous, a kink exists in the rightmost damped solution of the Hellinger et al.[75].
As the difference arises only in damped solutions, our current working hypothesis is
that it is related to differences in the precise prescriptions for analytic continuation
which are used. We cannot currently be sure which code is correct although the
deviation only occurs for strongly damped modes. So far we have only investigated
problems involving a single electron species. We will now move on to a problem
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where energetic ions play a key role.
Ion cyclotron emission is caused by a collective instability involving wave-
particle resonance between a population inversion in the perpendicular velocity dis-
tribution of energetic ions and magneto-acoustic waves travelling perpendicular to
the magnetic field. This problem has been extensively studied and both PIC and
hybrid simulations (with kinetic ions and fluid electrons) have been performed to
study the linear and nonlinear stages[77–79]. Much of the original analytical work
was performed by Dendy et al.[80, 81], where the relevant linear theory was outlined
for several cases.
One particular scenario, which has been extensively studied, involves a ther-
mal background population of 1keV deuterons and a much more energetic ring
beam of 3.5MeV fusion born alpha particles. We demonstrate that not only can
we reproduce the linear instability results attained from kinetic simulation using
our dispersion solver but also we can predict the excitation and non-excitation of
specific cyclotron harmonics.
In Figure 3.2.3 we attempt to reproduce growth rates derived from simula-
tions of ion cyclotron emission performed by Cook et al.[77]. The initial suprather-
mal particle velocities in this work were sampled from a distribution with a fixed
perpendicular velocity forming a ring beam distribution. As we cannot use delta
functions in this code, we instead add a slight thermal spread to the perpendicular
and parallel velocities of the ring beams examined in this simulation. The distri-
bution function fα(v‖, v⊥) = exp[−(v2‖ + (v⊥ − vB)2)mα/2kbTα] is therefore used to
describe the alpha-particle ring beam. The electron and deuteron populations are
taken to be Maxwellian with temperatures Tα = Te = Td = 1keV. The ring beam
velocity is described by v2B = 2EB/mα where EB = 3.5MeV is the source energy for
fusion born alpha particles. A fixed background magnetic field of B = 2.1T and an
electron number density of 1019m−3 is used. The minority alpha particle fraction is
set to ξ = 10−3 and the deuteron number density is chosen so that charge neutrality
is satisfied. In accordance with the work by Cook et al. we consider waves travelling
at an angle of θ = 89.5o from the magnetic field direction.
Our results show agreement with the PIC simulations in the work by Cook
et al.[77]. The Alfven wave is well reproduced and appears non-dispersive up to
around kvA/Ωcα = 12. We see that strong linear growth occurs for alpha-particle
cyclotron harmonics between n = 6 and n = 12. We also see that, of the modes
with alpha cyclotron resonance number n < 16, the strongest growth occurs for the
12th harmonic. All of this is in strong agreement with the simulations presented in
Cook et al.
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Figure 3.8: Linear growth rates calculated from Equation 3.38 for a ring beam con-
taining 3.5MeV alpha-particles and a background plasma comprising 1keV deuterons
and electrons. The background magnetic field strength is B = 2.1T and electron
density ne = 10
19m−3. The ring beam fraction is ξ = 10−3 and propagation angle
is θ = 89.5o. Growth rates are shown in red, and are multiplied by a factor of 10
for ease of display. Stationary solutions are shown in black, while the real parts of
growing solutions are shown in yellow.
48
Our treatment makes no approximations beyond the linearization procedure.
This means that we can also make well informed predictions about the behaviour
of linear physics for the parameters investigated. We see that, while the n = 13
and n = 14 modes are non-growing, the n = 15 and n = 16 modes have large
linear growth rates. This gap is not expected by the analytical treatment performed
by Dendy et al.[80], although our predictions do appear to agree with the results
from kinetic simulation in Cook et al.[77]. Now that we have demonstrated that the
non-relativistic solver produces accurate results, we will move on to discussing its
numerical efficiency and performance.
3.2.4 Numerical Performance
For any numerical code to be useful, it must run within an acceptable time frame.
We aimed for this code to be able to produce useful output in under five minutes
on a standard desktop computer. Prototyping was initially performed in the pro-
gramming language Python using the collection of open source numerical libraries
aggregated in the SciPy collection[82]. While these numerical libraries helped to
minimize the effort required for both prototyping and implementation, it soon be-
come apparent that calculating solutions using this approach was too demanding
on computational resources. The bottleneck was identified to be the computation
of the integrals in the parallel direction. As we had based the code on libraries
within the SciPy ecosystem, we chose only to rewrite the portion of the code which
calculated the result of the integrals in Equation 3.38.
For easy interoperability between Python and native code we chose to write
this function in C++ using the boost-python library to support interfacing between
languages. Using a programming language with an optimizing compiler allows us to
format the integrals in such a way as to minimize the number of numerical operations
which must be performed. We found that the most expensive operation in the
parallel integral was the complex logarithm. The number of calls to this function
were therefore minimized by the selection of appropriate temporary variables. Care
was taken to align memory correctly, as well as to avoid any further unnecessary
computations. These efforts improved the performance of the code by around a
factor of 100 on a single process.
As the problem is “embarrassingly parallel” we are able to solve for multiple
values of k concurrently with no inter-process communications. This means that
we can trivially fully utilize all cores of a desktop workstation. The resulting im-
proved performance allows the user to modify input parameters and plot dispersion
relations tens of times at reasonable resolution within a single hour. One avenue
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for optimization that we did not employ was root following. Once the existence of
a root is known, it is possible follow this root as wavevector is varied. Calculation
of linear physics with this computationally aided analytical approach allows for a
much more guided approach than does directly running PIC simulations due to the
reduced iteration time. We can predict the linear behaviour of a PIC simulation,
which may take several hours to run on hundreds of cores, in several minutes.
3.2.5 Conclusions
In this section we have discussed the mathematical and numerical methodology re-
quired to calculate the real and imaginary parts of linear dispersion relations for
multi-species gyrotropic magnetized plasmas which are spatially homogeneous. We
have constructed a code which can compute these results within a few minutes,
providing that the underlying particle distribution functions may be represented
on a regular grid in parallel and perpendicular velocity space. We have performed
numerous benchmark tests on this code which show that this code accurately calcu-
lates growth rates for plasmas of the type described. These benchmarks included the
two-stream instability, Landau damping in a magnetized plasma, the oblique kinetic
firehose instability for anisotropic electrons, ion cyclotron emission driven by popu-
lation inversion in the perpendicular direction. The latter two of these benchmarks
show remarkable agreement with the cited literature and we expect that similarly
accurate results are attainable from applying this code to other problems.
As linear results may be attained quickly through application of this code, we
suggest that it may be helpful to precede every particle-in-cell simulation of linearly
unstable homogeneous gyrotropic plasmas with a calculation of this kind. A mech-
anism to calculate reliable growth rates which may be readily computed is a very
useful resource. This code is fully open sourced and may be freely downloaded[83].
In our analysis we found that, for certain instabilities, a non-relativistic treat-
ment did not produce the correct results. It therefore seems useful to modify our
dispersion solver such that a fully relativistic description may be captured. As far
as we know this task has not until now been completed. We therefore have sufficient
motivation to construct a fully relativistic adaptation for this code. The implemen-
tation, testing and numerical performance of this modification will be discussed in
the following section.
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Figure 3.9: The resonance condition prescribed by Γω − k‖p‖/ms − nΩcs0 = 0 is
plotted in momentum space for various values of the angle θ between the magnetic
normal and wavevector. All figures are plotted where the electron temperature
Te = 1keV , frequency terms are described by (ω − nΩce)/Ωce = 10−3 and the
parallel wavevector is set to k‖ = cos θΩce/c.
3.3 Relativistic Kinetic Dispersion Solver
3.3.1 Objective
In the previous section we discussed solving the linear kinetic dispersion relation
for a gyrotropic plasma in the non-relativistic regime. While most of the problems
that we may encounter in the context of MCF are only slightly relativistic, we will
demonstrate that the presence of a fully or partially relativistic treatment is still
important. We note that each element of the susceptibility tensor for a specific
species χs is characterized by the infinite sum of terms divided by a denominator
of the form ω − k‖p‖/msΓ− nΩcs0/Γ, where Γ(p‖, p⊥) =
√
1 + p2⊥/m2sc2 + p
2
‖/m
2
sc
2
is the relativistic Lorentz factor for a particle with momentum p and rest mass
ms. When the wavenumber and frequency are selected such that the denominator
approaches zero, the integral would be singular without the prescription of a complex
frequency. We describe this condition by stating that a particle with momentum p
is resonant with waves with parallel wavenumber k‖ and complex frequency ω.
The resonance condition for a range of angles from the magnetic normal is
shown in Figure 3.9. It can be seen that as the angle from magnetic normal θ is
increased the resonant curve is progressively transformed from a circle at θ = 0o
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toward an almost straight line at θ = 15o. The non-relativistic resonance condition
is simply a straight line, which corresponds closely to the panel set at θ = 15o. This
means that the presence of a small relativistic correction has a relatively small effect
for small values of θ and a non-negligible effect for wave propagation angles close
to θ = 90o. This means that in order to capture certain kinetic effects, particularly
when θ ≈ 90o, we must construct a code which describes a relativistic resonance
condition.
3.3.2 Implementation
While in the previous section we were able to separate the parallel and perpendic-
ular integrals efficiently, the existence of a relativistic correction now means that
the parallel and perpendicular integrals are inseparable. This creates a large per-
formance problem. Repeatedly computing integrals on a higher dimensional grid is
prohibitively expensive. To begin with however, we will assume that this problem
does not exist and instead focus on a direct means to evaluate the necessary integrals
ignoring the computational constraints. We will only later discuss the optimization
techniques that are employed.
We discretize the particle distributions on a two dimensional regular grid.
Derivatives are then evaluated on a staggered grid. One of the simplest methods
to perform a two dimensional integral would be to use a Simpson integrator as was
done for the non-relativistic code. This time around however, we cannot guarantee
that the integrand is well approximated by quadratic splines. Instead, we choose to
reformulate the integrand into two interpolated quantities, namely the numerator
and denominator. As the numerator does not describe the singularity it can be accu-
rately represented by quadratic splines which we may describe by some polynomial
P (p‖, p⊥).
Since the denominator is much smoother than the numerator, the choice
of representation for the denominator was primarily influenced by what kind of
integrals were the easiest to perform analytically. The double integral∫ ∫
P (p‖, p⊥)
m‖p‖ +m⊥p⊥ + cd
dp‖dp⊥ (3.55)
is the simplest way to integrate denominator gradients in both the parallel and
perpendicular directions and is relatively easy to evaluate. In this notation cd is
some complex constant defined by the denominator, m‖ and m⊥ are the gradients
of the denominator and P (p‖, p⊥) denotes a bivariate polynomial containing powers
of p‖ and p⊥ which interpolates the numerator. While this integral can be tackled
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Figure 3.10: Sample rotated right angle triangle in its new basis. We see that this
may be split into two separate triangle primitives which may be integrated through
parametrization of the limits xi(y) = miy and coordinate translations.
directly, it is simplest to first rotate into a basis where the singularity only exists
in one direction. The integral may then be evaluated through consideration of the
complex logarithm. Unfortunately it is not possible to construct a surface which
intersects each vertex of a rectangle using just three free parameters. Using this
scheme to interpolate on a rectangular grid would result in the surface defined by
the denominator having discontinuities where neighbouring cells meet. This means
that it would be possible to select a value of ω where the singularity would not be
captured by any of the neighbouring cells. Not only would this result in a solution
which was noisy, it would be possible to lose the majority of the complex component
of a solution.
To avoid this issue, we instead split each rectangle of the grid into two right
angled triangles. A flat surface may intersect each vertex of a triangle. These
right angled triangles form the primitives which we use to calculate all integrals in
this section. When considering parametrizing the boundaries for integration over a
triangle, it is necessary that at least one edge of the triangle be aligned with one
of the basis vectors of integration. Once a right angled triangle has been rotated,
this condition is no longer satisfied. For any arbitrarily rotated triangle there exists
a decomposition into two sub triangles which satisfy this condition. This is shown
visually in Figure 3.10, where the red dashed line is aligned with the y direction.
This leaves us with a total of four triangles to integrate over for each rect-
angular grid cell. Thankfully the denominator is identical for every component of
the per species susceptibility tensor χ. This means that as long as the spline coeffi-
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cients are only ever evaluated at the end of an integral evaluation, the numerically
demanding component of the integrals must only be performed once for each tri-
angle. Now that we have outlined the integration scheme we may move on to a
description of which values we choose to store in memory.
We will discuss these variables in order of lifetime. As the susceptibility pa-
rameters are typically modified in the order of k⊥, k‖ and finally ω we can afford to
keep variables which do not depend on ω longer than variables which do. It is also
possible to select several variables which have no dependence on k⊥. To compute
the six non symmetric elements of plasma susceptibility we must store a minimum of
three separate quantities in two dimensions. We also choose to absorb all dependen-
cies on parallel momentum which raises the number of stored variables to six. The
same is not possible for perpendicular momentum as the Bessel functions are de-
pendent on both k⊥ as well as the resonance number dependent quantities. Storing
quantities which depend on resonance numbers in two dimensions would consume
a prohibitive amount of memory. The choice of values stored in two dimensions is
thus defined as follows:
U1 =
∂fs
∂p⊥
Γ−1, (3.56)
U2 = p‖
∂fs
∂p⊥
Γ−1, (3.57)
U3 =
(
p⊥
∂fs
∂p‖
− p‖
∂fs
∂p⊥
)
Γ−2
ms
, (3.58)
U4 = p‖
(
p⊥
∂fs
∂p‖
− p‖
∂fs
∂p⊥
)
Γ−2
ms
, (3.59)
W1 = p‖p⊥
∂fs
∂p‖
Γ−1, (3.60)
W2 = p‖
(
p‖
∂fs
∂p⊥
− p⊥ ∂fs
∂p‖
)
Γ−2, (3.61)
where p denotes momentum in the parallel or perpendicular direction, fs is the
species distribution function and Γ is the Lorentz factor. All of these terms must be
computed only once, when the solver is first initialized. We can also cache several
more terms in one dimension which do not depend on ω. Many of the terms involve
Bessel functions and multiples of perpendicular velocity. These terms only need
to be updated when the value of k⊥ is modified which does not happen for every
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integral evaluation. Conveniently, the Lorentz factor in the cyclotron frequency and
perpendicular velocity cancel in the Bessel functions when converting from velocity
to momentum coordinates. This gives an argument of z = k⊥p⊥/msΩcs0 for the
Bessel functions Jn and their derivatives J
′
n with respect to the argument. The
following one dimensional terms are then stored for every harmonic number and in
the perpendicular direction each time k⊥ is updated.
q1,n =
n2J2nΩ
2
cs0m
2
s
k2⊥
, (3.62)
q2,n =
nJnJ
′
np⊥Ωcs0ms
k⊥
, (3.63)
q3,n =
nJnJnΩcs0ms
k⊥
, (3.64)
q4,n = J
′2
n p
2
⊥, (3.65)
q5,n = JnJ
′
np⊥, (3.66)
q6,n = J
2
n, (3.67)
where ms is the species rest mass and Ωcs0 is the species cyclotron frequency calcu-
lated using the rest mass. Given these temporary variables the arguments for the
splines in the numerator may be calculated efficiently. As these expressions each in-
volve factors of ω they may be evaluated only when the integrals are performed. The
integrals which must be performed to calculate the susceptibilities for each species
are then defined as follows,
χ11 =
2piω2p0
ω
∑
n
∑
i,j
G ·
[
P(U1q1,n) +
1
ω
P(U3q1,n)
]
4∆p‖4∆p⊥, (3.68)
χ12 = −i
2piω2p0
ω
∑
n
∑
i,j
G ·
[
P(U1q2,n) +
1
ω
P(U3q2,n)
]
4∆p‖∆p⊥, (3.69)
χ13 =
2piω2p0
ω
∑
n
∑
i,j
G ·
[
P(U2q3,n) +
1
ω
P(U4q3,n)
]
4∆p‖∆p⊥, (3.70)
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χ22 =
2piω2p0
ω
∑
n
∑
i,j
G ·
[
P(U1q4,n) +
1
ω
P(U3q4,n)
]
4∆p‖∆p⊥, (3.71)
χ23 = −i
2piω2p0
ω
∑
n
∑
i,j
G ·
[
P(U2q5,n) +
1
ω
P(U4q5,n)
]
4∆p‖∆p⊥, (3.72)
χ33 =
2piω2p0
ω
∑
n
∑
i,j
G ·
[
P(W1q6,n) +
1
ω
P(W2q6,n)
]
4∆p‖∆p⊥, (3.73)
where the function P is defined to convert the gridded argument into a vector of nine
coefficients describing the bivariate quadratic interpolation of the function argument
at position i, j on the grid. The function G describes the result attained from ana-
lytically computing the integrals over rotated triangles for each of the nine quadratic
interpolation coefficients. The trailing factor of 4 arises from the fact that in order
to perform quadratic interpolation in two dimensions 4 cells must be interpolated
across. The functions G and P are too lengthy to define here, and are defined in
appendix A.1. Much of the code in these two functions was generated directly from
the symbolic algebra package Mathematica[84]. Using automated code generation
to both solve systems of equations as well as perform the integrals analytically, we
were able to save effort and avoid many potential human errors. Special care was
taken in setting up the triangles to avoid loss of numerical precision. This goal
was attained giving results which agreed up to at-least four significant figures with
Monte-Carlo integration over thousands of sample surfaces including complex poles
and a multitude of rotations. Before discussing the primary optimizations that were
performed on this code we will quickly discuss some of the benchmark calculations
that were performed. For all non-relativistic problems that we attempted to anal-
yse results were equivalent to the non-relativistic solver. We will therefore focus on
examining problems with properties that depend on the relativistic correction.
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Figure 3.11: The relativistic two-stream instability is solved for the three cases of
Lorentz factor Γ = 1.001, Γ = 1.01 and Γ = 1.1. Shading is performed using the
same techniques as is applied in previous figures of this type. As the Lorentz factor
is increased the cut-off frequency is lowered by an amount proportional to Γ as we
would expect.
3.3.3 Benchmark Problems
The first problem we investigate using a fully relativistic description is again the
two-stream instability. We return to this problem due to its simplicity and the fact
that it has already been documented in this chapter. Initially, we verify that the
relativistic version of this code produces the same output as the non-relativistic
version. We then chose to progressively increase the relativistic Lorentz factor Γ
until a deviation occurred. In Figure 3.3.3 we present the dispersion relations for
two-stream instabilities which have been computed at Lorentz factors of Γ = 1.001,
Γ = 1.01 and Γ = 1.1.
This figure was produced using bulk parameters of ne = 2.5× 1019m−3 and
beam velocities of v20 = c
2(1− Γ−2). The static dispersion of the ‘O’ mode appears
to change due to the scaling of the k axis on v0. We see that both the frequency and
linear growth rates are reduced by similar amounts. This is ultimately uninteresting
as the growth and frequencies are only modified by an amount similar to the Lorentz
factor. In MCF plasmas we do not typically reach highly relativistic temperatures,
so the omission of a small correction would be acceptable. We discussed earlier
that for angles close to θ = 90o the relativistic correction could have a much larger
impact. One instability where this is the case is that of the electron cyclotron maser
instability.
The electron cyclotron maser instability (ECMI) is characterized by coherent
emission at the electron cyclotron harmonics and in the direction perpendicular to
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Figure 3.12: Comparison between electron cyclotron maser instability calculated
using the non-relativistic and fully relativistic approaches on the left and right panels
respectively. For these parameters only the relativistic solver appears to produce
results which are linearly unstable. This plot was calculated for a system comprising
of background electrons and an energetic ion ring beam. Growth was calculated at
angle θ = 89o from the magnetic normal.
the magnetic normal. The ECMI was first investigated by Harris et al. for a ring
beam distribution and using a non-relativistic resonance condition[85]. Similar work
was later performed by Melrose investigating the same instability but driven by a
drifting bi-Maxwellian electron distribution[86, 87].
Wu and Lee pointed out that when the the resonance condition is described
by a relativistic Lorentz factor, the resonance condition has a qualitatively different
solution than when the condition Γ = 1 is prescribed[88]. This derivation was
fleshed out further in 1982 by Melrose et al. and applied to explain millisecond
bursts of auroral kilometric radio emission driven by loss cone distributions[89].
Satellite measurements have shown that electron horseshoe distributions exist which
are unstable to the ECMI[90]. It has also been shown that the ECMI plays an
important role in generating coherent emission during astrophysical shocks[91]. As
the literature cited in this paragraph suggests that the growth rates of the ECMI
are strongly dependent on a relativistic correction, we decided to demonstrate the
differences between the non-relativistic and relativistic regimes using this code.
In Figure 3.12 we attempt to calculate growth rates for the ECMI driven by
a superposition of an electron ring beam and electron background. The parameters
used to construct this figure are defined as follows. The background electrons were
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described by a temperature of Te = 1keV , density of ne = 10
19 and the background
magnetic field was set B = 2T . The ring beam was given a perpendicular drift
velocity of vb = 5vth and a beam fraction of ξ = 0.01. The thermal spread of the
ring beam was set to be the same as that of the background electron temperature.
The panel on the left-hand side shows growth rates which were calculated
using the non-relativistic approximation, while the figure on the right shows those
computed using a fully relativistic description. We can see that instability is only
predicted using the relativistic treatment. Growth rates are largest at the n = 2
electron cyclotron harmonic. This, in addition to the cited literature, means that
for certain problems it is necessary to solve dispersion relations using a code which
is fully relativistic. Having the option to use both a non-relativistic implementa-
tion as well as a relativistic implementation allows the user to pick and choose the
appropriate description for every problem. While the numerical performance of the
relativistic version of this code was always going to be lower than the non-relativistic
one, we took several steps to improve matters. These are discussed in the following
section.
3.3.4 Numerical Performance
In the form that we have outlined so far, the solution of a simple dispersion relation
may take several hours or even days to compute for higher resolution problems.
This is measured after applying the optimization techniques outlined in section
3.3.2. This level of performance was deemed to be unacceptable. To improve this,
we determined an optimization strategy that would greatly reduce the frequency
at which the full integral must be updated. We aimed to expand the integral into
polynomials of ω = ω0 + δω. We observe that the a sum of several polynomials
may be computed before the polynomial is evaluated. We describe the denominator
by ω − nΩcs − k‖v‖. As v‖ and Ωcs vary across the grid in p‖ and p⊥, different
regions must be expanded around different values so that δω may be kept small.
We sort grid cells into lists containing similar values of nΩcs + k‖v‖. Typically,
1000 or so of such lists may be collected. For each cell in this list, a polynomial
in δω is computed from its Taylor series. We then compute the sum of each of
the coefficients for these polynomials. The coefficients of the summed expansions
are stored up to fourth order. The summed polynomials may then be repeatedly
evaluated later using different values of ω.
Through this approach we can significantly reduce the time taken to evalu-
ate the integral. Finally, we observe that this approach breaks down close to the
singularities. For everywhere except the region around the complex poles, an expan-
59
sion may be chosen which gives a result which has an error comparable to floating
point precision. The accuracy of this expansion was tested by directly comparing
to the numerically evaluated result attained by the previous technique of integrat-
ing triangles. When the small expansion condition δω/(ω0 − nΩcs − k‖v‖) is not
true, we instead fall back to the more computationally expensive original method
involving evaluating the analytical solution to the integral of triangle primitives.
In the examples which we tested against, the application of this series expansion
typically removed the need to evaluate the full primitive integrals for somewhere in
the region of 90 − 99% of cases. We found that worse performance was observed
for more relativistic problems. Even after these improvements, the integration time
was still dominated by the integration of triangle primitives, although the overall
performance was reduced by a factor similar to the reduction in number of triangle
primitive integrals which were performed. This code ultimately calculated roots
significantly slower than the non-relativistic solver due to its increased complexity
required by a fully relativistic treatment. Most problems may be investigated on
the order of tens of minutes using this approach.
3.3.5 Conclusions
At the time of writing, as far as we know, we have constructed the first fully relativis-
tic kinetic dispersion solver capable of operating on dielectric tensors characterized
by fully relativistic gyrotropic plasmas1. This approach appears to make predictions
which deviate significantly from the non-relativistic approximation, even when the
underlying particle distributions are only weakly relativistic. These deviations are
in agreement with the literature and may be readily demonstrated when applied to
the electron cyclotron maser instability for a perpendicular momentum distribution
function characterized by an energetic electron ring beam and thermal background.
1Shortly following the writing of this chapter, Verscharen et al. published a paper outlining a
similar code[92]. Work on this code likely began before we had initiated work. It is possible that
performance advantages exist within our version of the code, however this remains untested.
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Chapter 4
Anomalous Doppler Instability
4.1 Introduction
The anomalous Doppler instability or “fan instability” is a key relaxation mechanism
for suprathermal electrons in MCF plasmas. The anomalous Doppler effect was first
investigated by Ginzburg[93]. This was followed by Kadomtsev and Pogutse[94], who
theorized that it could play an important role in the isotropization of accelerated
electrons and thus in creating an observable anomalous resistance in tokamak plas-
mas. This work was shortly followed by Sharpiro and Shevchenko[95], who showed
that the quasilinear evolution of a bump on tail distribution under excitation at the
Cerenkov (ω = k‖v‖) wave-particle resonance would lead towards the formation of a
plateau distribution. They also showed that there was a possibility for this plateau
to be unstable to waves at the resonant electron cyclotron frequency driven by the
anomalous Doppler instability (ADI). Wave-particle resonance occurs at the n’th
cyclotron harmonic when the condition:
v‖ =
ω − nΩcs
k‖
(4.1)
is satisfied. The ADI occurs when waves at the lower bulk branch are resonant with
the n = −1 electron cyclotron harmonic. In this context, the term “anomalous”
arises in contrast to the “normal Doppler” n = 1 resonance. When the condition
ωpe  Ωce is met, waves at the lower bulk branch may be described by ωL ≈ cos θωpe,
where θ is the angle between the wavevector k and the magnetic field B, ωpe is the
plasma frequency and Ωce is the electron cyclotron frequency. Importantly, the
ADI is able to excite waves when the parallel derivative of the electron velocity
distribution function is zero. This means that the ADI is able to operate on flat
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tails. For waves to be excited by the ADI, it is necessary that Landau damping is
small. This means that the distribution function must be close to flat for F (ω/k‖),
where ω/k‖ defines the velocity at the Cerenkov resonance. As the ADI is able to
operate on extended flat tails, it is thought that it plays a key role in determining
the dynamics of runaway electrons during tokamak disruptions[96]. The ADI may
also play an important role in governing the dynamics of runaway electrons during
argon puffing[97].
Nezlin showed that for certain systems containing plasma beams, it was
possible for waves to exist with “negative energy”[98]. This means that the energy
of the medium is less when the wave is present than when the wave is absent. Nezlin
also showed that in order for the wave to grow, there must be a mechanism in place
for it to dissipate energy back to the medium. Nezlen then linked this physics to the
anomalous Doppler effect, where the particle distribution may be modified by waves
at the anomalous Doppler resonance. It has also been suggested that the ADI may
produce a positive slope in the parallel electron distribution function. The formation
of a positive slope in the parallel electron distribution was first suggested by Molvig
et al.[99], and this suggestion was shortly repeated by Parail and Pogutse[100]. The
formation of a positive slope is one of the key physical predictions which we attempt
to verify in this chapter.
The ADI has also been suggested as an important driver in several aspects
of tokamak physics. Relativistic electrons have been suggested to be resonant with
lower hybrid waves in tokamak plasmas[101, 102]. This has relevance in under-
standing the evolution of the runaway current in tokamaks. This effect has been
suggested to show that confinement improvements may be possible[103]. Recently,
observations in ELMs have suggested that energetic electrons may be present. It has
been hypothesised that these electrons may be exciting waves through the anoma-
lous Doppler resonance[23]. Links have also been suggested to exist between the
ADI and electron cyclotron emission observed during ramp down[104].
Physics of the anomalous Doppler resonance is also thought to play a role in
space plasmas and the production of auroral kilometric radiation. It has been shown
that the anomalous Doppler instability can excite very low frequency (whistlers and
lower hybrid) waves in the solar wind[105]. The anomalous Doppler resonance has
additionally been considered as a method for exciting lower-hybrid waves in auroral
plasmas[106]. This work suggests that for certain parameters, the growth rate of
lower hybrid waves which are resonant with electrons in the tail exceeds the growth
rate for waves on the lower bulk branch. The anomalous Doppler resonance has also
been linked to stellar disks and the Lindbald resonance[107].
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In this chapter we begin by examining several approaches to calculating the
linear behaviour of the ADI. These linear calculations are followed up by comparison
to fully kinetic 2D3V PIC simulations spanning the linear phase of instability, quasi-
linear evolution of the underlying velocity distributions and finally the non-linear
phase of the instability where coherent wave coupling plays a role.
4.2 Linear Theory of the ADI
Before attempting to simulate the ADI, it is important to develop a good under-
standing of the relevant linear theory. Here we will review several of the approaches
that have previously been employed to describe the linear physics of the ADI. The
central theme of each approach is to solve the wave equation for a description of
the dielectric tensor which is relevant to runaway electrons. It is usual to apply the
approximation that waves are purely electrostatic. This means that only the lon-
gitudinal component of the wave equation needs to be solved. Here we will discuss
two separate approaches which were employed by Dendy et al. to describe the ADI
in different regimes. We then benchmark these analytical solutions for the linear
growth rates against solutions which we have computed exactly using the dispersion
solver which we constructed in Chapter 3. We show which approximations are valid
to our problem parameters and compare these results against derivations which have
been performed elsewhere.
4.2.1 Wave-Wave Resonance Linear Theory of the ADI
We first outline a variant of the ADI known as the “wave-wave” resonance ADI. This
description of instability at the anomalous Doppler electron cyclotron resonance was
outlined by Dendy and Lashmore-Davies in 1984[108]. The derivation starts by con-
sidering an electron velocity distribution function characterized by the superposition
of a Maxwellian background population of electrons at rest and a Maxwellian beam
of electrons drifting in the magnetic field direction with velocity v0:
fe(v‖, v⊥) =
1
1 + ξ
[
1
(2pi)3/2v3T0
e
−(v2‖+v2⊥)/2v2T0 +
ξ
(2pi)3/2vB‖v2B⊥
e
−(v‖−v0)2/2v2B‖e−v
2
⊥/2v
2
B⊥
]
.
(4.2)
The thermal background is isotropic with temperature T0 and thermal velocity vT0 =√
kbT0/me. The beam fraction is defined by ξ/(1 + ξ) where ξ  1. The beam
is allowed to be anisotropic, with separate thermal velocities in the parallel and
perpendicular directions defined by vB‖ and vB⊥.
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The assumption is made that the instability is purely electrostatic. It is then
possible to solve the dispersion relation by considering only the longitudinal com-
ponent of the dielectric tensor. The longitudinal component of the dielectric tensor
is calculated by computing L = k · ( · k)/k2 and may be defined as follows[109]:
L = 1−
∑
s
ω2ps
k2
∞∑
n=−∞
∫ ∞
−∞
∫ ∞
0
2piv⊥dv⊥dv‖
k‖v‖ + nΩcs − ω
(
k‖
∂fs
∂v‖
+
nΩcs
v⊥
∂fs
∂v⊥
)
J2n
(
k⊥v⊥
Ωcs
)
,
(4.3)
where ωps and Ωcs are the species specific plasma and cyclotron frequencies and Jn
is a Bessel function of the first kind. The first step is to expand the longitudinal
component of the dielectric tensor to leading order in thermal terms. This expansion
is easiest to understand with foreknowledge of the solution for both the upper and
lower bulk branches. In the limit of ωpe  Ωce, the upper and lower branches
are described by the expressions ω2U = ω
2
pe sin
2 θ + Ω2ce and ωL = ωpe cos θ. The
evaluation and expansion of Equation 4.3 then gives the following expression:
r = 1−
ω2p0 cos
2 θ
ω2
− ω
2
p0 sin
2 θ
ω2 − Ω2ce
− ω
2
pB cos
2 θ
(ω − k‖v0)2
− ω
2
pB sin
2 θ
(ω − k‖v0)2 − Ω2ce
, (4.4)
where ωp0 denotes the background plasma frequency, ωpB the beam plasma fre-
quency Ωce the electron cyclotron frequency and θ the orientation of k with respect
to the magnetic field B. The cold plasma dispersion relation r = 0 then defines
four families of electrostatic waves. From left to right in Equation 4.4 these are
the lower and upper bulk supported branches, together with two pairs of streaming
branches that exist only in the presence of a beam. The terms describing the upper
branch are then removed, leaving only the terms describing the lower bulk plasma
branch and the two streaming branches. The substitution ωL = ωp0 cos θ highlights
the longitudinal bulk plasma terms, so that:
r =
ω2 − ω2L
ω2
− ω
2
PB cos
2 θ
(ω − k‖v0)2
− ω
2
PB sin
2 θ
(ω − k‖v0)2 − Ω2ce
. (4.5)
Here we diverge from the original work, which provides analytical approximations for
the growth rates and density scaling: we directly solve these equations numerically.
The standard approach for solving high order polynomials numerically is to compute
the eigenvalues of the Frobenius companion matrix[110]. To apply this method to
solve equations 4.4 or 4.5 we first represent them as polynomials of variable ω, then
evaluate all other variables with exact numerical values. The roots of this polynomial
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Figure 4.1: Real and imaginary parts of the dispersion relation for the wave-wave
resonant ADI. (Left) Solutions of Equation 4.4. (Right) Solutions computed using
the distribution function 4.2 and the gyrotropic dispersion solver outlined in Chapter
3. The real component of a stable mode is shown in black and the real component
of a growing mode is shown in yellow. Growth rates shown in red are exaggerated
by a factor of 10. For parameters, see main text.
may then be computed.
In Figure 4.1 we compare (left) solutions calculated by applying this tech-
nique to Equation 4.4 to (right) solutions calculated using the dispersion solver which
we outlined in Chapter 3 for the distribution function 4.2. Both panels are calcu-
lated using the same parameters: θ = 45o, ξ = 0.005, B = 2T , ne = 2.5× 1019m−3,
Te = 1eV , vT0 = vB‖ = vB⊥ = vth =
√
kbTe/me and v0 = 200vth.
The Cerenkov branch occurs at the n = 0 wave-particle resonance of the
beam and is described approximately by ω = k‖v0. The two fastest growing modes
occur when the Cerenkov branch is in resonance with the upper and lower bulk
branches. This occurs when the line of Cerenkov resonance defined by ω ' k‖v0
intersects with the upper and lower bulk branches at ωU =
√
ω2pe sin
2 θ + Ω2ce and
ωL = ωpB cos θ. If we inspect the Cerenkov resonance in more detail it is apparent
that the resonant frequency may be modified by the presence of the beam when
the beam fraction is sufficiently great. The modified resonance assumes the form
ω = k‖v0 ± ωpB. These are the fast and slow modes supported by the beam. If
the beam fraction is low enough this modification will not be well resolved and the
resonance will revert to the condition ω = k‖v0.
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By comparing solutions obtained using different values of the beam fraction
parameter ξ we infer that these growth rates scale as γ ∝ ξ 14 when the fast and slow
modes are resolved. We can determine whether the fast and slow modes are resolved
through visual inspection of the dispersion solution. Two separated black lines exist
above each of the purple Cerenkov unstable solutions in the regions (0.6 < ω/ωPB <
1.6, 1 < kv0/ωPB < 1.6) and (1.4 < ω/ωPB, 2 < kv0/ωPB) respectively. These are
the fast and slow modes. When the beam density is reduced below ξ ' 1/225 these
lines begin to merge, with full merging having occured at ξ < 1/300, so that the
fast and slow modes are not resolved. In this regime we find that growth rates scale
as γ ∝ ξ 13 . Dendy and Lashmore-Davies made the prediction that this transition
should occur at around ξ ≈ 1/256[108]. Both the growth rate scaling and point
of scaling transition which we have measured show very strong agreement with the
predictions made by equations 14 and 18 of Dendy and Lashmore-Davies.
Two unstable regions are also present at the wave-wave ADI resonance.
These two instabilities have much lower growth rates, which scale with density
as ξ
1
2 . This density scaling also agrees with equation 7 of Dendy and Lashmore-
Davies[108]. The fact that we observe instability here and that the scaling agrees
with predictions, validates both the present and the previous work and shows that
the wave-wave resonant ADI has properties which differ from the wave-particle res-
onant ADI, which is discussed in Section 4.2.2.
Several differences also exist between the left and right panels of Figure 4.1.
The dispersion solutions differ for small values of k, due to the added description
of electromagnetic effects in the right-hand panel. Here, the electromagnetic O (or-
dinary) and X (extraordinary) modes dominate. The O and X modes both asymp-
totically tend toward ω = kc at higher values of k, so they may be neglected in the
region of interest. The other key difference which exists is that much of the stable
part of the wave-wave ADI resonance is missing on the right panel. On the left panel
a black line is present which may be described by the equation ω = k‖v0−Ωce. This
line is missing from the right panel, because a small thermal spread in the beam
distribution damps this mode. This damping is also manifest by a very slight re-
duction in the growth rates of the two wave-wave ADI instabilities shown in red on
the right panel when compared to those in the left.
The observation of this effect introduces the question of what happens when
we increase the thermal spread of the beam further. We address this question in
Figure 4.3. To properly consider a non-zero thermal spread, we must use a kinetic
description of the underlying velocity distribution functions. This means that we
must use the latter of the two methods presented in Figure 4.3. In Figure 4.3 we vary
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Figure 4.2: Parallel velocity distributions corresponding to those used in Figure
4.3. The ratio of beam velocity to thermal velocity is varied from v0/vth = 200 to
v0/vth = 3.125 through the intermediate values of v0/vth = 50 and v0/vth = 12.5.
the thermal velocity while keeping the beam velocity v0 constant. This is preferable
to changing the beam velocity and keeping the thermal velocity fixed as the ratio
v0/c remains unaltered, and the electromagnetic effects are therefore held constant
between panels. The ratios v0/vth = 200, 50, 12.5 and 3.125 are compared. The
parallel velocity distributions constructed for the parameters which we examine in
Figure 4.3 are shown in Figure 4.2. The remaining parameters remain identical to
those examined in Figure 4.1. Raising the thermal velocity from v0 = 200vth to
v0 = 50vth has very little effect on either of the two Cerenkov resonant instabilities
at k < ωpB/v0 and k ' 2ωpB/v0. For these parameters modes remain within a
hydrodynamic regime of instability where thermal terms may be neglected. The
anomalous Doppler resonant modes at k ' 2.5ωpB/v0 and k ' 4ωpB/v0 are however
greatly reduced by this small increase in thermal velocity. For this panel they are
situated in a transient regime, where the wave-wave resonant effects are still present
but are much reduced by kinetic damping. Increasing the thermal velocity to vth =
v0/12.5 completely eliminates the presence of instability at the wave-wave anomalous
Doppler resonance. We see that in the third panel the upper of the two Cerenkov
resonances is also eliminated. Finally, in the case where v0 = 3.125vth, all of the
previous instabilities are removed. This is to be expected as the underlying velocity
distribution now very closely resembles a Maxwellian, with only a small change in
slope at the beam velocity. While this behaviour has not yet been investigated in
the context of the wave-wave resonant ADI, the transition from a hydrodynamic
to kinetic regime has previously been investigated for the two-stream instability on
several accounts[111–113].
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Figure 4.3: The wave-wave ADI is examined for various values of the beam velocity
v0. Equation 3.38 is solved using the distribution function 4.2 where the ratio of
beam velocity to thermal velocity is varied from v0/vth = 200 to v0/vth = 3.125. The
colour scheme matches figure 4.1, where cyan now depicts the real part of damped
modes.
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The original motivation for examining wave-wave instability at the anoma-
lous Doppler resonance was that a bump on tail distribution could in principle be
unstable to this instability. We find however that in order for this to be the case
the bump would have to be very large when compared to the flat tail. We find
that the wave-wave ADI is only linearly unstable for systems that are within the
hydrodynamic regime where the beam and background are separated by large veloc-
ities. This configuration is also highly unstable to the wave-wave resonant Cerenkov
instability. It was shown by Sharpiro and Shevchenko that a distribution with a
beam would be flattened by Cerenkov emission originating from the positive slope
in the distribution[95]. Due to the large growth rates of the wave-wave Cerenkov
resonant instability for this configuration, we would expect that these flattening
effects will tend to occur on very short time-scales. We therefore cannot perform
first principles simulations for these parameters which last long enough for effects of
the wave-wave resonant ADI to be detected. Instead, we may perform simulations
which are initialized with an extended flat tail. To investigate distributions with a
velocity plateau in the parallel direction we must use a description which is applica-
ble to the kinetic regime. Several descriptions of the ADI which are relevant in the
kinetic regime also exist. In the next section we will outline a treatment presented
by Dendy and Lashmore-Davies[114].
4.2.2 Wave-Particle Resonance Theory of the ADI
Before we outline a wave-particle resonance treatment for the ADI, we first discuss
our choice of analytical representation for the electron velocity distribution function.
This will define the initial state for the particle-in-cell simulations presented in this
chapter. We set the background magnetic field to B = 2T and the initially spatially
uniform electron number density to ne = 2.5 × 1019m−3. These parameter values
are generically representative of the MCF plasma conditions found in tokamaks and
stellarators. This gives a ratio of electron plasma frequency to electron cyclotron
frequency of ωpe/Ωce = 0.8. The electron wave-particle cyclotron resonance at the
n’th harmonic occurs when the condition ω = k‖v‖ + nΩce is satisfied for a wave
with given (ω, k‖). The anomalous Doppler instability occurs when particles are
resonant with waves at the n = −1 electron cyclotron resonance. For overall growth,
instability at the wave-particle anomalous Doppler resonance must exceed damping
caused by particles which are Cerenkov resonant at the n = 0 resonance. Landau
damping occurs when the slope of the electron distribution function is negative. In
this derivation we assume that negligibly few electrons satisfy the normal Doppler
(n = 1) resonance or any of the higher resonances.
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If we consider a distribution which is flat at the n = 0 resonance and non-zero
at the n = −1 resonance for a wave with a given (ω, k‖), we expect the system to be
unstable to the ADI. A distribution consisting of a thermal Maxwellian background
and an extended flat tail can satisfy this criterion, provided ω and k‖ have values
such that: the Cerenkov velocity ω/k‖ significantly exceeds (by a factor ' 4) the
bulk thermal velocity, so that ∂f/∂v‖
∣∣
v‖≈ω/k‖ is very small; and the anomalous
Doppler velocity vAD = (ω + Ωce)/k‖ does not exceed the maximum velocity of the
electrons in the tail. This form of distribution may be represented analytically as
follows:
fe(v‖, v⊥) =

(1− ξ) exp[−v2‖/2v2th] exp[−v2⊥/2v2th]/(8pi3v6th)1/2, if v0 > v‖,
ξ exp[−v2⊥/2v2th]/(2piv2thv1), if v1 > v‖ > v0,
ξ exp[−(v‖ − v1)2/2v2th] exp[−v2⊥/2v2th]/(2piv2thv1), if v‖ > v1.
(4.6)
Here the electron thermal velocity is vth = (kbTe/me)
1/2, ξ is the tail fraction,
and v0 = vth log
[
v21(1− ξ)2/(2piξ2v2th)
]1/2
is the velocity at which the thermal
bulk transitions to the plateau. The tail extends up to, and slightly beyond, v1
which is the plateau maximum velocity; we have chosen to smooth the end of the
electron tail so that no discontinuity exists within the distribution. This distri-
bution is normalized so that 2pi
∫∞
−∞
∫∞
0 v⊥fe(v‖, v⊥)dv⊥dv‖ = 1. The notation
Fe(v‖) = 2pi
∫∞
0 v⊥f(v‖, v⊥)dv⊥ is used to indicate the perpendicular integrated dis-
tribution function. We note that the first derivative in v‖ is discontinuous, but this
is unimportant because no second derivatives are needed in this derivation. We use
Te = 100eV for the electron thermal temperature, which is characteristic of the
outer region of a tokamak plasma; v1 = 18.5vth for the maximum tail velocity, cor-
responding to electron kinetic energy of 17.1kev and ξ = 0.04 for the tail fraction,
which is exaggerated to accelerate the growth of instability. The parallel component
of the electron distribution for these parameters is plotted in Figure 4.4.
Following the construction of this distribution function, we now compute
linear growth rates. We base this derivation on work performed by Dendy and
Lashmore-Davies[114]. Their paper outlines a means to calculate growth rates ana-
lytically by solving the longitudinal component of the dielectric tensor for a magne-
tized homogeneous plasma. Separate probability distribution functions are used for
both ions and electrons. Here we revisit the longitudinal component of the dielectric
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Figure 4.4: Analytical model for the parallel component of the electron velocity
distribution function defined by Equation 4.6, for the parameters stated in the main
text. The vertical axis is plotted on a logarithmic scale and is normalized so that∫∞
−∞ Fe(v‖)dv‖ = 1.
tensor which may be defined as follows:
L = 1−
∑
s
ω2ps
k2
∞∑
n=−∞
∫ ∞
−∞
∫ ∞
0
2piv⊥dv⊥dv‖
k‖v‖ + nΩcs − ω
(
k‖
∂fs
∂v‖
+
nΩcs
v⊥
∂fs
∂v⊥
)
J2n
(
k⊥v⊥
Ωcs
)
.
(4.3 revisited)
Here ωps and Ωcs are the species-specific plasma and cyclotron frequencies, and Jn
is a Bessel function of the first kind. The solubility condition requires that L = 0
for a stable or growing purely longitudinal mode to exist. If the perpendicular
distribution functions are Gaussian, we can integrate analytically over the Bessel
functions of the first kind using their known indefinite integrals. Writing fs(v‖, v⊥) =
Fs(v‖)exp(−v2⊥/2v2th)/2piv2th such that
∫∞
−∞ Fs(v‖)dv‖ = 1, we may then integrate out
the perpendicular dependence of the integral. Following the notation of ref [114],
we define the expressions v2B = 2v
2
th, βB = k
2
⊥v
2
B/2Ω
2
ce and Λn(β) = exp(−β)In(β),
where In(x) is a modified Bessel function of the first kind. The perpendicular
integrated longitudinal dielectric tensor element then reduces as follows:
L = 1−
∑
s
ω2ps
k2
∞∑
n=−∞
∫ ∞
−∞
dv‖
k‖v‖ + nΩcs − ω
(
k‖
∂Fs
∂v‖
− 2nΩcs
v2B
Fs(v‖)
)
Λn (βB) .
(4.7)
Let us now consider the complex component of each cyclotron resonance in
Equation 4.7 independently. As the complex component is small, the individual
perturbations from each resonance may be treated separately and their solutions
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only later combined. First, let us consider the n = 0 Landau resonance for electrons
only. In this case, the integral reduces to a single term depending on the slope of
the parallel distribution function:
L = 1−
ω2pek‖Λ0(βB)
k2
[
P
∫ ∞
−∞
dv‖
k‖v‖ − ω
∂Fe
∂v‖
− ipi
k‖
(
∂Fe
∂v‖
)
v‖=ω/k‖
]
. (4.8)
The contour integral is calculated by integrating around a complex pole[115]. We
let ω tend towards zero from the domain ωi > 0 and integrate around a semicircle of
infinitesimal radius. If the distribution does not deviate much from a Maxwellian,
the principal part P , which defines r, is dominated by the cold plasma terms with
solution ω = ωr.
If the imaginary component is small compared to the real part of the integral,
it may be treated as a small perturbation such that the linear growth rate is described
by:
γ = −ωrim
2
. (4.9)
We note here that this expression is only valid when the condition ωpe  Ωce is
true. If this is not the case, we can instead expand:
1− ω
2
pe cos
2 θ
ω2
− ω
2
pe sin
2 θ
ω2 − Ω2ce
+ im = 0, (4.10)
for ω ≈ ω0 + iγ. This expansion yields the expression:
γ = −ωrim
2
(
ω2r
(
Ω2ce − ω2r
)2
ω2pe (Ω
2
ce (Ω
2
ce − ω2r ) cos2 θ)
)
, (4.11)
which differs slightly from the expression used in Dendy et al.[114]. Following the
original work, and substituting the imaginary part of Equation 4.8 into Equation 4.9
gives an expression to describe the linear growth rate γ of only the n = 0 Cerenkov
resonance,
γLE = −ωr
ω2peΛ0(βB)
2k2
(
pi
∂F
∂v‖
)
v‖=ω/k‖
. (4.12)
This expression describes Landau damping when the slope of the distribution func-
tion evaluated at ω/k‖ is negative and inverse Landau damping when the slope is
positive. In the limit of ωpe  Ωce we may use the expression ωr = ωpek/k‖ to
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describe the longitudinal bulk plasma mode. Plugging this into Equation 4.12 we
arrive at the same result as was calculated by Dendy and Lashmore-Davies:
γLE
ωpe
= −pi1/2
(
ωpe
kvB
)2
Λ0(βT )
k‖
k
(
pi1/2v2B
2
dF
dv‖
)
v‖=ωpe/k‖
. (4.13)
The same process that is outlined above may also be applied to the n = −1
electron cyclotron resonance:
L = 1−
ω2peΛ1 (βB)
k2
∫ ∞
−∞
dv‖
k‖v‖ − Ωce − ω
(
k‖
∂Fe
∂v‖
+
2Ωce
v2B
F (v‖)
)
. (4.14)
Removing the principle part of the integral gives the expression:
im = −
ω2peΛ1(βB)
k2
[
pi
∂Fe
∂v‖
+ pi
2Ωce
k‖v2B
Fe(v‖)
]
v‖=(ω+Ωce)/k
. (4.15)
Finally, we may substitute this into Equation 4.9,
γAD = −
ωrω
2
pepiΛ1(βB)
2k2
[
∂Fe
∂v‖
+
2Ωce
k‖v2B
Fe(v‖)
]
v‖=(ω+Ωce)/k
. (4.16)
This gives the same linear growth as those which were calculated by Dendy and
Lashmore-Davies when the principle solution ωr = ωpek‖/k is applied,
γAD
ωpe
= pi1/2
(
ωpe
kvB
)2
Λ1(βT )
[
Ωce
kvB
(
vB
vT⊥
)2
pi1/2vBF (v‖) +
k‖
k
pi1/2v2B
2
dF
dv‖
]
v‖=(ω+Ωce)/k
.
(4.17)
Rather than describing the longitudinal mode by the expression ω = ωpe cos(θ) we
may instead use the expression ω2r = ω
2− =
1
2ω
2
h− 12
√
ω4h − 4Ω2ceω2pe cos2 θ. This slight
modification is more applicable as we consider parameters where ωpe is comparable
to Ωce. The small modification slightly shifts the location in k space where we may
expect to see growth and also slightly modifies the magnitude of the growth which
we predict.
In these calculations we have neglected to consider the n = 1 normal Doppler
electron cyclotron resonance. Under most conditions this approximation is reason-
able although we note that linear calculations performed which additionally consid-
ered damping at the normal Doppler resonance were later performed by Omelchenko
et al.[116]. We do not outline these linear calculations here, although they state that
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Figure 4.5: Comparision of analytically calculated wave-particle linear growth rates
at angle θ = 45o from the magnetic field for distribution function 4.6. Growth rates
calculated using the prescription from Dendy and Lashmore-Davies are shown in
blue[114], while growth rates based on work by Omelchenko et al. are shown in
green[116]. Growth rates computed by numerically solving Equation 3.38 for the
same distribution function are shown in red. We apply Equation 4.11 instead of
Equation 4.9 to compute the dashed blue line.
the growth rates are given by:
γ =
piα3Ω2cek
2
⊥
4n0k3
[
F0
(
ω + Ωce
k‖
)
− F0
(
ω − Ωce
k‖
)
+
2Ωcek‖
k2⊥
∂F0
∂v‖
(
ω
k‖
)]
, (4.18)
where the constant α = 1/(1 + ω2pe/Ω
2
ce)
1/2 is defined. This result was calculated
using a technique broadly similar to that used by Dendy and Lashmore-Davies[114],
where only the longitudinal component of the dielectric tensor was solved. Calcula-
tions by Omlchenko et al. also appear to be applicable when the condition ωpe  Ωce
is not necessarily true as the normal Doppler resonance is also considered.
We have outlined three separate methods to calculate linear growth rates and
now compare these methods. This comparison is shown in Figure 4.4. We see that
good agreement exists between growth rates calculated by the solver which we have
constructed and Omelchenko et al.[116]. There appears to be some disagreement
between the two, particularly at high k. This is likely because the growth rates
calculated by Omelchenko do not consider the effect which thermal corrections have
on the frequency of the lower bulk branch. This correction in turn modifies the
resonant velocity for a particular value of k.
In the work by Dendy and Lashmore-Davies the assumption ωpe  Ωce is
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Figure 4.6: Agreement between growth rate calculations is compared for a range
of values of the ratio ωpe/Ωce. Growth rates calculated using the prescription from
Dendy and Lashmore-Davies are shown in blue[114], growth rates based on work by
Omelchenko et al. are shown in green[116] and growth rates computed by numeri-
cally solving Equation 3.38 are shown in red.
made[114]. In this regime normal Doppler damping is not important on the lower
branch. Even when relaxing this assumption to the parameters that we have used
(ωpe/Ωce = 0.8) the addition of normal Doppler damping still appears to have little
effect at this angle. If we were to consider the upper bulk plasma branch instead of
the lower one this would not be the case. We see that for these values of ωpe and Ωce,
the growth rates computed by Dendy and Lashmore-Davies are out by over 50%. If
we instead substitute Equation 4.11 instead of Equation 4.9 in this calculation, the
growth rates are rectified.
The assumptions that growth rates are small and that the distribution func-
tion is within the kinetic regime both appear to be valid. The longitudinal com-
ponent of the dielectric tensor may be separated by evaluating the expression L =
k · ( · k). During this investigation we verified that the longitudinal approximation
is appropriate for study of the ADI, giving growth rates which differ from those
calculated using the complete dielectric tensor by only a fraction of a percent. This
result is to be expected as the degree of polarization of the lower bulk branch is
very close to zero. In Figure 4.6 we vary the ratio ωpe/Ωce in order to check the first
assumption.
It can be seen that when the ratio of ωpe/Ωce is small the growth rates
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which we have calculated by solving the full gyrotropic wave equation agree much
better with those of Dendy and Lashmore-Davies than when this ratio is large.
This small ratio was the original intended regime for validity. We note that even at
ωpe/Ωce ≈ 0.4 this agreement is not perfect, although for most purposes it is likely
to be sufficiently accurate. The growth rates calculated by Omelchenko et al. do
not appear to be accurate for low values of the ratio ωpe/Ωce.
Although we can compute linear growth rates through numerical means the
previous approaches developed by Dendy and later Omelchenko are much simpler to
compute and therefore still remain useful. These approaches offer a large computa-
tional performance advantage due to their relative simplicity. Certain applications,
such as quasilinear codes, still benefit from derivations using this approach which
can be computed quickly[117]. In our work however, we are satisfied with the re-
duced performance offered by the more general root finding approach used in our
dispersion solver. This dispersion solver is used to calculate linear growth rates later
in this chapter. The most robust means to benchmark the accuracy of linear growth
rate calculations (short of laboratory experiments) is to compare against growth
rates measured fully from kinetic PIC simulations. The simulation setup which we
use to study the physics of the ADI is outlined in the next section.
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4.3 Kinetic Simulation
4.3.1 Simulation motivation
Previously, kinetic PIC simulations of the ADI were investigated by Lai et al.[118,
119]. Simulations of this nature are a far more powerful tool to investigate physics
than just linear calculations. We can investigate the time evolution of phase space,
the saturation energy of various waves and fully non-linear effects such as wave-wave
coupling or even turbulence[120].
The previous 1D3V PIC simulations were performed with only one spatial
direction of variation so that the authors could only resolve waves travelling in that
simulated direction. In this limited configuration the ADI is resolved specifically
for angle θ, where the magnetic field is oriented at angle θ from the simulation
domain. To resolve a larger spectrum of wavevectors propagating in other directions,
we must perform 2D3V simulations where the magnetic field is oriented parallel
to one of the directions of spatial variation. This higher dimensionality incurs a
significantly increased computational cost. With the ever increasing availability of
high performance computing resources, this cost is only now tractable. Due to the
rotational symmetry in phase angle φ there is no immediate motivation to perform
spatially homogeneous simulations in 3D3V.
Performing simulations which are 2D3V is useful because we can not only
resolve the ADI at many angles simultaneously in time, but also other physical ef-
fects which may occur at entirely separate angles. A treatment which more closely
resembles that found within tokamak devices could in principle consider effects of
device geometry. We are able to somewhat skirt this requirement through the ob-
servation that the physical length and time scales at which electron physics occurs
are relatively small compared to those implicated at device scale. Over the entire
simulation duration only a few photon crossing times occur. We will now move on
to discussing the specific simulation parameters that we have used.
4.3.2 Bulk parameters
In the 2D3V particle-in-cell simulations reported here, the full gyro-orbit electron
dynamics, together with all three vector components of E(r, t) and B(r, t) evolve
self-consistently under the relativistic Lorentz force law and Maxwell equations. In
these simulations the following bulk parameters were used. Electron number density
was set to ne = 2.5× 1019m−3 and a constant background magnetic field of B = 2T
was applied. These were selected to be loosely in accordance with bulk parameters
found in large tokamaks such as JET, DIII-D, K-Star or Asdex-U.
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These parameters gave a ratio of electron cyclotron frequency to plasma fre-
quency of Ωce/ωpe = 1.31. Assuming that both relativistic effects and collisions may
be neglected, the simulation results presented here may be scaled as long as this ra-
tio is held constant. Both the proton and electron bulk thermal temperatures were
set to Te = Tp = 100eV where the thermal velocity is defined as vth =
√
kbT/ms
for both protons and electrons. These temperatures are sufficiently high that the
collisional time-scale greatly exceeds the simulation duration while not so high that
relativistic effects play an important role at oblique angles. At simulation initializa-
tion, electrons were sampled from a distribution composed of a flat tail and a warm
Maxwellian background which was described in Equation 4.6.
The parameters used to define this distribution were a maximum flat tail
velocity of v1 = 18.5vth and an electron tail fraction of ξ = 0.04. Following dis-
tribution initialization a small shift was applied to the parallel electron velocity
distribution such that the zero current condition Je =
∑
iwiviqe = 0 was sat-
isfied. This is a requirement imposed by the periodic boundaries that we have
used. A background proton population was added to the simulation in order to
satisfy quasineutrality, although it is not strictly necessary that this requirement
be satisfied. This species was sampled from a Maxwellian distribution defined by
fp(v‖, v⊥) = exp[−v2‖/2v2th] exp[−v2⊥/2v2th]/(2piv6th)1/2. We will also list the proce-
dures which we have used to attain sufficiently high quality numerical resolution for
these physical parameters.
4.3.3 Fine tuning
As we were interested in resolving waves for as large a number of different values
of k as possible, we aimed to use a periodic simulation domain with many cells.
A trade-off exists between the simulation domain size and the availability of com-
putational resources. The performance cost of simulation is significantly greater in
higher numbers of spatial dimensions. Considering this trade-off, simulations were
performed on a 1000× 1000 grid. As we are not interested in waves with the high-
est values of k, it is useful to use cell sizes which are as large as possible. In this
simulation we found that unrealistic dispersive effects started to occur for cell sizes
around ∆x ≈ 3λD, where λD is the Debye length. We therefore configured each cell
to have a size of 2.4λD in both of the spatial dimensions.
In addition to choosing cell sizes correctly, it is also important to select a
sufficiently large number of particles per cell. In Section 4.4.3 of this chapter we
will explain why the the physics of flat distributions which are unstable at the
anomalous Doppler resonance requires a particularly large number of particles per
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cell to resolve. The most particles per cell which we could realistically utilize on
a 1000 × 1000 spatial grid, given the computational limitations at the time of this
study, was of the order of 1000 particles per cell. Macro-particle sampling was
performed at a resolution of 1200 particles per cell, where species weighting was
calibrated so that only 1/6 of the simulation macro-particles represented protons.
Individual electron particle weights were varied such that the initial second moment
of macro-particle momentum
∑
wip
2
i was minimized. Now that we have outlined
the bulk parameters and fine tuning for the 2D3V PIC simulation that we have
performed we will discuss the simulation results.
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Figure 4.7: Panel a): Spatiotemporal Fourier transform of the parallel component
of the electric field computed at angle θ = 45 for early times between t1 = 83τce
and t2 = 250τce. Regions in blue indicate low power while regions in red indi-
cate high power. Panel b): The solution to the gyrotropic wave Equation 3.38 is
computed numerically using an electron distribution function and bulk parameters
corresponding directly to simulation data averaged between times t1 and t2. Black
lines correspond to the real part of stationary solutions, cyan lines show damped
solutions and yellow lines show growing solutions. Red lines show the imaginary
component of growing solutions and are exaggerated by a factor of 102.
4.4 Simulation Results
A large number of diagnostics were investigated during the analysis of simulation
data. We will begin by comparing the linear dispersive properties of these simula-
tions to linear predictions which we have made. This is followed by an examination
of the quasilinear evolution of the underlying particle distribution functions under
action of this linear physics. Finally, we will examine some of the non-linear physics
associated with coherent wave-wave coupling. We aim to demonstrate that we have
contributed to the knowledge base by providing a highly detailed account of the
physical effects which may be associated with the fanning out of runaway electron
tails.
4.4.1 Dispersive Properties
In Figure 4.7 we compare the spatiotemporal Fourier transform of the parallel elec-
tric field computed at early times from simulation output to a corresponding disper-
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sion relation which was calculated using the electron velocity distribution function
sampled directly from the same numerical simulation and time period. Both pan-
els are computed using identical bulk parameters and for the same angle from the
magnetic field. The methodology used to compute the 2D spatiotemporal Fourier
transform of the electrostatic fields was defined in Section 2.2.4 and the dispersion
relation in Section 3.2. We highlight that on the right-hand panel growth rates are
also computed. The real and imaginary parts of the dispersion relation are repre-
sented on different scales. To ease comparison, the imaginary part is magnified by
a factor of 100 relative to the real part. The real part of stationary solutions is
represented by black lines. The real component of unstable solutions is plotted in
purple, where the magnified imaginary component is shown in red. Damped solu-
tions are also shown in grey although we do not show the imaginary component of
these modes here. A near one to one mapping may be seen between the real com-
ponent of the solved dispersion relation and the spatiotemporal Fourier transform.
All cold electron plasma dispersive modes are captured fully, including an accurate
description of the effects caused by non-zero electron temperature. This can be seen
by the increasing frequency at high values of k. The unstable regions marked in
purple closely correspond to enhancements on the bulk branch in panel a).
As we have performed simulations in more than one spatial dimension, it
is also useful to compare Fourier transforms over a range of angles. In Figure 4.8
we show Fourier transforms which are computed using the parallel component of
the electric field for angles between θ = 0o and θ = 90o from the magnetic field
direction. These plots were computed between times t1 = 83τce and t2 = 166τce
from the simulation onset.
In panel a) we can clearly see that the dispersion relation is dominated by
Langmuir waves travelling in the magnetic field direction with frequency ω ≈ ωpe.
These waves are purely electrostatic and should be stable against collective insta-
bility for a monotonically decreasing tail. Interestingly, significant power appears
to exist at this mode from simulation onset. To fully explain the initial power of
this mode it is necessary to understand the process behind spontaneous Cerenkov
emission. We will discuss this in Section 4.4.3.
Panel b), which is situated at 30o from the magnetic field direction, shows the
two bulk modes at separate frequencies. The resonant frequency of these modes may
be approximated by Equation 2.12. In this simulation the non-thermal electron tail
constitutes a non negligible part of the distribution function. The precise frequency
of these modes therefore slightly deviates from what would be predicted by a purely
cold plasma model. As we have outlined in Section 2.2.3, these are known as the
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Figure 4.8: Spatiotemporal Fourier transforms are computed at various different
angles for each component of the electric field. The total magnitude of all three
components is then plotted. Panels a), b), c) and d) are computed for angles
θ = 0o, 30o, 60o and 90o respectively. Fourier transforms are performed between
times t1 = 83τce and t2 = 166τce
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Figure 4.9: Degree of electromagnetic polarization computed for wave propagation
angle θ = 45o from the magnetic normal. Purely electrostatic waves are shown in
blue, while purely electromagnetic waves are shown in yellow. Waves which are
partly electrostatic and partly electromagnetic are shown in teal. Panel a) shows
results computed from simulation while panel b) shows the analytically computed
counterpart. To illustrate intensity panel a) is also tinted to convey the power,
where lighter regions are less intense.
Z and W modes. They are also frequently referred to as the upper and lower
bulk plasma modes. Panel c) shows broadly the same features as panel b). The
frequencies of the upper and lower bulk modes are modified in accordance with
their dependence on θ. The O and X modes can be seen to vertically reflect in
every panel at ω ≈ 3.7ωpe. This spurious effect is due to the finite frequency at
which the electric field was sampled. As 2D simulations produce larger amounts of
data, we were data constrained in sampling frequency. Panel d) shows only waves
travelling in the direction perpendicular to the magnetic field. The upper hybrid
resonance, n = 1 cyclotron resonance and n = 2 cyclotron resonance are visible
here. Finally, in all but the first panel, the n = 1 and n = 2 cyclotron harmonics
are also visible. In principle, the n = 2 and n = −2 harmonics may have a wave-
particle interaction similar to the normal and anomalous Doppler effects. In practise
these interactions are much less important due to the more stringent requirements
on non-damping at the resonance conditions of these higher harmonics. So far, we
have not differentiated between polarized and non-polarized modes. In Figure 4.9
we investigate these properties more closely.
Rather than considering the sum of electric field oscillations, it is perhaps
83
more useful to consider the polarization of particular modes. In Figure 4.9 we
examine the degree of polarization for waves travelling at angle θ = 45o from the
magnetic field.
We use the phrase “degree of electromagnetic polarization” to describe the
degree to which waves are electrostatic or electromagnetic. A degree of polarization
of 0 indicates a wave which is purely electrostatic while a degree of polarization of
pi/2 represents a wave which is purely electromagnetic. Degree of electromagnetic
polarization is computed, through the techniques outlined in Section 2.2.5, at time
t = 83τce in the simulated results reported here. We see that very good agreement
exists between the degree of electromagnetic polarization measured in simulations
and the degree of electromagnetic polarization that was calculated analytically for
the velocity distribution at this time period.
A key observation is that waves at the anomalous Doppler resonance are not
purely electrostatic. At θ = 0o the degree of polarization of the longitudinal mode is
exactly electrostatic. As θ is increased, the degree of polarization on the bulk branch
deviates slightly from being purely longitudinal. For the wavevector k = 0.2ωpe/vth
and propagation angle equal to θ = 45o tensor M has an eigenvalue of λ = 0 when
the argument ω = 0.57ωpe + 0.00015jωpe is supplied. The normalized electric field
eigenvector corresponding to this solution is Eω,k = (0.709,−0.002j, 0.705). The
unit vector of wave propagation is (1, 0, 1)/
√
2. These vectors are not completely
parallel which means that the wave is not purely electrostatic. Taking the inverse
cosine of their dot product reveals a degree of polarization of DoEP = 0.0038.
While the majority of wave excitation is electrostatic, a non-negligible electromag-
netic component still exists. This has significant implications for the possibility of
directly detecting electromagnetic radiation originating from the ADI. Now that we
have examined the dispersive and linear properties of the ADI we will examine the
quasilinear effects that waves caused by this instability may have on the electron
velocity distribution.
4.4.2 Quasilinear Evolution in Phase Space
Quasilinear effects occur when the unperturbed velocity distribution function evolves
self-consistently in response to the presence of excited waves. The first analytical
treatment for wave-particle resonant quasilinear diffusion in velocity space for mag-
netized plasmas was performed by Kennel and Engelmann[121]. Relativistic quasi-
linear treatments were also later adapted by Kulsrud and Ferrari[122]. Quasilinear
diffusion in the context of single particle lagrangian dynamics and the ADI was
explored by Dendy in 1987[123]. More recently this was in part verified by Lai et
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Figure 4.10: Deviation from initial energy density is computed between times 0 and
700τce. Kinetic energy density change of the parallel and perpendicular momentum
components are shown in red and cyan respectively. The change in electric field
energy density is shown in blue and the magnetic field energy density (adjusted for
visibility) in green. The black line shows change in total energy density.
al. who tracked single particle electron trajectories in PIC simulations[119]. The
verification of bulk quasilinear diffusion rates driven by the ADI using the ensemble
averaging of many particles remains an unanswered question for future research. Ac-
curate quasilinear diffusion modelling is necessary to understand kinetic effects on
collisional time-scales which exceed those which may be addressed with PIC codes.
In our work we only consider the modification of growth rates caused by the
evolution of the zeroth order electron distribution. We do not consider the action
of the electric and magnetic fields on the zeroth order particle distributions. It
is well known that the ADI causes electron velocity diffusion from the parallel to
perpendicular directions. A postulate which has hitherto been unverified is whether
or not this diffusion can lead to the formation of a positive slope in the parallel
direction of the electron distribution. This was first proposed by Molvig et al.[99],
who suggested that the fanning out of an extended flat electron tail could lead to
the formation of positive slope in the perpendicular integrated electron distribution.
This suggestion was shortly followed by a similar prediction by Papadopoulos et
al. [124]. In this section we aim to address this postulate by first investigating the
evolution of the velocity component of phase space which is calculated in numerical
simulation. We will then attempt to measure the effect which this modification of
phase space has on growth rates at later times in the simulation.
To begin with we examine the time evolution and energy transfer between
the electromagnetic fields and electron momentum components in the parallel and
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Figure 4.11: Electron distribution functions for velocity components vx and vy are
plotted at various times. On the left-hand side in panel a) we see that the initial
configuration remains unchanged at time t = 166τce. The central and right-hand
panels show times t = 333τce and 499τce respectively.
perpendicular directions. This is shown in Figure 4.10. The lack of any visible
deviations from zero in the black line shows that total energy is conserved throughout
the simulation. Very little change in the particle distributions occurs before t =
300τce. This period is dominated by linear growth of the electric field. After this time
significant energy transfer occurs between the parallel and perpendicular momentum
components. This is the quasilinear stage of the ADI. The result is a fanning out of
the initially highly anisotropic energetic electron tail. We see that the electric and
magnetic fields reach saturation at around t ≈ 600τce. Beyond the saturation time
a large amount of momentum transfer still continues to occur, although the rate is
progressively reduced. To understand the process of quasilinear diffusion in more
detail we may investigate the parallel and perpendicular components of the electron
velocity distribution function. This is shown in Figure 4.11.
In the central panel of Figure 4.11, at time t = 333τce, we see that a slight
fanning out of the electron tail has occurred. This quasilinear diffusion in phase
space is caused by the wave-particle Anomalous Doppler resonance between the
lower bulk branch and energetic particles in the electron tail driving electrostatic
waves on the lower bulk branch. These waves then act to modify the underlying
particle distribution. Panel c) shows a time at which significant deviation from the
initial distribution has occurred. Although saturation of wave energy has occurred
at this time, quasilinear diffusion in phase space still continues to occur at a reduced
rate, further isotropizing the electron tail.
In Figure 4.12 we examine parallel momentum rather than velocity. This is
done to demonstrate that we are not simply observing a slight relativistic correction
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Figure 4.12: Perpendicular integrated parallel electron momentum is computed di-
rectly from simulated particle distributions for various times. These correspond to
the same times that are shown in Figure 4.12 with the addition of time t = 666τce.
A positive slope is clearly visible at times t = 333τce and t = 499τce.
to an otherwise flat momentum tail, but in fact a parallel distribution which has a
positive slope in both velocity and momentum space. At early times the parallel
distribution remains unchanged from the simulations initial configuration. At times
t = 333τce and t = 499τce we see the emergence of a small positive slope. To explain
this phenomena we must consider the effect of the Anomalous Doppler instability on
the underlying particle distributions. The instability operates primarily to transfer
particle momenta from the parallel direction to the perpendicular direction. Coupled
with the fact that the ADI is strongest when the lower bulk branch is resonant
with particles travelling at higher velocities towards the end of the tail, it becomes
apparent that a positive slope may emerge.
4.4.3 Power Absorption and Spontaneous Emission
In Figure 4.13 we show the variation of electrostatic power density as a function of
k for times between t1 = 83τce and t4 = 333τce in the simulation. The early-time
electrostatic power density at the anomalous Doppler resonant region in k-space is
highlighted by annotation A. The power at this region rises incrementally between
each panel. This behaviour is indicative of linear growth, which we shall analyse
in more detail in Section 4.4.4. The Cerenkov resonant region is highlighted by
annotation B. For this region a large amount of power exists even at early times
in the simulation. The early excitation of electrostatic waves, which is strongest
at k⊥ = 0 and k‖ ≈ 0.6ωpe/vth, cannot be explained by collective linear growth
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Figure 4.13: Electrostatic power density is shown for times t1 = 83τce, t2 = 166τce,
t3 = 250τce and t4 = 333τce in panels a), b), c) and d) respectively. Areas marked in
yellow indicate regions of k space where electrostatic wave energy is concentrated,
while areas in blue show regions where it is not. Annotation A indicates the wave-
particle anomalous Doppler resonant region, while annotation B shows the wave-
particle Cerenkov resonant region.
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Figure 4.14: The characteristic decay time for an electrostatic fluctuation with fre-
quency ω and wavevector k is calculated from Equation 4.19 for angles θ = 0o and
θ = 45o. The real part of the dispersion relation solution is overlaid for comparison.
as we have shown that a flat tail is stable against linear instability in this region
of k-space. Instead, we account for early power at this region by considering the
physics of both absorption and spontaneous emission.
It is well known that black bodies emit and absorb thermal radiation. When
a system is in equilibrium the rate of power absorption equals the rate of spontaneous
power emission. This is best known as Kirchhoff’s law of thermal radiation[125].
Kirchhoffs law also relates absorption and emission in steady state magnetized plas-
mas. The rate of spectral power absorption in magnetized plasmas may be readily
calculated by considering the complex part of the dielectric tensor [69]. The rate of
power absorption for electromagnetic waves in a dielectric media may be described
as follows:
∂W (ω,k)
∂t
= ωr
0
2
E∗ · A(ω,k) ·E, (4.19)
where A(k, ω) = 12(− †) is the anti-hermitian component of the dielectric tensor.
Using this expression we may solve a differential equation to evaluate the decay time
τa(ω,k) of an electric fluctuation with a specific wavenumber k and real frequency ω.
In Figure 4.14 this quantity is calculated using the simulated electron distribution
function at time t1 = 83τce.
Fluctuation dissipation theorem was first investigated by Nyquist in 1928[126].
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Fluctuation dissipation theorem relates the linear response of a system as it relaxes
from a non-equilibrium state to its statistical fluctuation properties in equilibrium[127].
The longer a system takes to relax from a perturbed state, the longer it will take
to reach statistical equilibrium. If the perturbation response is linear, then the
time that it takes the system to reach an equilibrium state will not depend on the
magnitude of the perturbation or fluctuation. We can relate this property to the
fluctuation decay time shown in Figure 4.14. Strongly damped regions of the sim-
ulation will quickly reach equilibrium regardless of the magnitude of fluctuations,
while regions which are not strongly damped will take much longer.
To determine the equilibrium power in the electric and magnetic fields we
first need to determine the rate of spontaneous power emission. The rate of power
emission and power absorption may then be equated and the equilibrium field en-
ergy solved as a function of (ω,k). Several different approaches to determining the
spontaneous power emission rate exist.
The formalism for calculating the rate of spectral spontaneous power emis-
sion is more complex than the calculation of spectral absorption. Statistical physics
must be considered in addition to the collective response of the dielectric medium.
Much of the necessary statistical machinery is outlined in the textbook by Sitenko
“Electromagnetic Fluctuations in Plasma”[128]. This textbook applies a Klimon-
tovich formalism to allow the construction of the space-time correlation function
and derives spontaneous emission rates in non-magnetized plasmas with isotropic
velocity distributions. An approach which has been used previously was to calcu-
late the rate at which test particles do work on the plasma[129]. This approach has
been used in conjunction with the approximation that the real part of the dielectric
tensor may be computed using only the cold plasma terms of the dielectric tensor
to perform 1D ray tracing calculations of electron cyclotron emission in tokamaks
which use electron cyclotron resonance heating[130]. As this approach assumes that
spontaneous emission only occurs at solutions to the dispersion relation it is limited
in generality. It is possible to calculate spontaneous emission rates for any values
of (ω,k). From PIC simulations we can see that power does not exist just on the
solution to the dispersion relation, but across a wide range of values in ω and k.
Another approach to calculating the equilibrium field energy which does not
have this limitation is to solve the inhomogeneous wave equation. This approach has
recently been explored in detail for magnetized plasmas with Maxwellian[131] and
Kappa[132] velocity distribution functions. This theory has been verified against
fully kinetic PIC simulations[133] and for thermal magnetized plasmas[134]. The
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inhomogenous wave equation is:
Mij(k, ω) 〈δEiδEj〉k,ω = M−1ij (k, ω) 〈δEiδEj〉0k,ω , (4.20)
where 〈δEiδEj〉k,ω is the equilibrium electric field correlation tensor and 〈δEiδEj〉0k,ω
is the source correlation tensor for modes with wavenumber k and frequency ω. The
tensor M has been defined in Equation 3.38. When the right hand side of Equation
4.20 is set to 0, we return to the wave equation which we have solved in Chapter
3.2. The numerical implementation of the solution for the full inhomogenous wave
equation for arbitrary gyrotropic velocity distribution functions is left as an item
of future work. To solve this equation an expression describing the electric source
fluctuations is required. According to [132] the electric source fluctuation term may
be calculated for arbitrary velocity distribution functions using the equation:
〈EiEj〉0k,ω =
∑
s
msω
2
ps
2pi2ω2
∫ ∞
−∞
∫ ∞
0
2piv⊥dv⊥dv‖
∑
n
V inV
j∗
n δ(ω−k‖v‖−nΩcs)fs(v‖, v⊥),
(4.21)
where the compact notation
Vn =
(
nΩcs
k⊥
Jn(k⊥v⊥/Ωcs),−iv⊥J ′n(k⊥v⊥/Ωcs), v‖Jn(k⊥v⊥/Ωcs)
)
,
is useful to describe the tensor elements. Here Jn describes a Bessel function of the
first kind and J ′n describes its derivative with respect to v⊥.
We can also gain understanding from a simpler argument based on scaling
laws. This approach can aid us in understanding the temporal evolution of the
electric and magnetic fields in PIC simulations and show how these relate to reality.
Every particle in a plasma drives a small perturbation in the current density, δji.
The magnitude of this perturbation is proportional to the total charge of the particle
and its velocity, δji ∝ wiqsvi, where qs is the species charge, wi is the macro-particle
weight and vi is the velocity of macro-particle i. The number density of particles
of species s is ns =
∑
iwi, which means that wi ∝ ns/N . In PIC codes, macro-
particles typically have a particle weight which represents many trillions of electrons
or ions. The power in the current perturbations drives oscillations in the electric
and magnetic fields. The total power in the ensemble of current perturbations
is proportional to
∑
i,j δjiδjj , which when considering the variance of the macro-
particle velocity distribution, scales as 1/N . It is therefore instructive that the power
in the perturbations in the electric and magnetic fields should also scale as 1/N .
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The simulations which we have performed are not initialized in statistical
equilibrium. The electric and magnetic fields are initialized with constant fixed
values, while the particle distributions contain noise due to finite sampling. Macro-
particles in the code will then seed fluctuations in the fields. A steady state exists
where the growth of fluctuations in the electric and magnetic fields is cancelled out
by the damping caused by wave absorption. The time taken for this equilibrium
to be reached is proportional to the decay time, which is plotted in Figure 4.14.
The characteristic decay time of fluctuations at the anomalous Doppler resonance,
marked by the yellow line on the left panel, is relatively short. However the decay
time of fluctuations at the Cerenkov resonant region of the bulk branch, at slightly
lower k however, is much longer. This means that it is difficult to measure collective
growth in this region without also measuring growth driven by fluctuations. We can
quantify the magnitude of this effect by performing convergence tests. In Figure
4.15 we have performed a series of simulations where the number of particles per
cell is varied.
The simulations shown in Figure 4.15 are performed with only one spatial
dimension. We chose to make this reduction so that we could reach a much higher
number of particles per cell given limited computational resources. These simu-
lations were performed with the same bulk parameters as the 2D3V simulations
which are reported here. Each simulation was performed in a periodic box con-
taining 1000 cells. The magnetic field was oriented at angle of θ = 45o from the
simulation domain. This allowed us to capture both the ADI and Cerenkov reso-
nance independently. We note that the physics which we capture here may differ
from the 2D simulation as waves which propagate at other angles are not resolved.
Several important physical observations may be made from examining Figure
4.15. Firstly, the initial energy at both the Cerenkov and anomalous Doppler reso-
nant regions of k-space appears to scale as 1/N , where N is the number of particles
per cell. This is expected as fluctuations in the electric and magnetic fields are pro-
portional to fluctuations in the underlying particle distribution functions which scale
as 1/
√
N . Secondly, we see that at around t ≈ 200τce the energy at the Cerenkov
resonant region appears to flatten off. This can be explained by growth which is
driven by fluctuations tending towards an equilibrium with the damping caused by
the dielectric properties of the plasma. The time taken for this equilibrium to be
reached does not depend on the number of particles per cell. It is also apparent
that the dashed line depicts growth which is linear up until around t ≈ 400τce.
Growth rates for the ADI have good convergence, which is evident by the consistent
gradients between the dashed lines for each simulation.
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Figure 4.15: Filtered electric field energy is plotted for 1D simulations at angle
θ = 45o from the magnetic field. The mean energy of Cerenkov resonant wavenum-
bers between k = 0.04ωpe/vth and k = 0.08ωpe/vth is plotted with solid lines and the
mean energy of anomalous Doppler resonant wavenumbers between k = 0.12ωpe/vth
and k = 0.16ωpe/vth is plotted with dashed lines. Each colour represents a different
number of particles per cell ranging from 4800ppc to 307200ppc. The base-4 loga-
rithm is chosen because we increase particles per cell by a factor of 4 between each
simulation.
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After the fluctuation dissipation phase at t = 200τce the Cerenkov and res-
onant region has an energy which roughly depends on the number of particles per
cell. Power here is quasi-stationary as the fluctuations begin to approach saturation.
Conversely, growth at the anomalous Doppler resonant region continues to occur.
This means that the ratio of power between the anomalous Doppler and Cerenkov
resonant regions does not converge. The quasilinear phase begins when waves at
the Cerenkov region act to flatten the positive slope in the distribution while waves
at the anomalous Doppler region cause it to grow. As the power at the start of the
quasilinear phase is not fixed, the gradient of the positive slope does not converge.
This means that we may start to see nonlinear and unpredictable behaviour in the
simulation. The purple lines, which are measured from simulations with N = 307200
particles per cell, show the emergence of what appears to be nonlinear feedback ef-
fects in the slope of the parallel velocity distribution, where growth rates do not
increase monotonically with time. Increasing the number of particles further may
eventually result in convergence up until anomalous Doppler saturation time but it
is not clear when this would occur. In the next section we discuss the effects which
modification of the underlying electron distribution function have on the growth
rates.
4.4.4 Quasilinear Growth Rates
We have shown that it is possible for a positive slope to evolve in the parallel
component of the electron velocity distribution function. It is well known that a
population inversion in the parallel direction may lead to instability due to inverse
Landau damping. In this section we aim to measure growth rates which are produced
in simulation and compare these to linear predictions made using the dispersion
solver which we have outlined in Section 3.2. This will serve as both a benchmark
for our dispersion solver as well as to help us identify the effects which cannot be
captured by collective instability or spontaneous emission alone.
In Figure 4.16 we examine growth rates as a function of k‖ and k⊥. Panels
a) and b) show growth rates which are computed numerically by directly solving
the wave equation using the dispersion solver outlined in Section 3.2. These are
computed using the electron velocity distribution function averaged between times
83 − 166τce and 250 − 333τce. These linear growth rates are compared to growth
rates which have been measured from simulation during the same time periods in
panels c) and d). To compute the growth from simulation, a simple least squares
fit is performed directly on the time series of the logarithm of the absolute value of
the 2D spatial Fourier transform of the simulated electrostatic field. The gradient
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Figure 4.16: Panels a), b): linear growth rates are solved using Equation 3.38
for simulated electron velocity distributions averaged between times t − 42τce and
t + 42τce. Panels c), d): growth rates are measured from numerical simulation
during the corresponding time period. Panels a) and c) show growth rates which are
computed at time t = 125τce and panels b) and d) are computed at time t = 291τce.
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of this fit gives the individual growth rate for each value of k‖ and k⊥. Annotation
C in Figure 4.16 shows a feature which is present in panel d) but not panel b). This
discrepancy indicates that growth is driven by physics which is not captured by a
purely linear treatment.
In general we see that the distribution in k-space of simulated growth strongly
agrees with the regions of instability predicted by the dispersion solver. The mag-
nitude of these growth rates also appears to closely correlate. For both of these
cases, the left panel shows a period in time where the parallel electron distribution
function has undergone little significant modification due to instability. This is the
linear growth phase of the simulation. Clearly visible at annotation A is the location
in (k‖, k⊥) space associated with the wave-particle Anomalous Doppler instability.
Growth occurs here at k‖ and k⊥ ≈ 0.11vth/ωpe with a maximum value of approx-
imately γad = 0.0021ωpe. The two right panels at later times are representative of
the quasilinear phase of the simulation. In addition to the wave-particle Anomalous
Doppler instability, these panels also depict the existence of a region in k-space
excited by collective Cerenkov emission. This region is highlighted by annotation
B and occurs for a range of values around k‖ ≈ 0.06vth/ωpe. This well known in-
stability is strongest at ω ≈ ωpe and k⊥ = 0. Growth rates here peak at around
γc ≈ 0.0027ωpe and are larger than those of the ADI. At higher values of k‖ and low
k⊥ a third additional region of growth exists for late times. This region is shown by
annotation C. The details of this effect and its relation to nonlinear 3-wave coupling
are described in detail within section 4.4.5.
To get a more precise comparison between simulated and numerical growth
rates we show these overlaid in 1D for the specific angle of θ = 45o in figures 4.17
and 4.18 at later times. These figures are constructed from the same data as in
Figure 4.16. We again see that very good agreement exists between linear growth
rates computed via the dispersion solver and those measured in simulation at this
angle. The standard deviation of the linear regressive fit is shown in grey. This
estimate of error appears to be accurate at the anomalous Doppler resonance, with
a lower error existing in the figure computed at later time.
The agreement at the Cerenkov resonance is reasonable but not exact. This
may be due to one of three effects. Firstly, the growth rate in this region depends on
the derivative of the distribution function. This quantity is much more sensitive to
noise than the distribution function. Secondly, growth here is much more sensitive
to changes in the distribution function. In Figure 4.15 it was shown that growth at
the Cerenkov resonant region is not completely linear. A line fit that is performed on
data which is not entirely linear will produce a much larger error. This is evident in
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Figure 4.17: Growth rates are computed at angle θ = 45o from the magnetic field
direction for times between t1 = 83τce and t2 = 166τce. Growth rates which have
been measured directly from the simulated parallel electric field are shown in black,
where the standard deviation of the linear regression fit is highlighted in grey. Corre-
sponding linear growth rates which have been calculated using the dispersion solver
and velocity distributions taken from simulation at these times are shown in red.
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Figure 4.18: Growth rates are shown for angle θ = 45o from the magnetic field
direction for times between t3 = 250τce and t4 = 333τce. Line colouring is the same
as in Figure 4.17
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the higher standard deviation which is also computed for this fit. Thirdly, we have
not subtracted spontaneous emission in this computed fit. We discussed in Section
4.4.3 that due to the low rate of absorption for waves in this region we expect that
even at times as late as these, fluctuations may not have yet saturated. This largely
explains why we consistently underestimate growth at the Cerenkov resonance. The
previous two effects largely explain the reduced quality of the fit. We have not yet
discussed any non-linear physics. In the following section we attempt to evaluate
the significance of coherent 3-wave interactions in this simulation.
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Figure 4.19: Spatiotemporal Fourier transforms of the electrostatic field at angle
θ = 45o are computed between times 83− 166τce, 250− 333τce and 416− 499τce in
panels a), b) and c) respectively. Enhancements A-D are discussed in the main text.
4.4.5 Nonlinear Physics
At later times in the simulation we see the excitation of waves in several regions of
(ω,k) space that would not be predicted by purely linear treatments of collective
instability or spontaneous emission. In Figure 4.19 we show spatiotemporal Fourier
transforms computed for successive time windows, at an angle θ = 45o from the
magnetic field direction. Several key enhancements are annotated with letters A,
B, D and E. The labelling of annotations here is consistent with labelling used in
previous figures in this chapter. The first two of these annotations are the anomalous
Doppler and Cerenkov resonant regions which we have previously discussed. The
power in waves at the the anomalous Doppler resonance (A) can be seen to rise
incrementally between panels a), b) and c). Power at the Cerenkov resonance (B)
primarily grows between panels b) and c). Two additional regions of excitation
are also highlighted by annotations D and E. These excitations appear only once
sufficient power exists within the simulation. To explain these excitations we must
consider coherent wave-wave scattering.
The theory of wave-wave scattering is one of the cornerstones of weakly
nonlinear plasma theory. Our understanding of this topic is primarily based on the
textbooks “Nonlinear Plasma Theory” by Sagdeev and Galeev[135] and “Plasma
Physics” by Cairns[136]. We begin by considering two travelling waves which are
resonant with a third wave such that the conditions ω1 +ω2 = ω3 and k1 +k2 = k3
are satisfied. This resonance causes nonlinear coupling when the first and second
waves beat together such that the sum of two frequencies and wavenumbers matches
the frequency and wavenumber of a third wave. When these conditions are satisfied,
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energy is free to transfer between the different modes. The differential equations:
dφ1
dt
=
i
4ω1
φ2φ3, (4.22)
dφ2
dt
=
i
4ω2
φ1φ
∗
3, (4.23)
dφ3
dt
=
i
4ω3
φ1φ
∗
2, (4.24)
describe energy transfer between different modes to first order, where φj describes
the complex amplitude of mode j with frequency ωj and wavenumber kj . These
equations show that in order for long term energy transfer to occur, there must
be phase locking between the complex amplitudes φ1, φ2 and φ3. The long term
evolution and saturation of nonlinear three-wave interactions has been studied in
detail by Kaup et al.[137]. We do not study the long term evolution in such detail,
instead considering only cases where two source modes drive growth at their beat
mode. For energy transfer to be significant in this scenario, the amplitude of the
two driving waves must be large.
In panels b) and c) of Figure 4.19 it appears that waves at annotation D
satisfy the relationships 2ωA = ωD and 2kA = kD. The enhancement at region D
only appears when the mode amplitudes at region A are large. This would suggest
that the mode at (ωA,kA) drives excitation at (ωD,kD) through nonlinear wave-
wave coupling. Similarly, an enhancement exists where modes at annotation E in
panel c) satisfy the relationships ωA + ωB = ωE and kA + kB = kE . These modes
form a three-wave triad. In addition to the wave amplitude being large, the phases of
interacting waves must lock for significant energy transfer to occur. We can examine
the phase locking of these waves using higher order spectral techniques.
The bispectrum is a higher order spectrum which measures the degree of
phase coupling between two waves and their matching beat wave. Bispectral tech-
niques have been used on numerous occasions to study the nonlinear coupling and
energy transfer between modes which form three-wave triads[138–142]. The bispec-
trum is typically applied to time series data and is defined by the expression:
B(ω1, ω2) =
〈
Fˆ (ω1)Fˆ (ω2)Fˆ
∗(ω1 + ω2)
〉
. (4.25)
Here the angular brackets show that the argument has been averaged in time and
Fˆ (ω) denotes the temporal Fourier transform of some quantity. The time averaged
bispectrum provides information about the energy transfer between modes on longer
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timescales as short term fluctuations tend to cancel out. A detailed review of the
connection between the phase direction of the bispectrum and the direction of power
flow between modes was presented by Kim et al.[138]. If the coupling coefficients of
the wave equation are known a priori then it is possible to determine the direction of
energy flow using the bispectrum. In our figures, we only plot the absolute value of
the bispectrum. This serves as an indication for the magnitude of energy transfer,
but does not determine the direction of phase mixing or amplitude amplification
which could otherwise be found.
We can also perform bispectral anlysis using Fourier transforms which are
performed in space and time. This approach to spatiotemporal bispectral anal-
ysis has been used to study ion saturation-current in the Large Mirror Device-
Upgrade[139]. Requiring that both k and ω now match, the equation for the bis-
pectrum becomes:
B(ω1, ω2,k1,k2) =
〈
Fˆ (ω1,k1)Fˆ (ω2,k2)Fˆ
∗(ω1 + ω2,k1 + k2)
〉
, (4.26)
where Fˆ (ω,k) now denotes the spatiotemporal Fourier transform of some quantity
which is oscillating in both space and time. In practise the time averaging is per-
formed by taking a series of temporal Fourier transforms, each with a time duration
which is some fraction of the total period of interest. There is a trade-off between the
frequency resolution which can be attained and the number of Fourier transforms
which may be averaged across. High frequency resolution requires Fourier trans-
forms with larger durations, which means less independent Fourier transforms may
be sampled. Conversely, more samples requires shorter Fourier transforms which
means lower frequency resolution. For small numbers of samples, where a large
variation in mode amplitudes exists, it can be difficult to extract useful information
about phase coherence from the bispectrum. In this case the signal present in the
bispectrum has a greater dependence on the amplitude of the underlying modes than
on the phase correlation which is present. It is more effective to instead determine
phase coherence using a normalized quantity which is the bicoherence.
The bicoherence provides a quantitative measure of phase coherence between
modes[140]. When modes emerge which are phase locked with additional modes
satisfying the triad conditions and the bicoherence of these triads is close to unity,
it is probable that the modes are interacting via nonlinear wave-wave coupling.
When these modes are not coherent, and their bicoherence is low, it may be the
case that they are excited by an independent means. Here we use the following
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definition for the bicoherence of modes (ω1,k1) and (ω2,k2):
b2(ω1, ω2,k1,k2) =
|B(ω1, ω2,k1,k2)|2〈∣∣∣Fˆ (ω1 + ω2,k1 + k2)Fˆ (ω1,k1)Fˆ (ω2,k2)∣∣∣2〉 , (4.27)
which follows the convention of normalizing the squared bispectrum.
One of the largest challenges posed during the bispectral analysis of sim-
ulation data is dealing with the high dimensionality of output. Equations 4.26
and 4.27 produce output which has six dimensions. As well as being computa-
tionally intractable to compute, this quantity is difficult to visualize. To avoid
this we must make several reductions. Firstly, we can select only the frequencies
where the strongest modes occur. We make this selection for both Fˆ (ωm(k1),k1)
and Fˆ (ωm(k2),k2), where ωm(k) selects the frequency with maximum amplitude
at wavenumber k. The prescription for Fˆ ∗(ωm(k1) + ωm(k2),k1 + k2) is then also
defined. The approach which we have devised allows for the reduction of two di-
mensions in the output of the spatiotemporal bispectrum. This approach has been
applied to visualize phase locking during the nonlinear excitation of higher ion cy-
clotron harmonics during simulations of KSTAR edge localised mode crashes[143].
Selecting a single value from both of the frequency domains reduces the
dimensionality of output from six to four. We can further reduce the dimensionality
by applying constraints to the values of k which we examine. In Figure 4.20 we
show several regions of importance which we restrict our analysis to. The simplest
restriction which we can make is to only consider waves which are travelling in a
single direction. This further reduces the dimensionality of output from four down
to two, which can be plotted without loss of information. We apply this restriction
to investigate the phase locking of waves travelling at 45o from the magnetic field
direction in figures 4.21 and 4.22.
Figure 4.21 shows the bispectrum of only oblique waves with wavevectors k1
and k2 directed at 45
o from the magnetic field direction. The bispectrum increases
more rapidly than the power in the simulation. This means that the rate of power
growth at the beat modes may exceed the linear growth of the pump modes. An-
notations D and E correspond to the maximum absolute value of the bispectrum
for only waves travelling in this direction. These locations directly correspond to
the triads we suggested may be interacting when inspecting Figure 4.19. Figure
4.22 shows the bicoherence plotted for the same times and values of k1 and k2. The
regions shaded in red show where phase locking has occured. It is necessary for both
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Figure 4.20: Schematic of the regions in k-space which we probe for resonant three-
wave triads. In figures 4.19, 4.21 and 4.22 we show quantities which have been
computed for angle θ = 45o in isolation. The anomalous Doppler and Cerenkov
wave-particle resonances at A and B are highlighted here and modes travelling in
this direction are colourized. In figures 4.23, 4.24 and 4.25 we investigate the cause
of the enhancement at region C. These modes at region C are also coloured. We do
not explore in great detail the bispectral properties of the majority of modes which
are shaded in grey.
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Figure 4.21: Magnitude of the spatiotemporal bispectrum of the electrostatic field
is computed for only modes travelling in the θ = 45o direction with wavenumbers
k1 and k2. Panels a), b) and c) correspond to the same panels which are shown in
Figure 4.19 at times 83− 166τce, 250− 333τce and 416− 499τce. For each panel 100
temporal Fourier transforms are performed with duration 16.6τce and equidistant
spacing in time.
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Figure 4.22: Spatiotemporal bicoherence is computed for the same parameters and
data which is shown in Figure 4.21. Regions in red show strong mode coherence
while regions in blue show modes which are not phase locked. Diagonal red features
indicate that a spread of pump modes are phase locked with a single beat mode
with the sum of k1 + k2 a constant.
the absolute value of the bispectrum between modes with wavevector k1 and k2 to
be large as well as these modes to be phase locked for significant energy transfer to
occur. Both these conditions are satisfied for the enhancements annotated by D and
E. This is strong evidence that the enhancement at (ωD,kD) is powered by modes
at (ωA,kA) interacting nonlinearly and the enhancement at (ωE ,kB) is powered by
a three-wave triad with pump modes at (ωA,kA) and (ωB,kB).
In Figure 4.23 we show spatiotemporal Fourier transforms which are taken
in the θ = 0o direction. This choice was made to highlight the enhancement at
region C. Unlike the previous enhancements which we have explored, no triads can
be found using only pump modes travelling in the θ = 0o direction to support this
enhancement. The pairs of coherent waves with both frequencies and wavenumbers
which add up that we have discussed so far have all produced beat waves at regions
in (ω, k) space which are damped. It is also possible for the beat frequency and beat
wavevector to coincide with a solution to the dispersion relation. If this condition
is met, it is possible for the beat power to build up to much higher levels.
Given an adequate model for the dispersion relation ω(k), we can predict
the possible values of (ω,k) which support the frequency matching condition for
three-wave triads involving fundamental modes. We proceed by considering a cold
plasma model and assuming that k is large. Although a kinetic treatment is required
to compute the exact frequencies, a cold plasma model is easy to work with and
should provide a good first approximation. The resonance frequency of the lower
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Figure 4.23: Spatiotemporal Fourier transforms of the electrostatic field at angle
θ = 0o are computed between times 83 − 166τce, 250 − 333τce and 416 − 499τce in
panels a), b) and c) respectively. Enhancement C is discussed in the main text.
bulk mode travelling in direction θ from the magnetic field is then defined by:
ωL(θ)
2 =
1
2
ω2h
(
1−
√
1− 4Ω
2
ceω
2
pe cos
2 θ
ω4h
)
, (4.28)
where the upper hybrid frequency is ω2h = ω
2
pe + Ω
2
ce. The enhancement denoted by
letter C occurs at angle θ = 0o. For this direction and excluding thermal terms the
dominant mode occurs at ω = ωpe. The constraint ωL(θ1) + ωL(θ2) = ωpe is then
required for the matching condition to be satisfied. This allows us to calculate the
second angle θ2 as a function of the first:
θ2(θ1) = cos
−1
 ω2h
2ωceωpe
√
1−
(
1− 2(ωpe − ωL(θ1))
2
ω2h
)2 . (4.29)
If we select a specific coordinate in k-space for the beat mode, we can then calculate
a curve where we may expect the frequency matching condition to be satisfied. The
parallel and perpendicular constraints for coordinate (0.2, 0.0) are as follows:(
k1 cos θ1 + k2 cos θ2(θ1)
k1 sin θ1 − k2 sin θ2(θ1)
)
=
(
0.2
0.0
)
. (4.30)
This gives us a method to estimate the positions in k-space where we expect phase
locking to occur. The black semicircle overlaid in figures 4.24 and 4.25 traces the
solution of these equations.
In figures 4.24 and 4.25 we have fixed k3 = k1 + k2 to be constant at the
values highlighted by the colourized circle around region C in Figure 4.20 which has
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Figure 4.24: Spatiotemporal bispectrum is plotted as a function of (k1‖, k1⊥). The
sum of wavevectors k1+k2 is held fixed at k3 = (0.2ωpe/vth, 0.0). In consistancy with
figures 4.21 and 4.22 100 temporal Fourier transforms are performed with duration
16.6τce and equidistant spacing.
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Figure 4.25: Spatiotemporal bicoherence corresponding to bispectrum computed in
Figure 4.24. Regions in red show strong mode coherence while regions in blue show
modes which are not phase locked. The black line traces the solution to Equation
4.30 which we have calculated.
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the centre at k = (0.2, 0.0) and a radius of R = 0.007. The variable k1 is then
varied across both k‖ and k⊥. The value of k2 is then constrained by the matching
condition. This means that we can visualize the regions in (k‖, k⊥) where phase
locking occurs as a function of just k1. The same methods and parameters which
were used to compute the bispectrum and bicoherence in figures 4.21 and 4.22 are
used to produce figures 4.24 and 4.25. When multiple points land in the same pixel
that is being displayed, we average the bispectrum and bicoherence for these pixels.
The bispectrum which is shown in Figure 4.24 shows that the regions which
have the highest potential for energy transfer occur along the black line which we
would expect the frequency matching condition to occur along. A significant region
with high potential for energy transfer also occurs around the anomalous Doppler
resonant region marked A in panels b) and c). This region extends significantly
beyond the confines of the black line, where bicoherence is large. We can use this to
explain the significant excitation of modes with ω > ωpe which are visible on panel
c) of Figure 4.22.
Figure 4.24 shows the bicoherence which has been computed for the same
parameters as Figure 4.23. Regions which are dark blue are actively forced out of
phase coherence by a small mismatch condition between their dominant frequencies.
As these regions are actively driven out of phase they have a bicoherence which is
lower than what would be expected from purely stochastic phases. The major-
ity of modes shaded in light blue have phases which are well described as being
stochastic. The pattern around the black curve arises because of the discretization
of frequency. The shading of the “cells” in this pattern, with boundaries converging
to the points (0.0, 0.0) and (0.2, 0.0), is governed by the dominant frequency mis-
match for wavesnumbers k1 and k2. We can alter the granularity of this mismatch
pattern by modifying the number of frequency bins in the Fourier transform. For
regions in k-space where the frequency mismatch approaches zero the bicoherence is
high. The semicircle of high bicoherence computed from simulation shows excellent
agreement with the black curve which we have predicted by considering only the
cold plasma dispersion relation.
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Chapter 5
Summary
In this thesis we began by describing some of the methodology which is required to
analyse simulations of waves in particle-in-cell codes. We demonstrated the tech-
niques necessary to accurately resolve linear physics and instability. We demon-
strated that linear theory is a powerful tool to describe the early stage evolution of
simulations. We also showcased high resolution agreement between simple disper-
sion models and simulations performed using EPOCH.
In the third chapter of this thesis we outlined the construction of two variants
of a code capable of solving linear dispersion relations for plasmas characterized by
arbitrary gyrotropic velocity distributions. A non-relativistic and fully relativistic
variant of the code were shown to be a viable approach to accurately calculate
linear physics for electrostatic and electromagnetic waves travelling in homogeneous
mediums. Linear solvers of this kind are, surprisingly, a very recent advancement
in the tools available for studying velocity space instability. The non-relativistic
variant of the code is also, to the best of our knowledge, the first of its kind to
be released publicly. We showed that these codes effectively calculated a range of
velocity space instabilities including two-stream instability, kinetic electron firehose
instability, ion cyclotron emission and in the case of the relativistic solver, electron
cyclotron maser emission. The ability to perform such calculations rapidly saves
both high performance computing resources and researcher time when investigating
instability driven by non-thermal velocity distributions. These codes are useful
because they allow informed predictions to be made, without detailed foreknowledge
of the correct analytic prescriptions, regarding the linear evolution of unstable waves
produced in fully kinetic particle-in-cell simulations of highly non-thermal particle
distributions in magnetized plasmas. These calculations may be performed in a very
reasonable and human interactable time period ranging between a few minutes to a
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few tens of minutes on a single desktop computer.
In the fourth chapter we showcased 2D3V simulations of the anomalous
Doppler instability in fusion relevant plasma. We began by investigating the linear
descriptions which have previously been applied to describe the anomalous Doppler
instability. Armed with a general means to directly compute linear growth rates
for magnetized plasmas characterized by arbitrary gyrotropic velocity distributions,
we were able to highlight the approaches which were most effective for computing
growth of the ADI. We demonstrated that the wave-wave variant of the ADI was
not suited to describing plasmas which were not well modelled by cold beams. We
showed that in most cases, with adequate corrections, the previously employed lin-
ear calculations could correctly compute growth of the ADI. The 2D3V simulations
that we performed demonstrated that it was possible for the ADI to self consistently
drive a positive slope in the parallel electron velocity distribution. We showed that
the presence of this positive slope excited waves in a separate region of frequency and
wavevector space to that excited by the ADI. We showed that the simulated linear
and quasilinear stages of instability demonstrated strong agreement with the linear
solver which we have constructed. We also showed that the addition of a second
simulated spatial dimension was necessary to capture nonlinear three-wave coupling
which can be driven by the ADI. The location of this three-wave triad, which has
not previously been explored, is consistent with what would be predicted by the
wave matching condition and a cold plasma model. This was demonstrated using
detailed bispectral analysis and novel visualization techniques which are necessary
in high dimensions.
5.1 Future Work
Future work related to the topics which we have covered may move forward in several
directions. We note that the linear solver which we have constructed may be modi-
fied by simple means to account for several more complex physical effects. Following
the work demonstrated in [131–134], it is possible to add a source fluctuation term
to the wave Equation 3.38. Solving the inhomogeneous wave equation for arbitrary
gyrotropic plasmas would allow for a full equilibrium spectrum of excitations to be
predicted, potentially showing agreement with the background fluctuation spectrum
produced in PIC simulation. It may also be possible to add in terms which model
non-linear effects such three-wave triads to the solver, providing that a fixed wave
amplitude is also prescribed. The growth rate solver which we have constructed may
also be applied to study a wide range of physics problems involving velocity-space
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instability.
The fully kinetic self consistent simulations of the ADI which we performed
do not directly address experimental data. Correlations have been shown between
microwave bursts and supposed anomalous Doppler unstable runaway electrons[104].
Microwave bursts observed in tokamak devices tend to be in a range of frequencies
which exceed those observed during the ADI[23]. The frequencies which are observed
are instead closer to the second cyclotron harmonic. We briefly considered the elec-
tron cyclotron maser instability as a potential candidate for driving this emission.
However, it does not appear possible for the necessary perpendicular population
inversion required to stimulate the electron cyclotron maser instability to occur.
Instead, it may be possible to model the effects which the diffusion in phase space
caused by the ADI has on spontaneous emission and absorption at the second cy-
clotron harmonic. This study would involve calculating the rate of absorption and
spontaneous emission at the second cyclotron harmonic for velocity distributions
which are expected during different phases of the ADI.
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Appendix A
Relativistic Dispersion Solver
A.1 Quadratic Splines
The grid points z0, z1, z2, z3, z4, z5, z6, z7 and z8 form a 3× 3 arrangement and are
interpolated with quadratic splines C(x, y) such that:
C(x, y) = c0 + c1x+ c2x
2 + c3y + c4xy + c5x
2y + c6y
2 + c7xy
2 + c8x
2y2, (A.1)
where,
c0 = z0 (A.2)
c1 = −3z0 + 4z1 − z2 (A.3)
c2 = 2(z0 − 2z1 + z2) (A.4)
c3 = −3z0 + 4z3 − z6 (A.5)
c4 = 9z0 − 12z1 + 3z2 − 12z3 + 16z4 − 4z5 + 3z6 − 4z7 + z8 (A.6)
c5 = −2(3z0 − 6z1 + 3z2 − 4z3 + 8z4 − 4z5 + z6 − 2z7 + z8) (A.7)
c6 = 2(z0 − 2z3 + z6) (A.8)
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c7 = −2(3z0 − 4z1 + z2 − 6z3 + 8z4 − 2z5 + 3z6 − 4z7 + z8) (A.9)
c8 = 4(z0 − 2z1 + z2 − 2z3 + 4z4 − 2z5 + z6 − 2z7 + z8) (A.10)
A.2 Integrating Primatives
The integrals which we must compute are then of the form:
p0 = c0
∫ 1
0
dy
[∫ y
0
dx
1
1 + b0 +m1xx+m
1
yy
]
+
[∫ 1
y
dx
1
1 + b0 +m2xx+m
2
yy
]
,
(A.11)
p1 = c1
∫ 1
0
dy
[∫ y
0
dx
x
1 + b0 +m1xx+m
1
yy
]
+
[∫ 1
y
dx
x
1 + b0 +m2xx+m
2
yy
]
,
(A.12)
p2 = c2
∫ 1
0
dy
[∫ y
0
dx
x2
1 + b0 +m1xx+m
1
yy
]
+
[∫ 1
y
dx
x2
1 + b0 +m2xx+m
2
yy
]
,
(A.13)
p3 = c3
∫ 1
0
dy
[∫ y
0
dx
y
1 + b0 +m1xx+m
1
yy
]
+
[∫ 1
y
dx
y
1 + b0 +m2xx+m
2
yy
]
,
(A.14)
p4 = c4
∫ 1
0
dy
[∫ y
0
dx
xy
1 + b0 +m1xx+m
1
yy
]
+
[∫ 1
y
dx
xy
1 + b0 +m2xx+m
2
yy
]
,
(A.15)
p5 = c5
∫ 1
0
dy
[∫ y
0
dx
x2y
1 + b0 +m1xx+m
1
yy
]
+
[∫ 1
y
dx
x2y
1 + b0 +m2xx+m
2
yy
]
,
(A.16)
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p6 = c6
∫ 1
0
dy
[∫ y
0
dx
y2
1 + b0 +m1xx+m
1
yy
]
+
[∫ 1
y
dx
y2
1 + b0 +m2xx+m
2
yy
]
,
(A.17)
p7 = c7
∫ 1
0
dy
[∫ y
0
dx
xy2
1 + b0 +m1xx+m
1
yy
]
+
[∫ 1
y
dx
xy2
1 + b0 +m2xx+m
2
yy
]
,
(A.18)
p8 = c8
∫ 1
0
dy
[∫ y
0
dx
x2y2
1 + b0 +m1xx+m
1
yy
]
+
[∫ 1
y
dx
x2y2
1 + b0 +m2xx+m
2
yy
]
.
(A.19)
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A.3 Example Jupyter Notebook
We have included here a sample Jupyter notebook which uses the dispersion solver
that we outlined in Chapter 3. Further examples are included within the code. 
1 """""In this notebook we use the kinetic dispersion solver to compute
2 the solution to the two -stream instability for electrons. """
3 import numpy as np
4 import matplotlib . pyplot as plt
5 from multiprocessing import Pool
6 from KineticDispersion import Solver , Species
7 import warnings
8 warnings . filterwarnings ( ’ignore ’ )
9 %matplotlib inline
10 #%matplotlib notebook  
1 """"" Define physical constants """
2 e0 = 8.85 E−12
3 mu0 = 1.26 E−6
4 e = 1.6 E−19
5 kb = 1.38 E−23
6 me = 9.11 E−31
7 ev = 11500
8 cl = 3E8  
1 ""labelsize=9
2 fontsize=12
3
4 def miniFigure ( ) :
5 """ Sets up a small single figure. """
6 fig , ax = plt . subplots (1 , 1 , figsize =(2.86 , 2 . 42 ) )
7 plt . subplots_adjust ( left=0.17 , right=0.83 , top=0.97 , bottom=0.19)
8 ax . tick_params ( ’x’ , labelsize=labelsize )
9 ax . tick_params ( ’y’ , labelsize=labelsize )
10 lbaxes = fig . add_axes ( [ 0 . 1 7 , 0 . 19 , 0 . 66 , 0 . 7 8 ] , frameon=False )
11 lbaxes . set_xticks ( [ ] )
12 lbaxes . set_yticks ( [ ] )
13 lbaxes . yaxis . tick_right ( )
14 lbaxes . tick_params ( ’y’ , labelsize=labelsize )
15 lbaxes . yaxis . set_label_position ( "left" )
16 return fig , ax , lbaxes  
1 """"" Define constants for the two -stream instability """
2 Te = ev∗1 #Electron temperature of 1ev.
3 B = 0.0000001 #Must define a negilible background magnetic field.
4 density = 2.5 E19 #Number density per metre cubed.
5 v0 = cl /1000.0 #Drift velocity
6 vth = cl /1000000.0 #Thermal velocity
7 wpe = ( density∗e ∗∗2/( e0∗me ) ) ∗∗0 .5 #Plasma frequency
8 wce = e∗B/me #Electron cyclotron frequency 
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 
1 """"" Set constants for plotting """
2 wunit = wpe #The unit which we normalize frequency to.
3 kunit = wunit/v0 #The unit we normalize wavenumber to.
4 viewbounds = (0 .0001 , 2 , −0.025 , 2 . 0 ) #The range of values we plot.  
1 """"" Two drifting maxwellians. Distributions are truncated at 5vth """
2 vpara1min = −5∗vth − v0
3 vpara1max = 5∗vth − v0
4 vpara2min = −5∗vth + v0
5 vpara2max = 5∗vth + v0
6 vperpmin = 0.0 #vperp starts at 0
7 vperpmax = 5∗vth
8 nperp = 1000
9 npara = 1000
10 vpara1 = np . linspace ( vpara1min , vpara1max , npara , dtype=’float64 ’ )
11 vpara2 = np . linspace ( vpara2min , vpara2max , npara , dtype=’float64 ’ )
12 vperp = np . linspace ( vperpmin , vperpmax , nperp , dtype=’float64 ’ )
13 Fvpara1 = np . exp ((−0.5∗( vpara1 + v0 ) ∗∗2/( vth ∗∗2) ) )
14 Fvpara2 = np . exp ((−0.5∗( vpara2 − v0 ) ∗∗2/( vth ∗∗2) ) )
15 Fvperp = np . exp ((−0.5∗ vperp ∗∗2/( vth ∗∗2) ) )
16 Fv1 = np . outer ( Fvpara1 , Fvperp )
17 Fv2 = np . outer ( Fvpara2 , Fvperp )  
1 """"" Create a species object for each beam. """
2 s1 = Species (−1∗e , me , 0 .5∗ density , vpara1 , vperp , Fv1 ,
3 np . arange (0 , 1) )
4 s2 = Species (−1∗e , me , 0 .5∗ density , vpara2 , vperp , Fv2 ,
5 np . arange (0 , 1) )
6
7 """ Create a dispersion solver using a list of species. """
8 solver = Solver (B , [ s1 , s2 ] )  
1 """"" Angle should not be exactly zero. """
2 theta = 0.000001∗ np . pi/180
3 """ww defines the frequencies which we plot in the background """
4 ww = np . linspace ( viewbounds [ 2 ] , viewbounds [ 3 ] , 100) ∗wpe + 0.0001 j∗wpe
5 kk = np . linspace ( viewbounds [ 0 ] , viewbounds [ 1 ] , 40) ∗kunit
6 """We use a 2D array of guesses , defined by a real and imaginary
7 components wwr , wwi. """
8 wwr = np . linspace (−0.2 , 2 . 0 , 100) ∗wpe
9 wwi = np . linspace (0 .000001 j , 1 . 8 j , 20) ∗wpe
10 ww2 = np . outer ( wwr , np . ones ( len ( wwi ) ) ) \
11 + np . outer ( np . ones ( len ( wwr ) ) , wwi )
12 """k has a parallel and perpendicular component. """
13 kkpara = kk∗np . cos ( theta )
14 kkperp = kk∗np . sin ( theta )
15 """ Set up the values of k we will solve for as a list. """
16 klist = np . array ( ( kkpara , kkperp ) ) . T 
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 
1 """"" The problem is embarassingly parallel so we construct a process
2 pool. Here we have used a desktop supporting 8 processes. """
3
4 def func ( k ) :
5 """ Evaluate the insolution at k using ww. """
6 marginalized = solver . marginalize ( ww , k )
7 return marginalized
8
9 def func2 ( k ) :
10 """ Find roots using the 2D initial guess array ww2. """
11 roots = solver . roots ( ww2 , k )
12 return roots
13
14 pool = Pool (8 )
15
16 try :
17 """We construct an array of insolution to plot. """
18 insolution = np . array ( pool . map_async ( func , klist ) . get (99999) )
19 roots = pool . map_async ( func2 , klist ) . get (99999)
20 pool . close ( )
21 except :
22 pool . terminate ( ) #Terminate cleanly.
23 print ’Pool exception ’
24 finally :
25 pool . join ( )  
1 """"" Post process the output into plotable format. """
2 root_w = [ ]
3 root_k = [ ]
4 for rootset , k in zip ( roots , klist ) :
5 for root in rootset :
6 root_w . append ( root [ 0 ] )
7 root_k . append ( ( k [ 0 ]∗∗2 + k [ 1 ] ∗ ∗ 2 ) ∗∗0 .5∗ np . sign ( k [ 0 ] ) )
8
9 root_w = np . array ( root_w )
10 root_k = np . array ( root_k )
11
12 """We differentiate between small and large growth rates. """
13 growthmask = np . where ( root_w . imag/wunit>1E−3)
14 stationarymask = np . where ( root_w . imag/wunit<=1E−3) 
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 
1 """"" Finally we generate the figure. """
2 fig , ax , lbaxes = miniFigure ( )
3 lbaxes . yaxis . set_label_position ( "right" )
4
5 im = ax . imshow ( ( np . sign ( insolution . real ) /np . abs ( insolution ) ∗∗0 .5 ) . T ,
6 aspect=’auto’ , interpolation=’nearest ’ , extent=viewbounds ,
7 vmin=−2.5E1 , vmax=2.5E1 , origin=’lower’ , cmap=’bwr’ )
8 ax . plot ( root_k [ stationarymask ] / kunit , root_w [ stationarymask ] . real/wunit ,
9 ls=’None’ , marker=’.’ , color=’black’ , markersize=4)
10 ax . plot ( root_k [ growthmask ] / kunit , root_w [ growthmask ] . real/wunit ,
11 ls=’None’ , marker=’.’ , color=’#FFC700 ’ , markersize=4)
12 ax . plot ( root_k [ growthmask ] / kunit , root_w [ growthmask ] . imag∗1E0/wunit ,
13 color=’red’ , ls=’None’ , marker=’.’ , markersize=4)
14 ax . set_ylim ( viewbounds [ 2 ] , viewbounds [ 3 ] )
15 ax . set_xlim (0 , 2)
16
17 ax . set_xlabel ( ’$kv_ {0}/\ omega_{pe}$’ , fontsize=fontsize )
18 ax . set_ylabel ( ’$\omega [\ omega_{pe}]$’ , fontsize=fontsize )
19 lbaxes . set_ylabel ( ’$\gamma [\ omega_{pe}]$’ , fontsize=fontsize )
20 ax . tick_params ( ’x’ , labelsize=labelsize )
21 ax . tick_params ( ’y’ , labelsize=labelsize ) 
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