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Abstract
We study the radial part of the Dunkl-Coulomb problem in two dimensions and
show that this problem possesses the su(1, 1) symmetry. We introduce two different
realizations for the su(1, 1) Lie algebra and use the theory of irreducible representations
to obtain the energy spectrum and the eigenfunctions. For the first algebra realization,
we apply the Schro¨dinger factorization to the radial part of the Dunkl-Coulomb problem
to construct the algebra generators. In the second realization, we introduce three
operators, been one of them proportional to the radial Hamiltonian. Finally, we use
the su(1, 1) Sturmian basis of one of the two algebras to construct the radial coherent
states in a closed form.
1 Introduction
The Dunkl operator was introduced by Yang in the context of the deformed oscillator [1], and
Dunkl as part of a program on polynomials in several variables with reflection symmetries
related to finite reflection groups (or equivalently finite Coxeter groups) [2]. The Dunkl
operators Di are combinations of differential and difference operators, associated to a finite
reflection group G. This operator allows the construction of a Dunkl Laplacian, which is
a combination of the classical Laplacian in Rn with some difference terms, such that the
resulting operator is only invariant under G and not under the whole orthogonal group [2,3].
The Dunkl operators (involving reflection operators), are very useful in the study of
special functions with root systems and they are closely related to certain representations
of degenerate affine Hecke algebras [4, 5]. The commutative algebra generated by these
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operators has been used to study integrable models of quantum mechanics, as the Calogero-
Sutherland-Moser models [6–8].
The isotropic Dunkl oscillator in two and three dimensions is another important problem
in quantum mechanics involving the Dunkl operator. In references [9–11], the authors showed
that they are superintegrable systems and are closely related to the −1 orthogonal polyno-
mials of the Bannai-Ito scheme. Also, they obtained the symmetry of the problem (called
Schwinger-Dunkl algebra) and the exact solutions of the Schro¨dinger equation in terms of
Jacobi, Laguerre and Hermite polynomials. In reference [12], we solved the Dunkl-oscillator
problem algebraically by using the su(1, 1) Lie algebra and the theory of unitary irreducible
representations.
Recently the Dunkl-Coulomb system has been studied in terms of the Dunkl Laplacian
[13]. It was shown that this model is both superintegrable and exactly solvable. Moreover,
the constants of motion and the symmetry algebra were obtained. The solution for this
system was computed in polar coordinates and the symmetry operators were constructed by
generalizing the Runge-Lenz vector.
On the other hand, since Dirac [14], Schro¨dinger [15–17], and Infeld and Hull [18, 19]
established the fundamental ideas, the factorization methods have been of great interest for
the study of quantum systems. The success of the factorization methods lies on the fact
that if the Schro¨dinger equation is factorable, the energy spectrum and eigenfunctions are
obtained in an algebraic way. Moreover, the operators constructed from these methods are
related to compact and non-compact Lie algebras.
The coherent states introduced by Schro¨dinger [20] as the most classical ones of the
harmonic oscillator (those of minimal uncertainty), have been successfully constructed for
many physical problems [21–24]. The works of Barut [25] and Perelomov [26] generalized the
concept of coherent state for any algebra of a symmetry group. Regarding the Perelomov
coherent states for the su(2) and su(1, 1) Lie algebras several works have been published, as
can be seen in references [27–29].
The aim of the present work is to study the Dunkl-Coulomb problem in algebraic way.
In order to obtain the energy spectrum and the eigenfunctions of this problem we use the
theory of unitary representations and two algebraic methods: the Schro¨dinger factorization
and the tilting transformation.
This work is organized as follows. In Section 2 we obtain the Hamiltonian for the radial
and angular part of the Dunkl-Coulomb problem in two dimensions in polar coordinates. In
Section 3, we apply the Schro¨dinger factorization method for the radial Hamiltonian to obtain
the three generators of the su(1, 1) Lie algebra. The energy spectrum is computed by using
the theory of irreducible representations and the eigenfunctions are obtained analytically.
In Section 4, the energy spectrum and the eigenfunctions are obtained by using the tilting
transformation and a realization of the su(1, 1) Lie algebra which is energy-independent.
In Section 5, we compute the SU(1, 1) Perelomov coherent states for the radial part of the
Dunkl-Coulomb problem in the plane. Finally, we give some concluding remarks.
2
2 The Dunkl-Coulomb problem in two dimensions in
polar coordinates
The Hamiltonian for the Dunkl-Coulomb problem is written as
H = −1
2
∇2D +
α
r
, (1)
where r2 = x21 + x
2
2 and ∇2D is the two-dimensional Dunkl-Laplace operator given by
∇2D = D21 +D22. (2)
The Dunkl derivative Di is defined as
Di = ∂xi +
µi
xi
(1−Ri), i = 1, 2. (3)
In this expression Ri is the reflection operator
Rif(xi) = f(−xi), (4)
with respect to the xi = 0 axis and µi > 0 are real parameters.
The Schro¨dinger equation HΨ = EΨ for the Dunkl-Coulomb problem is exactly solved
using separation of variables in polar coordinates (x1 = r cos φ, x2 = r sinφ). For this
coordinates, the reflection operators R1 and R2 have the actions
R1f(r, φ) = f(r, pi − φ), R2f(r, φ) = f(r,−φ). (5)
Thus, the Hamiltonian in polar coordinates of equation (1) is written as
H = Ar +
1
r2
Bφ (6)
where Ar and Bφ are given by [13]
Ar = −1
2
∂2r −
1
2r
(1 + 2µ1 + µ2)∂r +
α
r
, (7)
Bφ = −1
2
∂2φ − (µ1 tanφ+ µ2 cotφ)∂φ +
µ1(1− R1)
2 cos2 φ
+
µ2(1− R2)
2 sin2 φ
. (8)
Therefore, by using the equations (6),(7) and (8) the Schro¨dinger equation of the radial and
angular part are (
Ar − E + s
2
2r2
)
R(r) = 0, (9)(
Bφ − s
2
2r2
)
Φ(φ) = 0, (10)
where it has been proposed Ψ = R(r)Φ(φ) and s2 is the separation constant given by
s2 = 4m(m+ µ1 + µ2). (11)
3
The solution for the angular part is given in terms of the quantum numbers (e1, e2)
corresponding to the eigenvalues(1 − 2e1, 1 − 2e2) of the reflection operators (R1, R2) (ei ∈
{0, 1}). Thus, the solution for the equation (8) is [13]
Φ(e1,e2)n (φ) = η
(e1,e2)
n cos
e1 φ sine2 φP
µ1−1/2+e1,µ2−1/2+e2
n−e1/2−e2/2
(− cos 2φ), (12)
where P
(α,β)
n (x) are the classical Jacobi polynomials. Also, when
(e1, e2) ∈
{ {(0, 0), (1, 1)} , n is a non-negative integer .
{(1, 0), (0, 1)} , n is a positive half-integer .
The normalization constant η
(e1,e2)
n is given by
η(e1,e2)n =
√(
2n+ µ1 + µ2
2
)(
n− e1 + e2
2
)
× (13)√
Γ
(
n+ µ1 + µ2 +
e1+e2
2
)
Γ
(
n+ µ1 +
1+e1+e2
2
) Γ(n+ µ1 + 1 + e2 − e1
2
)
. (14)
From the orthogonality relation of the Jacobi polynomials, it can be deduced that the radial
part of the Dunkl-Coulomb problem satisfies [13]∫ 2pi
0
Φ(e1,e2)n (φ)Φ
(e′1,e
′
2)
n′ (φ)| cosφ|2µ1 | sinφ|2µ2dφ = δn,n′δe1,e′1δe2,e′2. (15)
In the following two Sections we shall obtain the radial eigenfunctions and the energy
spectrum of the Dunkl-Coulomb problem by using two different algebraic methods, the
Schro¨dinger factorization and the tilting transformation.
3 The Schro¨dinger factorization method
In this Section we shall use the Schro¨dinger factorization method [15, 30] to obtain the
energy spectrum and the eigenfunctions of the Dunkl-Coulomb problem. Thus, if we focus
on equations (7) and (9) the radial part for this problem can be rewritten as(
−r2 d
2
dr2
− r(1 + 2µ1 + 2µ2) d
dr
− 2Er2 + 2αr
)
F (r) = −s2F (r). (16)
The Schro¨dinger factorization can be applied to the left-hand side of equation (16). We
propose (
r
d
dr
+ ar + b
)(
−r d
dr
+ cr + f
)
F (r) = gF (r), (17)
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where a, b, c, f and g are constants to be determined. Expanding this expression and
comparing it with equation (16) we obtain
a = c = ±√−2E , f = ± α√−2E −
1 + 2µ1 + 2µ2
2
, (18)
b = ± α√−2E +
1 + 2µ1 + 2µ2
2
− 1, (19)
g =
(
α√−2E ∓
1
2
)2
− (µ1 + µ2)2 − s2. (20)
Therefore, the differential equation for F (r) (equation (16)) is factorized as
(A∓ ∓ 1)A±F (r) =
[(
α√−2E ∓
1
2
)2
− (µ1 + µ2)2 − s2
]
F (r), (21)
where
A± =
(
∓r d
dr
+
√−2Er + α√−2E ∓
1 + 2µ1 + 2µ2
2
)
, (22)
are the Schro¨dinger operators. Thus, the operators L±, L0, which close the su(1, 1) Lie
algebra (see Appendix), are given by
L± =
[
∓r d
dr
+
√−2Er ∓ 1 + 2µ1 + 2µ2
2
−L0
]
, (23)
with the operator L0 defined as
L0F (r) ≡ 1√−2E
[
−r d
2
dr2
− (1 + 2µ1 + 2µ2) d
dr
− 2Er + s
2
r
]
F (r)
= − α√−2EF (r). (24)
The last equality is due to equation (16). The quadratic Casimir operator C 2 (equation
(A.5) of Appendix) satisfies the eigenvalue equation
C
2
F (r) =
[
(µ1 + µ2)
2 + s2 − 1
4
]
F (r) = k(k − 1)F (r). (25)
By substituting equation (11) into equation (25) we obtain that the group number k (Bargmann
index) is
k = 2m+ µ1 + µ2 +
1
2
, k = −2m− (µ1 + µ2) + 1
2
. (26)
The other group number, n, can be identified with the radial quantum number nr. Thus,
the energy spectrum for this problem can be computed from equations (A.4) and (24) to
obtain
E = − α
2
2(n+ 2m+ µ1 + µ2 +
1
2
)2
. (27)
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The radial function F (r) can be easily obtained from the general differential equation [31]
xu′′ + (σ + 1− 2ν) u′ +
[
n+
σ + 1
2
− x
4
+
ν(ν − σ)
x
]
u = 0, (28)
which has the particular solution
u = Nne
−x2/2xνLσn(x). (29)
By making the change of variable x = 2ar in the radial equation (16), and comparing it
with the differential equation (28), we obtain the relationships
σ + 1− 2ν = 1 + 2µ1 + 2µ2, n + σ + 1
2
= −α
a
,
E
2a2
= −1
4
, ν(ν − σ) = −s2. (30)
Hence, the radial wave functions F (r) explicitly are
F (r) =
√
(2a)2µ1+2µ2+2nr!
Γ(nr + 4m+ 2µ1 + 2µ2 + 1)(2nr + 4m+ 2µ1 + 2µ2 + 1)
× e−ar(2ar)L4m+2µ1+2µ2nr (2ar). (31)
The normalization coefficient Nn was computed from the orthogonality of the Laguerre
polynomials ∫ ∞
0
e−xxα [Lαn(x)]
2 dx =
Γ(n+ α + 1)
n!
. (32)
Therefore, we have showed that the radial part of the Dunkl-Coulomb problem in polar
coordinates possesses the su(1, 1) symmetry. However, unlike other factorization methods,
the Schro¨dinger factorization allowed us to construct systematically the su(1, 1) generators
of the Dunkl-Coulomb problem. These generators and the theory of the su(1, 1) Lie algebra
were used to obtain the energy spectrum.
4 The tilting transformation method
The Dunkl-Coulomb problem can be studied from an alternative SU(1, 1) approach called
the tilting transformation. This method is a group theoretical interpretation of scaling from
the active viewpoint and converts a conventional Hamiltonian eigenvalue problem into a K0
eigenvalue problem [32].
The tilting transformation method is based on the dilation operator eiθK2, where θ is a
real number. Thus, we introduce the set of operators
A0 =
1
2
(
−r d
2
dr2
− 2 (1/2 + µ1 + µ2) d
dr
+
s2
r
+ r
)
, (33)
A1 =
1
2
(
−r d
2
dr2
− 2 (1/2 + µ1 + µ2) d
dr
+
s2
r
− r
)
, (34)
A2 = −ir
(
d
dr
+
1
r
(1/2 + µ1 + µ2)
)
. (35)
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These new operators also close the su(1, 1) Lie algebra. They are a generalization of those
introduced by Barut to study general central potentials [33,34]. Also, unlike the Schro¨dinger
factorization operators, these operators do not depend on the energy. A direct calculation
shows that the Casimir operator for this algebra is C =A20 − A21 − A22=s2 − 14 + (µ1 + µ2)2,
which results to be equal to the Casimir operator for the algebra we have introduced in the
preceding Section. This implies that the Bargmann index for the above algebra takes the
values given in equation (26).
The radial equation for the Dunkl-Coulomb problem Hr
HrR(r) =
[
−1
2
r
d2
dr2
− (1/2 + µ1 + µ2) d
dr
+
s2
2r
+ α− Er
]
R(r) = 0, (36)
is written in terms of the su(1, 1) Lie algebra generators as
HrR(r) =
[
1
2
(A0 + A1)− 1
2
E (A0 −A1) + α
]
R(r) = 0. (37)
This radial Hamiltonian Hr can be diagonalized via the scaling operator by introducing the
similarity transformation R˜(r) = e−iθA2R(r) and H˜r = e
−iθA2Hre
iθA2 . The action of the
scaling or tilting transformation onto the operators A0 and A1 can be computed from the
Baker-Campbell-Hausdorff formula
e−iθA2A0e
+iθA2 = A0 cosh(θ) + A1 sinh(θ), (38)
e−iθA2A1e
+iθA2 = A0 sinh(θ) + A1 cosh(θ). (39)
From these equations, it is easy to show the following property
e−iθA2(A0 ±A1)eiθA2 = e±θ(A0 ± A1). (40)
Thus, from above expression the equation (37) can be written as
H˜rR˜(r) =
[(
1
2
eθ − Ee−θ
)
A0 +
(
1
2
eθ + Ee−θ
)
A1 − α
]
R˜(r) = 0. (41)
If we choose the scaling parameter as θ = ln(−2E)1/2, the coefficient of A1 vanishes and the
tilted Hamiltonian H˜r is
H˜rR˜(r) =
[
(−2E)1/2A0 + α
]
R˜(r) = 0. (42)
From the action of the operator A0 on the su(1, 1) states (equation (A.4) of Appendix) we
obtain
(−2E)1/2 (n+ k) = −α, (43)
Therefore, by using equation (26) for the values of k, we obtain the energy spectrum of the
Dunkl-Coulomb problem
E = − α
2
2
(
n + 2m+ µ1 + µ2 +
1
2
)2 . (44)
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The states for the unitary irreducible representations (Sturmian basis) for the Kepler-
Coulomb su(1, 1) Lie algebra has been solved by Gerry and Kiefer [35] and Gur and Mann
[36]. Thus, we can take advantage of these results to obtain the Sturmian basis for the
Dunkl-Coulomb problem
R˜n,k(r) = 2
[
Γ(n+ 1)
Γ (n + 2k)
]1/2
(2r)k−(µ1+µ2+1/2)e−rL2k−1n (2r) . (45)
Since n = nr, from equation (26) we obtain
R˜nr ,m(r) = 2
[
Γ(nr + 1)
Γ (nr + 4m+ 2µ1 + 2µ2 + 1)
]1/2
(2r)2me−rL4m+2µ1+2µ2nr (2r) . (46)
By using the relation
eiθA2f(r) = eθf(eθr), (47)
where f(r) is an arbitrary spherically symmetric function, the radial eigenfunctions R(r) =
eiθA2R˜(r) can be written as
R(r) = Nn2
[
Γ(nr + 1)
Γ (nr + 4m+ 2µ1 + 2µ2 + 1)
]1/2
(2ar)2me−arL4m+2µ1+2µ2nr (2ar) , (48)
where a =
√−2E and Nn is a normalization constant which is computed by using equation
(32). Therefore,
R(r) =
√
(2a)2µ1+2µ2+2nr!
Γ(nr + 4m+ 2µ1 + 2µ2 + 1)(2nr + 4m+ 2µ1 + 2µ2 + 1)
×
× e−ar(2ar)L4m+2µ1+2µ2nr (2ar). (49)
The energy spectrum and radial eigenfunction of equations (44) and (49) coincide with those
previously obtained in Section 3 by using Schro¨dinger factorization method. In this Section
the radial eigenfunctions for the Dunkl-Coulomb problem were obtained by readapting the
Kepler-Coulomb Sturmian basis reported by Gerry and Gur. Our results are also consistent
with those obtained in reference [13].
The Schro¨dinger factorization method and the tilting transformation have been success-
fully applied to study several relativistic and non-relativistic problems, as can be seen in
references [37, 38].
5 SU(1, 1) radial coherent states
The SU(1, 1) Perelomov coherent states R˜(r, ξ) for the Dunkl-Coulomb problem for the
radial functions can be computed in a closed form. These states are defined as the action of
the displacement operator D(ξ) on the lowest normalized state |k, 0〉 [21]
|ζ〉 = D(ξ)|k, 0〉 = (1− |ξ|2)k
∞∑
n=0
√
Γ(n+ 2k)
n!Γ(2k)
ξn|k, n〉. (50)
8
Thus, from the Sturmian functions R˜(r) we obtain
R˜(r, ξ) = 2
[
(1− |ξ|2)2k
Γ(2k)
]1/2
(2r)k−(µ1+µ2+1/2)e−r
∞∑
n=0
ξnL2k−1n (2r) . (51)
From the Laguerre polynomials generating function
∞∑
n=0
Lνn(x)y
n =
e−xy/(1−y)
(1− y)ν+1 , (52)
we obtain that the radial coherent states R˜(r, ξ) are
R˜(r, ξ) = 2
[
(1− |ξ|2)2k
Γ(2k)(1− ξ)4k
]1/2
(2r)k−(µ1+µ2+1/2)e
r(ξ+1)
(ξ−1) . (53)
The energy spectrum E of this problem can be expressed in terms of the coherent param-
eter ξ. From equation (42), it follows
〈ζ |H˜|ζ〉 = √−2E〈ζ |A0|ζ〉 = −α. (54)
Thus, using equation (A.15) of Appendix we obtain
E = − α
2
2 (2m+ µ1 + µ2 + 1/2)
2 cosh2 (2|ξ|) . (55)
The physical coherent states can be computed from the relationship R(r, ξ) = eiθA2R˜(r, ξ)
(see equation (47)),
R(r, ξ) = Cn2
[
(1− |ξ|2)2k
Γ(2k)(1− ξ)4k
]1/2
(2ar)k−(µ1+µ2+1/2)e
ar(ξ+1)
(ξ−1) , (56)
where again a =
√−2E and Cn is a normalization constant to be determined. Therefore,
the SU(1, 1) physical coherent states for the Dunkl-Coulomb in terms of m,µ1, µ2 are
R(r, ξ) = 2Cn
[
(1− |ξ|2)4m+2µ1+2µ2+1
Γ(4m+ 2µ1 + 2µ2 + 1)(1− ξ)8m+4µ1+4µ2+2
]1/2
(2ar)2me
ar(ξ+1)
(ξ−1) . (57)
The new normalization constant Cn can be computed as follows
1 = 〈ξ, µ1, µ2|A0 − A1|ξ, µ1, µ2〉
= C2e−θ〈ξ, µ1, µ2|A0 − A1|ξ, µ1, µ2〉 (58)
= C2e−θk [cosh(2|ξ|) + sinh(2|ξ|) cosϕ] .
Thereby, the normalization constant is
Cn =
(−2E)1/2
(2m+ µ1 + µ2 + 1/2)
1/2 [cosh(2|ξ|) + sinh(2|ξ|) cosϕ]1/2
. (59)
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6 Concluding remarks
The radial part of the Dunkl-Coulomb problem was studied in polar coordinates by using
the su(1, 1) Lie algebra and its theory of irreducible representations. We constructed two
different sets of Lie algebra generators for this problem. The first realization was obtained
from the Schro¨dinger factorization method. In the second realization, the generators are
energy-independent and one of the them is proportional to the radial Schro¨dinger equation.
The radial functions for each realization were obtained in different ways. For the Schro¨dinger
factorization they were found by solving analytically the differential equation. For the sec-
ond realization, we used the Sturmian basis of the su(1, 1) Lie algebra. Moreover, this
Sturmian basis of the Lie algebra was used to calculate the Perelomov coherent states for
the radial part. Finally, we used these coherent states and the su(1, 1) theory to find the
energy spectrum and the normalization constant in terms of the coherent states parameter.
It is important to note that in reference [13], the authors also used a realization of
so(2, 1) in terms of Dunkl operators to derive the spectrum of this problem. However, their
generators are very different to those introduced in the presented work.
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Appendix: The SU(1, 1) Group and its coherent states
The su(1, 1) Lie algebra is spanned by the generators K+, K− and K0, which satisfy the
commutation relations [39]
[K0, K±] = ±K±, [K−, K+] = 2K0. (A.1)
The action of these operators on the basis {|k, n〉, n = 0, 1, 2, ...} is
K+|k, n〉 =
√
(n + 1)(2k + n)|k, n+ 1〉, (A.2)
K−|k, n〉 =
√
n(2k + n− 1)|k, n− 1〉, (A.3)
K0|k, n〉 = (k + n)|k, n〉, (A.4)
where |k, 0〉 is the lowest normalized state. The Casimir operator for any irreducible repre-
sentation satisfies
K2 = −K+K− +K0(K0 − 1) = k(k − 1). (A.5)
The theory of unitary irreducible representations of the su(1, 1) Lie algebra has been studied
in several works [32] and it is based on equations (A.2)-(A.5). Thus, a representation of
su(1, 1) algebra is determined by the number k. For the purpose of the present work we will
restrict to the discrete series only, for which k > 0.
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The SU(1, 1) Perelomov coherent states |ζ〉 are defined as [21]
|ζ〉 = D(ξ)|k, 0〉, (A.6)
where D(ξ) = exp(ξK+ − ξ∗K−) is the displacement operator and ξ is a complex number.
From the properties K†+ = K− and K
†
− = K+ it can be shown that the displacement operator
possesses the property
D†(ξ) = exp(ξ∗K− − ξK+) = D(−ξ), (A.7)
and the so called normal form of the displacement operator is given by
D(ξ) = exp(ζK+) exp(ηK0) exp(−ζ∗K−), (A.8)
where ξ = −1
2
τe−iϕ, ζ = − tanh(1
2
τ)e−iϕ and η = −2 ln cosh |ξ| = ln(1− |ζ |2) [40]. By using
this normal form of the displacement operator and equations (A.2)-(A.4), the Perelomov
coherent states are found to be [21]
|ζ〉 = (1− |ξ|2)k
∞∑
n=0
√
Γ(n+ 2k)
n!Γ(2k)
ξn|k, n〉. (A.9)
Now, by using the Baker-Campbell-Hausdorff identity
e−ABeA = B +
1
1!
[B,A] +
1
2!
[[B,A], A] +
1
3!
[[[B,A], A], A] + ..., (A.10)
and equation (A.1), we can find the similarity transformations D†(ξ)K+D(ξ), D
†(ξ)K−D(ξ)
and D†(ξ)K0D(ξ) of the su(1, 1) Lie algebra generators. These results are given by
D†(ξ)K+D(ξ) =
ξ∗
|ξ|αK0 + β
(
K+ +
ξ∗
ξ
K−
)
+K+, (A.11)
D†(ξ)K−D(ξ) =
ξ
|ξ|αK0 + β
(
K− +
ξ
ξ∗
K+
)
+K−, (A.12)
D†(ξ)K0D(ξ) = (2β + 1)K0 +
αξ
2|ξ|K+ +
αξ∗
2|ξ|K−, (A.13)
where α = sinh(2|ξ|) and β = 1
2
[cosh(2|ξ|)− 1].
Moreover, the expectation values of the group generators K±, K0 in the Perelomov num-
ber coherent states can be easily computed by using the similarity transformations, equations
(A.11)-(A.13). Thus,
〈ξ, k|K±|ξ, k〉 = −e±iϕk sinh(2|ξ|), (A.14)
〈ξ, k|K0|ξ, k〉 = k cosh(2|ξ|). (A.15)
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