We study the motions of a spring pendulum as a function of its two control parameters (the ratio of the spring and pendulum frequencies, and the energy). It is shown that in the limits for very small and very large parameter values the dynamics of the spring pendulum is predominantly regular, while at intermediate parameter values the majority of initial conditions lead to chaotic trajectories. Thus, upon varying the parameters from small to large values one typically witnesses a transition from order to chaos and back to order again. Similar order-chaos-order sequences are observed in many other dynamical systems, and the spring pendulum is a representative example.
Introduction
In physical systems depending on one or more variable parameters it is often observed that the dynamical behaviour is extremely complicated at intermediate values of the parameters, but relatively simple if the parameters are either very small or very large. For example, a weather-vane flies in a complicated way at average wind speeds, but it simply hangs down when it is calm, and it is stretched horizontally in a uniform gale. Another example is provided by two nonlinearly coupled Toda oscillators [l] . As a function of the total energy and the coupling parameter, the motion of the oscillators may change from regular to chaotic and back to regular again. The same kind of behaviour is found in the generalized H&non-Heiles problem [2] and in the spring pendulum [3-53. In each of these examples one witnesses, upon varying the control parameters (wind force, coupling strength, etc.) a so-called orderchaossorder sequence. That is, the system goes from a situation in which most of the phase space is occupied by regular orbits to a situation in which most of the phase space is filled with chaos, and then back to a regular situation again. It should be emphasized from the start that this transition does not concern one specific orbit. but rather the net effect of all the orbits taken together.
To most people the first part of the sequence (order to chaos) seems quite natural, but the second part (the reversal to order) often comes as a surprise. It is the purpose of the present paper to show that it is nevertheless perfectly logical. To this end we take a closer look at the example of the spring pendulum, depicted in Fig. 1 . which (by its elegant simplicity) is well suited to demonstrate some general aspects of the order chaos order sequence. It may be pointed out that in some systems a similar sequence is observed, but with order in the middle and chaos at both ends. i.e. a chaos-order-chaos
sequence. An example of this is found in the coupled oscillators of Ref. 161 . This may stem totally different at first, but in fact it is merely a variation upon the same theme, and the results of the spring pendulum are, with necessary changes made, also applicable to those systems.
The spring pendulum has two degrees of freedom (the spring direction r, and the pendulum direction cp) but only one constant of the motion, namely, the total energy. This means that the system is non-integrable and is liable to exhibit chaotic behaviour. Indeed it does so when the control parameters of the system, to be introduced in the next section, have intermediate values. However. if the parameter values are either very small or very large the chaos disappears.
The paper is organized as follows. In Section 2, we define the system, write down its equations of motion and specify the two control parameters 11 and R. In Section 3, we study how the dynamical behaviour of the spring pendulum depends on these parameters, making a survey of the (11, R) plane and identifying the main types of motion, which include oscillations as well as rotations. In Section 4. the cases for very small and very large parameter values are treated, and we explain the absence of chaos in these limits. In Section 5 we turn to the region of intermediate parameter values and explain the abundance of chaos. Finally, in Section 6, we discuss our results.
The equations of motion
The spring pendulum, depicted in Fig. 1 , consists of a massless spring of rest length f0 and stiffness k, with a mass nz attached to it. In its equilibrium position the spring will be stretched, due to the weight rng, to a length
The assumption that the spring has no mass, which is meant to keep our model as simple as possible, is quite an idealization and one might worry if it is not an oversimplification.
For one thing, a spring mass significantly diminishes the frequency of the (dominant) spring vibration. For another thing, a massive spring introduces an infinite amount of extra degrees of freedom into the problem, and one actually has to deal with a whole spectrum of vibrations within the spring. We will come back to this in Section 6.
Our (idealized) spring pendulum has two degrees of freedom. It combines the behaviour of a spring, with angular frequency with that of a pendulum, with (for small amplitudes)
One can describe the system either in Cartesian or in polar coordinates.
We will use both, just as the occasion demands, since some features are best described in terms of .Y and _r and others in r and q. In Cartesian coordinates, and in the absence of dissipation, the Lagrangian reads:
and from this we readily obtain the equations of motion:
The equivalent eqllations in polar coordinates are given in the Appendix. It should bc noted that we have just now made another substantial idealization: we ignore dissipation. This is (again) to keep the mode1 as simple as possible. We shall come back to dissipation in Section 6. The spring pendulum (without dissipation) has one constant of the motion, namely the total energy:
In Fig. 2 we have plotted the contour plot of the potential energy for typical values of m, k and /() (while 61 = 9.81 m/s'), From this plot or from common sense we see that the energy is minimal when the spring pendulum is hanging downward in its equilibrium position, with s = 0 and ~1 = -(to + rn<//k), ( 
7)
The energy cannot become smaller than this. On the other hand. there is no upper bound to the energy. One can vary value of E, from ~",in to infinity, by taking different initial conditions.
Instead of the energy itself one may also take the following The pendulum (dashed line) is depicted in its equilibrium position. representing the minimal energy E,,,,,.
The (unstable) upward equilibrium ib denoted by a cross.
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dimensionless parameter:
249
The range of this parameter, the so-called energy ratio, is -1 to infinity.
Apart from the energy (or energy ratio) the spring pendulum has a second important parameter, namely:
,=l+k/" w ' (9) which, for small amplitudes of the spring pendulum, is equal to the squared ratio of the spring and pendulum frequencies: 1" = w~/o;. Another useful relation is /C=~L/O/(l-~),or~=(l -P,//e))'. Just like R, the parameter ,D is dimensionless.
It can take on any value between 1 and infinity. A value of special interest is ~1 = 4, or (I), = 2w,, in which case the spring and pendulum modes are in autoparametric resonance. This gives rise to a beautiful exchange of energy between the spring motion and the pendulum motion. Indeed, the behaviour of the spring pendulum at p = 4 is so remarkable that almost all authors restrict themselves to this value [3-$7-131.
In doing so, however, one misses all the nice physics at other values of p.
The energy-ratio R and the frequency-ratio p are the two control parameters of the system. In the next section we examine how the dynamical behaviour depends on them.
A survey of the parameter plane
To begin with, in Fig. 3 we present the parameter plane, with p along the horizontal axis and R along the vertical axis. The shading in the central region of this plane indicates that chaos is abundant there, and the absence of shading in the outer region corresponds to an absence of chaos. If one takes for instance the points marked a to f, the phase space will be quite regular in a, b, e and f but contain a lot of chaos in c and d. In Figs 4(a)-4(f) we illustrate this with a series of Poincart sections at these six points. The sections' show the (y, j) plane at the moments when the spring pendulum passes through the line .x = 0 with positive horizontal velocity (a 3 0). The abundance of chaos in Figs. 4(c) and 4(d) is evident, and so is the regularity of the other four Poincare sections, ' It should be noted that in the numerical computations (0: is invariably taken to be 100s ', which implies that /L is varied solely by means of the rest length PO (in practice one would rather vary the stiffness k or the mass m, see Section 4) and that ~0: = g/f, = loo//~, or /, = 0.0981~1. That is why the center of the section, which lies in the neighbourhood of (y, j) = ( ~ P,. O), shifts to the left for growing p.
Thus, if we travel through the shaded region, from small parameter values to large ones (or vice versa). we typically witness an order chaos-order sequence. As stated already in the introduction, the order chaosPorder sequence is the net elkct of a thousand minor changes and bifurcations at the level of the individual orbits. Hut it may be added that some orbits are more important than others. The main orbits can be recognized in the Poincartt sections as conspicuous center points, denoted by the letters A, R, etc.. which persist over a large range of parameter values and form the . skeleton of the dynamics, in the sense that the other orbits are organized around them.
In Fig. 5 we have sketched the form of the main motions in the ordinary (.u, J) space. We see that they include both oscillations and rotations, as was to be expected for a pendulum system; oscillations are the dominant (in fact the only) type of motion for small values of R and rotations are the dominant type for large R. The A oscillation has the shape of a hill, and its counterpart is the valley-shaped B oscillation. Closely related to B is the C,,,, oscillation; indeed, in the Poincare sections C,,,, is seen to be born (via a saddle-center bifurcation) within the embrace of B. In its turn. C,,, paves the way for the rotations C and C*. In fact, as soon as C,),, has enough energy to make a closed loop it simply becomes C or C*. We will frequently come across these main motions in the following pages. Around the main motions the spring pendulum can perform myriads of satellite motions. If the main motions are the skeleton of the dynamics, these satellite motions are the flesh on the bones. They can be periodic, quasi-periodic or chaotic, and it is here that the true richness of the dynamics comes out. It is impossible to represent this in a few pictures but for a simple illustration, in Fig. 6 we present two satellite motions (one periodic and one chaotic).
In order to see some examples of the "thousand minor changes and bifurcations", which together are responsible for the order-chaos-order sequence, we now focus on two orbits. In Fig. 7 we take a certain non-symmetrical oscillation t, a satellite of B, which disintegrates via period doubling bifurcations upon entering the shaded region of the (p, R) parameter plane. The orbit is shown, together with The letters t and t* denote the two non-symmetrical odla~ions which we follow in Fig. 7 . its twin oscillation t*, just before ( Fig. 7 (a)) and just after ( Fig. 7(b) ) the first period doubling.
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In Fig. 8 we follow the fate of a sea-star motion, lobsided to the left, and its twin motion (which is lobsided to the right) upon leaving the shaded region. These motions first recombine with each other to form one symmetrical orbit; this is shown in Figs. S(b) and S(c). Eventually, the symmetrical orbit is squeezed away into the periphery of the phase portrait by the rotations C and C*, which become increasingly important as the energy grows. This course of events is typical for many motions.
Of course, one may also describe the orderchaos-order transition by more quantitative means, for instance by measuring the percentage of the available phase space which is covered by the chaotic orbits. This yields a percentage of (practically) zero in thelimits~Jl,/,+~,RJ -1 andR + cc and a percentage of about 70% at the height of chaos in the intermediate region.
We shall not pursue these percentages, interesting as they may be, but rather the dynamics behind them and in particular the changing dominance of the various main motions. This will be our task in the next sections.
The four limiting cases: order through decoupling

I. The limit p 1 I
The limit /r 1 1 can be approached, though never really reached, by letting li/,,irny = (,u ~ I) become very small. In practice this can bc done by taking a very weak spring (li small) and a large mass 1~. The equations of motion (5a. b) can be written as:
For small (/L -1) these are the equations for two weakly coupled oscillators. In the limit ,LI = 1 the coupling vanishes and the spring pendulum simply becomes an isotropic harmonic oscillator, with smooth elliptic orbits. In this limit, then. the motion is manifestly not chaotic.
One word about the isotropy for /I = 1 is perhaps in order. Naturally. when the .Y and 1% directions are decoupled the .x direction should get the pendulum frequency c'+,. and the J' direction the spring frequency (I)$, so at first sight it may seem strange to have li/~ in both directions. The reason is nevertheless very simple: the spring and pendulum frequencies, which are related by W: = li,!nr = ,MU~, become identical in the limit /L = 1. 
The limit p + o(j
The limit p + a, or equivalently (kP,/mg) -+ CC, is most conveniently taken by letting the spring constant k become infinite, which means that the spring is transformed into a rigid rod, with r = (IpO + mg/k)J to. This leaves us with a simple pendulum of length 8,. This can also be shown directly from the Lagrangian (4), or better still from the Lagrangian in polar coordinates (see also the Appendix):
(11)
In the limit k + x the motion in the radial direction is suppressed, so + = 0 and I' = /,,. The Lagrangian then reduces to 1, = 4 /PI/; f$? + rn<///,, cos cp (12) This is indeed the Lagrangian of a mathematical pendulum, which is an integrable system. So also in this limit the motions of the spring pendulum are nol chaotic. The main motions which play a role in this limit are of course C,,,, (below R = 1) and C/C* (above R = 1).
The limit R 1 -I
In contrast with the other limiting cases. the limit for small energies is quite commonly encountered in practice. For RJ ~ 1, i.e. for energies just above E",," = -nf(/(/,, + mj/2k), the first motion to emerge is nothing but a small excursion from the downward equilibrium. For /L < 4 this happens to be an A oscillation (hill-shaped) and for ,H > 4 a B oscillation (valley-shaped), and /l = 4 is a special case altogether. We shall briefly discuss these things.
Since we will be dealing with small excursions from the equilibrium position it is natural to use a coordinate system with this position in the origin; that is, instead of (s.J.) we now take coordinates (.Y,z) with ; = J' + (/<, + rn(l/k). The level of zero gravitational energy is also being put at z = 0. In terms of the x and z coordinates the Lagrangian then reads and expanding this in terms of s and z (since we are dealing with small excursions) this yields up to third order [7] :
The corresponding equations of motion are:
The form of these equations shows that WC have to do with two harmonic oscillators, with frequencies (up in the .Y direction and 01, in the _V direction. and with a nonlinear coupling between them. It is this coupling which brings about the non-integrability but, being of higher order. it is almost zero for small values of z and 3. This means that there will be no chaos in this limit.
The motions are organized around the oscillations A and B, in the shape of a hill and a valley, respectively; the hill is preferred for ,U < 4 and the valley for ,H > 4. This is illustrated by the Poincart sections in Fig. 9 , at ,U = 3,4 and 5, with R = -0.92 fixed. In the (y, j) sections the A oscillation corresponds to the right center point, and the B oscillation to the one on the left. The transition from the one to other is evident. In practice one can easily see this changing preference by starting out from the vertical spring mode with a very small amplitude.
In the (y, j) sections this is difficult to follow, since the vertical spring mode does not show up in these plots and for this reason we have also included sections through the (x,zC) plane; these have been obtained by plotting (x, .C) each time when y goes through a minimum (where y = 0). The vertical spring mode corresponds with the origin of these sections; in each of the three cases this is a saddle point, reflecting the instability of the spring mode. For p < 4 the vertical spring mode is excited into an A oscillation; at p = 4 there is no preference for either A or B and the spring mode is excited into a (more or less pure) pendulum mode, which lies midway between A and B; for 11 > 4 the spring mode is excited into a B oscillation. The changing preference from A to B has been studied in detail elsewhere [ 12,133 and can be explained loosely as follows: the spring pendulum prefers to oscillate in such a way that the spring goes up and down twice while the pendulum goes back and forth once (a 2: 1 Lissajous orbit). At ,~1 = 4 the conditions are perfect for this, since the spring frequency CO, is exactly twice the pendulum frequency wP; the corresponding Lissajous figure looks like an infinity sign. For I_' < 4 the spring is slow, but by adjusting its phase relative to the pendulum in such a way as to produce a hill oscillation (A) it is sped up and can still maintain a 2: 1 orbit. For ,U > 4 the spring is fast, but by adjusting its phase in such a way as to form a valley oscillation (B) it is slowed down and can again maintain a 2: 1 orbit. The fact that a hill oscillation is faster than a normal pendulum mode, and a valley oscillation slower, is fairly easy to show 173. At IL = 4, and as long as the amplitudes arc sufficiently small, the A and B motions are well approximated by x(t) = (I sin (N and z(t) = + h cos 2cgt + c. Substituting these expressions into the equations of motion (16a, b) and requiring that c = 3~~/lh/, and the lowest harmonics balance one obtains h = rr.i2,,'i. where the ' + ' corresponds to the hill oscillation (A) and the ' -' to the valley (B). We shall come back to the changing preference from A to B in Section 5.2.
Here we shall focus on another interesting aspect of the above Poincare sections, namely the fact that the saddle structure of the spring mode (the origin in the (x,-C) sections) becomes suddenly very large at p = 4. This is the famous autoparametric resonance. To see how this comes about we take the equations of motion and start with an almost vertical oscillation of the form z = a cos(~,t) (the spring mode), which in practice will always be slightly perturbed of course in the horizontal direction. The motion in the .Y direction is then governed by x + ((0,' -/Iu cos(0, t))x = 0 .
This is a Mathieu equation, for which it is known that the solution x = 0 is unstable for an interval of frequencies around o, = 20,, which widens as ,I increases. (Mathematically speaking, the solution x = 0 is unstable around Q, = (2/n)w, for any value n = 1,2,3, . . . [14] but since the spring pendulum is such that LO, > wp, the only acceptable value is n = 1.) So the spring mode will excite an oscillation in the x direction if w, z 2w, or equivalently p 2 4. For all other values of p the spring mode will remain close to a spring mode, or, in other words, the saddle structure of the origin in the (.~,a) sections is small.
If, vice versa, we start with an oscillation in the horizontal direction Y = (I cos(tu,f) (the pendulum mode), with a slight vertical perturbation of course, the motion in the z direction is governed by: z + UJ,'z = ~;~L1*C0S20,t = i1u2(1 + cos2tu,t).
This describes a driven harmonic oscillator, with natural frequency (I), and a driving frequency 2to,. Resonant excitation occurs when these frequencies are (approximately) equal. So the pendulum mode will excite an oscillation in the z direction if (I)_ % 2tu,, or 11 2 4. This is the same condition as above (only the mechanism is different) and therefore the spring pendulum will continuously go back and forth between the two modes at /1 z 4.
In fact, the autoparametric resonance is a very ingenious coupling mechanism, since it succeeds in connecting the spring and pendulum modes (and quite strongly too) even though the coupling term is vanishingly small in the limit for RJ ~ 1. We shall come back to it in Section 5.2.
In the limit R 4 lx, or equivalently E + cc, the behaviour of the spring pendulum is organized around two equivalent circular rotations (C and C*), one clockwise and the other counter-clockwise.
For finite values of R these rotations are of course only neurl~ circular (unless /i = x ) due to the gravitational force which tends to pull the spring pendulum downwards. The satellite motions around C and C* take the form of a "rosette" as in Fig. 10 .
In order to understand this rosette-shape it is instructive to consider the expression for the energy (in polar coordinates, as given in the Appendix):
E = +m(i* + r2 @') -mgrcos q + fk(r -/o)2 (20)
In the hmit E + M_ we may neglect the gravitational term ( -mgrcos cp) and we get
= tm(P + l.2 $72) + +/d ~ /do + t/c/;
(21)
The kinetic term and $ kr2 together constitute an isotropic two-dimensional oscillator and the term -kr/,) can be viewed as a perturbation to this. The last term (fLYi) is a harmless constant. Now, it is a well-known fact that the (unperturbed) harmonic oscillator gives rise to closed, elliptic orbits with the geometrical centre of the ellipse coinciding with the centre of force. The perturbation -kr/,, causes the ellipses not to close upon themselves anymore; the result is a rosette, as in Fig. 10 .
The energy in this limit is too large for oscillatory motions; these have ceased to exist (C,,,) or occupy a negligible part of the phase portrait (A and B) and do not play any practical role anymore. In the process also the parametric resonance, i.e. the special coupling between the horizontal and vertical modes, is nullified. So the value p = 4 loses its significance at large values of R. There is one other point which we would like to mention. Intuitively one might expect, in this limit E + x , that the kinetic energy due to the rotational motion would give the dominant contribution to the total energy, but in fact the potential energy of the spring (which is stretched as a consequence of the centrifugal force) is of the same order of magnitude. This follows simply from the fact that for a (nearly) circular orbit the kinetic energy is given by 4 mr2 ip' = f kr (r -/& (22) and the potential energy of the spring is i k(r -/J2. Evidently, both expressions depend quadratically on Y and for r 9 PO they even become identical.
The intermediate region: chaos
In the previous section we have seen that at the boundaries of the (cl, R) plane the spring pendulum is decoupled into two autonomous one-degree-of-freedom systems. Such systems are always integrable and can only yield regular behaviour; hence the absence of chaos. Conversely, when the two degrees of freedom are not decoupled the system is non-integrable and will have an appreciable amount of chaos. This is what happens in the middle region of the (p, R) plane, and in this section we try to answer the question where exactly the chaos reaches its height. We do this by addressing the equivalent question: when are the main motions at their weakest, i.e. when is the size of their satellite regions in phase space minimal? It turns out that this happens when the system hesitates, so to say, between different types of motion; and there are two instances when this occurs. One is associated with the transition from oscillations to rotations (or more precisely, from C,,, to C/C*) and the other with the transition from hill-shaped (A) to valley-shaped (B) oscillations. We shall start with the transition from oscillations to rotations.
I. O.rcillatiot~s and rotatiows
From the Poincare sections of Fig. 4 it is clear that the motion of the spring pendulum is restricted to one or two elliptical regions in the (J-, f) plane. The region for J' < 0 corresponds to oscillatory motions and counter-clockwise rotations. and the region for j' > 0 (which exists only above a certain threshold energy) corresponds to clockwise rotations. At high energy values the two regions coalesce. All this can be understood from expression (6) for the energy E. Within the Poincare section we have .X = 0 and .t > 0, and LU rhc houndrlr~~ of the allowed region the energy due to the velocity .k will be minimal, i.e. .< = 0. Substituting s = 0 and .+ = 0 in Eq. (6) 
We now distinguish two cases: j' < 0 and J' > 0. In the case J' < 0 the above expression becomes:
which can also be written as follows:
This form reflects the fact that the shape of the boundary is elliptical, centered around the point (r,!;) = ( ~ (Jo + m~~/k),O) corresponding to the equilibrium position. The elliptic region reduces to this point when the denominator becomes zero, i.e. when E = El,,,i,. In the (/L, R) plane this is just the line R = -1.
For r > 0. corresponding to rotations. expression (23) becomes:
which can be written in the elliptical form: The form of the minimal rotation, corresponding to Eup, is sketched in Fig. 11 (a) (dotted curve). It should be noted that this motion, on the borderline between oscillations and rotations, is structurally unstable. It is to be compared with the separatrix motion of a normal, nonextensible pendulum, which starts with zero velocity in the upright position, makes one revolution and returns (with zero velocity again) to the upright position. For such a pendulum the minimal energy is -my/,, and the upright position corresponds to an energy mgL,, and consequently R,,, = -E,p/E,i, = 1. In our system this situation is recovered in the limit ,~1 + cx This state of affairs is somewhat altered for 1 < 1~ < 2. In that case the minimal energy needed for a rotation is E = i k/i. The origin then takes the place of the upright position. So now the minimal rotation is one with its top at the origin, and in fact looks more like a vertical oscillation. This motion turns out to be even more unstable than the minimal rotation for p > 2. And admittedly it is a somewhat artificial motion, since at the moment of passage through the origin the spring pendulum is supposed to shrink to a point. Momentarily we then have x = 4' = d = 3 = 0. In the (p, R) plane this defines a curve
At ~1 = 2 (or kCo = mg) the two curves (29) and (30) join smoothly, yielding a continuous and differentiable borderline for rotations; see Fig. 12 . Now, in the energy regime around R,,, the main motions of the C type, i.e. the oscillation C,,, for R < R,,, and the rotations C/C* for R > R,,,, are too weak to act as organizing centers of the dynamics. They are simply too close to the minimal rotations involving the unstable upright position. This is corroborated by the Poincare sections in Fig. 4(c) and (d) , where it is seen that the island of satellite motions around point C becomes very small. In fact. at the transition energy R,,, (where the oscillation C,,,, and the rotations C,C* are transformed into each other) the island momentarily reduces to a single point. This is what makes the curve R,,, a backbone of chaos in the (/L, R) plane. In the same figures (4(c) and (d)) we observe that the valley-shaped B oscillation is being pushed to the edge of the phase portrait for growing R. and that its satellite region has become already very narrow at R,,,. Only the hill-shaped A oscillation is still relatively strong, but this is not enough to suppress the chaos anymore.
The role qf parametric resonance
So, in the R direction chaos is concentrated around the curve R,,,, where the spring pendulum hesitates between oscillations and rotations. In the p direction the line p = 4 plays a similar role; here the system hesitates between the A and B oscillations, as we have seen in Section 4.3. Another way of looking at the same thing is to recognize that the parametric resonance at p = 4, which so ingeniously couples the two degrees of freedom of the system, is a natural source of chaos. After all, any chaos in the spring pendulum exists by virtue of the coupling of the two degrees of freedom.
These two characteristics of p = 4 are beautifully reflected by the Poincare sections in Fig. 9 . The changing preference from A (for p < 4) to B (for p > 4) is evident from the (y, j,) as well as from the (x,.?) sections, and the strong coupling between the two degrees of freedom at p = 4 is reflected by the magnitude of the saddle structure in the corresponding (.~,a) section. In each of the three sections we have a saddle point at the origin, showing that the vertical spring mode is unstable, but while at /L = 3 and p = 5 the influence of this saddle point is restricted to the immediate vicinity of the origin (for all practical purposes the spring mode just remains a spring mode) we see that at tl = 4 the saddlepoint connections throw a cross over the complete available phase space. Since saddlepoint connections are, by their complex web of intersections, responsible for chaos we conclude that the phase space of the spring pendulum at resonance is contaminated with chaos right to the edges in one single stroke.
This makes the line p = 4 another backbone of chaos, or at least the lower part of this line. Above the line R,,, the A and B oscillations still exist, but their importance swiftly diminishes as the dynamics becomes more and more dominated by the rotations C/C*. The system's hesitation between A and B is then of no consequence anymore. That is why in Fig. 12 the line p = 4 has not been extended to large values of R. In spite of its shortness, however, the p = 4 backbone is by no means an unimportant one. This is because it lies in the midst of the most relevant region of the (p, R) plane, from a practical point of view, with moderate t1 values and relatively low R.
Summarizing,
we see that chaos is concentrated in the (t1, R) plane around the curve RFo, and the lower part of the line p = 4, and therefore the core of any order-chaos-order transition lies there. The height of chaos is to be found at the intersection point of the two lines, i.e. at (p, R) = (4,$). This is confirmed by our own numerical results (we have made a rather complete survey of the relevant region in the (p, R) plane and compared the amount of chaos in the various Poincare sections) and also by those of Nhiiez-Yepez et al. [3] . These authors deal only with the case p = 4 (or f'= 0.25 in their notation) and report that the relative amount of phase space and C/C* (rotation); these are depicted in Fig. 5 . As we have indicated in Fig. 12 , each of the main motions has its own favourite region in the (,u, R) plane, although they are not strictly separated since all these motions (except C,,, and CC*) usually coexist. In between the favourite regions the spring pendulum "hesitates" between the various motion types. and that is where chaos takes over.
The line ,U = 4 in Fig. 12 has not been drawn up to large values of R. Above the intersection with R,,, the rotations C/C* soon become so dominant that the system's hesitation between the A and B oscillations is no longer of any consequence.
The lower part of the line j1 = 4 is all the more important, since this lies precisely in the region of the (/1, R) plane which is encountered most often in practice.
On the idealizations in our model
For the sake of clarity and theoretical elegance we made a few idealizations in our model. We neglected dissipation, and we assumed that the spring was massless, but have we not strayed too far from reality by doing so?
Let us start with the dissipation. Thanks to the fact that we left it out of our model all motions were everlasting. Obviously, this quite unrealistic. Everybody knows that an experimental spring pendulum will sooner or later (but inevitably) come to a halt in its equilibrium rest position, due to air resistance, friction in the point of support, and other forms of energy dissipation. This makes a huge difference, but it is not so bad as it seems, and in fact the dissipation of the energy (while p remains intact) may even be regarded as an advantage. It causes the system to follow a vertical, downward path through the (p, R) parameter plane, eventually coming down to the point (p, -1); thus, all one has to do is to give the spring pendulum a nearly circular rotation (or any other motion with sufficiently large energy), sit back and watch the order-chaos-order sequence take place for free. The only condition is that the dissipation should not be too strong, because otherwise the chaos is smothered and every trajectory is immediately attracted to one of the main types of motion. In that case one will witness the C rotation transform into a C,,, oscillation, which in its turn will give way to an A or B oscillation before the spring pendulum finally comes to rest in its downward equilibrium position. The neglect of the spring mass is even less of a problem. True, for a real spring pendulum the frequency o, will be somewhat smaller due to the spring mass m,, according to the relation [15]:
where 6 is a factor depending on the mass ratio m,/m, ranging from 0.333 ( = 3) for m,/mJO to 0.405 ( = 4/7r2) in the limit m,/m -+ ocj . This has its effect, of course, on the parameter ,u. For instance, while the theoretical spring pendulum shows parametric resonance (cl = 4) if the mass m is chosen such that L, = 4f0, a real spring pendulum will be resonant (p = 4) at a smaller mass m and hence at /, < $Y,,. But, evidently, this is a rather harmless difference. Another consequence of the spring mass is that the spring admits, besides the fundamental mode with frequency ws, also higher normal modes with higher frequencies [16-191. Luckily, however, the amplitudes of these higher normal modes can be shown to be too small (for all values of m,/m) to be significant [17] . So, all things considered, the idealizations in our model are really not too bad.
By the way, the above two idealizations were not the only ones. An experimental spring pendulum will usually not be restricted to just one plane, and will really be a sphericul spring pendulum. Furthermore, the spring will also twist a little bit around its vertical axis; when the spring shortens it is winded a little bit tighter, and when it lengthens it is unwinded again. That is. there will be some torsion. All these subtleties do not change the main point, however, and therefore (just as the dissipation and the spring mass above) they are better left out of the model.
Similar seyuences it1 other systems
Now that we understand the spring pendulum, let us finally examine how representative this system is for order chaos-order sequences in general. To this end we compare it with a few other examples which have been documented in the literature. To begin with, Deng and Hioe [6] studied two nonlinearly coupled nonlinear oscillators:
where j. is a scaling parameter and C represents the coupling strength. They found a chaosPorderPchaos sequence when they varied C from -K. to x . with chaos for C < ~ 0.21 and C 3 5.2, and regular behaviour in between. This is different from the case of the spring pendulum in two respects. In the first place the succession of the sequence is difl'erent. with order in the middle instead of at the endpoints, and secondly the transitions from chaos to order and vice versa seem to be much more abrupt.
Reich1 and Hiittner [l] investigated a system of two Toda oscillators (each representing an integrable two-particle system), connected with each other via a nonlinear coupling term. The two parameters of this system, the total energy E and the coupling strength C. were varied independently and in both cases an order-chaos order sequence was observed. very much like that of the spring pendulum. Similar behaviour, but with a smaller stochastic region, was found when the Toda oscillators were replaced by harmonic oscillators.
Bolotin et al. [2] studied the following generalized H&on-Heiles system:
which is formally equivalent with two nonlinear. nonidentical oscillators, connected by a nonlinear and nonsymmetrical coupling. If one varies the total energy of this system at a fixed value of W = h2/u (in the range from 4 to 16), as the authors did, one finds an order-chaos-order sequence. It is not completely clear from their paper how abrupt the transitions in this sequence are, but in all other respects it resembles the case of the spring pendulum. Actually. this is no wonder. since the spring pendulum falls within the same class of nonlinearly coupled oscillators. It consists of two dissimilar oscillators. the one linear (the spring) and the other nonlinear (the pendulum), coupled to each other in a nonlinear, non-symmetrical way. From a mathematical point of view it is certainly not the most economic model; the coupling does not have to be nonsymmetric and the oscillators need not be different, probably not even nonlinear (see Ref. [2] ). On the other hand, from a physicist's point of view, the spring pendulum is perhaps the most elegant and straightforward example of all. So, the spring pendulum may be taken to be representative for a whole class of coupled oscillator systems. But probably it is rather more general than that. After all, any system exhibiting an order-chaos-order sequence must be nonintegrable (since otherwise chaos is not possible in the first place) and for certain choices of the parameters the system should reduce to an integrable one (or otherwise there would be no absence of chaos). The way this is achieved in the spring pendulum, by the decoupling of the various degrees of freedom and thus separating the system into (integrable) one-degree-of-freedom systems, is so natural that it is hard to imagine any other way. As far as we can see there are only two aspects of the spring pendulum's sequence which are not really representative. These are the smoothness of its transitions from order to chaos and vice versa, and the fact that it may convey the impression that the sequence always takes the form "order-chaos-order", while in fact we know (see Ref. [6] ) that "chaos-order-chaos" is equally possible, and even exotic sequences such as "chaossorder-chaossorderchaos"
should not be ruled out.
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Appendix. The spring pendulum in polar coordinates
In polar coordinates (the distance r from the point of support, and the angle q from the downward vertical) the Lagrangian of the spring pendulum reads: L = f m(i* + r2 @*) + mgr cos q -f k(r -to)*, (A.1) and the associated equations of motion take the form:
@=_2"i" -Ysincp. 
