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Abstract 
Cotttaer sandstone is a quite popular material used for sculptures and monuments for 
almost 1,000 years. Such sculptures and monuments will be damaged after several years. 
The reasons for that could be different: mechanical damage due to carving by sculptors, 
expansion stresses due to salt crystallization or temperature change. Damages also happen 
sometimes after inappropriate consolidation. 
Cottaer sandstone before and after consolidation was investigated by lab testing and 
numerical simulations in this thesis. The aim is to develop a simulation strategy which can 
simulate the thermo-mechanical coupled damage behavior at grain size level. The main 
research works of this thesis are as follows: 
x Uniaxial compression tests, Brazilian tension tests and size effect tests were carried 
out to investigate the mechanical parameters of original Cottaer sandstone. 
x Ultrasonic wave velocity measurement and special biaxial flexural tests were 
carried out to determine how deep the consolidation material penetrates and how 
much strength of sandstones is increased by using two different injection materials. 
x A Voronoi-based numerical simulation strategy was developed which considers 
grain size, grain shape and pore size. Mineral components, intra- and inter-granular 
contacts and intra- and inter-granular fracturing were considered as well. 
x Uniaxial compression tests and Brazilian tension tests of unconsolidated sandstone 
were simulated. This simulation strategy can capture inter- and intra-granular 
fracturing. 
x Prediction of thermo-mechanical coupled behavior of consolidated and 
unconsolidated sandstone samples was performed. The simulation results show that 
thermal properties of grains and filled pores have influence on temperature 
distribution and fracture development in the sandstone. Also, thermal induced 
displacements are strongly influenced by boundary condition. 
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1 Introduction 
This work was initiated by the innovative restauration of a Late Baroque (1731) Tomb of 
Cottaer sandstone located in Neustädter cemetery in Dresden in 2014, Germany. This tomb 
was selected for desalination with the Vacuum Circular Method (VCM) and after an 
appropriate time of drying, to strengthen and to preserve it with ethyl-silicate by the VCM. 
Besides intensive lab testing emphasis is put on micromechanical numerical simulations at 
the grain size level to deepen the understanding of the mechanical and the thermo-
mechanical behavior of Elbe-Sandstone which is often used for sculptures, monuments and 
buildings. 
1.1 Background 
The Elbe-Sandstone is a quite popular material used for buildings and sculptures not only 
in Saxony for almost 1,000 years. The Elbe-Sandstone comprises two types: Cottaer 
Sandstone and Postaer Sandstone. Postaer Sandstone is widely used in architecture because 
it is harder than Cottaer Sandstone. On the other side the softer Cottaer sandstone is popular 
for sculptures and monuments. 
The object under investigation is a very beautifully baroque sepulchral culture sculpture 
from the 18th century, which is 2.5 m high and made from Cottaer Sandstone. The sculpture 
includes two putti, three cartouches inscriptions and two angel heads as show in Figure 1.1. 
The original surface emerges largely lose and typical black patina. Cracks, missing parts 
and dissolution at the surface is observed. Details of damage are shown in Figure 1.2. 
The company Erich Pummer GmbH from Austria was engaged to preserve this sculpture. 
This company has a lot of experience in preservation of stone sculptures, monuments and 
even carved facades. 
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Figure 1.1 Baroque sepulchral culture sculpture from 18th century (before restauration). 
 
Figure 1.2 Details of damage pattern (before restauration). 
3 
 
1.2 Desalination and consolidation process 
The preservation process includes two phases. In the first phase, the sculpture is desalted. 
Desalination is a process using water to flush out the salt inside the sculpture. The following 
phase is the consolidation of the sculpture. Consolidation is a process to impregnate the 
open pores, fractures and damaged areas with ethyl-silicate. Both phases are carried out 
using the VCM. 
1.2.1 Vacuum Circular Method (VCM) 
In principal there are three methods to strength stone monuments: (a) Application of wet 
packs and infusion tools; (b) Flooding with pneumatic water jets, wash-bottles, brushes 
etc.; (c) Impregnation of transportable objects in a bath. The first two methods are often 
difficult to apply, because the strengthening material fall down quickly due to gravity. Also, 
the strengthening material cannot reach most protruding parts, and once the stone surface 
has been covered by strengthening material it will block the path to the inside parts (like 
pores and fractures) absorbing strengthening material. The third method is the only 
alternative way to preserve stones, but the object size is also a problem for this method, 
with the increase of object size the method is more difficult to be carried out. 
The Vacuum Circular Method (Europa patent No. 1295859, holder: Erich Pummer GmbH) 
provides the opportunity for conserving damaged monuments, stone sculptures, facades 
and other weathered objects. It offers the best solution to overcome the size problem of the 
third method mentioned above. This technology uses the advantage of vacuum, that 
negative pressure is generated inside the closed foil bag which covers monuments or 
sculptures. Thanks to the negative pressure inside the foil bag fluid can penetrate deep into 
the sculpture or monuments. Consequently, consolidation material can reach pores, 
fractures and layers which are located deeply inside the sculptures. Compared to the other 
two traditional consolidation methods, VCM is the best way to preserve porous material. 
This technology is employed for both, the desalination and the consolidation process. The 
principals of the vacuum circular consolidation technology are illustrated in Figure 1.3. 
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Figure 1.3 Scheme of the Vacuum Circular Method (Pummer 2016). 
 
1.2.2 Application to Baroque tomb in Dresden 
The considered Baroque sculpture war transferred from the original place to the working 
field as shown in Figure 1.4(a). Then the object was covered by a foil bag, later the foil bag 
was sealed for in-situ evacuation of air. When the air is evacuated out from the foil bag, 
the foil bag is pressed against the sculpture. The vacuum reaches 0.1 to 0.9 bar, which 
means a pressure up to 90 kg pressed on 1 dm2 surface of the foil bag or sculpture surface. 
This great pressure is distributed evenly on the surface of the foil bag, but the sculpture 
surface is not always smooth. Therefore, to avoid damage caused by air pressure, before 
the vacuum is created, cavities and undercuts in sculptures and the areas connected to 
valves are filled with polypropylene fleece to support these areas. 
When the vacuum pressure inside the foil bag has reached the demanded pressure and this 
pressure sustained for a long period of time, it is assumed that all the pores and fractures 
inside the sculpture have reached the same negative pressure (Figure 1.4(b)). When the 
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vacuum has reached a stable value, the pressure difference between inside and outside the 
foil bag helps to inject liquid medium into the sculpture, and liquid medium penetrates 
deeply inside. 
At first, the valves, which connect the water tank via pipes, are opened and water 
immediately penetrates into the pores and fractures (Figure 1.4(c)). In order to sustain the 
pressure inside the foil bag, the vacuum pump is kept running. After water has filled all the 
cavities of the sculpture, water is pumped out. This water pump-in and pump-out cycle is 
called desalination cycle. After several such cycles, salt contained inside the sculpture is 
been flushed out. This desalination process leads to high water consumption due to the 
repeating desalination cycles. For this object about 200 cycles and 7,500 liter water have 
been used, and it took four days to accomplish. In the meantime, the electrical conductivity 
of flashed out water has been measured to determine the desalting progress. Water with 
higher content of salt shows higher electrical conductivity. When the electrical 
conductivity remains at a low level it can be concluded that the salt inside the object has 
been flashed out. The recorded electrical conductivity curve is shown in Figure 1.5. 
After the desalting process, the sculpture was dried on air for some months without any 
artificial drying procedure. But after four months of natural drying the moisture content 
was still high. Therefore, the sculpture was sealed into a foil bag again to carry out active 
artificial drying. The active drying is shown in Figure 1.4(d). The active drying took three 
days. 
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Figure 1.4 Process of using VCM. (a) Object in position; (b) Evacuation of air; 
(c) Desalting; (d) Drying; (e) Consolidation; (f) Object after consolidation. 
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Figure 1.5 Electrical conductivity of water been pumped out from sculpture during 
desalting. 
 
After active drying the second consolidation phase started. At this phase the sculpture is 
sealed into the foil bag again and VCM is applied again. After evacuation of air the valves, 
which are connected to the consolidation medium instead of water this time, are opened. 
Voids in damaged areas are filled with consolidation medium first, pores and capillaries at 
undamaged areas are filled later. Under the negative pressure the consolidation medium 
will penetrate slowly and evenly into the object. The consolidation process is shown in 
Figure 1.4(e). The consolidation medium that has not been absorbed will be pumped into 
a recycle system. After six hours no more consolidation medium is added, but the vacuum 
is hold for a few more hours to avoid drop out of medium. At this time the medium converts 
from a liquid into a solid state. The consolidation medium ‘KSE 300E + 10 % Catalyst’ is 
from the company Remmers. KSE is a german term for ethyl-silicate. The number 
describes the gel deposit rate and the molecules size of the consolidation medium: 300 
means gel deposit rate is approximately 30 %; E means ‘elasticized’; 10 % Catalyst means 
Vacuum Circular Consolidation needs additional 10 % catalyst to improve the penetration 
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speed of consolidation medium. Figure 1.4(f) shows the sculpture after consolidation. After 
the consolidation phase the object surface has been covered by the consolidation medium 
and took on white colour. 
1.3 Research subject and scope 
The material under investigation is Cottaer sandstone, which is used to make sculptures. 
Such sculptures and monuments will be damaged after several years. The reasons for that 
could be different: mechanical damage due to carving by sculptors, expansion stresses due 
to salt crystallization or temperature change. Damages also happen sometimes after 
inappropriate consolidation. 
Two consolidation methods were investigated. One is the traditional way using brushes: 
the consolidation material penetrates by gravity. The other is using the VCM, but using 
two different consolidation materials. Unconsolidated and consolidated Cottaer sandstone 
samples were investigated in the laboratory. Uniaxial compression tests, Brazilian tension 
tests and size effect tests were carried out to investigate the mechanical parameters of 
original Cottaer sandstone. Special flexural tests were carried out to determine how deep 
the consolidation material penetrates and how strength of sandstones is increased by using 
two different injection materials. 
In this thesis, a grain size level based numerical simulation strategy is developed which 
considers grain size, grain shape and pore size using thin section analysis. Models of 
unconsolidated sandstone and consolidated sandstone are simulated. Thermo-mechanical 
coupled modeling is carried out to investigate the temperature influence. 
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2 State of the art 
Rock has been widely used as material for buildings, sculptures and monuments during the 
past thousand years, especially sandstone because sandstone is generally considered as one 
of the most resistant natural materials compared to wood or brickearth, meanwhile it is soft 
enough for sculptors. But sandstone also suffers from deterioration. Deterioration is a 
complex process and is effected by many factors. Preservation and protection methods 
must be adapted carefully to avoid damage and to achieve long-lasting success. Studying 
the micromechanics of such rocks and to detect the factors which are contributing to the 
deterioration of rock will help to make appropriate decisions. 
2.1 Heterogeneity of rocks 
Rock is a widely used natural brittle heterogeneous material characterized by a specific 
microstructure. Rocks consist of minerals (Figure 2.1), and the mechanical properties as 
well as the structure of these minerals effect the failure behavior of the material (Kazerani 
2013). Sandstone is a sedimentary type of rock which is composed mainly of quartz, but to 
some extend also of feldspar and other minerals, and which also contains plenty of pores 
and cracks. 
Lindqvist et al. (2007) gave a short introduction into the microstructure and functional 
properties of rock materials and introduced relationships between intrinsic properties, such 
as mineralogy, grain size, grain and grain boundary shape, mineral orientation, porosity 
and cracks. 
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Figure 2.1 Microstructure and mineral composition of stones: (a) Granite; (b) Sandstone. 
 
2.1.1 Influence of grain size and shape 
A lot of studies, e.g. by Paterson (1958), Olsson (1974), Singh (1988), Fredrich et al. (1990) 
or Wong et al. (1996) found that the grain size seems to influence the strength of rocks. 
Based on lab tests they have observed that strength decreases with increasing grain size. 
Olsson (1974) and Wong et al. (1996) have found experimentally that peak strength 
decreases with the inverse square root of the mean grain size: 
 ߪ௬ ൌ ߪ௜ ൅݇݀ିଵȀଶ (2.1) 
where ıy is the yield stress, ıi and k are constants for a given set of test condition, d is the 
mean grain size. 
Schneibel et al. (1981) found that normal stresses at grain boundary nodes and grain 
boundary segments are higher in case of a broad grain size distribution compared to arrays 
of grains with only one size.  
Grain shape can influence strength in several ways. The shape of the minerals depends 
largely on their surface energy and the physical and chemical environment in which the 
rock was formed. Minerals with high surface energy tend to develop their crystal shapes at 
the expense of the surrounding minerals. Minerals that form euhedral grains may act as 
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discontinuities in the structure where cracks may initiate. Kranz (1983) found stress 
concentrations at grain boundary contacts and around intracrystalline cavities. Local 
strength may be reduced along cleavage planes, along grain boundaries and along any 
internal surface. Eberhardt et al. (1999) found that grain size has only a minor effect on 
initiation of new cracks. He assumes that longer grain boundaries and larger inter-granular 
cracks provide longer paths of weakness for growing cracks. For low porosity rocks, Hatzor 
and Palchik (1997) found that crack initiation stress is extremely sensitive to mean grain 
size and initial flaw length approaches the mean grain size value. These findings confirm 
that in low porous textures the effect of individual grains on fracture initiation stress is very 
significant, probably because individual grain boundaries can act as true initial flaws. 
2.1.2 Influence of mineral components 
The properties of the individual minerals that make up the rock are a limiting factor for the 
physical and chemical properties of the rock. Tapponnier and Brace (1976) used the 
scanning electron microscope and detected that new cracks first begin to appear at grain 
boundaries and healed transgranular cracks. At around 75 % of the peak stress, 
transgranular cracks are formed. They suggested that the compressive strength of brittle 
rocks may be controlled by those mineral components which are capable to produce plastic 
slip or have elastic moduli which differ substantially from those of other components. 
These critical minerals, such as biotite in Westerly granite, may not amount to more than 
5-10 % of the total volume. Wong (1982) found that Westerly granite failure mechanisms 
is dependent on both, mineralogy and grain orientation. Zorlu et al. (2008) performed a lot 
of uniaxial compressive strength tests of sandstone and found that quartz content is one of 
the key parameters which effect the uniaxial compressive strength. Liu et al. (2004) found 
that the weak parts, such as weak minerals and grain boundaries between constituent 
minerals, play an important role in the non-linear deformation process of brittle 
heterogeneous material. Lan et al. (2010) investigated two types of granite: LDB granite 
and AD granite. Both of these two granites contain the same minerals, but the grain size in 
the LDB granite is twice the size of the AD granite, and the LDB granite contains more 
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hard minerals like quartz. Therefore, the uniaxial compressive strength and stress-strain 
response of both granites are quite different. 
2.1.3 Influence of porosity and cavities 
Sprunt and Brace (1974) investigated granite by using a scanning electron microscope. 
They found that strings of long, thin low aspect ratio cavities often follow grain boundaries 
in granites. Kranz (1979) used a scanning electron microscope and observed stress-induced 
crack growth causing crack-crack and crack-pore interactions in Barre granite. Micro pores 
influence the stress direction. Kranz (1983) found stress concentrations at grain boundary 
contacts and around intracrystalline cavities. Rice (1989) detected pore size and shape 
effects which commonly also correlate with pore location. He showed, that there is no 
direct affect on strength when pores are smaller than the grain size and vice versa. Palchik 
(1999) showed that amount of the textural characteristics of porosity is more significant 
than mean grain size. Hatzor and Palchik (1997) found that in higher porous textures, crack 
initiation stress is much less sensitive to mean grain size. However, influence of initial flaw 
length is higher by up to two orders of magnitudes compared to influence of mean grain 
size. These findings suggest that the effect of individual grain boundaries in high porous 
textures is less significant, rather, the union of several individual grain boundaries may act 
as initial stress concentrator. Al-Harthi et al. (1999) found that non-connected vesicles 
greatly affect engineering properties such as compressive strength, modulus of elasticity, 
Poisson’s ratio and sonic velocities. Herakovich and Baxter (1999) found that pore 
geometry can have a significant influence on both, elastic and inelastic response. Avar et 
al. (2003) described the influence of porosity on the mechanical properties of rocks. They 
found a linear decrease in elastic modulus with increasing porosity. Both, numerical 
modeling and lab testing demonstrated that the elastic modulus of tuff does not only depend 
upon the porosity but also on the cavity shapes. Palchik and Hatzor (2004) found that the 
point load strength and uniaxial compressive strength of porous Adulam chalks decrease 
with increasing porosity, while the same effect of porosity on Brazilian tensile strength was 
present, but not significant. Fakhimi and Gharahbagh (2011) studied the effect of porosity, 
pore size and pore distribution on the rock deformation and strength characteristics. They 
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found that specimens with larger macro-pore size have larger mean values of Young’s 
modulus and uniaxial compressive strength. The opposite is true for uniaxial tensile 
strength. 
2.2 Damage categories of sculptures and monuments 
Damage of buildings, sculptures and monuments can be divided into two main categories 
according to Connally et al. (1972): damage due to intrinsic causes, connected closely to 
the nature of stones; and extrinsic causes related to the vicissitudes of the outside world. 
2.2.1 Intrinsic causes 
The intrinsic cause of damage can be divided into two groups: (1) related to the location; 
(2) related to the type of material. 
The first group (related to the location) includes the geo-topographical position of buildings, 
sculptures and monuments. This includes the climatic conditions, but also the ground 
conditions, the type of underground and the water table. 
The second group (type of materials used) refers to the defects inside the material. Defects 
exist in any material like small cracks or flaws. These defects reduce the strength, allow 
water and gas inflow and make destructive chemical reactions easier. 
2.2.2 Extrinsic causes 
The extrinsic causes of damage can also be divided into two categories: (1) natural causes 
(long-term natural causes and occasional natural causes); and (2) man-made causes. Long-
term natural causes include all the physical, chemical, botanical, microbiology and other 
processes which slowly effect buildings, sculptures or monuments. Occasional natural 
causes include exceptional natural phenomena such as earthquakes, volcanism or 
movements of earth’s crust and so on. Man-made causes also include damage by war, 
explosions, fire or environmental pollution. 
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2.3 Deterioration of sandstone 
The most important deterioration processes can be classified according to Siegesmund et 
al. (2011): (a) deterioration by mechanical processes; (b) deterioration by chemical 
processes; (c) biodeterioration. 
2.3.1 Deterioration by mechanical loading 
Crack initiation and propagation happens inside rock pieces when they come under stress 
or load. Brace et al. (1972) as well as Sprunt and Brace (1974) proved already by direct 
observation of unstressed rock using scanning electron microscope that micro- cracks exist. 
Sandstone is a highly porous natural material which contains abundant cracks and pores. 
Under stress large tensile stress concentrations at the tips of these pre-existing cracks occur 
and cracks will start to grow when a critical value is reached.  
Static load or stress is often applied to sandstone material due to the construction method 
(gravitational load or weight from other objects). Sandstone monuments or sculptures often 
show complex shapes which cause stress concentration. Tien et al. (1990) performed 
loading tests on sandstone specimen. They found that when axial strain reaches a critical 
axial strain value, failure will occur soon. It was found that for some adopted stress ratios 
the value of the critical strain is independent on the applied confining pressure and loading 
frequency. 
Dynamic or cyclic loading caused by natural events, such as earthquakes or human 
activities has significant effect on the mechanical parameters of sandstone. Zhenyu and 
Haihong (1990) studied sandstone and marble under cycling and static loading. They found 
that the critical strength named cyclical strength is lower than the static strength. Bagde 
and Petroš (2005) studied sandstone under uniaxial cyclic loading in the laboratory. They 
recognized that dynamic fatigue strength and dynamic axial stiffness of the rock reduce 
with increasing loading frequencies and amplitude. Heap et al. (2010) performed 
increasing-amplitude, cyclic-stressing experiments on both, Bentheim and Darley Dale 
sandstone. They have demonstrated that there is a gradual deterioration in static elastic 
moduli and Poisson’s ratio increasing after each increasing-amplitude cycle. 
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2.3.2 Deterioration by thermal loading 
Temperature or cyclic thermal loading is another important factor of deterioration. 
Increasing or decreasing temperature leads to volumetric expansion or contraction. Table 
2.1 gives linear thermal expansion coefficients for different types of rock. Ngueyep 
Mambou et al. (2014) showed that the amplitude of the internal stress increases when the 
temperature increases up to about 100 °C. The analysis of the internal stress reveals that 
the combined effect of thermal treatment and mechanical load on the specimen leads to 
rapid damage of the specimen. They also found that 450 °C is a critical temperature for 
damage. Above 450 °C a significant reduction in strength occurs. This result shows a loss 
of rigidity of sandstone when the temperature increases and reveals that a fire would reduce 
the mechanical performance of sandstone significantly. 
 
Table 2.1 Thermal expansion coefficients for magmatic, metamorphic and sedimentary 
rocks (Siegesmund et al. 2011). 
Rock class Rock type 
Linear expansion coefficient [10í6 Kí1] 
Average Max Min 
Magmatic 8 rock types 7.4 10 5 
 marbles 11 15 8 
Metamorphic gneiss, schist 7.9 9 6 
 quarzitic rocks 12.5 14 11 
 calcareous sandstones 7.5 8 7 
Sedimentary limestones 4 6 2 
 travertine 5 6 4 
 sandstones 10.8 12 9.5 
 
The expansion coefficients of rocks result from those of the minerals present in them. They 
may differ significantly because of the diversity of mineral type, mineral size, mineral 
shape and mineral orientation. Table 2.2 gives the linear expansion coefficient for some 
minerals. Granite and sandstone have high thermal expansion values because of the 
presence of quartz, while marble and limestone reflect that of calcite or dolomite, and slates 
that of clays and micas, since they are metamorphosed argillaceous rocks such as mudstone 
(Siegesmund et al. 2011). 
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Table 2.2 Linear expansion coefficient Į for some minerals (Siegesmund et al. 2011). 
Mineral 
Linear thermal expansion coefficient [Kí1] 
Temp. range [°C] Parallel to c-axis Perpendicular to c-axis 
Calcite 25.1 × 10-6 -5.6 × 10-6 0-85 
Dolomite 25.8 × 10-6 6.2 × 10-6 24-700 
Quartz 7.7 × 10-6 13.3 × 10-6 0-80 
Albite 10.5 × 10-6 5.6 × 10-6 25-970 
Gypsum 54 × 10-6 7-117 × 10-6 25-42 
Micas 8.7 × 10-6 17.8 × 10-6  
Clay 6 × 10-6 15 × 10-6 25-350 
 
The deterioration starts by an initial stage of insolation that leads to the progressive loss of 
cohesion along grain boundaries caused by the different thermal expansion coefficients of 
the rock-forming minerals during either heating or cooling. The resulting induced tensile, 
compressive or shear stresses along the grain boundaries (Figure 2.2) may be large enough 
to cause failure along microstructural precursors, such as cracks and cleavage planes 
(Siegesmund et al. 2011). 
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Figure 2.2 Diagram illustrating the deterioration mechanism for calcite due to thermal 
loading. (a) Anisotropy of individual calcite crystal; (b) Calcite crystal within an 
idealized marble matrix; (c) Expansion suffered upon heating; and, (d) Contraction 
suffered upon cooling (Siegesmund et al. 2011). 
 
2.3.3 Deterioration by water and crystallization 
All porous material will absorb water from rainfall, atmosphere or ground water. Water in 
pores behaves like bulk water, when pores are bigger than about 1 ȝm. Hygric expansion 
should be considered only when water starts to behave as bulk water, not adsorbed water. 
For rocks which contain thin, platy minerals such as clays, micas and chlorites, capillary 
condensation is important. Deterioration happens to clay bearing stones, such as sandstones 
or limestones, where spalling and delamination parallel to the bedding occurs. For 
materials that do not contain clays or other phyllosilicates, the hygric expansion has been 
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attributed to the disjoining pressure and corresponds to the difference in pressure within a 
water film between two surfaces and the pressure of the bulk phase. 
Lu et al. (2016) performed tests on mudstone and sandstone samples that were immersed 
in water under different temperature conditions. The mechanical tests revealed that the 
presence of water can significantly reduce the mechanical properties of the rocks: decrease 
of uniaxial compressive strength (UCS) of 76.0 % and 38.9 % and decrease of elastic 
modulus of 68.1 % and 48.5 % were observed for mudstone and sandstone, respectively, 
because of water saturation at room temperature. 
Crystallization can happen due to the freezing of water inside pores of the stones. Water 
crystallization process causes volumetric expansion, which induces crystallization pressure 
similar to salt crystallization pressure. The crystallization pressure generated by an ice 
crystal in contact with supercooled liquid water is (Siegesmund et al. 2011): 
 οܲ ൌ ௌ೗ିௌ೔೎೐
௏೘ǡ೔೎೐
൫ ௙ܶ െ ܶ൯ (2.2) 
where, Sl and Sice are the entropies of liquid water and ice, respectively; Vm,ice is the molar 
volume of ice; Tf is the freezing temperature; and, T is the temperature of a supercooled 
liquid film between the growing ice crystal and the pore wall. 
2.3.4 Deterioration by salt and crystallization 
Salt is one of the key deterioration factors for porous materials, in particular highly soluble 
salts or hydrate-forming salts. Salt present in the buildings, monuments or sculptures can 
originate from different sources, such as air pollution, deicing salts, soil, interaction 
between materials and even the stone itself (Charola and Herodotus 2000, Doehne 2002, 
Charola and Bläuer 2015). Salt causes damage to buildings, monuments or sculptures in 
several ways. The most important way is growth of salt crystals within the pores of stones. 
The pressure generated by the growing crystals is called ‘crystallization pressure’, which 
can overcome the tensile strength of stone’s and causes fracture initiation and propagation. 
When water evaporates from a salt solution, its concentration will increase until saturation 
is reached. As water continues to evaporate, salts will crystallize out. 
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According to Rodriguez-Navarro and Doehne (1999), Charola and Herodotus (2000), 
Siegesmund et al. (2011), Correns developed a thermodynamic approach for the situation 
of a growing crystal that is subjected to non-hydrostatic load. The pressure that is generated 
by a crystal confined in void spaces of a rock or any other porous material is given by: 
 οܲ ൌ ோ்
௏೘
 ܵ (2.3) 
where, the crystallization pressure is defined as the difference between the pressure Pc upon 
the loaded face of a confined growing crystal and the liquid phase pressure Pl, so 
ǻP= Pc – Pl; R is the universal gas constant; T is the absolute temperature; Vm is the molar 
volume of the crystalline solid and S is the degree of supersaturation in the liquid phase. 
A second equation describes the crystallization pressure, which originates from the 
connection between larger and smaller pores (Charola and Herodotus 2000, Siegesmund et 
al. 2011)): 
 ο݌ ൌ ʹߛ௖௟ ቀ
ଵ
ோభ
െ ଵ
ோమ
ቁ (2.4) 
where, R2 > R1 are the radii of two crystals in adjacent pores of different size and Ȗcl is the 
surface free energy of the crystal–liquid interface. 
2.3.5 Deterioration by chemical processes 
Chemical damage processes refer to the dissolution or alteration of the mineral constituents 
of a stone material by chemical reactions. Mineral dissolution reactions in stones involve 
the attack of water and its associated acidity. The H+-ion attack on the mineral components 
causes their dissolution and the formation of deterioration products. Some examples of 
mineral dissolution reactions relevant to stone deterioration are (Siegesmund et al. 2011): 
 ଷ ൅ ʹା ֕ ଶା ൅ ଶ ൅ ଶ (2.5) 
 ʹଷ଼ ൅ ʹା ൅ ͻଶ ֕ ʹା ൅ ଶଶହሺሻସ ൅ Ͷሺሻସ (2.6) 
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ଶ (2.7) 
 	ଶସ ൅
ଵ
ଶ
ଶ ൅ ͵ଶ ֕ ʹ	 ൅ Ͷሺሻସ (2.8) 
Acid attack generally causes the mobilization of metal cations and dissolved silica, Si(OH)4, 
from the parent minerals. Carbon dioxide, CO2, is a major source of acidity in natural 
waters and acid is most responsible for natural rock weathering on a geological time scale 
(Siegesmund et al. 2011). The solubility of carbonate materials in water is enhanced in the 
presence of CO2 according to the reaction: 
 ଷ ൅ ଶ ൅ ଶ ֕ ଶା ൅ ʹଷି (2.9) 
According to Siegesmund et al. (2011) the mineral dissolution reactions in sandstone create 
distinct profiles of fresh and leached feldspars and a significant increase of the total feldspar 
content with increasing distance from the exposed stone surface. They also found profiles 
of clay mineral composition in building stones with rather constant compositions in the 
unweathered interior and distinct profiles close to the surface. Sabbioni and Zappia (1992) 
investigated the decay of sandstone in urban areas. They found that atmospheric pollution 
is the main cause for damage of sandstone. Jiang et al. (2007) studied eroded sandstone 
samples. They found that uniaxial compressive strength and elastic modulus decrease by 
30 %í50 % and 25 %í45 %, respectively. Cai et al. (2016) studied sandstone that had been 
previously subjected to chemical erosion under different pH values. Uniaxial mechanical 
tests and nuclear magnetic resonance (NMR) spectroscopy were carried out. Sandstone 
exposed to different chemical solutions exhibits different corrosion mechanisms caused by 
different mineralogical composition. 
2.3.6 Biodeterioration 
Living microorganisms also contribute to the deterioration of stones (Figure 2.3). The 
microorganisms can live on the rock surface or endolithic, when living within pores and 
fissures of the stone. Geomicrobiologists even postulate that the weathering of rock in the 
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presence of microbes is some ten thousand times faster than without them, the latter being 
a mere theoretical hypothesis because there are no sterile rock surfaces on earth 
(Siegesmund et al. 2011). Water is the key point for microorganisms living, therefore, 
porous stones are the most suffered of biodeterioration. Bacteria, Fungi and Lichen are the 
three kind of microorganisms which contribute to the deterioration of stones. Bacteria 
cause stone deterioration mainly by chemical attack. There are two groups of them (Doehne 
and Price 2010, Siegesmund et al. 2011): Chemoheterotrophic Bacteria and 
Chemolithotrophic Bacteria. Chemoheterotrophic Bacteria need organic carbon sources for 
growth. Chemoheterothrophs produce organic pigments and a wide range of organic acids, 
they are important deteriorating agents of stone causing color change and biogenic 
corrosion. Chemolithotrophic Bacteria, by contrast, do not depend on organic carbon 
sources. Their growth is based on the oxidation of minerals containing iron, sulfur, 
manganese or ammonia. During the process of ammonia oxidation, both nitrite and nitrate 
ions are released and can lead to the formation of nitrous and nitric acids and the corrosion 
of natural stone, mortar and even concrete. 
Fungi and Lichen deteriorate stone by both, physical and chemical processes (Doehne and 
Price 2010, Siegesmund et al. 2011). Physical damage is caused by penetration of the 
hyphae into the stone and by the expansion and contraction of thallus (the vegetative part 
of the fungus) under changes of humidity. Chemical damage is caused by the secretion of 
oxalic acid, by the generation of carbonic acid, and by the generation of other acids capable 
of chelating ions such as calcium. 
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Figure 2.3 (a) Halophilic bacteria and archaea cause a rosy stain on the salt attacked stone 
surface of the Medieval monument; (b) Black micro-colonial fungi on a marble surface. 
(Siegesmund et al. 2011). 
 
2.4 Numerical simulation 
The typical modelling approaches in rock mechanics are: continuum based methods 
discontinuum based methods and continuum-discontinuum based hybrid method (Jing and 
Hudson 2002, Bobet et al. 2009, Lisjak and Grasselli 2014). A discontinuum based method 
is used in the following chapters. 
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2.4.1 Characteristics of numerical methods 
2.4.1.1 Continuum based methods 
The main assumption of continuum methods is that the computational model is treated as 
a single continuous body. The mechanical or coupled behavior of a continuous body is 
based on matrix constitutive relationships. Jing and Hudson (2002) summed-up the most 
commonly applied continuum methods: (1) FDM – the finite different method, (2) FEM – 
the finite element method, and (3) BEM – the boundary element method. However, the 
continuum based approaches are limited by the fact that sliding, rotation, large-scale 
opening and separation (Jing and Hudson 2002, Lisjak and Grasselli 2014) can hardly be 
handeled. Some researchers, e.g. Goodman et al. (1968),  Ghaboussi et al. (1973), Riahi  et 
al. (2010) developed interface elements, which can model discontinuous rock masses to 
some extend. These elements can have either zero thickness or thin, finite thickness. It can 
be assume linear elastic behavior or plastic response when stresses exceed the strengths of 
discontinuities. Li (2013) investigated the propagation of fractures and predicted lifetime 
of rocks by considering a fracture mechanical approach in addition to classical elasto-
plasticity. Due to the fundamental restrictions of a continuum analysis such programs do 
not allow the detachment of individual blocks (Hammah et al. 2008). 
2.4.1.2 Discontinuum based methods 
Discontinuum based methods treat the computational domain as an assembly of separate 
rigid or deformable blocks or particles. The most important method used in rock mechanics 
is the so-called Discrete Element Method (DEM). Here, the contacts of blocks or particles 
need to be defined and to be kept updated during the simulation progress. Compared to 
continuum based methods a DEM model is characterized by: (1) finite displacement and 
rotation of blocks or particles, (2) complete detachment of blocks or particles, (3) new 
contacts will be recognized automatically during the simulation progress as described by 
Cundall and Strack (1979) and Cundall (1985). Most popular codes are PFC (Itasca 2015), 
UDEC (Itasca 2016), DDA (Shi and Goodman 1988) and Yade (Kozicki and Donzé 2008). 
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Chen and Zhao (1998) showed that the DEM is also capable of modelling blast wave 
propagation in jointed rock masses. Lan et al. (2010) used a Voronoi based model to 
simulated the effect of heterogeneity on the micromechanical behavior during compressive 
loading of Lac du Bonnet Granite and Äspö Diorite. In their model Voronoi cells are 
generated to represent mineral grains. Groh et al. (2011) developed a cluster strategy in 
PFC to simulate concrete at the grain size level. Such a simulation strategy allows to 
distinguish in detail between inter- and intra-granular microfracturing, between shear- and 
tensile-cracking and between microcracks within or between the different components of 
the heterogeneous material. Stahl and Konietzky (2011) presented a particle based 
numerical simulation procedure, which allows the reproduction of the stress-strain 
characteristics of granular material under quite different loading conditions. The real grain-
shape, grain-size and relative density is considered and five different lab test were 
simulated: soil-dump test, soil-pouring test, oedometer test, triaxial test and multi-stage 
shear test. Bahrani et al. (2014) used a grain-based distinct element model to reproduce the 
laboratory response of both, intact and granulated Wombeyan marble. Bewick et al. (2014) 
used a particle-based distinct element method to generate and simulate a synthetic 
specimen at the grain size level. They calibrated it on the basis of the rupture characteristics 
of an intact (non-jointed) low-porosity brittle rock deformed in direct shear test and 
investigated the influence of mineral grains and grain boundary strength. Chen et al. (2015) 
developed a grain-based model to simulate the time-independent and -dependent damage 
evolution in sandstone leading to ultimate failure. 
2.4.1.3 Hybrid methods 
In hybrid continuum-discontinuum techniques normally the simulations start as a 
continuum and switch into a discontinuum whenever certain criteria are fulfilled. Such an 
idea was implemented by Lisjak and Grasselli (2014), who have combined the FEM 
technique with the DEM concept. Bobet and Einstein (1998) predicted crack pattern as 
well as crack initiation, propagation and coalescence observed in experiments on gypsum 
specimens with a Hybridized Indirect Boundary Element method. Tang et al. (1998) 
presented a FEM based code which switches into a discontinuum based approach using the  
Discontinuous Deformation Analysis (DDA) technique. The influence of microstructure 
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on rock failure in uniaxial compression, like the effect of heterogeneity, slenderness and 
size effect were investigated by this approach (Tang et al. 2000a, Tang et al. 2000b). Liu 
et al. (2004) introduced an extended FEM code which considers different mineral 
components and predicted very well the non-linear stress–strain behavior and the 
progressive fracture process of heterogeneous rock material. Hammah et al. (2008) 
presented a rock mass model in the Finite Element Method with discontinuities represented 
by special joint elements. 
2.4.2 Fundamentals of DEM 
2.4.2.1 Particle based methods 
The particle based method was originally developed to simulate non-cohesive media, such 
as soils and sands (Cundall and Strack 1979). With this approach, the granular material is 
modeled as an assembly of rigid circular particles of various diameters. The contacts 
between particles are typically characterized by normal and shear stiffnesses as well as a 
friction coefficient. Potyondy and Cundall (2004) proposed that rock can be considered as 
a cemented granular material of complex-shaped grains in which both, the grains and the 
cement are deformable and may break, and that such a conceptual model can explain all 
aspects of the rock mechanical behavior. They introduced the bonded particle model for 
rock, where the particles are bonded together by specifying a shear and tensile bond 
strength. Two basic bond models were introduced (Potyondy and Cundall 2004, Cho et al. 
2007, Lisjak and Grasselli 2014): the contact bond model (CB) and the parallel bond model 
(PB). In the CB model, points of contacts are attached by a pair of springs with constant 
normal and shear stiffness where forces are transmitted. The particles have rotational 
degrees of freedom. In the PB model, a set of elastic springs is uniformly distributed over 
a rectangular cross section with constant normal bond stiffness and shear bond stiffness 
lying on the contact plane and centered at the contact point. In the PB model rotations are 
resisted. The contact bond is broken when shear or tensile strength are reached. Once the 
bond is broken, the shear strength is set to residual value, and the tensile strength is set to 
zero regardless of particles contact condition. A typical contact constitutive law is shown 
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in Figure 2.4. Cho et al. (2007) introduced clumped particles to reproduce the irregular 
shape of grains and to consider rotational resistance in a realistic way. 
 
 
Figure 2.4 The constitutive law of bond contact (modified from Cho et al. 2007). 
 
2.4.2.2 Universal Distinct Element Code 
The Universal Distinct Element Code (UDEC) is a two-dimensional numerical program 
(Cundall 1985) based on the distinct element method originally proposed by Cundall 
(1971). UDEC simulates the response of discontinuous media (such as a jointed rock mass) 
subjected to either static or dynamic loading. The discontinuous medium is represented as 
an assemblage of discrete blocks (polyhedra). Large displacements along discontinuities 
and rotations of blocks are allowed. Individual blocks behave as either rigid or deformable 
material. Deformable blocks are subdivided into a mesh of finite-difference elements, and 
each element responds according to a prescribed linear or nonlinear stress-strain law. The 
relative motion of the blocks and the interaction between them is also governed by linear 
or nonlinear force-displacement relations for movement in both the normal and shear 
directions. UDEC has several built-in material models for both, the intact blocks and the 
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discontinuities. UDEC is based on a Lagrangian calculation scheme that is well-suited to 
model large movements and deformations of a blocky systems. 
When using the classical formulation of UDEC, rock failure is captured either in terms of 
plastic yielding (like according to the Mohr-Coulomb criterion with tension cut-off) of the 
rock matrix or displacements, like sliding and opening, of the pre-existing discontinuities. 
However new discontinuities cannot be created within the blocks and therefore discrete 
fracturing through intact rock cannot be simulated (Lisjak and Grasselli 2014). Lorig and 
Cundall (1989) introduced a special polygonal block pattern - known as Voronoi 
tessellation - to UDEC to overcome this shortcoming.  
The basic joint model used in UDEC captures several of the features that are representative 
of the physical response of joints by using a pair of springs with constant normal and shear 
stiffness. The joint is broken whenever shear or tensile strength are reached and once the 
joint is broken, the shear strength is set to a residual value, and the tensile strength is set to 
zero regardless of blocks contact condition (Figure 2.5). 
 
Figure 2.5 The constitutive law of joint contact (modified from Kazerani and Zhao 2010). 
 
28 
 
3 Mechanical parameters of Cottaer sandstone 
Mechanical strength and deformation parameters were determined for Cottaer sandstone 
by using uniaxial compression tests, tensile splitting tests (Brazilian tests) and biaxial 
flexural tests. Finally, the sample size effect was investigated by uniaxial compression tests 
using cylindrical lab samples of different size. All tests were performed at the rock 
mechanical laboratory of the Geotechnical Institute, TU Bergakademie Freiberg. 
3.1 Uniaxial compression tests 
The probably most widely used approach to determine uniaxial compression strength (UCS) 
is to use cylindrical specimens prepared from drill cores. It is used to determine the stress-
strain curve, uniaxial or unconfined compressive strength, ıc, and the elastic constants, 
Young’s modulus, E, and Poisson’s ratio, v, of the rock material (Brady and Brown 2006). 
The International Society for Rock Mechanics (Commission on Standardization of 
Laboratory and Field Tests) suggested techniques for determining the uniaxial compressive 
strength and deformability of rock material (ISRM 1979). The essential features of the 
recommended procedure are: (a) The cylindrical specimens should have a height to 
diameter ratio of 2.5 to 3.0 and a diameter preferably of not less than NX core size. The 
diameter of specimen should be at least 10 times the size of the largest grain in the rock. 
(b) The ends of the specimen shall be flat to 0.02 mm and shall not depart from 
perpendicularity to the axis of the specimen by more than 0.001 radian or 0.05 mm in 
50 mm. (c) The use of capping materials or end surface treatments other than machining is 
not permitted. (d) Specimens should be stored, for no longer than 30 days, in such a way 
as to preserve the natural water content, as far as possible, and tested in that condition. 
(e) Load should be applied to the specimen at a constant stress rate of 0.5 – 1.0 MPa/s. 
(f) Axial load and axial and radial or circumferential strains or deformations should be 
recorded throughout each test. (g) There should be at least five replications of each test. 
(h) It is sometimes advisable to perform a few cycles of loading and unloading. 
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The uniaxial compressive strength of the specimen ıc is calculated by the following 
equation: 
 ߪ௖ ൌ ܲ ܣ଴Τ  (3.1) 
where P is the load at failure and A0 is the initial cross-sectional area. 
Axial strain, ׻a, is calculated from equation: 
 ߳௔ ൌ ο݈ ݈଴Τ  (3.2) 
where ǻl is the measured change in axial length and l0 is the original axial length. 
Diametric strain, ׻d, is determined either by measuring the changes in specimen diameter 
or by measuring the circumferential strain by the following equation: 
 ߳ௗ ൌ ο݀ ݀଴Τ  (3.3) 
where ǻd is the measured change in diameter and d0 is the original diameter. 
Young’s modulus, E, is defined as the ratio of the axial stress change versus axial strain 
produced by the axial stress change. The most common methods of calculating of Young’s 
modulus are the following: 
(1) Tangent Young’s modulus, Et, is measured at the stress level which is a fixed percentage 
of the ultimate strength as shown in Figure 3.1(a). It is generally taken at a stress level 
equal to 50 % of the uniaxial compressive strength. 
 ܧ௧ ൌ οߪ ο߳௔Τ  (3.4) 
(2) Average Young’s modulus, Eav, is determined from the average slopes of the more or 
less straight line portion of the axial stress-strain curve as shown in Figure 3.1(b). 
 ܧ௔௩ ൌ οߪ ο߳௔Τ  (3.5) 
(3) Secant Young’s modulus, Es, is measured from zero stress to some fixed percentage of 
the ultimate strength as shown in Figure 3.1(c), generally at 50 %. 
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 ܧ௦ ൌ οߪ ο߳௔Τ  (3.6) 
Poisson’s ratio, v, is the ratio of axial strain to diametric strain, calculated from the equation: 
 ݒ ൌ ߳ௗ ߳௔Τ  (3.7) 
 
 
Figure 3.1 Methods of calculating Young’s modulus from axial stress-strain curve. 
 
The rock mechanical test system MTS 20/M (Figure 3.2(a)) was employed for the uniaxial 
compression tests. The sample was loaded with a constant loading rate of 0.15 mm/min 
until failure. 8 cylindrical samples were prepared following the ISRM recommendations. 
Cylindrical samples were drilled from a rock cube (30 cm × 30 cm × 30 cm (Figure 3.2(b)). 
The cylindrical samples are 130 mm high with diameter of 50 mm (Figure 3.2(c)). The 
typical failure pattern of UCS tests is shown in Figure 3.2(d). Table 3.1 shows the UCS 
test results, Young’s modulus were calculated as Average Young’s modulus. 
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Figure 3.2 Sample preparation. (a) Rock mechanical test system MTS 20/M for uniaxial 
compression tests; (b) Cube used to drill out cylindrical samples; (c) Cylindrical sample; 
(d) Typical failure pattern of Cottaer sandstone after uniaxial compressive test. 
 
Table 3.1 Results of uniaxial compression tests on Cottaer sandstone. 
Sample Diameter Length UCS Young’s modulus Poisson’s ratio 
[mm] [mm] [MPa] [GPa] 
Sample 1 49.8 130.7 34.81 12.48 0.13 
Sample 2 49.8 130.6 32.88 11.93 0.10 
Sample 3 49.8 130.6 35.19 12.69 0.11 
Sample 4 49.8 130.6 37.13 12.62 0.11 
Sample 5 49.8 130.6 31.36 10.70 0.08 
Sample 6 49.7 130.7 31.85 105.2 0.09 
Sample 7 49.8 130.8 28.43 9.91 0.09 
Sample 8 49.8 130.8 33.53 10.88 0.08 
Average 49.8 130.7 33.10 11.47 0.10 
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3.2 Brazilian tests 
Direct Uniaxial tensile test on cylidrical samples is the direct way to determine the tensile 
strength of rock, but the correct execution of such tests is complicated and demand a 
rigorous testing procedure. (Newman and Bennett 1990, Perras and Diederichs 2014). 
Therefore, splitting tensile tests, also called Brazilian tests, are an attrative alternative. The 
International Society for Rock Mechanics (Commission on Standardization of Laboratory 
and Field Tests) suggests techniques for determining the tensile strength and deformability 
of rocks (ISRM 1978). The essential features of the recommended procedure are: (a) The 
cylindrical surfaces should be free from obvious tool marks and any irregularities across 
the thickness of the specimen should not exceed 0.025 mm. End faces shall be flat to within 
0.25 mm and square and parallel to within 0.25 mm. (b) Specimen orientation shall be 
known and the water content controlled or measured and reported. (c) The specimen 
diameter shall not be less than NX core size, and the thickness should be approximately 
equal to the specimen radius. (d) The test specimen shall be wrapped around its periphery 
with one layer of the masking tape and mounted squarely in the test apparatus. (e) A 
continuously constant loading rate on the specimen of 200 N/s is recommended. (f) During 
testing force and displacement should be recorded. (g) The number of specimens per 
sample tested should be at least ten. 
The tensile strength of the specimen, ıt, is calculated by the following equation: 
 ߪ௧ ൌ ʹܲ ߨܦݐΤ ൌ ͲǤ͸͵͸ܲ ܦݐΤ  (3.8) 
where P is the load at failure, D is the diameter of test specimen, t is the thickness of test 
specimen. 
The rock mechanical test system MTS 20/M (Figure 3.3) was employed for the Brazilian 
tests. The sample was loaded with a constant loading rate of 200 N/s until failure. 15 
samples (50 mm in diameter and 25 mm high) were tested. Test results are shown in Table 
3.2. 
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Figure 3.3 Rock mechanics test system MTS 20/M. 
 
Table 3.2 Results of Brazilian tests. 
Sample 
Diameter 
[mm] 
Length 
[mm] 
Brazilian tensile strength 
[MPa] 
Sample 1 49.85 25.54 3.06 
Sample 2 49.83 25.91 2.53 
Sample 3 49.83 25.59 2.70 
Sample 4 49.81 25.62 2.80 
Sample 5 49.85 26.22 1.64 
Sample 6 49.83 25.79 2.91 
Sample 7 49.84 25.38 2.89 
Sample 8 49.84 25.74 2.10 
Sample 9 49.85 25.49 2.48 
Sample 10 49.83 25.50 3.01 
Sample 11 49.85 25.44 2.75 
Sample 12 49.85 25.42 2.84 
Sample 13 49.86 25.48 2.99 
Sample 14 49.83 25.78 2.51 
Sample 15 49.84 25.46 2.52 
Average 49.84 25.62 2.72 
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3.3 Ultrasonic wave velocity 
The ultrasonic evaluation of rock properties is useful for preliminary prediction of static 
properties, such as Young’s modulus of elasticity, Poisson’s ratio, shear modulus and bulk 
modulus (ASTM D2845). The essential features of the recommended procedure are: 
(a) Exercise care in core drilling, handling, sawing, grinding, and lapping the test specimen 
to minimize the mechanical damage caused by stress and heat. (b) The surface area under 
each transducer shall be sufficiently plane that a feeler gage 0.001 in. (0.025 mm) thick 
will not pass under a straightedge placed on the surface. (c) The two opposite surfaces on 
which the transducers will be placed shall be parallel to within 0.005 in./in. 
(0.1 mm/20 mm) of lateral dimension. (d) The ratio of the pulse-travel distance to the 
minimum lateral dimension should not exceed 5. The travel distance of the pulse through 
the rock shall be at least 10 times the average grain size so that an accurate average 
propagation velocity may be determined. 
If the degree of velocity anisotropy is 2 % or less, calculation of the ultrasonic elastic 
constants is as follows: 
 ܧ ൌ ൣ݌ ௦ܸଶ൫͵ ௣ܸଶ െ Ͷ ௦ܸଶ൯൧Ȁሺ ௣ܸଶ െ ௦ܸଶሻ (3.9) 
 ܩ ൌ ݌ ௦ܸଶ (3.10) 
 ܭ ൌ ݌൫͵ ௣ܸଶ െ Ͷ ௦ܸଶ൯Ȁ͵ (3.11) 
 ݒ ൌ ሺ ௣ܸଶ െ ௦ܸଶሻȀൣʹ൫ ௣ܸଶ െ ௦ܸଶ൯൧ (3.12) 
where E is Young’s modulus; p is density; G is shear modulus; K is bulk modulus; v is 
Poisson’s ration; Vp and Vs are compression and shear wave velocity, respectively. 
Cottaer sandstone cubes of 20 x 20 x 20 cm were treated with two different consolidation 
methods. One was treated by brush with consolidation medium KSE 300E, the other were 
treated by VCM with consolidation medium KSE 300E and KSE 500E. Figure 3.4 shows 
measured ultrasonic wave velocities. Figure 3.4 reveals: (1) The ultrasonic wave velocity 
increases if consolidation is applied. (2) Cube treated by brush with consolidation medium 
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KSE 300E only effect approximately 1 cm. (3) Cubes treated by VCM effect nearly 5 cm 
using KSE 300E and 3 cm by using KSE 500E. 
 
 
Figure 3.4 Ultrasonic compressed wave velocity profiles across the test cubes (average 
values). 
 
3.4 Biaxial flexural tests 
Biaxial flexural test is a special test method proposed recently. Flexural strength is the 
maximum stress that a material is capable of sustaining when subjected to flexure between 
two concentric rings. This mode of flexure is cupping of a circular plate caused by loading 
applied at the inner loading ring as shown in Figure 3.5 and described in ASTM C1499-05. 
The essential features of the recommended procedure are: (a) The bases of the load and 
support fixtures should have the same outer diameter as the test specimen for ease of 
alignment. (b) The ratio of the loading ring diameter, Dl, to that of the support ring, Ds, 
shall be 0.2 ч Dl / Ds ч0.5. For test materials exhibiting low elastic modulus (E  < 100 GPa) 
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and high strength (Sf > 1 GPa) it is recommended that the ratio shall be Dl / Ds = 0.2. It is 
recommended that the test specimen support diameter should be at least 35 mm. (c) Test 
specimens should have a typical substrate height h § 5 mm. 
 
 
Figure 3.5 Scheme of biaxial flexural test method (modified from Zi et al. 2014). 
 
The flexural strength, ıf, can be calculated as follow: 
 ߪ௙ ൌ
ଷ௉
ଶగ௛మ
ቂሺͳ െ ݒሻ ஽ೞ
మି஽೗
మ
ଶ஽మ
൅ ሺͳ ൅ ݒሻ  ஽ೞ
஽೗
ቃ (3.13) 
where, P is the ultimate load, h is thickness of sample, D is the diameter of sample, Dl  is 
the load ring diameter, Ds is the load support diameter, v is Poisson’s ratio. 
Biaxial flexural tests were carried out to evaluate the consolidation effect obtained by two 
different ways using materials of two different strengths. After the cubes were consolidated, 
cylindrical samples (Figure 3.6(b)) were drilled out from cubes. Then, the cylindrical 
samples were cut into thin disks as shown as Figure 3.7. The aim of the biaxial flexural 
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tests is to determine the increase in overall strength and to determine how deep the injection 
material has penetrated into the rock. 
 
 
Figure 3.6 (a) Rock mechanical test system for Flexural test; (b) Sample used to prepare 
disks. 
 
Four types of disk samples were prepared: (1) disks without consolidation, (2) disks 
consolidated with classical method with injection material KSE 300, (3) disks consolidated 
with VCM method with injection material KSE 300 and 10 % catalyst and (4) disks 
consolidated with VCM method with injection material KSE 500 and 10 % catalyst. 
Diameter of all disks is around 50 mm, thickness is around 5 mm. Flexural strength and 
Young’s modulus were recorded. Test results are shown in Table 3.3. Figure 3.8 and Figure 
3.9 show that: (1) classical method with KSE 300 leads to a penetration depth of the 
injection material of almost 1 cm, (2) VCM method with KSE 300 and 10 % catalyst leads 
to a penetration depth of almost 5 cm and (3) VCM method with KSE 500 and 10 % 
catalyst leads to a penetration depth of almost 2 cm. 
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Figure 3.7 Damage pattern of disks (biaxial flexural test). 
 
Table 3.3 Flexural strength and Young’s modulus deduced from biaxial flexural tests 
(average values). 
Consolidation method and 
material 
Flexural 
strength 
Increase Young’s 
modulus 
Increase
[MPa] [%] [GPa] [%] 
Unconsolidated 4.81 0 5.12 0 
Classical + KSE 300 7.41 54.05 8.98 75.39 
VCM + KSE 300 + 10 % 
catalyst 
7.16 48.86 8.82 72.27 
VCM + KSE 500 + 10 % 
catalyst 
8.11 68.61 10.48 104.69 
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Figure 3.8 Flexural strength vs disk number of four groups of samples (average values). 
 
 
Figure 3.9 Young’s modulus vs disk number of four groups of samples (average values). 
 
40 
 
3.5 Investigation of size effect 
The influence of sample size upon rock strength has been widely discussed in geotechnical 
literature and it is generally assumed that there is a significant reduction in strength with 
increasing sample size. Hoek and Brown (1997) assumed that the uniaxial compressive 
strength ıcd of a rock specimen with a diameter of d in mm is related to the uniaxial 
compressive strength ıc50 of a 50 mm diameter sample by following equation: 
 ߪ௖ௗ ൌ ߪ௖ହ଴ ቀ
ହ଴
ௗ
ቁ
଴Ǥଵ଼
 (3.14) 
This relationship shown in Figure 3.10 is based on the analysis of published data of 10 
types of rocks with low porosity. In this article, however, the subject is a high porous 
sandstone. Also, in order to save computational time during numerical modeling a very 
small model, much smaller than the lab samples, will be used, so that the relationship 
(Equation 3.14) may not be suitable for the sandstone. To investigate the effect of sample 
size 7 groups of samples with different size were prepared as shown in Figure 3.11. In total 
331 samples were tested, corresponding results are shown in Table 3.4. Figure 3.12 
documents, that there is no significant size effect. However, it seems that scatter is 
increasing with smaller sample size. This could be caused by the typical small clay 
inclusions, which become more dominating in smaller samples (ratio of size of clay 
inclusions to sample size is becoming bigger).  
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Figure 3.10 Influence of specimen size on the strength of intact rock (Hoek and Brown 
1997). 
 
Table 3.4 Cottaer sandstone samples of different size (7 groups). 
Group number 1 2 3 4 5 6 7 
Diameter [mm] 50 40 30 25 19 15 12 
Height [mm] 125 100 75 62.5 47.5 37.5 30 
Number of samples 12 24 32 48 64 45 106 
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Figure 3.11 Cottaer sandstone samples (7 different groups) for size effect investigation. 
 
 
Figure 3.12 Influence of sample size on UCS (Cottaer sandstone). 
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4 Numerical simulation strategy 
4.1 Introduction 
In this chapter, Voronoi cell based cluster simulation strategy is introduced. In order to 
represent complex microstructure of sandstone, grain shape, grain size and pore size are 
considered in the modified cluster simulation strategy. Four shape factors are introduced 
to reproduce grain shape and grain size. In respect to the specific numerical modelling all 
subsequent remarks refer mainly to the Distinct Element code UDEC (Itasca 2016). 
4.2 Cluster simulation strategy 
4.2.1 Voronoi based model 
Lorig and Cundall (1989) included Voronoi tessellation into UDEC. By now, Voronoi 
tessellation in UDEC is widely used ( Moorthy and Ghosh 1998, Chen and Zhao 1998, 
Bolander and Sukumar 2005, Chao et al. 2007, Lan et al. 2010, Lan et al. 2013, Chen and 
Konietzky 2014, Tan et al. 2015, Xiao and Yin 2015) to simulate brittle rocks, concrete or 
artificial materials with pronounced heterogeneous micro-structure. Exemplary, Voronoi 
tessellation generated in UDEC is shown in Figure 4.1. 
The basic contact model used in UDEC captures several of the features which are essential 
for the physical response of joints. A pair of springs with constant normal and shear 
stiffness act at each intact contact. The contact behaviour is elasto-plastic and characterized 
by a Mohr-Coulomb failure criterion with tension cut-off and softening as shown in Figure 
4.1. In the normal direction, the stress-displacement relation is assumed to be linear and 
governed by the normal stiffness kn such that 
 οߪ௡ ൌ െ݇௡οݑ௡ (4.1) 
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where ǻın is the effective normal stress increment and ǻun is the normal displacement 
increment. There is also a limiting tensile strength T for the contact. If the tensile strength 
is exceeded, the contact breaks and the tensile strength is set to zero. 
 οߪ௡ ൏ െܶ (4.2) 
then 
 οߪ௡ ൌ Ͳ (4.3) 
Similar, in shear the response is controlled by a constant shear stiffness ks. The shear stress 
Ĳs is limited by a combination of cohesion (C) and friction angle (ĭ) 
Thus, if 
 ȁ߬௦ȁ ൑ ܿ ൅ ߪ௡ ׎ ൌ ߬௠௔௫ (4.4) 
then 
 ο߬௦ ൌ െ݇௦οݑ௦௘ (4.5) 
Or, if 
 ȁ߬௦ȁ ൒ ߬௠௔௫ (4.6) 
then 
 ߬௦ ൌ ݏ݅݃݊ሺοݑ௦ሻ߬௠௔௫ (4.7) 
where ǻuse is the elastic component of the incremental shear displacement and ǻus is the 
total incremental shear displacement. When shear strength is excessed, the contact breaks 
and is set to residual strength values. 
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Figure 4.1 Illustration of Voronoi tesselation in UDEC (left) and contact law between 
Voronoi cells (right). 
 
4.2.2 General idea of clustering 
To reproduce shape and size of grains in a rock model based on a Voronoi structure it is 
possible to cluster several small Voronoi cells to form a grain. This requires, that the 
Voronoi cells are significantly smaller than the grains. 
Groh et al. (2011) have developed a scheme where ellipsoids with characteristic size of 
grains were randomly thrown on an existing Voronoi mesh. All Voronoi cells inside the 
ellipsoid are clustered and form a grain as shown in Figure 4.2. 
Another technique is based on digital image processing (Tan et al. 2016). The produced 
digital image displays the grains by different colors or gray levels. First step is to gain a 
fine Voronoi mesh. On top of the Voronoi mesh the result of the digital image processing 
is projected. All Voronoi cells which were covered by a grain are clustered (see Figure 4.3). 
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Figure 4.2 Simplified illustration of ellipse based procedure to create clusters (blue: 
ellipse, which represents a grain; red: final border line of grain in Voronoi model). 
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Figure 4.3 Scheme of data transfer using digital image analysis (Tan et al. 2016). 
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4.3 Modified cluster simulation strategy 
4.3.1 Introduction 
The microstructures of sandstone like that of Cottaer sandstone (Figure 4.4) consist mainly 
of quartz and pores. Grain size, shape and orientation in the stone are disorganized 
(random). The two above mentioned cluster strategies have several disadvantages or 
restrictions: 
(1) The image based method can only reflect one single constellation. 
(2) The ellipsoid based approach is limited in terms of diversity of shapes and package 
density. 
(3) The ellipsoid based approach has also pure numerical restrictions, due to the fact, 
that placement of ellipsoids will become increasing complicated with ongoing 
number of already placed grains (for dense packing and low porosity this approach 
may completely fail). 
 
 
Figure 4.4 Microstructure of Cottaer sandstone (SEM fotos with different light 
conditions). 
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To overcome the above mentioned restrictions a stochastic equivalent approach based on 
the analysis of images of thin sections was developed. This approach considers grain shape 
factors and size of grains. Figure 4.5 shows the flow chart of this statistical equivalent 
method. The developed approach consists of several steps: 
(1) Analysis of grain shape and size as well as porosity based on image analysis of rock. 
(2) Classification of rock grains in terms of size, shape and mineral content. 
(3) Randomly creation of particle (sphere) based clumps, corresponding classification 
and finally selction of those, which fit to the classificaton obtained from rock 
analysis. 
(4) Set-up of particle (sphere) based model, which duplicates the grains structure in a 
stochastic equivalent manner. 
(5) Set-up of a Voronoi based model with high resolution (Voronoi cell volumes < 
smallest grain volume). 
(6) Overlay of particle (sphere) based model on Voronoi model and marking grains in 
the Voronoi model. 
The developed scheme has several significant advantages: 
(1) It allows to set-up an unlimited number of stochastic equivalent models. 
(2) According to chosen grain size characterization scheme, particle and Voronoi size 
any desired resolution can be reached. 
(3) There are no limitations in terms of porosity, grain size distribution and number of 
mineral components. 
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Figure 4.5 Flow chart of statistical equivalent method to set-up Voronoi-based models at 
grain size level. 
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A simplified version of the above mentioned approach uses just spheres considering the 
grain size distribution neglecting grain shape. This generating process only requires one 
parameter: radius of circular particles.  Figure 4.6 shows an example. 
 
 
Figure 4.6 (a) Particle model with randomly chosen diameters between 0.08 m and 
0.13 m within a box defined by 0 < x < 10, - 5 < y < -0.5. (b) Expansion of particle radii 
by factor of 1.51 to get correct grain size distribution. 
 
Exemplary, this simplified approach is exercised for LdB granite according to data given 
by (Lan et al. 2010). LdB granite consists of approximately 10 % Biotite, 20 % Plagioclase, 
30 % Quartz and 40 % Feldspar (Table 4.1). Please note, that granite contains less than 1 % 
porosity compared to sandstone which normally contains 10 % to 20 %, sometimes even 
more than 30 % porosity. 
 
Table 4.1 Composition of LdB granite (Lan et al. 2010). 
Minerals Diameter [mm] Individual volume [%] Relative volume [%] 
Biotite 0.75 10 10 
Quartz 1.50 30 40 
Feldspar 3.00 40 80 
Plagioclase 3.50 20 100 
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In the LdB granite model only three minerals were considered explicitly: Quartz, Feldspar 
and Plagioclase. Figure 4.7(a) shows the final particle model which contains Quartz (green), 
Feldspar (yellow) and Plagioclase (red). After particle assembly is generated centroid 
coordinates (x, y), radius (r) and group information (mineral type) are stored in an ASCII 
file. In parallel a Voronoi mesh with maximum edge length of 0.5 mm is created, so that 
diameter of each Voronoi cell is approximately 0.75 mm. Figure 4.7(b) shows the Voronoi 
model. The information from particle based ASCII-file is then used to group Voronoi cells 
which represent grains. Figure 4.8 shows the clustered Voronoi model. This procedure 
considers grain size distribution and mineral composition, but not grain shape. 
 
 
Figure 4.7 (a) Compacted particle assembly for LdB granite; (b) Voronoi model with 
cells of 0.5 mm edge length maximum. 
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Figure 4.8 Voronoi sphere based model for LdB granite. (a) Colored joint properties; 
(b) Colored block properties.  
 
4.3.2 Consideration of grain shape  
The above mentioned procedure using the sphere-based logic is extended to consider grain 
shapes. Clumps can be created by defining circular particles with given centroid 
coordinates and certain radius. Figure 4.9 shows three simple examples of how to generate 
clumps. The procedure is the following (Figure 4.10): 
(1) Generate single particle (sphere) assemblies according to grain size distribution. 
(2) Replace particles by clumps of equal volume. 
(3) Rearrange clumps so that overlap is avoided. 
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Figure 4.9 Simple clumps: (a) Clump is composed of three overlapping particles with 
same diameter; (b) Clump is composed of a big and two small overlapping particles; 
(c) Clump is composed of a big and a small overlapping particle. 
 
 
Figure 4.10 Replacement of balls by clumps: 50 % of the balls are replaced by peanut 
clumps (3 spheres), and 35 % of the balls are replaced by dyad clumps (2 spheres). 
 
Let us consider again the LdB granite. The particle assembly (see Figure 4.7) may be 
replaced by those three clump templates. Figure 4.11 shows the result of the replacement 
(see also Figure 4.9): 
 Yellow balls: 35 % of balls are replaced by clump template (b), 30 % of balls are 
replaced by clump template (a), and 20 % of balls are replaced by clump template 
(c). 
 Red balls: 30 % of balls are replaced by clump template (b), 20 % of balls are 
replaced by clump template (a), and 30 % of balls are replaced by clump template 
(c). 
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 Green balls: 40 % of balls are replaced by clump template (b), 20 % of balls are 
replaced by clump template (a), and 20 % of balls are replaced by clump template 
(c).  
After replacement of spheres by clumps and rearrangement of clumps into final position 
all clump and ball information, e.g. centroid coordinates (x, y), radius (r) and group 
information (grain type) are stored in an ASCII file. This text file is used to create clusters 
in the prior created Voronoi model. Figure 4.12 shows the final Voronoi based model 
considering grain shapes (compare Figure 4.8 with Figure 4.12). 
 
 
Figure 4.11 Replacement of single particles by three clump templates shown in Figure 
4.9 (LdB granite). 
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Figure 4.12 Voronoi cluster based model for LdB granite: (a) Colored joint properties; 
(b) Colored block properties. 
 
4.3.3 Generation of grain shape library 
Clumps can be created by any number of spheres with arbitrary overlap. The idea to create 
a library of clumps with random orientation and size is the following: firstly, generate a 
first particle at given x- and y-coordinate with given radius; secondly, a second particle is 
generated close to the first one with certain overlap and with certain orientation to the first 
one described by angle ĳ between horizontal and the contact line between particles’ center 
as defined by Equation 4.8. The distance D between first and second particle is set to the 
arbitrary value between 0 to 2R (R = 1) as given by Equation 4.9. 
 ߮ ൌ ʹߨ כ ܷݎܽ݊݀  (4.8) 
 ܦ ൌ ʹܴ כ ܷݎܽ݊݀ (4.9) 
Where, Urand is a random value between 0 and 1 (0 чUrand ч1) obtained from a uniform 
distribution. Center coordinates of second particle are defined as follows: 
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 ݔ ൌ ܦ כ ܿ݋ݏ߮ (4.10) 
 ݕ ൌ ܦ כ ݏ݅݊߮ (4.11) 
Finally, third or further particles are generated according to the same principle. Figure 4.13 
illustrates the procedure using three spheres. Figure 4.14, Figure 4.15 and Figure 4.16 show 
in each case 24 randomly created clumps which consist of 5, 7 and 9 particles, respectively. 
 
 
Figure 4.13 Process of random generation of clump with three particles by varying angle 
ĳ and distance D. 
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Figure 4.14 24 clump combinations with 5 particles. 
 
 
Figure 4.15 24 clump combinations with 7 particles. 
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Figure 4.16 24 clump combinations with 9 particles. 
 
4.3.4 Grain shape analysis 
The current study is a 2-dimensional one. Digitized thin sections of sandstone are used to 
analyze grain shape by image analyze software - ImageJ (Image Processing and Analysis 
in Java, an open source software by USA National Institutes of Health). There are 
numerous ways to characterize particle shape in two dimensions. Four basic shape 
parameters according to Heilbronner and Barrett (2014) were used to create quantitative 
measures, so called shape factors or shape descriptors. They are described below. 
Aspect ratio 
The aspect ratio describes the ratio between length and width of a given grain. The ratio is 
defined by the longest and the shortest dimension of a volume equivalent ellipse: 
 ܣݏ݌݁ܿݐܴܽݐ݅݋ ൌ ܮ݁݊݃ݐ݄Ȁܹ݅݀ݐ݄ ൌ ܽȀܾ (4.12) 
60 
 
In ImageJ aspect ratio is defined as the ratio of major axis and minor axis of best fitted 
ellipse (Figure 4.17). The ellipse has the same area, orientation and centroid as the 
considered grain. 
 ܣݏ݌݁ܿݐܴܽݐ݅݋ ൌ ሺܯ݆ܽ݋ݎܣݔ݅ݏሻȀሺܯ݅݊݋ݎܣݔ݅ݏሻ ൌ ܽȀܾ (4.13) 
 
 
Figure 4.17 Illustration of aspect ratio by best fitted ellipse. 
 
Excess length and defect area 
The parameters ‘excess length’ and ‘defect area’ are based on the convex hull or envelope 
of the grain (Figure 4.18). First, region R and A are defined. Convex hull is defined by 
straight-line segments between any two boundary points of region ܴ so that the region ܴ 
(grain) is completely inside. Convex hull is smallest convex region covering region ܴ 
(Figure 4.18(a)). 
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Figure 4.18 (a) Illustration of convex hull; (b) Illustration of defect area. 
 
For the relations between grain area and perimeter and those of the convex hull the 
following relations hold (see also Figure 4.18(b)): 
 ܲܧ ൑ ܲ (4.14) 
 ܣܧ ൒ ܣ (4.15) 
where PE is the perimeter of the convex hull; AE is the area of the convex hull; P is the 
perimeter of the grain outline; A is the area of grain. The excess length is defined as 
ǻP = P - PE, and defect area is defined as ǻA = AE - A. This leads to the following 
definitions: 
 ݈݀݁ݐܲ ൌ ሺοܲ ܲሻΤ ή ͳͲͲΨ ൌ ሺሺܲ െ ܲܧሻ ܲሻΤ ή ͳͲͲΨ (4.16) 
 ݈݀݁ݐܣ ൌ ሺοܣ ܣΤ ሻ ή ͳͲͲΨ ൌ ሺሺܣܧ െ ܣሻ ܣΤ ሻ ή ͳͲͲΨ (4.17) 
DeltP and DeltA are two independent and unrelated factors. Figure 4.19 shows that grains 
with more fractures tend to have larger DeltP and smaller DeltA. On the other side grains 
with pronounced surface profile tend to have larger DeltA and smaller DeltP. 
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Figure 4.19 DeltA (defact area) versus DeltP (excess perimeter) for grains of various 
complexity. 
 
Sphericity 
Sphericity is a measure of how spherical (round) an object is (Figure 4.20). Wadell (1935) 
suggested the following formula to compute sphericity: 
 ߶ ൌ ܦ௔ ܦ௖Τ  (4.18) 
where Da is the diameter of a circle with an area equal to that of the grain, Dc is the diameter 
of smallest circumscribed circle, and Ap is the area of grain. 
In ImageJ Feret’s diameter is used to describe Dc (the diameter of smallest circumscribed 
circle). Feret’s diameter is defined as the longest distance between any two points along 
the selected boundary, also known as maximum caliper. ImageJ can also get the area of 
particles, so the sphericity can be defined by the following formula: 
 ߶ ൌ ܦ௔ ܦ௖Τ ൌ ʹට
஺
గ
ܨ݁ݎ݁ݐൗ  (4.19) 
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where A is the area of the grain and Feret is the longest distance between any two points 
along the boundary. 
 
 
Figure 4.20 Illustration of sphericity suggested by Wadell (1935). 
 
Influence of shape factors 
Using only one or two shape factors is not enough to describe complex grain shapes in a 
realistic manner. Therefore, based on preliminary investigations the four above mentioned 
factors (descriptors) are used. Exemplary, software ImageJ was used to analyze all 27 
particles shown in Figure 4.21. Descriptors ‘aspect ratio’, ‘deltP’, ‘deltA’ and ‘sphericity’ 
were obtained (Table 4.2). The use of 4 descriptors allows to distinguish clearly between 
different grain shapes. For instance:  
(1) Comparing particles 3 and 4: deltP and deltA are the same and also sphericity is 
quite similar, but aspect ratio shows a big difference.  
(2) Comparing particles 8 and 9: deltP and deltA are very close to each other, but not 
sphericity.  
(3) Comparing particles 10 and 13: aspect ratio and sphericity are quite similar, but 
huge difference in deltP. 
It should be noted (see Table 4.2) that due to the noise of the images the obtained 
parameters contain small errors, for instance the aspect ratio of particle 8 should be 1, deltP 
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and deltA of particle 8 should be 0 and sphericity of particle 8 should be 1. But the error is 
small enough to be neglected (smaller than about 5 %). 
 
 
Figure 4.21 Exemplary: various grains described by four above mentioned descriptors. 
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Table 4.2 Results of particle analysis via ImageJ (see Figure 4.21). 
Number Aspect Ratio DeltP [%] DeltA [%] Sphericity 
1 5.071 0 0 0.491774 
2 2.784 0 0 0.636446 
3 1.479 0 0 0.768512 
4 1 0 0 0.797731 
5 5.155 2.361309 3.406326 0.450153 
6 2.804 3.523534 2.179837 0.601197 
7 1.476 4.045343 1.594203 0.822809 
8 1.001 4.092023 1.232134 0.989106 
9 1.007 0 0 0.797753 
10 1.017 5.619147 2.88 0.785266 
11 1.026 24.1121 23.06945 0.715166 
12 1.022 26.14147 24.44224 0.710344 
13 1.019 47.64078 4.963385 0.778642 
14 1 4.128181 1.181684 0.990202 
15 1.023 11.94859 4.855372 0.966172 
16 1.03 18.95833 11.09884 0.935036 
17 1.046 18.67761 11.98439 0.931784 
18 1.017 54.50479 7.599581 0.95916 
19 1.096 7.437716 8.01964 0.912601 
20 1.125 12.06986 13.87283 0.88606 
21 1.094 18.10414 20.96475 0.858684 
22 1.099 22.35367 32.19858 0.808616 
23 1.084 27.10376 44.99218 0.769836 
24 1.135 39.47641 44.3038 0.736416 
25 1.123 41.28997 46.81055 0.738254 
26 1.133 58.32577 51.76651 0.718082 
27 1.122 59.19935 53.95068 0.720695 
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4.3.5 Thin section analysis of Cottaer sandstone 
Analysis procedure 
Three thin sections from Cottaer sandstone were prepared. Digitized images (Figure 4.22) 
were analyzed by software ImageJ. 
 
 
Figure 4.22 Digitized photos of three thin sections of Cottaer sandstone. The size of each 
thin sections is 1.3 mm × 0.97 mm. The blue parts represent pores; the white parts are the 
quarz grains. 
 
The image processing involves the following steps: 
(1) Outlines of grains are derived from the thin sections as shown in Figure 4.23 at the 
left side (1a), (2a) and (3a).  
(2) Different gray values are assigned to the grains and all three thin sections are 
converted into gray-scale pictures as shown in Figure 4.23 at the right side (1b), 
(2b) and (3b). 
(3) Separation of gray-scale pictures into several pictures based on the gray value, so 
that parameter determination is improved (see  Figure 4.24)  
(4) Use of ImageJ to analyze separated images and get all the parameters, such as Area, 
Perimeter, Aspect Ratio, Solidity, Convex Hull Area, Convex Hull Perimeter and 
Feter’s diameter. DeltP and DeltA can be achieved by Equation 4.16 and 4.17. 
Sphericity can be obtained by Equation 4.11. 
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The final results for the three thin sections obtained by ImageJ analysis are shown in 
Figure 4.25 and Figure 4.26. 
 
 
Figure 4.23 Grain outlines and gray-scale values of thin sections. 
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Figure 4.24 Separated images of thin section 1 (separation is based on the gray values). 
 
 
Figure 4.25 DeltP versus DeltA of three thin sections. 
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Figure 4.26 Aspect Ratio versus Sphericity of three thin sections. 
 
Analysis and classification of clumps 
The analysis of clumps is almost the same as the analysis of the thin sections. The 
processing is as follows: 
(1) Created clumps are converted into black and white images as shown in Figure 4.27. 
(2) ImageJ is used to analyze the clumps. Parameters such as Area, Perimeter, Aspect 
Ratio, Solidity, Convex Hull Area, Convex Hull Perimeter and Feter’s diameter 
are determined. Outline of particle combinations are achieved as shown in Figure 
4.28. 
(3) DeltP and DeltA are calculated according to equations 4.16 and 4.17. Sphericity is 
obtained by equation 4.18. 
(4) Finally, all data are stored in an ASCII-file. 
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Figure 4.27 Binary plot of clumps with 5 particles (24 combinations). 
 
 
Figure 4.28 Outline of clumps with 5 particles (24 combinations). 
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Comparison between thin section analysis and clump analysis 
In a first stage 5, 7 and 9 particles were used to generate a huge number of clumps using 
the stochastic procedure outlined above. The result comparing the data from thin section 
analysis and clump analysis is outlined in Figure 4.29 to Figure 4.34. This comparison 
shows, that match between real grain shape and clump shape is not satisfying. More 
complicated clump shapes are needed. Therefore, stochastically generated clumps with 3, 
11, 13 and 15 particles are used in addition.  
Finally, 7 groups of clumps were generated: 200 clumps with 3 particles, 400 clumps with 
5 particles, 400 clumps with 7 particles, 500 clumps with 9 particles, 500 clumps with 11 
particles, 500 clumps with 13 particles and 500 clumps with 15 particles. A grain shape 
library with 3000 different clumps is established. The comparison between grain and clump 
analysis is shown in Figure 4.35 and Figure 4.36. This comparison documents, that in 
general the produced clumps can duplicate the grain shapes. 
 
 
Figure 4.29 Aspect Ratio versus Sphericity for clump combinations with 5 balls in 
comparison to grain analysis. 
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Figure 4.30 DeltP versus DeltA for clump combinations with 5 balls in comparison to 
grain analysis. 
 
 
Figure 4.31 Aspect Ratio versus Sphericity for clump combinations with 7 balls in 
comparison to grain analysis. 
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Figure 4.32 DeltP versus DeltA for clump combinations with 7 balls in comparison to 
grain analysis. 
 
 
Figure 4.33 Aspect Ratio versus Sphericity of clump combinations with  9 balls in 
comparison to grain analysis. 
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Figure 4.34 DeltP versus DeltA for clump combinations with 9 balls in comparison to 
grain analysis. 
 
 
Figure 4.35 Aspect Ratio versus Sphericity for final 7 groups of clump combinations in 
comparison to grain analysis. 
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Figure 4.36 DeltP versus DeltA for final 7 groups of clump combinations in comparison 
to grain analysis. 
 
4.4 Set-up of sandstone model 
4.4.1 Model set-up in PFC 
The numerical model created with PFC (Itasca 2015) has a height of 3.12 mm and a width 
of 1.2 mm. The height to diameter ratio of the specimen used in the laboratory is 2.6. The 
corresponding area is the sum of the area of the three thin sections including 327 complete 
grains, which are not enough to reach the desired height to width ratio of 2.6. Consequently, 
the sum of 455 particles should be placed inside the model. At this stage only grain size 
and grain shape are considered and not yet the pore size distribution. 
In PFC, a box (1.2 mm wide and 3.12 mm high) is filled with 455 particles as show in 
Figure 4.37(a). The 455 particles are generated according to the equal diameter (Da) of the 
grains of all three thin sections. The equal diameter (Da) is the diameter of a circle with an 
area equal to that of the grain as shown in Figure 4.20. 
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Then particles are replaced by the clumps from the clump shape library according to the 
best match of the four shape factors: Aspect Ratio, DeltP, DeltA and Sphericity. Figure 
4.37(b) shows particles assembly after replacement. This model has an overall porosity of 
15 %. Finally, each particle diameter, position and group number are stored in an ASCII-
file. In the next step each grain is compared with all produced 3000 clumps from the clump 
shape library. Those clump which is in best agreement with the considered grain is finally 
used for the model set-up. The following formula is used for this procedure: 
 ݂ሺݔሻ ൌ ξܽ כ οܣଶ ൅ ܾ כ οܤଶ ൅ ܿ כ οܥଶ ൅ ݀ כ οܦଶ  (4.20) 
οܣ ൌ ݔ௚ǡ௦௣ െ ݔ௖௟௣ǡ௦௣Ǣ οܤ ൌ ݔ௚ǡ௔௥ െ ݔ௖௟௣ǡ௔௥ 
οܥ ൌ ݔ௚ǡௗ௔ െ ݔ௖௟௣ǡௗ௔Ǣοܦ ൌ ݔ௚ǡௗ௣ െ ݔ௖௟௣ǡௗ௣ 
where xg,sp is the Sphericity value of the considered grain, xclp,sp is the Sphericity value of 
clump template, xg,ar is the Aspect Ratio value of the considered grain, xclp,ar is the Aspect 
Ratio value of clump template, xg,da is the DetlA value of the considered grain, xclp,da is the 
DeltA value of clump template, xg,dp is the DetlP value of the considered grain and xclp,dp is 
the DeltP value of clump template; a, b, c and d are weight factors (0.6, 0.2, 0.1 and 0.1, 
respectively). 
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Figure 4.37 Particle assembly with 327 balls. (a) Model of balls woth equal diameter; 
(b) Model after replacement of balls by correspoonding clumps. 
 
Each grain from the thin section has been compared to all 3000 produced clumps by using 
Equation 4.20. The clump, which gives the minimum value f(x)min is considered as the most 
appropriate one. 327 clump templates were selected for the final model set-up. To check 
the model quality, the used clumps were recorded and compared with the grains from the 
thin sections. Figure 4.38 shows Aspect Ratio versus Sphericity for clumps and thin 
sections. Figure 4.39 shows DeltP versus DeltA for clumps and thin sections. The 
corresponding best fit functions show satisfying agreement for both relations. But Figure 
4.38 and Figure 4.39 indicate, that scatter for grains is bigger than those of clumps. This is 
due to the fact, that clumps are created by spheres which results in a slightly smoother 
surface. The use of clumps with more balls can reduce this deviation. 
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Figure 4.38 Aspect ratio versus Sphericity for clumps in comparion to grains for final 
PFC model. 
 
 
Figure 4.39 DeltP versus DeltA for clumps in comparison to grains for final PFC model. 
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4.4.2 Model set-up in UDEC 
In UDEC (Itasca 2016), an equivalent model was set up (1.2 mm width and 3.12 mm 
height). The model was filled with Voronoi blocks with average edge length of 0.02 mm. 
Blocks have been meshed by means of triangular zones with 0.0167 mm maximum edge 
length. 
Diameter and position of particles as well as clump information are imported into the 
UDEC model as shown in Figure 4.40. The grain size distribution of the UDEC model is 
shown in Figure 4.41. 
 
 
Figure 4.40 (a) PFC clump model; (b) Equivalent UDEC Voronoi based model. 
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Figure 4.41 Grain size distributions of UDEC model in comparison to grain size 
distribution based on thin sections. Grain Diameter is defined as Dc  (see Figure 4.20). 
 
4.4.3 Pore analysis and correction 
Lots of studies (Sprunt and Brace 1974, Kranz 1979, Kranz 1983, Rice 1989, Palchik 1999, 
Al-Harthi et al. 1999, Herakovich and Baxter 1999, Avar et al. 2003, Palchik and Hatzor 
2004, Fakhimi and Gharahbagh 2011) showed that porosity and pore size distribution have 
significant influence on rockmechanical properties. Therefore, the pore size distribution 
was also considered in detail. 
The pore structure of the thin sections was analyzed in the same way as the grain structure 
by using ImageJ. The blue parts in Figure 4.42 show the pore space. The pores were 
isolated and black color was given to them as shown in the second raw in Figure 4.42. The 
measured porosities of the three thin sections are 24.2 %, 6.8 % and 13.8 % respectively. 
The average porosity is 14.93 %. The pore size distributions of the three thin sections is 
shown in Figure 4.43. 
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Figure 4.42 Three thin sections: first raw shows grains in grayscale and pores in blue 
color; second raw shows only pores in black color. 
 
 
Figure 4.43 Pore size distributions of three thin sections. Pore diameter is defined by Dc 
(see Figure 4.20). 
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The final Voronoi based UDEC model is set up considering grains size and shape as well 
as overall porosity. All three thin sections together contain 327 grains and have an average 
porosity of 14.9 %. Figure 4.44 shows the model and Figure 4.45 documents that grain size 
in UDEC model shows excellent agreement with result of thin section analysis. Also, the 
pore size distribution of the numerical model (Figure 4.44) has been analyzed. Exemplary, 
in the following only thin section 3 (Figure 4.43(3)) is considered. Figure 4.46 compares 
the pore size distribution of thin sections with those of the numerical model. As Figure 4.46 
shows, the pore size in the numerical model is significantly smaller than the pore size in 
the thin section. About 80 % of pores in the numerical model are smaller than 0.1 mm, 
whereas in thin sections 3 (Figure 4.43(3)) only 50 % of the pores are smaller than 0.1 mm. 
There are three reasons why pore size distribution inside the numerical model can deviate 
from the thin section analysis: (1) the particle packing is different; (2) clumps are composed 
of balls and consequently small artificial spaces are generated close to the point contacts 
between clumps (Figure 4.47(a)); (3) artificial pores can be generated whenever balls of 
two clumps in contact are not allocated to one of the two clumps (Figure 4.47(b)). 
 
 
Figure 4.44 Original Voronoi based UDEC model. 
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Figure 4.45 Grain size distribution: comparison between thin sections and numerical 
model before pore size correction. 
 
 
Figure 4.46 Pore size distribution: comparison between thin sections and numerical 
model before pore size correction. 
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Figure 4.47 (a) Artificial micropores at clump boundaries (empty spaces); (b) Artificial 
micropores due to missing allocation to grains. 
 
According to the pore analysis given above (see Figure 4.46) a pore size correction is 
necessary. This is done in two steps: 
(1) At first, small micropores are accolated to the neighboring bigger grains. Figure 
4.48 illustrates this process. Unfortunately, after this allocation process the overall 
porosity is reduced to 13 %.  
(2) Therefore, in a second step some grains with high aspect ratio and small area were 
deleted to increase porosity to the desired value of 14.9 %. 
Figure 4.48 shows the models before and after pore size correction. The model porosity 
after correction is 14.83 %. After correction, pore size and grain size are analyzed again. 
Results are shown in Figure 4.49 and Figure 4.50. As Figure 4.49 demonstrates the pore 
size distribution after correction is much closer to the target pore size distribution according 
to thin section b. Figure 4.50 shows that after pore size correction the grain size distribution 
of the model is still acceptable. 
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Figure 4.48 Pore size correction (black circles indicate areas of pore correction). 
 
 
Figure 4.49 Pore size distribution: comparison between thin sections and numerical 
model after pore size correction. 
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Figure 4.50 Grain size distribution: comparison between thin sections and numerical 
model after pore size correction. 
 
4.5 Conclusions 
A new simulation strategy is proposed, which allows to set-up stochastic equivalent 
Voronoi based models with explicit consideration of grain and pore structure. The basic 
idea behind the proposed modelling strategy contains the following elements: 
(1) Size and shape characterization of grains and pores of rock sample according to any 
well-established evaluation scheme incl. corresponding parameter determination. 
(2) Stochastic generation of clump templates and evaluation of them according to the 
same evaluation scheme used to characterize the grains of the rock sample. 
(3) Generation of stochastic equivalent model using the clump templates (clump model) 
with potential consideration of grain orientation and mineral composition. 
(4) Transformation of the clump model into an equivalent Voronoi body based model. 
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(5) Evaluation of Voronoi body based model according to the selected evaluation 
scheme and execution of pore and grain corrections if necessary. 
The modelling strategy is applicable for both, continuum and discontinuum models. The 
final Voronoi based model is characterized by the following features: 
(1) Explicit consideration of grain size and grain shape distribution. 
(2) Explicit consideration of mineral components.  
(3) Explicit consideration of pore size distribution. 
(4) Consideration of intra- and inter-granular contacts. 
(5) Consideration of intra- and inter-granular fracturing. 
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5 Investigation of Cottaer sandstone model 
This chapter describes the calibration of the numerical models of Cottaer sandstone 
including the investigation of size effects. Then, calibrations of direct tensile tests of 
sandstone models with consolidation materials are performed. Furthermore, sandstone 
model without consolidation materials and sandstone models with consolidation materials 
are used to simulate the temperature effect. 
5.1 Investigation of scale effect 
The size effect has been widely discussed in literature and it is generally assumed that there 
is a significant reduction in strength with increasing sample size. The size effect of Cottaer 
sandstone was investigated by lab tests as described already in chapter 3. The test results 
showed no significant size effect for Cottaer sandstone. Numerical models to investigate 
the scale effect have the same size as lab specimens tested in the laboratory. They are used 
to simulate uniaxial compression tests and Brazilian tests. Four Voronoi based numerical 
models of different size were set-up to investigate the size effect as shown in Table 5.1 and 
Figure 5.2. The model for uniaxial compressive test has a size of 12.5 cm × 5 cm (Figure 
5.1(a)) and the disk model for Brazilian test has a diameter of 5 cm (Figure 5.1(b)). The 
models were filled with Voronoi cells and later one a few of them were deleted via a 
random procedure to create the desired porosity. The edge length of the Voronoi cells in 
all four models are the same (0.5 mm), also the porosity of each model is set to the same 
value of 15 %. A constant vertical velocity was applied to all four models. The vertical 
compressive strain rate is set to 0.05 s-1. They are used to calibrate the micro parameters of 
the numerical model. Table 5.2 and Table 5.3 show the simulation results and calibrated 
parameters of the numerical model. These parameters are used to investigate the size effect 
in numerical models. 
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Figure 5.1 Voronoi based models: (a) Model for uniaxial compression test; (b) Model for 
Brazilian test. 
 
Table 5.1 Numerical model parameters for investigation of size effect. 
Model No. 1 2 3 4 
Size [Height (cm) × Diameter (cm)] 12.5 × 5 6.25 × 2.5 4.5 × 1.8 3.0 × 1.2 
Voronoi cell average edge length 0.5 mm 
Porosity 15 % 
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Table 5.2 Results of lab tests in comparison to numerical simulation results. 
 Lab test Simulation 
Young’s modulus [GPa] 11.47 11.75 
Poisson’s ratio 0.10 0.08 
UCS [MPa] 33.10 30.20 
Tensile strength [MPa] 2.72 2.77 
 
Table 5.3 Grain Properties and calibrated contact properties for numerical model. 
Grain Properties 
 Young’s 
modulus 
[GPa] 
Poisson’s 
ratio 
Shear 
modulus 
[GPa] 
Bulk 
modulus 
[GPa] 
Density
[g/cm3] 
Quartz a 94.5 0.08 44 37 2.65 
Contact Properties 
 Jc 
[MPa] 
Jrc 
[MPa]
Jf 
[º] 
Jrf 
[º] 
Jt 
[MPa] 
Jrt 
[MPa]
kn 
[N/m] 
ks 
[N/m] 
Quartz/Quartz  56 0 30 25 40 0 5e13 5e13 
a: data from Liu et al. (2004), Lan et al. (2010) and Bass (2013) 
Jc: joint cohesion, Jrc: residual joint cohesion, Jf: friction angle 
Jrf : residual friction angle, Jt: tensile strength, Jrt: residual tensile strength 
 
Considering the number of grains in a typical lab test sample it would be impossible to set-
up a 1:1 numerical model due to limitations in computational time and memory. Therefore, 
a small model was set-up for numerical simulations. 
Figure 5.3 shows the UCS test results for the four models of different size. The simulation 
results also showed no significant size effect. Therefore, in the following only small models 
with size of 1.2 mm × 3.12 mm are used to investigate the deformation and damage 
behavior of Cottaer sandstone. 
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Figure 5.2 Voronoi based numerical models of different size for compression test. 
 
 
Figure 5.3 Stress-strain curve for numerical models of different size during uniaxial 
compression. 
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5.2 Simulation of Cottaer sandstone considering microstructure 
Calibration of Cottaer sandstone considering the microstructure in detail in a 1:1 manner 
is performed on small models with size of 1.2 mm × 3.12 mm. Aim of the calibration 
consists in specification of micromechanical contact parameters which allow to reproduce 
the macroscopic observed behavior. The model was calibrated on the characteristic stress-
strain response identified by laboratory uniaxial compression and tensile tests. 
The behavior at the grain contacts is characterized by Mohr-Coulomb failure criterion and 
tension cut-off with corresponding residual strength values (softening behavior). In normal 
and shear direction, the elastic stress-displacement relation is assumed to be linear and 
governed by normal stiffness kn and shear stiffness ks. If the tensile stress reaches the tensile 
strength, the bond breaks and the tensile strength is set to zero. Also, when the shear stress 
exceeds the shear strength, the bond is set to residual strength values. Equations 5.1 to 5.4 
give the applied constitutive relations for grain contacts, which hold for both, inter-granular 
bonds and intra-granular bonds: 
 ߪ௡ ൌ െ݇௡οݑ௡௘ ǡ ߪ௡ ൏ ܶ (5.1) 
 ߪ௡ ൌ Ͳǡ ߪ௡ ൒ ܶ (5.2) 
 ߪఛ ൌ െ݇௦οݑ௦௘ǡ ߪఛ ൏ ߬௠௔௫ ൌ ܿ ൅ ߪ௡ ׎ (5.3) 
 ߪఛ ൌ ݏ݅݃݊ሺοݑ௦ሻሺߪ௡ ׎௥ሻ (5.4) 
where ın and ıĲ are normal and shear stress; kn and ks are normal and shear stiffness; ǻune 
and ǻuse are normal and shear displacement increments; c and ĭ are cohesion and friction 
angle; ǻus is the total incremental shear displacement; and ĭr is the residual friction angle.  
First, the contact normal and shear stiffnesses are assigned according to the average 
Voronoi edge length (Itasca 2016): 
 ݇௡ ൌ ͳͲ ቀܭ ൅
ସ
ଷ
ܩቁ ܼΤ  (5.5) 
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where K and G are the bulk and shear modulus of the quartz mineral and Z is the average 
Voronoi cell edge length. Both stiffness parameters play an important role, because they 
directly affect macroscopic Young’s modulus and Poisson’s ratio. 
Tensile strength was calibrated by modelling direct tensile tests under consideration of 
values obtained from lab tests. Friction angles of intra- and inter-granular contacts were set 
to 45Û and 35Û. The other contact properties such as normal and shear stiffnesses as well as 
cohesion were adjusted according to the uniaxial compressive strength (UCS) obtained 
from lab tests. 
The model is composed by one type of mineral, but two types of contacts: intra- and inter-
granular contacts with parameters according to Table 5.4 obtained by a calibration 
procedure. 
Figure 5.5 shows the stress-strain curve and the failure evolution of intra- and inter-
granular contacts for a uniaxial compression test. Figure 5.6 shows the stress-strain curve 
and the damage evolution obtained by modelling a direct tensile test.  
Table 5.5 shows a comparison between lab test results and those obtained from the 
numerical modeling after finishing the calibration procedure, which includes Young’s 
modulus, Poisson’s ratio, uniaxial compressive strength and tensile strength. The 
simulation results are close to the results of laboratory tests. 
 
Table 5.4 Contact properties obtained after calibration. 
Contact Properties 
 Jc 
[MPa] 
Jrc 
[MPa] 
Jf 
[º] 
Jrf 
[º] 
Jt 
[MPa] 
Jrt 
[MPa] 
kn 
[N/m] 
kn/ks 
Quartz/Quartz  
(intra-granular) 
200 0 45 25 115 0 5e16 1 
Quartz/Quartz  
(inter-granular) 
100 0 30 25 11.5 0 3e14 1 
Jc: joint cohesion, Jrc: residual joint cohesion, Jf: friction angle  
Jrf : residual friction angle, Jt: tensile strength, Jrt: residual tensile strength 
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Table 5.5 Results of lab tests in comparison to simulation results. 
 Lab test Simulation 
Young’s modulus [GPa] 11.47 12.60 
Poisson’s ratio 0.10 0.10 
UCS [MPa] 33.10 31.60 
Tensile strength [MPa] 2.72 2.70 
 
5.2.1 Uniaxial compression test 
Bieniawski (1967) subdivided the uniaxial compression test related stress-strain curve into 
several phases characterized by different damage stages as shown in Figure 5.4. 
 
 
Figure 5.4 Damage stages of rock specimens under compressive loading (modified from 
Bieniawski 1967). 
 
According to Figure 5.4 in general the failure process can be described as follows: 
I. Crack closure ʊ curve OA. Pre-existing micro cracks, which are oriented at a 
certain angle to the applied load, will close. This is a short non-linear stage where 
Young’s modulus E and Poisson’s ratio v decrease. 
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II. Linear elastic deformation ʊ curve AB. Rock shows linear elastic response. 
Young’s modulus E and Poisson’s ratio v are kept constant. This phase is normally 
used to determine Young’s modulus E and Poisson’s ratio v. 
III. Stable fracture propagation ʊ curve BC. Stable micro crack propagation is 
followed the fracture initiation. The stress-axial strain curve remains more or less 
linear, that means Young’s modulus E does not change, but Poisson’s ratio v is 
increasing. 
IV. Unstable fracture propagation ʊ curve CD. Crack propagation behavior 
suddenly changes and larger cracks / fractures are observed. Even if loading is kept 
constant, rupture of brittle rock will occur within a short period of time. Dilation 
occurs during this stage. At this stage, Young’s modulus E is decreasing and 
Poisson’s ratio v is increasing. 
V. Post failure stage ʊ curve DE. In this stage the maximum stress is reached. The 
slope of the stress-strain curve changes, macroscopic fractures develop and sample 
split into pieces. 
 
Uniaxial compression test for numerical sandstone model 
The stress-strain curve and the damage evolution in respect to intra- and inter-granular 
contacts observed during the uniaxial compression test performed on the numerical 
sandstone model of Cottaer sandstone is shown in Figure 5.5. Figure 5.6 documents the 
observed damage pattern. The curves can be characterized as follows: 
I. Curve segment a-b: Stress-strain curve is linear. In this stage only a very few 
microcracks grow along the grain boundaries close to pores (Figure 5.6(c)). No 
macrocracks are detected. 
II. Curve segment b-c: In this stage microcracks propagate and coalesce and form 
macroscopic tensile fractures. Intra- and inter-granular contacts start to fail at about 
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the same time (Figure 5.6(d) and Figure 5.6(e)), but inter-granular contacts fail 
faster than intra-granular contacts. 
III. Curve segment c-d: This is the immediate pre-failure damage phase. More and 
more microcracks propagate and coalesce and start to form macroscopic tensile and 
shear fractures. At this stage stress increase is decreasing and connected with 
massive failure of contacts. 
IV. Curve segment d-e: This is the post-failure damage phase. Macroscopic fractures 
penetrate the model as shown in Figure 5.6(a). 
 
Up to about 40% of uniaxial compressive strength the model behaves elastic. Young’s 
modulus and Poisson’s ratio are calculated at the point of 40 % of uniaxial compressive 
stress. 
 ߪ௖ ൌ ͵ͳǤ͸ܯܲܽ (5.6) 
 ߥ ൌ ߝ௔ Τ ߝ௕ ൌ ͲǤͲͲͲͳ Τ ͲǤͲͲͳ ൌ ͲǤͳ (5.7) 
 ܧ଴ ൌ ͲǤͶߪ௖ Τ ߝ௕ ൌ ͲǤͶ כ ͵ͳǤ͸ Τ ͲǤͲͲͳ ൌ ͳʹǤ͸ܩܲܽ (5.8) 
where ıc is the uniaxial compressive stress; v is the Poisson’s ratio; E0 the is Young’s 
modulus; İa and İb are the lateral strain and axial strain at 40 % of uniaxial compressive 
stress, respectively. 
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Figure 5.5 Uniaxial compression test: curve I is the stress-strain curve; curve II illustrates 
total number of failed contacts; curve III shows number of failed inter-granular contacts; 
curve IV shows number of failed intra-granular contacts. 
 
 
Figure 5.6 Uniaxial compression test: (a) Damage pattern of numerical model at stage d; 
(b) Typical final damage pattern observed in the laboratory; (c) Fracture initiation at 
grain boundaries; (d) Grain breakage due to tensile stress; (e) Damage evolution in form 
of intra- and inter-granular fracturing. 
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5.2.2 Uniaxial tension test 
Besides the uniaxial compression test, also the uniaxial tension test was simulated. The 
stress-strain curve and the contact failure evolution observed by modelling the direct tensile 
test is shown in Figure 5.7. The following stages can be distinguished: 
I. Curve segment 0 – a: No microcracks appear, pure elastic response is observed 
(Figure 5.7). First microcracks appear at point a (Figure 5.8(a)) at a grain boundary. 
With increasing tensile stress, microcracks propagate and coalesce and form bigger 
local tensile fractures. 
II. At point b: Tensile stress reaches maximum values and a macroscopic tensile 
fracture appears along grain boundaries (Figure 5.8(b)). 
III. Curve segment b to c: Tensile stress drops rapidly due to the created macroscopic 
tensile fracture which penetrates the whole model. 
During the uniaxial tensile test, intra-granular fractures were not detected, only inter-
granular fractures appeared. That’s because the internal tensile strength of the quartz grains 
is much higher than the inter-granular tensile strength between quartz grains. Correns (1969) 
has mentioned that quartz tensile strength can reach 113 MPa, which is very close to the 
tensile strength used in our modeling. 
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Figure 5.7 Uniaxial tensile test: curve I is the stress-strain curve; curve II shows the 
number of failed contacts (only inter-granular fractures). 
 
 
Figure 5.8 Uniaxial tension test: (a) Fracture initiation at grain boundary; (b) At later 
stage local tensile fractures develop and connect neighboring pores. 
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5.3 Simulation of Cottaer sandstone considering microstructure after 
consolidation 
Strength and lifetime of rocks can be increased by injection of special fluids into the pore 
space. Two different methods are used to consolidate sandstone samples in the laboratory 
(details are given in chapter 3). After consolidation the specimens were cut into disks for 
biaxial flexural testing. Table 5.6 shows values of flexural strength and Young’s modulus 
for unconsolidated specimens, classical treated specimens and VCM treated specimens 
using two different materials. Consolidation leads to increase in tensile resistance and 
Young’s modulus. 
 
Table 5.6 Flexural strength and Young’s modulus obtained by biaxial flexural test. 
Consolidation method and 
material 
Flexural 
strength 
Increase Young’s 
modulus 
Increase
[MPa] [%] [GPa] [%] 
Unconsolidated 4.81 0 5.12 0 
Classical + KSE 300 7.41 54.05 8.98 75.39 
VCM + KSE 300 + 10 % 
catalyst 
7.16 48.86 8.82 72.27 
VCM + KSE 500 + 10 % 
catalyst 
8.11 68.61 10.48 104.69 
 
The biaxial flexural lab test is a 3 dimensional test, but the used numerical model is a 
2 - dimensional one which cannot duplicate the lab test in a comprehensive way. Therefore, 
the direct tensile test is used (see Figure 5.9). The tensile strength and Young’s modulus of 
specimens treated by VCM with consolidation medium KES 300 and KES 500 were 
determined according to the tensile tests and flexural tests of specimens without consolidation 
(see Table 5.7). Calibration of the model after consolidation were performed and grain 
properties and contact properties were obtained (see Table 5.8). The direct tensile strength 
and Young’s modulus of model after consolidation are quite close to the lab tests results (see 
Table 5.9). 
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Table 5.7 Tensile strength and Young’s modulus for direct tensile tests of consolidated 
specimens. 
Consolidation method and material 
Tensile strength  Young’s modulus 
[MPa] [GPa] 
 Lab test 
Unconsolidated 2.72 16.60 
 Data for model 
VCM + KSE 300 + 10 % catalyst 4.05 28.6 
VCM + KSE 500 + 1 0% catalyst 4.59 33.98 
 
 
Figure 5.9 Consolidated model for direct tensile test. Pores in the model are filled with 
consolidation material. 
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Table 5.8 Grain Properties and contact properties obtained after calibration. 
Grain Properties 
 Young’s 
modulus 
[GPa] 
Poisson’s 
ratio 
Shear 
modulus 
[GPa] 
Bulk 
modulus 
[GPa] 
Density
[g/cm3] 
Quartz a 94.5 0.08 44 37 2.65 
Ethyl silicate 73 0.17 31 41 2.65 
Contact Properties 
 Jc 
[MPa] 
Jrc 
[MPa] 
Jf 
[º] 
Jrf 
[º] 
Jt 
[MPa]
Jrt 
[MPa]
kn 
[N/m] 
kn/ks 
Quartz/Quartz 
(intra-granular) 
200 0 45 25 115 0 5e16 1 
Quartz/Quartz 
(inter-granular) 
100 0 30 25 11.5 0 3e14 1 
 KSE 500 
Ethyl silicate/ 
Ethyl silicate 
200 0 45 25 100 0 5e16 1 
Ethyl 
silicate/Quartz 
150 0 30 25 6.4 0 1.23e15 1 
 KSE 300 
Ethyl silicate/ 
Ethyl silicate 
200 0 45 25 100 0 5e16 1 
Ethyl 
silicate/Quartz 
150 0 30 25 4.7 0 6.5e14 1 
a: data from Liu et al. (2004), Lan et al. (2010) and (Bass (2013)) 
Jc: joint cohesion, Jrc: residual joint cohesion, Jf: friction angle 
Jrf : residual friction angle, Jt: tensile strength, Jrt: residual tensile strength 
 
Table 5.9 Lab test results in comparison with simulation results. 
 Tensile strength [MPa] Young’s modulus [GPa]
Lab test simulation Lab Test simulation 
VCM + KSE 300 + 10 % catalyst 4.05 4.14 28.60 28.63 
VCM + KSE 500 + 10 % catalyst 4.59 4.60 33.98 33.74 
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5.4 Simulation of Cottaer sandstone considering temperature effect 
Different minerals have different linear expansion coefficients. Temperature change could 
cause fractures between minerals. 
Figure 5.10 illustrates the concept of model considering temperature effect. The right 
boundary is fixed at horizontal direction but can move freely in the vertical direction. The 
bottom boundary is fixed at vertical direction but can move freely in the horizontal 
direction. The top and left boundaries are free to move. The model has an initial 
temperature of 20 °C, the right boundary is fixed to temperature of 20 °C and at the left 
boundary a temperature of 70 °C is assigned. The temperature difference leads to heat 
transfer and changing the temperature profile inside the rock. Cottaer sandstone models 
without consolidation and after consolidation were simulated. 
 
 
Figure 5.10 Conceptual model considering temperature effect. 
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5.4.1 Sandstone model without consolidation 
Temperature effect of sandstone model without consolidation was investigated. The 
thermal and mechanical material properties used are shown in Table 5.10. The model 
boundary conditions are depicted in Figure 5.10. 
 
Table 5.10 Thermal and mechanical properties of model without consolidation. 
Grain Properties 
 Young’s 
modulus 
[GPa] 
Poisson’s 
ratio 
Shear 
modulus 
[GPa] 
Bulk 
modulus 
[GPa] 
Density 
[g/cm3] 
Quartz 94.5 0.08 44 37 2.65 
Contact Properties 
 Jc 
[MPa] 
Jrc 
[MPa]
Jf 
[º] 
Jrf 
[º] 
Jt 
[MPa] 
Jrt 
[MPa]
kn 
[N/m] 
kn/ks 
Quartz/Quartz 
(intra-granular) 
200 0 45 25 115 0 5e16 1 
Quartz/Quartz 
(inter-granular) 
100 0 30 25 11.5 0 3e14 1 
Thermal Properties 
 Thermal conductivity 
[W/m °C] 
Specific heat 
[J/Kg °C] 
Thermal expansion 
coefficient 
[×10-6 °C] 
Quartz 9.5 733 7.64 
Jc: joint cohesion, Jrc: residual joint cohesion, Jf: friction angle  
Jrf : residual friction angle, Jt: tensile strength, Jrt: residual tensile strength 
 
The thermo-mechanical process was simulated by alternately calculating the thermal and 
mechanical response. The thermal calculation increment was performed in 100 sub-steps 
then 100 mechanical sub-steps were performed. The default thermal solution algorithm is 
an explicit algorithm, which set the thermal time-step to 2 × 10-10 sec. The explicit 
algorithm is very time consuming. In order to reduce the calculation time, it was switched 
between implicit and explicit algorithm. The thermal calculation increment was performed 
in 10,000 steps with a thermal time step of 1 × 10-7 sec, using the implicit solution 
algorithm. Then a thermal calculation increment was made in 100,000 steps, using the 
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explicit solution algorithm. These two algorithms were repeated until final temperature 
profile was obtained. 
Results are shown in Figure 5.11 and Figure 5.12. Figure 5.11 shows the temperature 
distribution in the model. The switch between implicit and explicit algorithm reduced the 
calculating time significantly, but the temperature distribution is acceptable although some 
inaccuracy is observed in the upper part of the model (see in Figure 5.11). Figure 5.12 
shows the displacement in the horizontal and vertical direction. The temperature causes 
displacement difference in the model. Figure 5.12 shows that the upper part of model has 
smaller displacements than the other parts in the horizontal direction, but bigger 
displacements in the vertical direction. The displacement difference can cause tensile or 
shear fractures in sculptures or monuments. However, the models without consolidation do 
not show fracturing. 
 
 
Figure 5.11 Final temperature distribution. 
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Figure 5.12 Final displacement magnitudes. (a) Displacements in the horizontal direction; 
(b) Displacements in the vertical direction. 
 
5.4.2 Sandstone model after consolidation 
Temperature effect of sandstone models after consolidation was investigated. The thermal 
and mechanical material properties used for the consolidated models are shown in Table 
5.11. Two sets of thermal properties were assigned to the Ethyl silicate, because the Ethyl 
silicate thermal properties were unknown. The first set of thermal properties is equal to 
quartz. The second set of thermal properties corresponds to fused quartz. This two sets of 
thermal properties present low and high thermal conductivity, respectively. Four models 
were considered. The detailed calculation scheme is the same as for the unconsolidated 
model. 
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Table 5.11 Thermal and mechanical properties of model after consolidation. 
Grain properties 
 Young’s 
modulus 
[GPa] 
Poisson’s 
ratio 
Shear 
modulus 
[GPa] 
Bulk 
modulus 
[GPa] 
Density 
[g/cm3] 
Quartz 94.5 0.08 44 37 2.65 
Ethyl silicate 73 0.17 31 41 2.65 
Contact Properties 
 Jc 
[MPa] 
Jrc 
[MPa]
Jf 
[º] 
Jrf 
[º] 
Jt 
[MPa] 
Jrt 
[MPa]
kn 
[N/m] 
kn/ks 
Quartz/Quartz 
(intra-granular) 
200 0 45 25 115 0 5e16 1 
Quartz/Quartz 
(inter-granular) 
100 0 30 25 11.5 0 3e14 1 
 KSE 500 
Ethyl silicate/ 
Ethyl silicate 
200 0 45 25 100 0 5e16 1 
Ethyl 
silicate/Quartz 
150 0 30 25 6.4 0 1.23e15 1 
 KSE 300 
Ethyl silicate/ 
Ethyl silicate 
200 0 45 25 100 0 5e16 1 
Ethyl 
silicate/Quartz 
150 0 30 25 4.7 0 6.5e14 1 
Thermal Properties 
 Thermal conductivity 
[W/m ÛC] 
Specific heat 
[J/Kg ÛC] 
Thermal expansion 
coefficient 
[×10-6 ÛC] 
Quartz 9.5 733 7.64 
Ethyl silicate 1 9.5 733 7.64 
Ethyl silicate 2 1.4 1715 0.54 
Jc: joint cohesion, Jrc: residual joint cohesion, Jf: friction angle  
Jrf : residual friction angle, Jt: tensile strength, Jrt: residual tensile strength 
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Thermal property set 1 
In this part, results using the thermal properties of Ethyl silicate 1 (see in Table 5.11) are 
presented. Results are shown in Figure 5.13 to Figure 5.16. 
Figure 5.13 and Figure 5.14 show the results for sandstone with consolidation material 
KSE 300. Figure 5.13 shows the temperature distribution and generated fractures due to 
the temperature effect. Figure 5.13(a) shows the temperature distribution and Figure 5.13(b) 
shows the fracture distribution. Fractures appear at the contacts of grains and consolidation 
material and they are located at right boundary. Figure 5.14 shows the displacements in 
horizontal and vertical direction. Horizontal displacements are smaller in the upper part. 
Opposite, vertical displacements are bigger in the upper part compared to other parts. 
Figure 5.15 and Figure 5.16 show the analyses results for sandstone with consolidation 
material KSE 500. Figure 5.15 shows final temperature distribution and fracturing due to 
the temperature effect. Fractures appear at contacts of grains and consolidation material 
and they are located at right boundary, same phenomenon as observed in model with 
KSE 300. But number of fractures for model with KSE 500 is less than that for model with 
KSE 300. Figure 5.16 illustrates the thermal induced displacement field, which is nearly 
identical for both consolidation materials. 
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Figure 5.13 Thermal Property set 1 (KSE 300). (a) Temperature distribution; 
(b) Fractures (blue lines). 
 
Figure 5.14 Thermal Property set 1 (KSE 300). (a) Displacement in horizontal direction; 
(b) Displacement in vertical direction. 
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Figure 5.15 Thermal Property set 1 (KSE 500). (a) Temperature distribution; 
(b) Fractures (blue lines). 
 
Figure 5.16 Thermal Property set 1 (KSE 500). (a) Displacement in horizontal direction; 
(b) Displacement in vertical direction.  
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Thermal property set 2 
Ethyl silicate 2 is characterized high thermal conductivity like Fused Quartz (see Table 
5.11). The simulation results of sandstone with consolidation material are shown in Figure 
5.17 to Figure 5.20. 
Figure 5.17 and Figure 5.18 show the results of sandstone with consolidation material 
KSE 300. Figure 5.17 shows the final temperature field and the thermal induced fractures. 
Figure 5.17(a) shows that temperature distribution in the sandstone model is not smooth. 
That is because the thermal properties of grains and consolidation material are quite 
different. Figure 5.17(b) shows abundant fractures are formed in the model, most of them 
are along the contact of grains and consolidation material, only a few are located at the 
grain contacts. Figure 5.18 shows the thermal induced displacement field. The upper part 
of the model shows smaller displacements than other parts in the horizontal direction but 
bigger displacements in the vertical direction. 
Figure 5.19 and Figure 5.20 show the results for models with consolidation material 
KSE 500. Figure 5.19 shows the temperature distribution and fracturing due to temperature 
effect. Figure 5.19(a) shows that temperature distribution is also not smooth (similar to 
model with KSE 300). Figure 5.19(b) shows that fractures in the sandstone model were 
formed between the contacts of grains and consolidation material (same as model with 
KSE 300). But number of fractures in model with KSE 300 are larger than in model with 
KSE 500. Figure 5.20 shows thermal induced displacement field. The upper part of the 
model shows smaller displacements in horizontal direction but bigger displacements in 
vertical direction. 
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Figure 5.17 Thermal Property set 2 (KSE 300). (a) Temperature distribution; 
(b) Fractures (blue lines). 
 
Figure 5.18 Thermal Property set 2 (KSE 300). (a) Displacement in horizontal direction; 
(b) Displacement in vertical direction. 
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Figure 5.19 Thermal Property set 2 (KSE 500). (a) Temperature distribution; 
(b) Fractures (blue lines). 
 
Figure 5.20 Thermal Property set 2 (KSE 500). (a) Displacement in horizontal direction; 
(b) Displacement in vertical direction. 
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5.5 Conclusions 
Sandstone models without consolidation and models after consolidation with two different 
consolidation materials were considered. Uniaxial compression and tensile splitting tests 
were performed to calibrate the micro parameters. Direct tensile tests were performed to 
determine the micro parameters for the consolidation materials. The temperature effect was 
investigated for the sandstone models without and with consolidation. Based on the 
simulation, in respect to the temperature effect the following conclusion can be drawn: 
(1) The temperature distribution inside the sample is effected by the thermal properties. 
Both, sandstone model without consolidation and model after consolidation with 
thermal property set 1 show a smooth temperature distribution. But sandstone 
models after consolidation with thermal property set 2 show same unevenness in 
temperature distribution. 
(2) The consolidation material KSE 500 is more resistant to temperature change than 
KSE 300. Both sandstone models with KSE 500 (thermal property set 1 and 2) 
show less thermal induced fracturing than the models with KSE 300. 
(3) The temperature change causes displacements which are sensitive to the boundary 
condition. All the calculated models show that displacements in upper part are 
smaller in the horizontal direction, whereas displacements in vertical direction in 
upper parts are bigger than in other part. 
(4) The thermal properties have great influence of fracture development. The sandstone 
models with thermal property set 2 show more fracturing than the sandstone models 
with thermal property set 1. 
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6 Conclusions 
This thesis deals with untreated and consolidated Cottaer sandstone investigated by lab 
tests and numerical simulations. Uniaxial compressive tests, brazilian tests, ultrasonic 
wave speed measurements, biaxial flexural tests and size effect investigations were 
performed in the lab. A Voronoi based simulation strategy was developed and applied to 
Cottaer sandstone at grain size level. The corresponding numerical uniaxial compressive 
and tensile tests captured not only the marcoscopic failure response and the typical stress-
strain behaviour, but also the damage process at micro-scale. The following main 
conclusions can be drawn: 
(1) Compared to the traditional consolidation method, VCM is much more efficient. 
(2) Ultrasonic wave speed tests and biaxial flexural tests revealed that consolidation 
material KSE 300 (which has smaller molecules size) penetrates deeper into the 
sandstone than the KSE 500 (which has bigger molecules size). On the other side, 
the tensile resistance of cured KSE 500 is higher than that of KSE 300. 
(3) A novel simulation strategy has been developed to capture the micro-structure at 
the grain size level. Grain size, grain shape and pore size are considered in this 
simulation strategy. Mineral components, intra- and inter-granular contacts are 
considered as well. This simulation strategy can capture the inter- and intra-
granular fracturing. 
(4) Thermal properties of grains and filled pores have influence on temperature 
distribution in the sandstone. The simulation results for untreated sandstone model 
and models after consolidation with thermal property set 1 show smooth 
temperature distribution. But treated sandstone models with thermal property set 2 
show slightly uneven temperature distribution. 
(5) The thermal properties have great influence on fracture development. The treated 
sandstone model with thermal property set 2 shows more extensive fracturing than 
model with thermal property set 1. 
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(6) The consolidation material KSE 500 is more resistant to the temperature change 
than KSE 300. Both treated sandstone models with KSE 500 (thermal property set 
1) show less damage than models treated with KSE 300. 
(7) The temperature change causes thermal induced displacements which are strongly 
influenced by boundary condition (fixed boundaries versus free boundaries). 
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7 Main contributions of this thesis 
x Development of a new simulation strategy, which allows to set-up numerical 
models considering grain structure and pore size. This simulation method can 
capture the following features: 
(1) Grain size and grain shape distribution. 
(2) Mineral components. 
(3) Pore size distribution. 
(4) Intra- and inter-granular contacts. 
(5) Intra- and inter-granular fracturing. 
(6) Complete thermo-mechanical coupled behavior. 
x Evaluation of consolidation effects on strength and stiffness of sandstone samples 
tested in the laboratory.  
x Investigation of scale-effect for Cottaer sandstone and conduction of calibration of 
micro-mechanical parameters at the grain size level. 
x Detection of micromechanical damage mechanisms at the grain size level for 
samples under compressive and tensile loading. 
x Prediction of thermo-mechanical coupled behavior of consolidated sandstone 
sample in comparison to unconsolidated sandstone, especially in terms of damage 
evolution. 
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