Space-time convolutional codes, that provide maximum diversity and coding gain, are produced for cases with PSK modulation and various numbers of states and antennas. The codes are found using a new approach introduced recently in a companion paper. The new approach provides an e cient method that allows a search for optimum codes for many practical problems. The new approach also provides a simple method for augmenting the criteria of maximum diversity and coding gain with a new measure which is shown to be extremely useful for evaluating code performance without extensive simulations. To validate the approach, an extensive set of simulation results are presented comparing the codes designed here to many other recently proposed space-time convolutional codes. The comparisons, given in terms of frame error rate, indicate that our new method provides codes which yield excellent performance. The approach is especially useful for nding a handful of good codes. Selection among these codes can be made with a limited number of simulations for frame error rate.
Introduction
have shown the great promise of space-time convolutional codes in particular. In this paper we present some new space-time convolutional codes designed to optimize the diversity gain and coding gain criteria proposed in 1, 10] augmented with a new performance measure which is easy to compute but extremely useful. We emphasize that optimizing based on diversity gain and coding gain, even with the addition of our new performance measure, is not equivalent to optimizing in terms of frame error rate, but optimizing based on diversity gain and coding gain is a fairly standard practice and has been found to be very useful.
In the rst investigation of space-time convolutional codes a few particular \hand designed" codes were given in 1, 2, 3]. More recently a number of authors began studying more systematic design procedures for space-time convolutional codes 4, 5, 6, 8, 9 ] assuming coherent detection. These studies produced a number of important results, but only 4, 6, 9] have attempted to nd optimum codes, based on the criteria proposed in 1, 10]. The most signi cant previous work is summerized in 6] , with a more complete treatment in 7] .
In this paper we use the techniques in 9] to produce optimum codes for many cases of interest. Further, a new useful criterion is proposed in 9] to augment the criteria in 1, 10] . An e cient method for designing codes using the augmented criteria is described in 9] and the utility of this approach is demonstrated here. In comparison, the approach taken in 4] is so complicated that it can nd an optimum code only in one case, the simplest case considered in 1]. The procedure in 9] is much more e cient. We note that the focus of 9] was on the design procedure. Length constraints did not allow us to present the extensive code design examples we provide here. Further, we present extensive simulation results comparing the codes we have designed to many other recently designed codes. The comparisons are in terms of frame error rate, which is not equivalent to the criteria proposed in 1, 10] so that these comparisons are very useful. These simulation results indicate that the method presented 9] provides an excellent approach for nding a handful of good codes which all provide excellent performance. To nd the best code among this handful (in terms of frame error rate) a few carefully chosen simulations can be very useful.
In Section 2 the system model is described and the existing design criteria is brie y reviewed. In Section 3 the class of convolutional codes considered and the new design criteria are outlined. Optimum space-time codes are produced in Section 4. Simulation results comparing their performance to other popular space-time codes are provided in Section 5. Section 6 gives conclusions.
System Model and Criteria
Here we study communication systems employing n transmit antennas and m receive antennas. In particular a space-time coder is used to produce n streams of modulated constellation symbols which will be transmitted using the n antennas. The baseband constellation symbol transmitted by antenna i during time slot k is denoted by p E s c i (k), where c i (k) is normalized in magnitude so that E s is the average energy in each transmitted constellation symbol. During time slot k, the symbols p E s c 1 (k); : : : ; p E s c n (k) are transmitted simultaneously.
The observed signal at each receive antenna is a noisy superposition of the n transmitted signals corrupted by quasistatic, at Rayleigh fading. Let r j (k) denote the received signal at antenna j and time slot k. Thus, at antenna j, the sampled version of one frame (`time slots) of the received signal after matched ltering is r j (k) = n X i=1 ij q E s c i (k) + n j (k) j = 1; : : : ; m k = 1; : : : ;` (1) where n j (k); j = 1; : : : ; m; k = 1; : : :`is a complex white Gaussian random sequence with V arfRefn j (k)gg = V arfImfn j (k)gg = N 0 =2 (Re denotes taking the real part and Im denotes taking the imaginary part) and ij ; i = 1; : : : ; n; j = 1; : : : ; m is a white Gaussian random sequence with zero-mean and unit variance. Each ij is constant over the frame duration`. Then 1, 10] , the probability of transmitting the codeword (2) where r is the rank of the matrix (a denotes the conjugate of a complex number a) 
From (2), each pairwise error probability is determined by rm and ( Q r i=1 i ) 1=r . For asymptotically large signal-to-noise ratios, performance is determined by the largest pairwise error probabilities so we de ne as the minimum value of ( Q r i=1 i ) 1=r over all codeword pairs. As per 1] the minimum value of rm over all codeword pairs is called the diversity gain (the slope of the pairwise error probability on a log-log plot) and is called the coding gain 1 ( ?rm is an o set on a log-log plot).
Since the diversity gain comes into (2) as an exponent, it is clear that achieving maximum diversity gain is more important than achieving high coding gain at all but extremely low signal-to-noise ratios. Further, recall that performance may not be completely 1 We shall refer to ( Q r i=1 i ) 1=r for general c; e as the pairwise coding gain.
determined by for smaller signal-to-noise ratios, other pairwise coding gains may need to be considered. Thus our approach will be to nd schemes that achieve maximum diversity gain rst and of these we prefer those that maximize coding gain 2 . Such codes will be called optimum in the sequel.
A Class of Space-time Convolutional Codes
First consider a set of convolutional codes which can be represented by (x 1 (k); x 2 (k) : : : ; x n (k)) = aG (5) where 1 C C C C C C C C C C C C C C C C A (6) and a = (a k;1 ; a k;2 ; : : : ; a k;R ; a k?1;1 : : : ; a k?1;R ; : : : ; a k?Q+1;1 : : : ; a k?Q+1;R ):
We partition a into the input and the state where each a i;j ; j = 1; : : : ; R; i = 1; 2; : : : ;ì s binary. At time slot k, the input is a k;1 ; a k;2 ; : : : ; a k;R . Thus R bits are input during each time slot. The state is given by a k?1;1 : : : ; a k?1;R ; : : : ; a k?Q+1;1 : : : ; a k?Q+1;R . At each time slot, each component of the output vector from (5) is mapped into a constellation symbol. These symbols are transmitted simultaneously from n antennas. In this case the g ij ; i = 1; : : : ; QR; j = 1; : : : ; n must be in an alphabet whose size is equal to the constellation size. As per 1] the convolutional encoder starts and ends in state zero at the beginning and end of each frame. As discussed in 9], each of the codes which can be described by (6) . Thus, if R = 2 and Q = 2; 3; 4, the number of states is 4; 16; 64. By setting one of the rst or last R rows of G in (6) to zero, it is possible to obtain 8 and 32 state codes with R = 2 for example as discussed in 9]. In these cases L = Q ? 1. Consider a code from (5) with a given Q; R; n; s. In 9] we provide a lower bound on for such a code, given it provides maximum diversity gain. This lower bound, which we call AP (L), computes the smallest possible value of the determinate of A(c; e) = B(c; e)B(c; e) H considering just the rst dL=2e and the last bL=2c nonzero columns in (4). The subscript of AP (L) is explained by noting that all paths (AP) of length L or longer are considered in the bound. Besides producing the just mentioned lower bound, if this calculation yields a nonzero value, this is a su cient condition for a code to provide maximum diversity gain 9]. Further, considering just the rst dL=2e and the last bL=2c nonzero columns in (4) gives AP (L), a lower bound on the pairwise coding gain for all c; e corresponding to length L (or longer) error events. We shall illustrate that this quantity is quite useful, for example in obtaining the exact value of .
In computing our lower bound for in 9], the procedure involves trying all possible starting states and all possible ending states prior to and following the dL=2e and bL=2c time slots where errors occur (nonzero columns in (4)), besides trying all possible inputs during these dL=2e and bL=2c time slots. Then the minimum result obtained over all these cases is used as the lower bound. A better measure of performance can be obtained by looking at the results from each of the cases considered (starting states, ending states, inputs) instead of just selecting the minimum value. In fact each of the results is a lower bound for some sets of codeword pairs. We summarize this information by giving the average of the respective bounds, averaged over all the di erent cases, which we call AP (L) 3 . In 9] we also compute an upper bound on . This upper bound, which we call CP (L), computes the smallest value of the determinate of A(c; e) = B(c; e)B(c; e) H for all c; e which yield L sequential nonzero columns in (4). The subscript of CP (L) is explained by noting that continuous paths (CP) of length L are considered in the calculation. There is a physical interpretation to these cases, which is discussed in 9], which makes this upper bound very From this 9] we see that we must have L n in order to achieve maximum diversity gain.
Similar to AP (L) (average over starting state, ending state, and input cases), we de ne CP (L) which is a better measure of performance.
Finally, our upper and lower bounds can be used to obtain the exact value of . Let 
while, if AP (L) = CP (L) then = CP (L). In the cases we studied we typically needed to consider only L L + 2.
4 Optimum Space-Time Codes
Our general approach towards nding optimum space-time codes using the theory from 9] is to rst formulate the case of interest using the terminology of (5). Next we consider only those codes satisfying the su cient conditions for maximum diversity gain. For these codes we computed the exact coding gain and noted those producing the largest coding gain. Then we compared these largest coding gains with the largest coding gain achieved by any code satisfying the necessary conditions for maximum diversity gain. In many cases this enabled us to nd a code satisfying the su cient conditions for maximum diversity gain which also produced maximum coding gain of all codes achieving maximum diversity gain. Typically we found many such codes. In such cases we present those giving the largest AP (L) and Table 1 . Besides providing ; AP (L) and CP (L), for convenience we provide the \e ective product distance", e Pmin , from 6] in Table 1 . To help the reader understand the process taken to arrive at Table 1 , we describe some of the details. In particular, we found that there are 1840 di erent 4-state codes (not counting 4 permutations of the columns of G) which satis ed the su cient conditions for maximum diversity gain while simultaneously providing the highest coding gain, = 2, of any codes satisfying the su cient conditions for maximum diversity gain. We found 288 codes providing the largest coding gain of p 8 of all codes satisfying the necessary conditions for maximum diversity gain. The 4 state case was atypical in this respect, it being the only case where we could not nd optimum codes, with the largest possible diversity and coding gain, which satis ed the su cient conditions for maximum diversity. From these 288 codes, we selected one of the 24 codes with largest AP (2), CP (2) and AP (3) to put in Table 1 . By examining the slope of the FER performance curve, it was seen that this code achieved maximum diversity gain.
For the 8-state case, we found 84 codes which satis ed the su cient conditions for maximum diversity gain while simultaneously providing the largest value of = 4 of all codes satisfying the su cient conditions for maximum diversity gain. No codes were found which achieved a larger of those satisfying the necessary conditions for maximum diversity gain. An additional 188 codes were found that achieved = 4 which satis ed only the necessary conditions for maximum diversity and not the su cient conditions. Of the codes achieving = 4 and satisfying the su cient conditions for maximum diversity, we found a group of codes which provided the largest AP (2) = 3:42 and the largest CP (2) = 4:00 and one such code is listed in Table 1 .
For the 16-state case, we found 96 codes which satis ed the su cient conditions for maximum diversity gain while simultaneously providing the largest value of = p 32. All of the 96 codes provided the same AP (3) of 5:76, and 24 of them gave best CP (3) of 6:24. Thus we selected the rst one we encountered with CP (3) = 6:24 to put in Table 1 . We were also able to show that any codes satisfying the necessary conditions for maximum diversity could not provide = p 32 without yielding AP (3) < 5:76. For the 32-state case we found that the maximum coding gain is = 6 and one such code with best CP (3) = 6:33 and best CP (4) = 8:72 is put in Table 1 . Further this code satis es the su cient conditions for maximum diversity gain.
We note that a few of our calculations concerning the cases in Table 1 Table 2 presents one representative scheme we have found using an approach similar to that taken for the QPSK space-time code cases just discussed. In each case, the selected code satis ed the su cient conditions for maximum diversity gain while simultaneously providing maximum values of , AP (L) and CP (L). These values are listed in Table 2 . In cases where the codes which provide best ; AP (L) and CP (L) are catastrophic, the best non-catastrophic codes are also presented.
n > 2 Cases
Some optimum (maximum diversity and coding gain) space-time codes using 3 or 4 transmit antennas and BPSK modulations are provided in Table 3 and Table 4 . The searching procedure for these cases is similar to that for the n = 2 cases. In each case, the selected code satis ed the su cient conditions for maximum diversity gain while simultaneously providing maximum values of , AP (L) and CP (L). These values are listed in Table 3 and  Table 4 .
A 16-state QPSK space-time code using 3 transmit antennas is given in Table 5 . The code listed in Table 5 satis ed the su cient conditions for maximum diversity gain. We conjecture it achieves near optimum (if not optimum) coding gain. Figure 1 shows the frame error rate of the space-time codes listed in Table 1 for cases with 2 transmit and 2 receive antennas. Figure 1 illustrates the gain achieved by increasing the constraint length of the codes. Figures 2 through 4 compare the performance of our codes and those from 1, 4, 6]. Clearly, the codes in Table 1 Table 5 : A q-state 2 b/s/Hz 4-PSK space-time code using 3 transmit antennas.
Probability of Frame Error Performance
criterion proposed in 1], to minimize the pairwise error probability in (2) for that codeword pair that makes (2) the largest, is very useful, but it does not completely determine the FER of space-time codes. To compensate, the quantities AP (L) and CP (L) were introduced in 9]. We discuss the signi cance of augmenting with AP (L) and CP (L), using the cases in Figure 2 as an example. Consider the 4 state code
given in Table 1 . Recall this code provides a coding gain of From the above example, one might expect that the coding gain is more important than the average values AP (L) or CP (L) for the code to perform well, but this is not always true. Figure 5 compares the simulation results of our codes with optimum coding gain (from Table 2 ) with the codes in 5] which are constructed from the known binary convolutional codes that achieve optimal values of free distance d free . Only in one case do our codes with optimum coding gain outperform the codes in 5], although generally the di erences appear to be small in every case we tested. Again, this may be explained by using the average values CP (L) and CP (L + 1). In particular, the 4-state code in 5] provides better AP (2) = CP (2) = 7:73 and outperforms the code in Table 2 (with AP (2) = 7:33 and CP (2) = 6:93). In the 8-state case, the code in 5] provides CP (3) = 11:68 and CP (4) = 9:66, while our 8-state code gives CP (3) = 10:47 and CP (4) = 14:26 and performs better. In all the other cases we compared, we found that the codes in 5] always provide larger CP (L) with smaller coding gain 5 .
It is observed that as we increased the number of states the FER performance comparison between our new codes and those provided in 5] changes with a clear trend. For cases with a small number of states, the codes in 5] are somewhat better for the BPSK cases. For cases with a large enough number of states, our new codes provide better (or very close) FER performance. This is understandable since for cases with a small number of states, the number of candidate codes that provide maximum diversity gain and coding gain is small, which gives us limited choices for further selection based on AP (L) or CP (L). For cases with a larger number of states, the pool of candidate codes that maximize the rst two performance metrics, diversity gain and coding gain, is larger. Therefore, we have a good chance of being able to choose codes that also provide large AP (L) and CP (L). Although in this paper we followed the rule of maximizing diversity gain, coding gain and ( AP (L); CP (L)) in a decreasing order of preference (recall we restrict attention to optimum codes where by optimum we mean optimum diversity gain and optimum coding gain), this will not always be the best ordering. To avoid the possible pitfall that can occur for cases with a small number of states, one may put more emphasis on maximizing AP (L) and CP (L), instead of emphasising maximizing the worst case coding gain, and the general method provided in this paper is still valid.
Conclusions
Space-time convolutional codes which provide maximum diversity and coding gain were found for some practical cases with 2, 3 and 4 antennas, various number of states and various numbers of input bits per time slot. The optimum codes produced here are found using a new procedure given in 9], which is much more e cient than previous approaches. Further, a new performance measure is suggested to augment coding gain and diversity gain. Extensive simulation results showing frame error rate, justify the utility of the approach. The results show the performance of each code we produce is the best or very close to the best we found by trying many codes. The overall approach is very useful for selecting a handful of good codes. Limited simulation results can then be used to choose among the handful of codes. We emphasize that even the augmented performance measure suggested here has limitations and that simulations to verify the selection of a space-time code are always prudent. Frame Error Probability from [4] from [6] q=4 [1] q=4 [4] q=4 [6] q=4 [8] q=4 optimum Frame Error Probability from [4] from [1] [6], ZS [1] [4] [6] ,non−ZS optimum Frame Error Probability q=16 in [1] q=16 in [4] q=16 optimum q=32 in [1] q=32 optimum Frame Error Probability q=16 in [6] q=16 opt η q=4 opt η q=4 in [6] q=8 opt η q=8 in [6] q=16 opt η q=16 in [6] Frame Error Probability q=8 opt η q=8 in [6] q=16 opt η q=16 in [6] Figure 5: Performance of some 1 b/s/Hz, BPSK, q-state Space-time Codes with 2 transmit and 2 receive or 3 transmit and 3 receive antennas (performance of the best non-catastrophic codes similar).
