Sensor-based operation of autonomous robots in unstructured and/or outdoor environments has revealed to be an extremely challenging problem. mainly because of the difficulties encountered when attempting to represent the many uncertainties which are always present in the real world. These uncertainties are primarily due to sensor imprecisions and unpredictability of the environment. i.e., lack of full knowledge of the environment characteristics and dynamics. An approach. which we have named the "Fuzzy Behaviorist Approach" (FBA) is proposed in an attempt to remedy some of these difficulties. This approach is based on the representation of the system's uncertainties using Fuzzy Set Theory-based approximations and on the representation of the reasoning and control schemes as sets of elemental behaviors. Using the FBA, a formalism for rule base development and an automated generator of fuzzy rules have been developed. This automated system can automaticall) construct the set of membership functions corresponding to fuzzy behaviors. once these have been expressed in qualitative terms by the user. The system also checks for completeness of the rule base and for non-redundancy of the rules (which has traditionall) been a major hurdle in rule base development). Two major conceptual features. the suppression and inhibition mechanisms which allow to express a dominance between behaviors are discussed in detail. Some experimental results obtained with the automated fuzzy rule generator applied to the domain of sensor-based navigation in a priori unknotrn environments. using one of our autonomous test-bed robots as well as a real car in outdoor environments. are then reviewed and discussed to illustrate the feasibilit) of large-scalc automatic fuzq rule generation using the "Fuzzy Behaviorist" concepts.
INTRODUCTION
A significant research activity has taken place over the past two decades in the area of autonomous mobile robot navigation. The paramount complexity of the sensorbased navigation problem in unstructured environments arises mainly from the uncertainties which exist and become pervasive in the overall system (which includes the robot and its surrounding domain). In addition to the typical sensor inaccuracies (there are no such things as "perfect" sensors). the dynamics and unpredictability of the environment generate v e p large uncertainties in the perception and reasoning systems. i.e.. it becomes impossible to generate complete or exact models of the system (robot and environment) and'or of its behavior. These uncertainties, in turn, typically propagate through the control systems and lead to hrther inaccuracies or errors (e.g., in the robot position. in the sensor orientation) which compound the problem by increasing the uncertainties on the perception. In these conditions, the overall cost (time. computational needs. computing resources, etc.) of achieving the Qpe of precision which was common in structured and static environments jumps by orders of magnitude, either &om a requirement for much more refined sensors and perception data, or fiom the need for very time-and computation-expensive methods such as uncertainty analysis and propagation techniques. The impact of this cost increase is particularly important for real-time systems (where real-time is defined as the guarantee of producing a response within a prescribed amount of time), which become much more difficult to design, if not impractical to implement in realistic situations.
Humans on the other hand, seem to handle/cope very well with uncertain and unpredictable environments, often relying on approximate or qualitative data and reasoning to make decisions and to successfully accomplish their objectives. Several approximate reasoning theories and associated mathematical algebra have been developed over the past two decades (e.g., see methods and references in [I]), the most commonly used today for applications to control systems being Zadeh's Theory of Fuzzy Sets [2]- [4] . This theory is at the basis of very successful implementations varying from control of subway cars, elevators, cement kilns, washing machines, cameras and camcorders, inverted pendulums, to painting processes and color image reconstruction, to even Ping-Pong playing robots (e.g., see [l] , [5] , [6] ). One of the important factors which have prevented the wide-spread utilization of approximate reasoning methodologies in real-time systems has been the lack of computer hardware allowing processing and inferencing directly in terms of approximate or linguistic, or "fuzzy" variables (e.g., far, fast, slow, left, faster) and approximate rules (e.g., if obstacle is close, then go slower; if temperature is high and pressure is increasing, then decrease power a lot). Prospective implementations thus had to rely on simulations of the approximate reasoning schemes on conventional computers based on "crisp" processing. The result was a significant penalty in speed of operation, typically prohibiting applications in most "hard real-time" systems. Over the last half decade, however, several innovations have allowed some bridging of this gap; in particular, unique computer boards have recently been developed which use customdesigned VLSI Fuzzy Inferencing chips (e.g.. see [7] , [8] , and [9]) on VME-bus compatible boards. These systems can be directly programmed in terms of qualitative variables and rules and, when incorporated in a control system, can directly communicate and interface with robotic hardware (e.g., with motors, actuators). Such computer hardware developments have proven extremely usehl in supporting the developments needed in the m a of approximate reasoning for real-time "intelligent" machines, and have been a strong basis [9], [ IO] for the activities reported here.
FUZZY BEHAVIORIST APPROACH AND RULE

GENERATION FOR SENSOR-BASED CONTROL
The problem of autonomous mobile robots navigating in a priori unknown and unpredictable environments was selected as a paradigm for research on qualitative reasoning and control systems because its characteristics rank very high on the list d criteria that typically indicate suitability of a reasoning problem for representation using qualitative logic and resolution using trade-offs.
The input to the control system, particularly when provided by sonar range finders and odometric wheel encoders, is inaccurate, sparse, uncertain and/or unreliable.
No complete mathematical representation exists of the process termed "navigation" although, as demonstrated by humans, a logic for this process exists which can typically be represented and successfully processed in terms of linguistic variables.
0 The approximations involved in the numerical representation of the system and its environment (e.g., geometric representations, map discretization in grid) are significant.
By its given nature the behavior of an outdoor environment is unpredictable, leading to large uncertainties in its representation and frequent need for mde-off of speed vs.
precision. Several research groups have studied approximate reasoning techniques, in particular fuzzy logic, to mimic human reasoning capabilities in navigation tasks ( e g , see [lo] to [13]). In all these applications, the sensor-based decision-making process has been implemented as a set of fuzzy rules which, together, express the desired navigation decisions of the robot for various combinations of the input data. Very successfid results have been achieved when the number and complexity of the rules were small. When these increased, however, andor the perception system grew more sophisticated (Le., more sensory input data is provided), the typical difficulties encountered with large rule base systems emerged: the lack of established formalism for the development of rule bases -in particular with respect to completeness, interaction, and redundancy of the rules -made the actual coding of the fuzzy rules an iterative empirical process, requiring lengthy trial-and-error experiments.
Fuzzy Behaviorist Approach
In an attempt to alleviate this general shortcoming of rule-base system development, we recently proposed a "Fuzzy Behaviorist Approach" (FBA) which provides a formalism for the development of fuzzy rule systems far control of autonomous robots. The basic premises underlying our proposed FBA are as follows:
Each action of the robot results from the concatenation of elemental behaviors.
Each elemental behavior is a direct mapping fiom a single stimulus mode to a single output control. Each behavior is represented by one or a set of fuzzy rules which are defined by the membership functions of the rule's antecedent (stimuli) and consequence (output controls). 0 Each mode of stimulus corresponds to a single dimension of the input space and is independent, in a possibilistic framework, of other stimulus modes. For behaviors effecting the same output control dimension, the possible conflicts between behaviors with stimuli that overlap in the multidimensional input space must be resolved through the expression of the respective dominance between the various behaviors. Each type of input data provided by the sensors is M e d with a membership function expressing, as a possibility distribution, the uncertainty associated with the specific measurement or calculation (see [IO] or [14] for a detailed discussion of this process). The inferencing laws of the Fuzzy Sets Theory are then used to embody the rule-based reasoning. Cast in the fr-amework of Fuuy Set Theory, these principles can be expressed as follows: the inferencing, I, of the (robot) reasoning system provides the relationship between the input universe of discourse U and the output universe of discourse F ' .
The input universe of discourse U is multidimensional, with each dimension representing a type of input data on which the inferencing can act (e.& distance to obstacle to the right of route, direction to the goal, distance to the goal), Le., each input dimension is a mode of stimulus, s, , that can excite the inferencing. Similarly, the output universe of discourse V , is multidimensional, with each dimension representing a type of output data, Le., a type of control, c I , (e.g., turn control, motor #1 speed) that can be implemented. Thus we have:
The total numbers of possible stimulus modes, n, and of control modes, m, are d course dependent on the sensory and actuation capabilities implemented on the robot.
Each dimension s, or c, is a one-dimensional space on which fuzzy sets can be defmed using membership functions in the conventional manner (e.g., see Note that the fourth requirement of the approach specifies that the input space be designed such that the stimulus modes (input dimensions), s,, are independent af each other, Le., such that the possibility for the ith input to be any fuvy subset in s, is completely independent of the possibility for any other input to be any fuzzy subset on their stimulus mode. In other words, the possibilities for any and all stimuli to occur are unrelated and independent of each other. This allows a behavior B,, to be extended to a mapping B,; from U to Vas where the # and qb signs represent "non-significant" input and output dimensions, respectively. By definition, s, and c/ are the "significant" input and output dimensions of behavior B,;. For example. the behavior BS2 discussed above has 3 (for input) and 2 (for output) as significant dimensions and would be extended to a behavior B3*2 on the multidimensional input and output spaces with fimy rules now expressed as:
IF (input I is anything and input 2 is anything and direction to the goal is iefi and input 4 is aqrhing and ...) THEN (output 1 is do nothing and turn value is positive and output 3 is do nothing and ...) and the fuzzy subsets anything and do nothing have membership functions uniformly equal to 1 and to 0 over the entire range of their respective input and output dimensions. With these features, rule bases embodying sets of elemental fuzzy behaviors can be very easily generated (e.g., see [9] and [lo]). They can also be readily augmented with additional behaviors, either to handle situations of increasing complexity (e.g., see [ 101 and [ 141) or if additional perception or control capabilities are added to the system, requiring larger dimensions of the input or output spaces. In these cases, however, a very important aspect of the formalism which needs to be emphasized here is the requirement for independence and non-conflict of the stimuli of the behaviors effecting the same output controls. This requirement simply expresses that only one action command can be sent to a single output control for any given stimulus (a single point in the input space). This leads to newly added (or acquired) behaviors having to "dominate," or "be dominated by," some of the existing behaviors in one or more regions of the input space. This concept of dominance between behaviors, which exhibits itself in almost every action of our everyday life, has been illustrated in previous papers [IO] , [ 141, with the major point that an indication of what behavior dominates the other in what region of their overlapping areas in the input space, must be specrfied into the system iftwo "seemingly conflicting'' behaviors are to produce a reasonable advanced behavior. In the automated system, this is accomplished through the "suppression" mechanism, in which the output membership function d the dominant behavior is modified, so that its weight will appropriately overpower that of the other behavior in the c.g. calculation. If due to previous dominances and/or suppression requirements with respect to other behaviors, the membership function cannot be made adequately overpowenng. then the system uses the concept d "inhibition" to express the behavior's dominance. Applying inhibition within the overlapping region of input space consists in partially truncating the input membership function of the "weaker" behavior so that the dominant behavior always triggers with a greater strength.
Although both suppression and inhibition mechanisms result in expressing the desired domrnance, their concepts are quite different: one basically operates on the relative weight of the behaviors in the output space while the other modifies the triggering condit.ions of the behaviors in the input space. Figure 1 schematically shows these very intuitive suppression and inhibition mechanisms on a simple example in which two rules, each with two input and one output, act on the speed control of a robot. The first rule, which may be part of a behavior for speed control as a function of frontal obstacle proximity, states that if the obstacle is very close, then the speed should be very small. The second rule states that if the goal is straight ahead then the speed is fast. The membership hnctions uniformly equal to 1 over their entire range represent the non-significant input dimensions of each behavior.
Automated System
Just like different people may use different strategies, different rules, and different qualitative variables to express their navigation process, and still navigate efficiently "in their own way," several strategies may be used to embody a particular process in a rule base. i.e., there is not a single or unique rule base representation of a given process. In the automated system. the user inputs the strategy for the rules in a "qualitative" form using the format shown in Fig. 2 . The five-line format in Fig. 2 describes one rule, with the first line giving the "reference name" of the rule. the second line listing the names of the rules or behaviors which are suppressed (or inhibited) by this rule, the third line giving the suppression parameter E (which will be described in the following paragraphs), and the last two lines specifying what the desired input and output of the rule on the "significant" (see Section 2.1) input and output dimensions of the behavior are. In the current version of the automated system. each rule is assumed to be of the form IF ( A is A, and 5 is 5 , and C is C, and D is 0,) THEN ( E is E , and F is F,), (4) therefore operating on four input and two output channels. Although extension to any number of input and output channels is possible, this configuration was chosen in the initial version of the automated system because it corresponds to what is available on the custom-designed VLSI fuzzy inferencing chips and boards (see [7] , [SI, and [SI) which we utilize in our experimental work. Use of the character "?" in the suppression list of line 7. such as T i ? " in the example of Fig. 2 , indicates that the rule suppresses all other rules whose name includes the other character, in this case all rules whose name begins with the letter "G." If the subject rule does not suppress other rules. then the first character of line 2 is the letter M followed by a number expressing the desired weight m of the output (explained in the following paragraphs), and the line giving the suppression parameter E is omitted. The line labeled "outputs" in Fig. 2 indicates which of the two outputs is effected by the behavior, with the number. expressed in percent of the scaled output range, specifying the desired center of mass of the membership function of the output ( E , or F, in Eq. (4)).
The line labeled "inputs" specifies which one of the four input channels is the behavior's "significant" input dimension, and the qualitative name indicates which fuzzy set constitutes the antecedent ( A , , B, , C, , or D, in Eq. (4) ) of the rule on the input dimension. The membership functions defining the input related fizzy sets are defined by the user on a behavior-by-behavior basis (e.g., see [SI or [9]), and can be stored according to their "name" in a "membership function library."
When the user has listed all the rules of the desired behaviors in the format d Fig. 2 , the automated system can generate a "skeleton" of the rule base and check if it verifies the input-related requirements of the approach. In particular, the system constructs the four-dimensional input spaces for each of the two output dimensions, so that it can evaluate completeness of, and redundancy in, the rule base and report all instances to the user. For any region of incompleteness, Le., regions of the input space not covered by any of the behaviors stimuli, the user decides on either the addition of a behavior to cover these possible stimuli, extension of the current behaviors (through extension of their input membership function) to include these input regions, or no modification if input data within these uncovered regions or "blind spots" are never expected to occur (for example if these regions correspond to values outside the operating range of the sensors). For the regions of redundancy, i.e., areas where stimuli from two or more behaviors are overlapping, the system reports every rule for which a dominance has not been specified but may be required because of the input overlapping. The user can then interactively add to or modi@ the dominance specifications in lines 2 and 3 of each rule, until all requirements of the approach are verified and all desired dominances are expressed in the rule base. The actual generation of the rule base, including the suppression andor inhibition mechanism, can then proceed as follows: initially, all rules are given a "standard" output membership hnction equal to 1 over a width of one bit, centered at the bit value expressed in line 4 of the "qualitative" expresion of the rule (see Fig. 2 ). The system checks the sets of rules that are effxting t!ie same output dimension. If no suppression mechanism has been expressed betwc en the rules because dominance is not necessary, then the output membership hnctions are unconstrained and they remain at their "standard" value. If a dominance his been expressed between two or more rules, then the dominant rule is the one that is modified if suppression is possible, otherwise the dominated rules are modified using inhibition. The automated process and the corresponding equations have been described in detail in [15].
SAMPLE EXPERIMENTAL RESULTS
Using the automated funy rule generation system, a variety of rule bases were generated (e.g., see [IO] , [14]) fos the sensor-based navigation of mobile robots in apriori unknown environments. The experiments involved both indoor and outdoor environments, and progressed from simple goal tracking navigation in laboratory-type situations to sensor-based driving of a car in parking lot conditions, and h n platforms with omnidirectional capabilities to robots with complex car-like kinematics including non-holonomic constraints. In what follows, sample results from some of these experiments are reviewed to illustrate the automatic rule generation process including the suppression and inhibition mechanisms. As discussed in detail in Refs. [ 131 and [ 141. the four sensory input to the limy inferencing system are the goal direction (or target direction), which is updated at loop rate using the odometq system; and the minimum distances to obstacles obtained using groups of acoustic range finders in three 75" wide sectors at the left, center, and right of the robot's travel direction. The two output of the inferencing system are the commands for turn increments and speed of the robot. Thus, navigation behaviors with these data can involve Goal Orientation (GO) and "front," "left," or "right" Obstacle Proximity (OP) as input, and Turn Control (TC) and Speed Control (SC) as output.
Example of Basic Navigation Behaviors
As mentioned previously, several rule bases, representing various "strategies," may be developed to solve a complex problem or to embody a complex behavioral process. Figure 3 shows plots of actual runs made with one of our small omnidirectional robots [ 161 to illustrate the overall reactive navigation obtained with the automatic generation of fuzzy rules. These plots are also given here to provide an example of the effect on the navigation behaviors which a dominance mechanism (suppression or inhibition) can produce. In the figures, the shaded areas represent the obstacles which were placed in the room, while the path of the robot is illustrated using the succession of circles showing the position of the robot every 20 loop rates. In Fig. 3 -a, the rules of a basic rule base described in detail in [lo] and [14] were used, which embody a very strong dominance of the obstacle avoidance rules over the goal tracking rules. Consequently, due to the almost constant proximity of the corridor walls, the suppression mechanism is quite effective in the early part of the run and the robot wanders around for quite a long time, guided principally by obstacle avoidance. It eventually gets positioned ideally to enter the corridor and then turns right, in a direction closest to the goal direction. It follows the corridor, and when reaching the end of the wall, turns left toward the goal. Clearly, the dominance ofthe obstacle avoidance rules over the "move to the goal" behavior may be too strong in this environment. For the sample run shown in Fig. 3 -b, this dominance has been decreased, through an increase of the suppression parameter (see Figs. 1 and   2 , and [ 15 I), and a corresponding rule base has been generated using the automated system. The robot is now seen to negotiate the entrance of the corridor much more rapidly because of the greater effect of the goal tracking behavior, resulting in a much shorter run to the goal. From an overall behavioral point-of-view, the simple change of the dominance of the "obstacle avoidance" over "move to the goal" behaviors in the rule base, has transformed the "shy" robot. driven mainly by obstacle avoidance in Fig. 3 -a, into a "much braver" robot proceeding more rapidly toward its goal in Fig. 3-b . Note that this "transformation" has been accomplished without direct modification of the logic embodied in the elemental behaviors.
Extension to Robots with Car-Like Kinematics
One of the expected strengths of our proposed Fuzzy Behaviorist Approach using elemental "human-like" behaviors is that the linguistic logic embodied in the behaviors should be invariant across systems of similar characteristics. In other words, for robots with similar perceptive abilities and motion capabilities, the linguistic expression of given behaviors. and therefore their representation in the fuzzy framework. should be the same for compatible input and output. For example, a "goal tracking" behavior connecting the perceived goal direction to a rate of turn [e.g., IF (goal is to the right) THEN (apply increment of turn to the right)] should be invariant for any robot which has a means to perceive the goal direction and to perform the required turn. Fig. 3 . Actual runs of the robot using automatically generated fuzzy rule bases with a) a strong behavioral dominance of obstacle avoidance over goal tracking, b) a lesser behavioral dominance of obstacle avoidance over goal tracking.
As a demonstration of this transportability of invariant behaviors from one system to another, the same behaviors and the same fiuq rules that were utilized for the omnidirectional platform were used to implement the autonomous control of a car on the basis of the same three 75" "wide and blurry sonar eyes" and goal direction input. To complete the navigation rule base for the driving of the car, a behavior had to be included to handle situations where "very neai' obstacles are detected and the car does not have enough space to complete a turn away from obstacles because of its limited steering angle, therefore requiring some maneuvers using reverse gear.
Another strength of our proposed Fuzzy Behaviorist Approach is its capability tbr superposition of elemental behaviors, allowing for progressive addition of behaviors to the system to resolve situations of increasing complexity Both simulation and outdoor experiments were performed with the maneuvering behavior-augmented rule base and results can be found in Refs. [lo] and [14] . Because of the unavailability of a car with automated actuation, no autonomous navigation tests were performed outdoors. However, the system was investigated f a use as a "driver's aid" using one of the company cars. In the driver's aid mode, the same rule base, sensors, and inferencing system as in the previous experiments are used, however the commands produced by the rule base are displayed to the driver to guide himher in driving the car. The dnver conventionally uses the gas and brake pedals and steering wheel to implement the commands that are displayed on a portable computer screen located next to him/her in the cabin. From the system's development point of view, this inclusion of the human in the control chain effectively consisted in including a source of unpredictable noise and delays in the actuation system of the autonomous operation mode. The successful operation of the rule base in this mode of driving (see [19] ) thus provided a stringent robustness test of the qualitative inferencing scheme and navigation system.
CONCLUDING REMARKS
An automated system to generate f k q rules fiom the qualitative description of a reasoning process has been developed. The automated system is built on the basis of the Fuzzy Behaviorist Approach which we proposed for the development of limy rule bases embodying "human-like" behaviors in sensor-based decision-making systems.
The concepts of suppression and inhibition of behaviors and the inclusion of corresponding mechanisms in the automated system have been described. Examples of the use of the automated system to generate fuuy rule bases for the sensor-based navigation of autonomous robots have been discussed. Sample runs of the robots have been presented to illustrate the navigation behaviors obtained with the automatically generated hzzy rule bases as well as the effect of a change in the interbehavior dominance expressed through the suppression and/or inhibition mechanism.
Experiments with a real car have also been discussed to illustrate the capability of readily adding behaviors to the fuzzy rule base to resolve situations of increasing complexity and, as shown in the driver's aid feasibility study, the straightforward "linguistic" interfacing capability of the fuzzy behavior-based system. A variety of lessons and observations can be drawn from these experiments. Several of these, relevant to the topics dealt with here. are listed and/or discussed below.
The entire navigation code or scheme consists of less than 20 fuzni rules.
Compared to the 30,000+ lines of "crisp" coding which were previously utilized to accomplish the same task. the efficiency and gain in code development time, code and data storage space, etc.. of the approach seems to be indisputable. 0 Our observations showed the approximate reasoning scheme to be much more robust and reliable than the previously used "crisp" codes when faced with sensor inaccuracies and environmental uncertainties. This seems to clearly support the claim that, for situations where precision is not the primary goal, robotic tasks can be very efficiently accomplished using an approximate reasoning scheme, but also can be made more robust with respect to uncertainties through an implicit "folding" of these uncertainties within approximate variables and reasoning schemes. As illustrated through the various esperiments involving small omnidirectional and indoor robots and/or an outdoor car. approximate reasoning schemes can be built to embody very generic functions. i.c.. the) do not need to be system-specific. In other words, they can embod) a reasoning stratea rather than a specific instantiation of the strategy. Furthermore. this genericness of the approximate reasoning schemes provides straight-tom ard transportability of codes among various systems with similar perception and motion meuns.
