Abstract-Some issues with Forney's upper and lower bounds for the symbol error probability in systems with memory (e.g., intersymbol interference channels) have been pointed out in the literature. We expound on these issues. For the upper bound, we show that, although the most commonly cited proofs are not logically consistent, the bound is true for more general conditions. The reasoning leading to the lower bound is shown to be flawed and, in general, to lead to invalid lower bounds. We suggest a lower bound based on Mazo's bound as an alternative.
On Symbol Error Probability Bounds for ISI-Like Channels I. INTRODUCTION F ORNEY established upper and lower bounds for the achievable symbol error probability (SEP) for a channel with intersymbol interference (ISI) and additive white Gaussian noise (AWGN) in [1] and [2] , respectively. While these bounds are widely used and have proven to be very accurate in practice, some logical inconsistencies have been noted for both the upper bound and the lower bound [3] , [4] . Foschini noted some logical inconsistencies with the development of the upper bound in [1] and provided an alternate derivation [3] . A third approach was suggested by Mazo [5] , Verdú [6] , and Sheen and Stüber [7] , [8] , with Forney's upper bound tightened in [6] . As pointed out by Verdú [4] , the "genie-aided" argument used to develop the lower bound in [2] is flawed if the side information provides some bias to the aided receiver before observing the channel output. Mazo developed an alternate, looser lower bound obtained by forming a pairwise partition of a distance set [9] .
For the upper bound, we use the method of [5] [6] [7] [8] to show that the bound is valid for a broad class of "ISI-like" channels, and show that the development in [3] contains some logical inconsistencies/omissions. In particular, the method of [5] [6] [7] [8] can be used to obtain valid upper bounds for time-varying or nonlinear channels, possibly with nonuniform a priori probabilities on the data. For the lower bound, we show that Forney's development and the bound itself is generally invalid and suggest a method to obtain generalizations and improved versions of Mazo's lower bound.
II. SIGNAL MODEL AND NOTATION
Consider making a decision on digital data from a realization of the random observation sequence 1 with local dependence on data sequence which is independent, identically distributed (iid) and distributed over an -ary alphabet. Specifically, assume that (1) where denotes the sequence and the absence of the subscript (superscript) implies the lower (upper) edge of the observation record. We refer to a channel satisfying the folding condition [10] in (1) as "ISI-like." An important special case of (1) is (2) where is sequence of iid noise variables. The quantity defines a transition from state to state in an -state trellis diagram. In the special case of linear, time-invariant ISI, , where is the vector of ISI coefficients. Examples of ISI-like channels not of the form in (2) are shot-noise limited optical channels (e.g., see [11] ) and fading channels (e.g., see [12] , [10] ) where (1) holds approximately.
When the condition in (1) holds, efficient algorithms for optimal sequence and symbol detection [i.e., maximum a posteriori probability sequence and symbol detection (MAP-SqD and MAP-SyD), respectively] are applicable (e.g., see [13] , [14] ). Both MAP-SqD and MAP-SyD can be formulated in the log-domain
where " " allows for discarding constants that do not affect the decision, is shorthand for "all consistent with ," and is the observation interval. 2 The MAP-SyD solution is described by replacing the inner min operation by a min operation, defined recursively using (e.g., see 1 We denote the sample space variable explicitly so that y denotes a realization or conditional value of y(). 2 For the smallest index in J , say j , our convention is that the a priori information P (s ) is included in the metric (t ). We will use the notation 3 to denote the sum over indices in the set X , but the left edge information is only included for j , the left-most point in the entire observation set.
0090-6778/01$10.00 © 2001 IEEE Fig. 1 . The MAP-SqD decision must be the best path between any two states through which it passes. Thus, a is more likely than the transmitted sequence a.
[15]). Both MAP-SqD and MAP-SyD imply a symbol and sequence decision under different optimality criteria. A lower bound on the SEP for MAP-SyD is a lower bound for any algorithm and an upper bound for the SEP of MAP-SqD is valid for MAP-SyD as well.
III. THE UPPER BOUND
It is sufficient to obtain an upper bound on the SEP for the rule in (3) conditioned on being sent. Let be the set of all valid sequences that differ from at position . We define a global error event as the event that the MAP-SqD decision is in and denote this event by . A symbol error occurs at location if and only if occurs-i.e., and for all . The issues with the development in [1] and [3] arise from an attempt to characterize the global error event directly, which is virtually impossible for most practical cases. Instead, one can describe pairwise error events which denotes the event that is more likely than the transmitted sequence -i.e., . As illustrated in Fig. 1 , if a global error occurs and and share common states and with , then must also coincide with the shortest path between those common states. Therefore, every global error event implies a pairwise error event with having some simple structure. This is formalized by the following theorem. 
An upper bound on
, the SEP for MAP-SqD at location , follows from the union bound and any set of sufficient sequences defined by the property (6) By Theorem 1, the set of all simple [6] sequences is sufficient. A simple sequence is one in with corresponding state difference sequence that has connected nonzero terms (i.e., is a standard "error sequence" [1] ). For example, in Theorem 1, . Together, Theorem 1, the union bound, and (6) with yields
Assuming uniform a priori distribution of the data, time invariance, and a sufficiently large observation window with near the center, the pairwise error probability terms can be collected to yield the familiar final result (e.g., see [1, eq. (82) ]. We make several comments below.
• The proof of Theorem 1 only uses the fact that conditioning on states at time and decouples the decision problem. Specifically, decisions between all sequences passing through these states can be made separately on the regions and with the decision on made using only the local observations , for . This decoupling follows from the condition in (1) which gives rise to efficient algorithms [13] , [14] , so that the upper bound is applicable whenever these algorithms are.
• One cannot conclude that the globally best path is the best path for the partial metric ; only that it must be better than all other paths that agree with at states and . Fig. 2 (a) provides an example in which the MAP-SqD decision is not the best path between states and . This provides a counterexample to the development in [3] . Specifically, in the language of [3] , this example shows that an "error event beginning at index " can occur without minimizing -i.e., this is claimed to be impossible in [3] . It appears that this incorrect conclusion was used in [3] to make a correct assertion equivalent to Theorem 1. Therefore, the development in Fig. 2 . Using the example trellis structure in Fig. 1 (a) Counter-example to develop in [3] : path 1 is the MAP-SqD decision so that the Foschini error event starting at i has occurred, but it is possible that path 2 is more likely based only on the partial path metric on X . (b) A simple pairwise error can occur without a global error: path 1 is better than the transmitted sequence between s = (+1; +1) and s + 1 = (+1; +1) so that a simple pairwise error occurs, but path 2 is the MAP-SqD decision and no symbol error occurs at index i. [3] following that correct assertion is valid. Note that this Foschini error event does imply a state error in the vicinity of and may thus be used to construct bounds on the state error probability associated with MAP-SqD. For example, a lower bound on the SEP associated with MAP-SqD is developed using this method in [16] .
• A simple pairwise error can occur without a global error-i.e., with based on simple sequences. An example where a simple pairwise error occurs, but no global error occurs is shown in Fig. 2(b) . Equality is incorrectly claimed in [7] , [8] where the proof of inclusion [i.e., ], and thus the upper bound, is correct.
• Simple sequences may be equivalently defined in terms of connected disagreements between and . Specifically, disagreements between these two sequences at locations and are connected iff and share common elements. This particular definition allows one to directly generalize to simple patterns in multidimensional index sets [17] , [18] .
• Smaller sufficient sets yield tighter upper bounds [e.g., is sufficient, but yields a loose bound]. Verdú developed a condition to define a sufficient set of sequences that are a proper subset of simple sequences in [6] . This condition requires the model of (2) with a linear mapping and is therefore not directly applicable to the general case in (1).
IV. THE LOWER BOUND
Consider the MAP-SyD decision rule for in the presence of both the observation sequence and a realization of side information . Assuming that the side information is independent of the observation, the optimal decision rule is (8) When the transmitted sequence is , and the side information is the pair (with ), the MAP-SyD receiver need only make a pairwise decision between and , since for all . For clarity, we focus on the model of (2) with AWGN and a priori uniform data, that is, for all symbol values (i.e., is the size of the alphabet for ). We refer to as the distance between the sequences and . 4 Define the consistency set for distance , as all sequences that have a neighbor at distance and denote this set by . Suppose that, for a given transmitted sequence , there are sequences at minimum distance from that differ from at location . The side-information scheme suggested in [2] is: 1) if , reveal the transmitted sequence and 2), if , then for each that is away from . In the latter case, it is claimed in [2] that, for the linear ISI/AWGN case of (2), , where is the area under a mean-zero, unit-variance Gaussian density beyond and is the noise variance in each dimension. The unconditional lower bound is then constructed as (9) As pointed out in [4] , the above reasoning is invalid if the side-information scheme introduces a priori bias between and before is observed. More specifically, with the above definitions, it is clear that the claim in [2] is valid if . Otherwise, the receiver in (8) accounts for the a priori bias from the side information accordingly which changes the associated pairwise error probability. 5 An example of the issue is illustrated in Fig. 3 where 4-ary pulse amplitude modulation (PAM) example is considered with the trivial ISI channel (i.e., no ISI). The bound stated in (9) (i.e., that of [2] ) yields since all signals have a neighbor at . However, given Forney's side information, it can be shown that the aided-detector in (8) yields an SEP of (10) The inequality in (10) , which holds for all values of , follows from the fact that the worst case a priori probabilities for a binary detection problem are uniform (e.g., see [20, Theorem 5.1] ) and the bracketed term in (10) corresponds to a priori probabilities of 2/3 and 1/3 for signals apart. Another counterexample to the reasoning in [2] is given in [4, prob. 4 .24] for the multiuser channel with binary modulation.
We define a uniform side-information (USI) scheme as a side-information scheme for which is a constant for all and zero otherwise, which must hold for all realizations of . Mazo's bound [9] may be viewed as a special USI scheme where comprises a pair of sequences and . Specifically, Mazo's bound is based on a partition of into two sets, such that for every sequence in the first set there is a sequence in the second set with and . The set is selected to be the largest subset of for which such a pairwise partition exists. In the case where itself has a pairwise partition, Mazo's bound coincides with the bound claimed in [2] . Mazo's bound may be viewed as a side information scheme which reveals the associated pair with probability one if a member of is transmitted and the sequence itself otherwise. For example, this is the case for the PAM example shown in Fig. 3 , so that Mazo's bound yields . So, for the 4-PAM example, the bound from [2] is correct, but the development is incorrect. 6 Next, we give a slightly more complicated example where the bound itself is invalid.
The counterexample is illustrated in Fig. 4 , where a binary antipodal length-3 sequence , is used as the input to a linear time-varying mapping producing the noise-free sequence . The linear mapping is defined in two stages, a rotation , and then a scaling . The amount of stretching increases with the parameter . For , the minimum distance is independent of and equal to . Each of the three sequences in the set is distance from the other two, and similarly for the three sequences in . Moreover, increasing further separates , , and the two endpoints without affecting the internal structure of and . Since and have no USI scheme, it is expected that, for sufficiently large , the lower bound resulting Fig. 3 . The 4-ary PAM constellation and two side information schemes, Forney's non-USI scheme, and Mazo's USI scheme. Note that "wp" is short for "width probabiltiy." The side information sequence a agrees with the transmitted sequence a in all locations except i. from Forney's reasoning is false. Indeed, the SEP for the middle bit with MAP-SqD can be evaluated using the techniques in [21] as (11) where as for a fixed . This expression approaches a limit of 3/9 as such that . Following the development of Forney, for , the lower bound arrived at is since 6 of the 8 points have a neighbor that disagrees in the middle bit location. This approaches 3/8 as which is larger than the limiting value of the exact error probability (i.e., 3/9), therefore the Forney bound is invalid in this case. A USI bound can be obtained by using a subset of comprising two points from each and that differ at middle bit location. This yields Mazo's lower bound which is . Note that this bound approaches 1/4 as . Simulation results for are shown in Fig. 4 , which indicate that the Forney bound is invalid for less than approximately 3 dB. We make the following comments.
• A USI scheme need not be limited to the set and knowledge of the entire distance spectrum is not required. First, suppose that a search of error patterns (possibly incomplete) yields for each such that has a USI scheme. The set may be obtained by a pruning of [or a subset of found by incomplete searching] to enable a USI scheme. A bound can be obtained by selecting the tightest of the bounds associated with these USI schemes, yielding (12) For cases when the minimum distance error patterns have large weight, the bound in (12) can be significantly tighter at moderate to low signal-to-noise ratio (SNR) [17] .
• Bounds constructed on for different can be combined to yield tighter "multi-" bounds. For example, let with , then the bound (13) is obtained by using USI schemes on both and . Such multi-bounds were suggested in [22] along with a construction algorithm. This concept is illustrated in the example of Fig. 4 where the bound (14) is obtained with being the distance between and and the distance between and . Note that the bound in (14) approaches 1/2 as which coincides with the exact value. Thus, multi-bounds can be used to tighten the bound of (12) at low SNR.
• A pairwise partition is not necessary for a valid USI scheme. For example, suppose that where each of these differs at location (nonbinary symbols) and the corresponding noise-free signals are mutually orthogonal. No pairwise partition of exists, so with Mazo's approach one would drop one point-e.g., use the set . However, a USI scheme is defined by revealing the correct sequence paired with either of the remaining two sequences with equal probability. For example, if is transmitted, then reveal either or , each with probability 1/2. The resulting bound would be tighter than Mazo's bound by a factor of 3/2. Side information consisting of sequence pairs is usually the most useful since pairwise error probabilities are easily computed, however, a USI scheme can be based on any type of side information (e.g., see the next bullet).
• For commonly used -ary constellations, the USI approach can be used to formally prove the "no-ISI" or "matched-filter" bound for linear ISI/AWGN channels. Specifically, if is transmitted, then with probability one, let the side information be sequences: the correct sequence along with the that differ from only in location . This USI scheme yields a lower bound which is the performance of the optimal symbol detector for the associated ISI-free system.
V. CONCLUSIONS
Mazo's development of Forney's upper bound is valid and more broadly applicable. Mazo's lower bound is valid, while Forney's is not (at least conceptually). We have generalized Mazo's lower bound to a class of USI bounds that can be used without complete knowledge of the distance spectrum and are generally tighter than Mazo's bound.
Subtle mistakes in literature dealing with performance bounds for ISI channels have been propagated by many authors (including the first author of this letter). The contributions of [1] , [3] go well beyond the upper bound developments. Furthermore, Forney's lower bound is apparently valid for the vast majority of cases of practical interest. 7 Thus, the issues raised herein represent conceptual nitpicking to a degree. However, these details can be important when one is either attempting to improve (e.g., [6] ) or generalize the development (e.g., [17] ). Finally, since most textbooks follow the development of [1] , [2] , [3] , the understanding of these issues is of pedagogical value as well.
