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ABSTRACT
Portfolio optimization is the process of managing a collection of assets to achieve optimal return
with low risk in some consecutive trading periods. Although there are previous works on automating
this process with reinforcement learning, the actions are limited to buy, hold and sell the assets. In
this paper, we allow the agents to short the assets and our model accommodates buy/sell transaction
costs. We implement two state-of-art reinforcement learning algorithms, Policy Gradient Actor Critic
(PGAC) and Evolution Strategy (ES), both are widely-used and successful in game playing and robot
control. We compare both algorithms and show that they out perform the benchmark.
Keywords Reinforcement Learning · Portfolio Management · Deep Learning · Policy Gradient · Evolution Strategy ·
Actor Critic
1 Introduction
Portfolio optimization remains one of the most challenging problems in the field of finance. It’s the decision making
process of continuously reallocating an amount of fund into a number of different financial investment products, aiming
to maximize the return while restraining the risk [3, 6]. Recent years, utilizing deep reinforcement learning in portfolio
management has been studied in many researches. The main idea is to train RL agents to trade and get reward as gain
or loss from portfolio value. There are many previous works focus on discrete single-asset trading [2, 1] or multi-assets
management [5, 8]. However, most of them did not use a realistic setting, for which they did not take transaction
cost into account or not allow short on assets, thus, limit their practical usage. In our experiment, we designed an
environment that simulates true market behavior in each time step and generates reward for RL agents with transaction
cost deducted.Then, we proposed two RL algorithms (PGAC, ES) that can learn to trade by allocating negative (short)
and positive (long) weights for each asset with transaction cost. Finally, we fine tuned hyper parameters and compared
the result of two models with the benchmarks.
2 Background
2.1 Portfolio optimization
Dynamic portfolio optimization is the process of optimal assets allocation in different time with high return in total
portfolio value and low risk. There are four main categories in traditional portfolio management methods, ”Follow-the-
Winner”, ”Follow-the-Loser”, ”Pattern-Matching”, and ”Meta-Learning”[10]. Classical approaches using dynamic
programming and convex optimization, which require discrete action space[10]. In the era of deep machine learning,
there are models that proposed focus on ”Pattern-Matching”, and ”Meta-Learning”. ”Pattern-Matching” algorithm aims
to predict the market distribution in next time period base on historical data. ”Meta-Learning” method uses combination
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of other strategies and meta data on financial assets.
In each portfolio, there consists M assets where W = [w1, w2...wi...wn] denote the N-dimensional weight vector
subject to
∑i=n
i=1 wi = 1. Each wi is the weight allocated to asset i. ξ = [ξ1, . . . , ξn] denotes the price vector where
ξi is the price of asset i. At time t, the total value of the portfolio Vt = WtξTt . In the portfolio, we assume there is a
risk-free asset that we can hold, denotes wr with fixed ξr = 1. The existing machine learning approaches to portfolio
optimization problems try to maximize Vt − V0 as well as put constraint on different risk measurements to avoid
shortfall.
2.2 Reinforcement learning in portfolio optimization
Reinforcement learning has been proposed as a suitable candidate for portfolio optimization by its own nature. The RL
algorithm is able to learn by interacting with the environment and get rewards from the environment. In the portfolio
optimization setting, the RL agent is trying to get positive reward in each time step Vt − Vt−1 by allocating weights
wi for each asset in the portfolio. There are existing RL algorithms that manage to deal with this problem [5, 8, 11],
however, there are several improvement can be made in their approaches. For instance, in the work of [5], the authors
did not consider transaction costs as a negative term in their reward function. The RL agent was not penalized when it’s
more actively trading. Therefore, the algorithm is not guaranteed to perform well in the realistic setting. Other works
[8, 11] take transaction costs in to account, yet they only consider long position for the assets in the portfolio. This may
limit the performance of the RL agent by cutting of a powerful way of hedging.
The general reinforcement learning framework for portfolio management was proposed by [8] and used in [11]. They
used different reinforcement learning algorithms to achieve promising result on different markets. In [8], the authors
introduced a general deterministic policy gradient algorithm to train the agent with different policy network architecture.
The experiment was conducted in the crypto-currency market because its high volume and Bitcoin was its risk-free
asset. In the work of [11], the authors compared three reinforcement learning models, Deep Deterministic Policy
Gradient(DDPG), Proximal Policy Optimization(PPO) and Policy Gradient(PG) that were proven successful in many
environments.
3 Environment Design and Data modeling
The RL environment contains three parts: State, Action, Reward. As the goal of our project is financial portfolio
management, we set our action to be the portfolio weights corresponding to each asset for each time period. Assume we
have n assets in our portfolio and our total portfolio weight is 1. For t’th trading period, we denote the action as a vector
of portfolio weights: Wt = [w1,t, w2,t...wi,t...wn,t] s.t.
∑i=n
i=1 wi,t = 1.
For each trading period, the agent submit Wt to the environment(trading market) and get a reward rt, which is the log
return of our portfolio from time t− 1 to t. Let pt denote the portfolio value at time t, then we define rt = log ptpt−1 .
If trading cost is considered, for each trading period, rt needs to be modified to reflect the loss of trading cost. As
suggested in Jiang’s paper [8] and [14], a shrinkage vector ζ can be applied our portfolio. Assume the cost of sell is cs
and the cost of purchase is cp, then ζ is recursively calculated in the following way suggested in Jiang’s paper [8].
ζt =
1
1− cpw0,t
[
1− cpw′0,t − (cs + cp − cScp)
m∑
i=1
(
w′i,t − ζtwi,t
)+]
(1)
Denote the closing price for asset i at period t to be vi,t, and Vt = [v1,t, v2,t...vi,t...vn,t] then w′i,t =
vi,twi,t
Wt−1V Tt−1
Hence,
the reward after considering transaction cost becomes Rt = ζrt For each trading period, Rt is returned to our agent as
reward.
The state is constructed using a 3 dimensional tensor. For each time period t, we collect the most recent d days of
information for each feature and each asset. Those d days will be referred as horizon. Features can be the open price,
closing price, trading volume and etc. for corresponding asset. As the closing price is used to calculate the portfolio
value, it must be included in the tensor. Let ei,t,j denote an entry in the tensor E. ei,t,j represents the information (or
price or value) of asset i at time t for feature j. For e ∈ E, i = 1, 2, ..., n t = τ, τ − 1, ..., τ − d j = 1, 2, ...,m, m
is the total number of features. At time t, the environment will return a tensor E to our agent as a state.
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4 Reinforcement Learning Algorithm
4.1 Policy Gradient Actor Critic
4.1.1 Soft introduction to Policy Gradient Actor Critic
In this paper, we use a policy gradient actor critic (PGAC) algorithm as our first Reinforcement Learning algorithm.
Compared with the vanilla policy gradient algorithm used in the Jiang’s paper [8] , PGAC algorithm is more robust and
stable. Unlike vanilla policy gradient algorithm, PGAC has a separate neural network for the value function, which
reduces its chance in converging into the local optimal[9]. Meanwhile, by parameterizing the value in each state, PGAC
helps the agent learn better and faster from the previous experience [4].
A standard PGAC algorithm has the following steps[18]:
step 1. sample {si,ai} from piθ(a|s)
step 2. fit Vˆ piφ (s) to sampled reward sums
step 3. evaluate Aˆpi (si,ai) = r (si,ai) + γVˆ piφ (s
′
i)− Vˆ piφ (si)
step 4. ∇θJ(θ) ≈
∑
i∇θ log piθ (ai|si) Aˆpi (si,ai)
step 5. θ ← θ + α∇θJ(θ)
A few modifications were made to fit in portfolio management algorithm. First, time value of money is ignored as the
training period is relative short. Therefore, we set discount rate γ = 1. Second, the action a is a vector of portfolio
weights, which should be continuous. This will affect the step 4 gradient calculation.
Rewrite step 4 to be
∇θJ(θ) = Eτ∼piθ(τ)
[(
T∑
t=1
∇θ log piθ (at|st)
)(
T∑
t=1
A (st,at)
)]
(2)
In the continuous space, summation is replaced with expectation. To generate continuous actions, we use a normal
distribution whose mean equals the output of the policy neural net. In this case, we add a Gaussian Noise into our
system which helps it explore various states and actions. As we reach the later stage of training, we reduce the variance
of the normal distribution to generate more accurate actions.Here is the policy formula:
piθ (at|st) = N (fneural net (st) ; Σ) (3)
Another advantage for adding this Gaussian Noise is that it produces an explicit form of derivative, making it possible
for neural network to take gradient. As is show below:
log piθ (at|st) = −1
2
‖f (st)− at‖2Σ + const (4)
∇θ log piθ (at|st) = −1
2
Σ−1 (f (st)− at) df
dθ
(5)
4.1.2 Neural Network Construction
According to in Jiang’s Paper[8], Convolution Neural Network(CNN) works the best in his model. Therefore, we use
CNN in both policy network and value function network.
In this work, our training data contains 4 assets (one of them being riskless asset), 7 features and 50 time horizons.
Specifically, n = 4,m = 7, d = 50. Apply the first convolution filter of size (1,3), we get a tensor of n = 4,m =
7, d − 2 = 48. Then apply the second convolution filter of size (1,48), we get an output vector of shape (4,1).
Concatenate this output vector with the previous actions(weights), we get 2 feature maps with size (4,1). At last, add
a fully connected layer and use "tanh" as activation function. The output is a vector of length 4. Each value of this
vector stands for the mean of weights we should keep in the corresponding asset. The previous actions vector is added
to the neural network is to help the agent to learn the trading cost and avoid frequently trading. "tanh" is used in the last
activation function in order to produce a continuous value range from -1 to 1. It not only enables shorting any asset, but
also keeps the weight of any asset to be within a reasonable range in accordance with the real life scenario.
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Figure 1: CNN architecture for PGAC model
Similar setting is used in the Value Net. The only difference is that no previous weights is added to the network and the
final output is a number representing the value of a state instead of a vector.
In training the RL algorithm, closing prices of 4 traded assets (if one of them is riskless asset, then the price remains
constant 1) are selected to be one feature. In addition, other relevant asset price and the 5, 10 day moving average price
for selected assets are also selected as features. As the daily price change tends to be very small, the CNN will not be
able to tell the difference and produce different results given very similar input tensors. Therefore, an amplification
method is used before inputting tensor into the neural network. Denote the original tensor as E, ei,t,j ∈ E and amplified
tensor as E′, e′i,t,j ∈ E′. set e′i,t,j = K ei,t,jei,t−1,j and when t = 1, e′i,1,j = K. In this work, K is set to be 100. It can be a
hyper-parameter to tune.
In the real trading scenario, the total weights for any portfolio should sum up to 1 but there is no guarantee the sum of
actions(weights) will sum up to 1. However, setting the weight of riskless asset to be 1 minus all the other weights
solves this problem.
After all the setting, 500 days data is used in training and 10 days right after the training period is used to test.
4.2 Evolution Strategy
4.2.1 Soft Introduction to Evolution Strategy
There are three general approaches to reinforcement learning: valued based algorithm,policy based algorithm mixed of
previous two. First technique include methods such as deep Q learning[13], double Q learning[19],etc. The second
include families of policy gradient method such as , TRPO[16],PPO[17], and the last include method that is mixed
of both,Policy Gradient Actor Critic[18], A3C[12], etc. However, for the actions space that we defined in the context
of portfolio management which is high dimensional continuous space, it is nature to choose policy based method.
Being a close variation of policy gradient algorithm, evolution strategy is a class of black box optimization technique
that is first proposed by Rechenberg and Eigen in 1973 [7] . However, it was not until 2017 when Openai published
distributed evolution strategy[15] can Evolution Strategy vastly grow its popularity. For evolution strategy each iteration,
a population of certain number of agents,policies in the context of reinforcement learning, are generated, and each
agent’s reward will be evaluated to serve as a way to guide the next generation in the right ‘direction’.
4.2.2 comparison between ES and Policy Gradient
Policy gradient and evolution strategy are different mostly in terms of they way gradient are computed and subsequently
the sampling procedure.For policy gradient algorithm, we want to directly maximize the objective function
Eθ∼pψF (θ) (6)
where theta is the policy of the agent which in this case is just the parameter of the action nerual net. Then F maps the
sequence of action,portfolio weights of each asset that are being managed,the agent obey with respect to particular
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policy of the neural net to the finite horizon undiscounted reward, the percentage portfolio value in compare to what it
has at time 0. The gradient of this objective function is given by the following equation.
∇ψEθ∼pψF (θ) = Eθ∼pψ {F (θ)∇ψ log pψ(θ)} (7)
In evolution strategy, instead of assuming randomized policy, we perform a Gaussian smoothing ,adding a Gaussian
noise to the policy, and treat the policy itself as deterministic instead. Then our objective function becomes
Eθ∼pψF (θ) = E∼N(0,I)F (θ + σ) (8)
To compute the gradient of this new objective function,one can evaluate it by the R.H.S of the following equation.
∇θE∼N(0,I)F (θ + σ) = 1
σ
E∼N(0,I){F (θ + σ)} (9)
Then the gradient of the objective is evaluated directly using samples from the rewards from query the policy adding
their respective Gaussian noise in the environment. In this way, evolution strategy manage to estimate the gradient
of original objective function without actually taking the gradient to which people sometimes refer as gradient-free
method. To calculate the reward of one particular noise added policy,one can simply query the environment using this
policy and get a total rewards at the end of this roll out. Then policy can be updated using samples of this iteration and
repeat the procedure until a desired reward is achieved.
4.2.3 Action Net Modification and miscellaneous
Since the state space that we designed for the portfolio management problem is a three dimensional tensor, it will be
impractical and undesirable to use convolution neural net as policy neural net. Due to the curse of dimensionality, to get
a good quality gradient estimate,it requires exponential amount of sample with respect to dimensionality of the policy
space. Even though, there are technique to handles this issue, having large state space is unfavorable in general and
can results in unstable policy during training. It is always wise to constrain the dimension of the state space. For this
portfolio management problem, I truncated the horizon of state tensor to 3, using three days of historical price to make
each portfolio weights decision. We choose standard fully connected layer in replace with convolution neural layers
which require us to flatten the input state space to 1 dimensional. Then our action net composes of two standard feed
forward fully connected layer. We also utilize one of the biggest advantage that evolution strategy offers, ability to
easily distributed. Incorporating the random seed technique that proposed by OpenAi on CPU, we manage to train the
policy in a single machine in a much shorter time in compare to evolution strategy without distributed computing in our
experiment.In addition, we also constrain the maximum number of trade an agent can perform in a roll out to be 50. It’s
conducive to restrict the maximum trading period during training to a small window since in reality trading history far
back in the past has less importance than those that is close to current time. The trained policy is tested for the next 10
days follow from the training period, and the results can be find in appendix.
5 results
The testing results are showed in figure 2, figure 3 each corresponds to PGAC agent and ES agent respectively. Figure 4
shows the price for all the assets that are being managed within the testing window to serve as a baseline comparsion.
For the portfolio management agent design we have, ES agent outperforms PGAC agent. However, we notice that ES
agent performs really well only till around 5,6th testing days, then almost all the ES agent experience some performance
decline. It could be the case that 50 days of testing isn’t suffice to train the ES agent to predict 10 days all the way into
the future. However, overall ES agent still manage to perform better.
6 future improvement
For actor critic policy gradient. Although actor critic policy gradient has a more stable performance than vanilla policy
gradient, it is not stable enough. In 5 tests for the same data, the agent learns different trading algorithms and strategies.
One major problem lies in the value net. In financial applications, it is hard to define the value of a state, what does
it even mean. It is even harder to evaluate the value of a state and to take actions based on it. Meanwhile, in the
convergence assumption of actor critic, it requires the agent to visit all states equivalent often, which is hardly possible
in any financial scenario. One possible solution is to prepossess the features and reduce the dimension of the states as
suggested [!!!]. In this way, the RL agent will get less noise, have relatively more data in training and become faster to
converge to an optimal policy.
For evolution strategy. One big issue that we find about our approach using evolution strategy is that actions weights we
obtained is always -1, +1 despite going through tanh activation in the last layer of action neural net. Our guess is that
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Figure 2: Baseline 10-day
Figure 3: PGAC 10-day
once the policy is trained, agent become over confident about what is happening in the equity market in the next stet
which encourage the agent to behave greedy according to its belief even with trading cost. This is probably due to the
fact that we do not have risk factor designed in the environment, and just from the trading cost alone is not enough to let
the agent learn to trade conservatively. In addition, We should also include technique that encourage exploration in
the policy space to escape local optimal.It is even more crucial under the context of our environment definition where
policy space can be huge depending on the length of horizon , number of features, as well as the number of assets we
want to manage. Without good exploration, the agent will stuck in local optimal.
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Figure 4: ES 10-day
Table 1: PGAC 10-day result
Trails Portfolio Value Sortino Ratio Sharpe Ratio MMD
1st 1.026 112.318 1.196 0.917 %
2nd 1.009 62.505 1.150 0.701 %
3rd 1.004 148.957 1.249 0.242 %
4th 1.030 299.881 1.224 1.565 %
5th 0.995 -0.653 -0.505 1.697 %
Table 2: ES 10-day result
Trails Portfolio Value Sortino Ratio Sharpe Ratio MMD
1st 1.103 6.050E+13 1.196 0.917 %
2nd 1.043 2.958E+13 1.150 0.701 %
3rd 1.006 1.220E+13 1.249 0.242 %
4th 1.028 3.471 1.224 1.565 %
5th 1.020 5.523E+13 -0.505 1.697 %
Table 3: PGAC 10-day result
Trails Portfolio Value Sortino Ratio Sharpe Ratio MMD
1st 1.026 112.318 1.196 0.917 %
2nd 1.009 62.505 1.150 0.701 %
3rd 1.004 148.957 1.249 0.242 %
4th 1.030 299.881 1.224 1.565 %
5th 0.995 -0.653 -0.505 1.697 %
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