Factor-augmented regressions are often used as a parsimonious way of modeling a variable using information from a large data set, through a few factors estimated from this data set. But how does one determine which factors are relevant for such a regression? Existing work has focused on criteria that can consistently estimate the appropriate number of factors in a large-dimensional panel of explanatory variables. However, these are not necessarily all relevant for modeling a specific dependent variable within a factoraugmented regression. This paper develops a number of theoretical conditions selection criteria have to fulfill in order to provide a consistent estimate of the factor dimension that is relevant for such a regression. Our framework takes into account factor estimation error, and it does not depend on a specific factor estimation methodology. Our conditions indicate that standard model selection criteria, such as BIC, are not consistent for factoraugmented regressions, but they can be once we modify these such that the corresponding penalty function for dimensionality also penalizes factor estimation error. We show through Monte Carlo and empirical applications that these modified information criteria are useful in determining appropriate factor-augmented regressions.
Introduction
When forecasting an economic variable, it is often necessary to incorporate information from a large set of potential explanatory variables into the forecasting model. Most traditional macroeconomic prediction approaches, however, are unable to deal with this, either because it is inefficient or downright impossible to incorporate a large number of variables in a single forecasting model and estimate it using standard econometric techniques. As an alternative approach to this problem factor-augmented regressions have gained a prominent place. A seminal application is Stock and Watson (2002b) , where a limited number of principal components extracted from a large data set are added to a standard linear regression model which then is used to forecast key macroeconomic variables. Stock and Watson (2002a) and Bai (2003) formalized the underlying asymptotic theory, which allows the use of principal components in very large data sets to identify the common factors in such a data set.
Dynamic factor research in econometrics has spend substantial effort on developing tests and selection criteria aimed at determining that number of factors that describes best the dynamics in a large data set of explanatory variables. A well-known contribution is Bai and Ng (2002) , who derive a range of consistent information criteria that can be used to identify the common factor space underlying a large panel of predictor series. While the number of factors selected in such a way provides an upper bound for the number of factors that should enter the forecasting regression for a particular variable, there is no a priori reason to suppose that all factors should enter this regression. Therefore, it is of importance that a form of factor selection is carried out that is tailored at determining a factor-based forecasting model for a specific variable. This problem has received far less attention in the literature than the aforementioned issue of determining the number of factors that best explains the dynamics in large data sets of explanatory variables.
One further important reason for considering this problem has to do with the well known evidence (see, e.g., Kapetanios (2010) ) that determining the number of factors in large datasets is a difficult undertaking. As a result, the performance of existing methods suffer considerably under a variety of circumstances. On the other hand, determining the identity and number of variables in a regression, through information criteria, is a well understood problem. Further, such information criteria have desirable properties both asymptotically and in finite samples. Therefore, it seems reasonable to try and use such criteria for the problem at hand, even if all factors in a large dataset appear in the regression under consideration.
Intuitively, since the aim is to specify a regression model for a single variable, standard information criteria may be considered useful in selecting the optimal number of factors for a particular forecasting regression. However, factor variables are not observed and as a result this estimation error may matter and make standard information criteria invalid. Stock and Watson (1998) make this point and propose a selection criterion that takes into account this estimation error. However, their criteria do not take into account the sharper asymptotic analysis of Bai and Ng (2006) and, therefore, the form of the penalty term they propose and the conditions under which it is valid, can be improved upon. Building on Bai and Ng (2006) , Bai and Ng (2009) propose a final prediction error (FPE) criterion in which an extra penalty term is added to proxy for the effect of factor estimation error on the forecasting regression. Optimizing this FPE will yield the number of factors that asymptotically minimizes the prediction error, but it does not necessarily provide an asymptotically consistent estimate of the number of factors present in the regression of interest. Also, the finite sample performance of this FPE criterion depends on the choice of a consistent estimator of the factor estimation error variance. Alternatively, one can follow Bai and Ng (2008) and select a subgroup of predictors from the overall macro panel with the best fit for the target variable, based on some threshold rule, and subsequently apply principal components on these 'targeted predictors' in order to get the most relevant factors for forecasting. In this paper, we rather focus, like Stock and Watson (1998) and Bai and Ng (2009) , on the construction of appropriate selection criteria that can provide the econometrician with the optimal factor-augmented regression.
We propose a number of novel insights with respect to this issue of determining the relevant factors for a specific factor-augmented regression. Firstly, we show that standard information criteria are inconsistent estimators of the true dimension of the relevant factor space, in particular when the time series dimension of the underlying panel of predictor variables grows slower than its cross-section dimension. Next, we suggest alternative criteria that are consistent estimators in all cases -essentially we build on existing consistent information criteria for time series analysis and modify them to take into account the effects of factor estimation error. Further, we generalize our analysis to factor estimation methods other than principal components. Both Monte Carlo and empirical exercises show the relevance and added value of our proposed framework.
The paper is structured as follows. In Section 2, we present our setup and theoretical results. Section 3 reports on a detailed Monte Carlo study of our new selection criteria in comparison with existing ones. Section 4 presents an empirical forecasting application and Section 5 concludes.
Theory
We focus on a single variable y t that we wish to model using an N -dimensional set of variables x t and the latter is assumed to have a factor structure. In particular, we posit the following model for x t :
x t = Λf t + u t , t = 1, . . . , T
where f t = (f 1t , ..., f rt ) is an r × 1 vector of factor variables such that r << N and u t is an N × 1 vector of zero-mean errors. The factors f t are not observed and need to be estimated from the N × 1 data vector, x t . Let the forecasting equation for y t , be specified as
where f 0 t is an r 0 × 1 vector of factor variables that is possibly a subset of f t , i.e., 1 ≤ r 0 ≤ r. Finally, e t is an error term with finite variance σ 2 . The aim of our work is to provide information criteria for selecting the appropriate set of factors that should be entered in (2). There has been a considerable amount of work on determining r, which is the true number of factors needed to explain x t (see, e.g., Bai and Ng (2002) ). Our focus is different in the sense that not all factors underlying x t may be relevant for modeling y t . It is clear that standard information criteria may be of use in specifying (2), but care needs to be taken given that f t are not observed and must be estimated from x t . Now let us consider the class of information criteria (IC) given by
whereσ 2 e denotes the estimated residual variance from the regression y t =f t β +ê t (4) andf t denotes some subset of the estimated factor set obtained by applying principal components (PC) to (1). We further specify that C T,N = iC T,N where i denotes the dimension of the candidate set of factors to be entered in (2) andC T,N denotes a penalty term that depends solely on T and N . This class includes all popular IC such as the Akaike (1974) IC (AIC), the Bayesian IC (BIC -see Schwarz (1978) ) and the IC proposed by Hannan and Quinn (1979) (HQIC). It is important to realise that our search is not just over the number of factors to include in the forecasting regression, but most importantly over the identity of factors. To clarify this we discuss the search space in more detail. Let
denote the set of estimated factor variables over which the information criterion search is carried over, whereF (i) 
denotes the i-th candidate vector of estimated factors at time t. s ≤ 2 r , since there are 2 r distinct forecasting models that can be constructed from the set of r estimated factors. It is possible that either all 2 r combinations are considered or if the number of combinations is too large a subset of them is considered. 1 The cardinality of the subset is denoted by s. Further, let
where f (i) t denotes the probability limit off
as N, T → ∞ for all i = 1, ..., s and t = 1, ..., t. Also, denote the vector of true factors entering (2) at time t, by f 0 t . Finally, denote the information criterion associated with the candidate set of factors f (i) t T t=1 by IC (i) and the dimension of the factor vectorf (i) t by r (i) . Then, we have the following theorem concerning the consistency of factor selection using IC of the above form.
Theorem 1 Let Assumptions A-E of Bai and Ng (2006) hold. LetC T,N = o (T ) and lim N,T →∞ T −1 min(N, T )C T,N = ∞. Then, for all i, j = 1, ..., s, we have: (i) If there exists a matrix A such that f 0 t = Af (i) t , ∀t, but no such matrix exists for f
t , ∀t, and r (i) < r (j) then (5) holds.
Proof: See Appendix A for details on the proof of this theorem.
Remark 1 Theorem 1 is a factor selection consistency result. The Theorem gives two results. The first is that any set of estimated factors whose probability limits span the true factors entering 1 Usually, empirical researchers extract a small number of factors from large datasets allowing the consideration of all possible combinations. If r is large, say above 20, the calculation of information criterion values for all combinations becomes impractical. Then, one may wish to use non-standard search methods that minimise information criteria without considering all combinations. A discussion of such methods is provided in Kapetanios (2007) .
(2), will be chosen over any set of estimated factors that do not span the true factors as long as the penalty term is o (T ). The second and nonstandard result is that if two sets of estimated factors both span the set of true factors the one with the smaller dimension will be chosen, as long as the penalty term is of higher order than T −1 min(N, T ). Note that f 0 t may contain all factors that explain the whole data set x t but this is by no means the only possible case, implying that the problem of determining the factors entering (2) is distinct from the problem of determining the factors entering (1). As such this problem is worthy of consideration on its own merit. Further, it is worth noting that many authors have tried to provide some further identification of the factors. For example, data sets comprising of domestic or international data have been used to construct separate national and international factors such as in Monacelli and Sala (2009) . Deciding which factors, from such different sets of factors, can be included in a factor-augmented regression cannot be done using criteria that operate on the large data sets. Our proposed criteria are the only means of solving such problems.
Theorem 1 relates explicitly to factor estimates obtained by static PC and although this is the most widely used method for estimating factors, there exist a variety of other estimation methods. For example, we have dynamic principal components as suggested in, e.g., Forni et al. (2000) , there are methods based on estimation of state space factor models (Doz et al. (2006) and Kapetanios and Marcellino (2009) ) or one can follow Groen and Kapetanios (2008) and use partial least squares to directly estimate the factors relevant for a specific dependent variable. These methods may have different consistency rates both for the factor estimates and the coefficients entering (2). It is therefore useful to generalize our consistency result to cover cases where factors are estimated by some other method. As we wish our result to be general we make the following high level assumption whereσ 2 e denotes the residual variance from (2):
Theorem 2 spells out the generalization of the consistency result in Theorem 1.
Theorem 2 Let Assumption 1 and Assumption A of Bai and Ng (2006) hold. Further, assume that e t in (2) has finite variance and satisfies a law of large numbers. LetC T,N = o (T ) and lim N,T →∞ T −1 q N TCT,N = ∞. Then, Theorem 1 holds.
Proof: The proof of Theorem 2 is straightforward and given in Appendix A.
Note that Remark 1 holds for Theorem 2 as well.
It is easy to see that within the context of regression (2) modified versions of the BIC and HQIC given by
with 1 ≤ i ≤ r, fulfill the conditions of Theorem 1. Unlike the case where criteria are used to determine the number of factors in a large dataset where both N and T are large, the context here is that of a forecasting regression where N and T have very different functions. This is a forecasting regression with a few regressors which happen to be unobserved factors, and it is because of this that the observed N is relevant and therefore our criteria in (6) are asymmetric in T and N . Suitably defined penalty terms, that are expressed in terms of q N T , can be straightforwardly specified to produce information criteria that satisfy the conditions of Theorem 2. We do not report these as our main focus, in the rest of the paper, is criteria that relate to Theorem 1. Of course, other variables can enter the regression and one can also envisage other types of selection. The most obvious one is lag selection where lags of y t or possibly other variables enter the regression and the number of lags needs to be selected. Given that the conditions of the Theorems 1 and 2 imply that the relevant IC will be consistent also for lag selection, it is clear that such joint searches are feasible. Therefore, we can modify regression (2) such that
with z t is a k ×1 vector of non-generated regressors and γ is the corresponding parameter vector; z t can contain an intercept, lags of y t and so on. The following versions of the modified criteria in (6) are valid for regression (7) under the framework spelled out in Theorems 1 and 2:
Hence, searching for the optimal values of the modified ICs in (8) will provide the econometrician with a consistent, simultaneous, estimate of the optimal values of k and i in regression (7).
Monte Carlo Analysis
In this section we carry out a Monte Carlo study of the new selection criteria for factoraugmented regressions suggested in Section 2. The set-up of the Monte Carlo experiments are spelled out in Section 3.1. In the experiments we compare our suggested criteria with existing ones and the results of this comparison are reported in Section 3.2.
Set-Up
Our Monte Carlo experiments are based on the following data generating processes (DGPs):
In (9)-(11), x t = (x 1,t · · · x N,t ) is the N × 1 vector of explanatory variables with corresponding N × 1 vector of regression parameters α = (α 1 · · · α N ) . The term t is a zero-mean disturbance term, which we discuss in more detail below. The explanatory variables x t in (10) are generated by r factors with a N × 1 vector of zero-mean disturbances u t = (u 1,t · · · u N,t ) and a r × N matrix of factor loadings Λ = (λ 1 · · · λ N ) that corresponds with the r × 1 vector of factors
The individual regression coefficients in (10) are drawn from a normal distribution: α i ∼ iidN (1, 1), whereas the disturbances for the N explanatory variables u t in (11) are generated from a multivariate normal distribution that allows for some degree of cross-sectional dependence. To achieve this, spatial dependence is incorporated by
The S matrix (12) implies that the elements of u t have unit variance but are weakly crosssectionally dependent.
The individual factor loadings in Λ in (11) are determined as λ i,j ∼ iid √ 12U (0, 1) and the r factors are each generated as f j,t ∼ iidN (0, 1). Note that the above implies that λ i,j has unit variance. Within this context it is important to ensure that the factor loadings have non zero mean as a zero mean compounded by random loadings implies a much weaker factor structure than otherwise would be the case. For example, a factor model with zero mean random loadings implies zero average correlations across x i,t . Next, c r is given by 1 √ r , and is chosen so to ensure that the R 2 of the y t equation is constant as r increases. Finally, concerning the choice of r in our simulation experiments, we consider r = 1, 2, 4, 6.
The regression model for y t in (9) has the alternative representation given by
which warrants a factor-augmented type of regression model to explain the dynamics in y t in a parsimonious manner. In each artificial sample generated from (9)-(11), we therefore select the optimal number of factors in a regression of y t on factors that are estimated by applying PC on x t . We do this for different selection criteria, both the ones we considered in Section 2, in particular (6) given the set-up in (9)-(11), as well as standard information criteria and the FPE criterion suggested in Bai and Ng (2009) . Crucial for the Monte Carlo study is controlling the fit of the y t regression equation. This is done by calibrating the variance of the disturbance term t through c, where ε t ∼ iidN (0, 1). The calculation of this fit requires care for a variety of reasons. Firstly, we note that the relevant fit is not the one pertaining to (9) but to (13) since our regressors are the estimated factors and not x t . Secondly, the fact the we use random loadings complicates matters. Our measure of fit, that resembles the usual R 2 , is given by
where the term E (α i ) 2 E (λ i,j ) 2 E (f j,t ) 2 proxies the explained sum of squares, whereas E (α i ) 2 E (u i,t ) 2 + cE ( t ) 2 proxies the residual sum of squares. The measure in (14) varies from 0 to 1, and setting c = 0.545, 1, 3.5 and 11 gives fit measures equal to 0.66, 0.50, 0.40 and 0.20, respectively.
We generate data through (9) for N, T = 20, 30, 50, 100, 200, 400. The Monte Carlo experiments are based on 1000 replications and in each replication we set for each selection criterion the estimate of r equal to the number that minimizes the criterion across potential numbers of factors that range from 0 up to 8, inclusive. We report for each selection criterion under consideration the average number of factors selected across the replications, where the best performing criterion should on average select a number of factors that is close to the assumed factor order r in a particular Monte Carlo experiment. Note that unlike much previous work, we allow for the possibility that no factors should enter the regression and so we potentially allow for the value of r = 0 in the selection criterion search.
An important question relates to the space over which we search. Our theory focuses on the general question of which factors to use in the regression model for y t . The main theoretical problem associated with existing information criteria is that they will choose redundant factors, as is clear from the proof of our Theorems. So, in general, they will over-parameterise the forecasting regression. The true factors are orthonormal in our Monte Carlo study and we impose the same restriction on the estimated factors. Therefore, selecting the appropriate factors in the above experiments boils down to selecting the optimal number of factors. However, we will also consider a related but distinct Monte Carlo setup where a subset of the factors enter the forecasting regression and we wish to determine which factors do so. The setup is the same as that given above apart from replacing (9) with
where t = √ 0.545ε t , implying an asymptotic fit (through (14)) of 0.66, α 1 and ε t are specified as before, r = 4, and we consider all possible 16 combinations of the first four dominant principal components in our IC search. In this variant of our Monte Carlo set-up, the estimated factors are normalised so that they converge to the true factors as T and N increase. We evaluate the criteria by defining the true set of factors entering the forecasting regression as the 4 × 1 vector I 0 = (1, 0, 0, 0) and similarly defining the vector of factors selected using some information criterion, which we denote by I. Then, a measure of the performance of a certain information criterion is given by the mean of the squared deviations (MSD) of the IC-based selection vector of factors relative to the true selection vector of factors I 0 :
where B is the number of Monte Carlo replications, which we set, as before, to 1000.
Results
Apart from the modified information criteria (6) in Section 2, which are relevant given DGP (9) for the Monte Carlo experiments, we analyze in our study also the performance of standard information criteria. As AIC is known to be inconsistent, we will in particular focus on the performance of the BIC and HQIC criteria. Given that the extra penalty term in our criteria will be most relevant for cases were T ≥ N , we expect specially for those cases to observe large differences for the criteria in (6) vis-à-vis BIC and HQIC. Our modified information criteria are not the first set of selection criteria that are specifically developed to determine the dimensions of factor-augmented regressions, albeit that ours are the first consistent criteria to be proposed for this purpose. Bai and Ng (2009) suggest a forecast prediction error (FPE) criterion that in the limit minimizes the mean squared prediction error of a factor-augmented regression. This FPE criterion essentially entails adding a cross-sectional penalty factor, which depends on an estimate of the factor covariance matrix, to a standard information criterion. So using BIC the FPE for regression model (7) becomes
where Σ r is a consistent estimator of the covariance matrix of the i factors included in (7). 2 We use this FPE criterion as a third alternative, next to BIC and HQIC, for our BICM and HQICM criteria, which we implement by setting k = 0 in (17). The results of the experiments based on (9)-(11) are reported in Tables 1-3 . When we first focus on the results for the standard information criteria in the upper panels of Tables 1 and 2, it becomes clear that these criteria overestimate the number of factors in a number of cases by a considerable margin. Particularly when the time series dimension T is larger than the cross-section dimension N of the regressor variable vector x t , indicating the potential severity of the impact of factor estimation error variance in that case. Especially for cases when the true r is small, the results for both large T and N in Tables 1 and 2 suggest that BIC and HQIC are not able to provide consistent estimates of the optimal number of factors that underlie a factor-augmented regression. On the other hand our modified criteria, see the lower panels of Tables 1 and 2, seem to be behaving consistently, where the differences relative to the standard criteria are the most pronounced for smaller true numbers of factors and T > N . As in the standard time series case with non-generated regressors for BIC, our modified BIC criterion as a slight tendency to underestimate the true r which is much less so in case of our modification of the HQIC criterion. Not surprisingly, when the calibrated fit of (13) decreases in Tables 1-? ? all the corresponding criteria perform poorly and structurally underestimate the true factor order.
Next, the performance of the FPE criterion (17) is remarkably bad relative to both standard and modified BIC and HQIC criteria, as can be observed from Table 3 , where in a significant number of replications it selects no factors at all across a variety of configurations. Finally, we consider the Monte Carlo experiment based on (15) and (10)-(11) where we wish to determine which factors enter the forecasting regression. We report the relative MSD for the standard versus modified BIC and HQIC criteria, so (16) of the modified criterion divided by that of the standard criterion, in Table 4 . Again, we see that the modified criteria obtain relative MSDs that are considerably below one, in the majority of cases, indicating their superior performance.
2 There are a variety of estimators possible for Σr, and the choice of such an estimator impacts the finite sample behavior of (17). We choose to apply a HAC-consistent covariance matrix estimator on the r (i.e. the total number factors driving the dynamics in xt) estimated factors to proxy Σr -this makes sense as each factor is a linear combination of the individual predictor series whose dynamics is not explicitly modeled. Also, we use a HAC estimator forσ 2 e in cr of (17) when h > 1. In particular, we found that both in the Monte Carlo and the empirical applications using the Den Haan and Levin (1997) VAR-HAC estimator based on BIC lag selection resulted in the most accurate performance of the FPE criterion. Notes: The entries are the average number of factors selected based on the BIC criterion that is minimized for a range of 0 to 8 factors across 1,000
Monte Carlo replications. The variables are generated through the DGPs in (9)-(11) for different values of the time series dimension of all series, T , and the cross-section dimension, N , of series in xt. We also impose different levels for the asymptotic fit of the prediction regression through (14), symbolized by the column titled 'Fit'. (15) and (10)- (11) that imposes an asymptotic fit (through (14)) of 0.66, for different values of the time series dimension of all series, T , and the cross-section dimension, N , of series in xt.
Empirical Application
The purpose of this section is to assess the performance of our proposed framework when applied on real world data, in particular by assessing its impact on the out-of-sample forecasting performance of factor-augmented regressions. We summarize the set-up of our application in Section 4.1 and discuss the results in Section 4.2.
Set-Up
We focus in Section 4.2 on the performance of direct forecasts from factor-augmented regressions for a number of macroeconomic variables. It is standard practice in the macroeconomic forecasting literature to use as forecasting benchmarks for factor-augmented regressions an autoregressive (AR) model and the unconditional mean. The AR benchmark model in the context of direct forecasting can be writing as ∆y t+h,t = α h +p j=1 ρ h,j ∆y t−j+1,t−j + t+h,t , t = 1, . . . , T
with ∆y t+h,t = y t+h − y t for h > 0 and ∆y t−j+1,t−j = y t−j+1 − y t−j for j = 1, . . . , p. The number of lagged first differencesp in (18) is determined by sequentially applying the standard BIC starting with a maximum lag order of p = p max down to p = 0. The unconditional mean benchmark is simply ∆y t+h,t = α h + t+h,t ,
which implies a random walk (RW) forecast for the level of the forecast variable y t . The assessment of the forecasting performance relative to pure AR-based and random walk-based forecasts is based on the square root of the mean of the squared forecast errors (RMSE). In Section 4.2 we will report ratios of the RMSE of factor-augmented regressions vis-à-vis the RMSE based on either (18) or (19) . Obviously, superior out-of-sample performance of a factor-augmented regression relative to these benchmarks is indicated by a RMSE ratio smaller than one and vice versa.
Following Stock and Watson (2002b) we take our T × N matrix of N predictor variables X = (X 1 · · · X T ) and normalize these such that they are in zero-mean and unity variance space, which results in the T ×N matrixX. We then compute the r max eigenvectors of the N ×N matrix X X that correspond to the first r max largest eigenvalues of that matrix and post-multiplying X with these eigenvectors results in the estimated factorsf 1,t , . . . ,f r max ,t that potentially can be used in our factor-augmented regressions. These adhere to the following specification:
where δ h,i = 1 if factor i is in the optimal subset of the r max factors otherwise δ h,i = 0. It is, of course, the aim of this exercise to evaluate the finite sample performance of different selection criteria that can be used to determine the optimal dimensions of a factor-augmented regression like (20) . Given (20), we search across the range p = 0, . . . , p max as well as the 2 r max possible factor subsets ((p max + 1) × 2 r max potential lag order-factor subset combinations), and select the optimal lag order-factor subset combination that minimizes either the BICM or the HQICM criterion outlined in (8). In addition, we do similar searches using the standard BIC and HQIC criteria as well as the . In the end this results in five different versions of (20) for each forecast horizon that we will assess relative to our two benchmark models. The forecasting models will be updated based on a fixed window of w observations:
1. First forecast for all h is generated on t 0 .
2. Extract r max principal components from the N predictor variables over the sample t = t 0 − w + 1, . . . , t 0 − h.
3. Determine for each h over the sample t = t 0 − w + 1, . . . , t 0 − h the optimal lag order and the optimal subset of factors for (20) for each of our five criteria: BICM, HQICM, BIC, HQIC and Bai-Ng FPE across the lag order range p = 0, . . . , p max and the 2 r max possible factor subsets. In a similar vein, determine also the optimal lag order for the AR benchmark based on BIC.
4. Given the outcome of step 3, estimate (18), (19) and versions of (20) that are based on BICM, HQICM, BIC, HQIC and Bai-Ng FPE selection over the sample t = t 0 − w + 1, . . . , t 0 − h for each h.
5. Extract r max principal components from the N predictor variables N over the sample t = t 0 − w + 1, . . . , t 0 .
6. Generate for h the forecast ∆ŷ t+h,t using the estimated dimensions from step 3 and the parameter estimates from step 4 as well as, in case of (20), the common factors from step 5.
7. Repeat for t 0 + 1, . . . , T − h for each h.
The choice of using rolling data windows in updating our forecasting models serves two purposes. Firstly, it allows the models to cope better with the unavoidable instabilities in the underlying data. Also, it greatly simplifies inference on the significance of any observed outperformance of the benchmark models by a factor-augmented model. In order to be able to do that we employ the Diebold and Mariano (1995)-West (1996) test statistic (hereafter DMW statistic) for the null hypothesis of equal forecasting performance vis-à-vis the alternative hypothesis that a factor-augmented model has a lower MSE than the benchmark model: (19), and the factor-augmented regression respectively, u t+h is the difference in the squared prediction error from the benchmark and factor-augmented based forecasts, and V ar(u t+h − (MSE B − MSE F )) is an estimate of the variance of the demeaned u t+h 's. It is shown in Giacomini and White (2006, Theorem 4 ) that the DMW statistic (21) has a standard normal limiting distribution when rolling windows are used, as long as a HAC estimator is used for V ar(u t+h − (MSE B − MSE F )) at each horizon h. We will use the Den Haan and Levin (1997) VAR-HAC estimator based on BIC lag selection to approximate V ar(u t+h − (MSE B − MSE F )) in (21).
Empirical Results
We base our empirical exercise on a large panel of monthly macroeconomic, financial and surveybased indicator variables for the United States, which is similar to that used Stock and Watson (2007) but updated by us up to mid-2008. This panel consists of 108 monthly series, which before transformation span a sample starting in January 1959 and ending in July 2008. It spans real variables (sectoral industrial production, employment, subcomponents of unemployment and hours worked), nominal variables (subcomponents of consumer price index, producer price indexes, deflators, wages, money and credit aggregates), asset prices (interest rates, stock prices and exchange rates) and surveys. Of these 108 series, we use 106 as predictor variables that are transformed such that they are I(0). In general this means that the real variables are expressed in log first differences and we simply use first differences of series expressed in rates, such as interest rates and unemployment series; see Appendix B for more details. We transform the nominal variables into first differences of annual growth rates in order to guarantee that the dynamic properties of these transformed series are comparable to those of the rest of the predictor variable panel, as for example motivated in D'Agostino and Giannone (2006, Appendix B) . Hence, after transforming the predictor variables we end up with an effective span of the data that starts in February 1960 (i.e. 1960.2) and ends in July 2008 (i.e. 2008.07). The aforementioned panel is used to forecast inflation based on the U.S. personal consumption expenditures (PCE) price index as well as the federal funds rate -see Table 5 for an overview of the appropriate transformation of each forecast variable -and we deliberately keep these two variables separate from the panel of predictor series. The federal funds rate is determined by the Federal Reserve Board, which sets the target for the federal funds rate by taking into account both a range of nominal and real developments, so factor methods could potentially be very 
Notes: The table illustrates the transformation of a forecast variable Yt, indicated in the first column, for use in the prediction regression (20).
useful in predicting this variable. Inflation based on the PCE price index is of interest, as the expenditure weights of the individual consumption goods in this price index vary from period to period and it is a chain-linked index. As such, one would expect that PCE inflation better reflects the effects of substitution across goods by consumers when relative prices change than other inflation measures, such as CPI inflation. Also, the Federal Reserve Board has made it clear that it views PCE inflation as its primary measure of inflation. 3 As described in the previous subsection, the forecasting models are updated based on a fixed window of data of size w and all forecasts are direct forecasts for 2 horizons (in months): h = 1 and h = 12, which are horizons commonly analyzed in the literature. We set w = 156, which corresponds with 13 years worth of data. This window size was chosen as a compromise between having a data set with a large enough time series relative to cross-sectional size of the predictor variable panel as well as the potential lag order in (20), and having a not 'too long' data window so that our models can adapt when there are instabilities in the data. In each update we determine five versions of the factor-augmented regression (20) using our modified information criteria in (8), BIC, HQIC and the Bai-Ng FPE measure (17), using a lag order upper bound of 12 lags and 8 principal components extracted from our panel. For each criterion we simultaneously select the optimal lag order as well as the optimal subset of factors across 13 × 2 8 potential lag order-factor subset combinations such that a particular criterion is minimized. In case of the AR benchmark (18) we select that lag order from p = 0, . . . , 12 that minimizes the BIC criterion for (18). The forecast evaluation spans three samples: January 1973 -July 2008 , January 1973 -December 1984 and January 1985 -July 2008 . The latter two sub-samples split the first sample in two around the start of the 'Great Moderation': e.g. Kim and Nelson (1999) , McConnell and Perez-Quiros (2000) and Sensier and van Dijk (2004) all find evidence for a downward, exogenous, shift in the volatility of a large number of U.S. macroeconomic time series around 1985.
Let us now turn to the out-of-sample forecasting results for both PCE inflation and the federal funds rate. Before we discuss the out-of-sample comparison relative to naive benchmark models, it may be worthwhile to firstly report the RMSE estimates themselves for the different factoraugmented regressions. We plot these RMSE estimates in Figure 1 across both the full 1973-2008 evaluation sample as well as the two sub-samples (1973-1984 and 1985-2008, respectively) . One striking observation in this figure is that for both PCE inflation and the fed funds rate at both h = 1 and h = 12 the RMSE's are higher for the 1973-1984 evaluation sample than for the later 1985-2008 sample. This is, of course, a testimony to the earlier cited finding from the empirical macroeconomics literature that there has been a downward shift in the volatility of a range of macroeconomic series around 1985. The resulting lower RMSE estimates would suggest an improved prediction performance for the factor-augmented regressions, albeit that a lower volatility environment could also imply that naive but parsimonious autoregressive or random walk specifications are very hard to beat by our factor-augmented models. Another observation from Figure 1 is that it seems at first sight that the differences in the RMSE estimates across BIC-, HQIC-, BICM-, HQICM-, and FPE-based factor-augmented regressions are often not that big, especially at h = 1. Of course, the only way to really assess the validity of these observations is to compare the out-of-sample performance of our range of factor-augmented regressions relative to parsimonious time series models, taking into account the variability of the different RMSE estimates, and we do that in the following.
In Table 6 we summarise the out-of-sample comparison of the factor-augmented models relative to (18) and (19) for PCE inflation and the Federal funds rate at one-month (h = 1) and one-year (h = 12) horizons. Both the point estimates, the RMSE ratios, as well as test statistics for the null that the benchmark models cannot be outperformed by the factor-augmented regressions are reported. In case of PCE inflation the factor-augmented model selection strategy based on our BICM criterion results in the best performing inflation forecast, and in case of the 1-month horizon BICM's outperformance of the benchmark forecasts is statistically significant in most cases. Our BICM and HQICM criteria applied to a factor-augmented regression appears to be the most useful in forecasting future changes in the federal funds rate at the 1-year horizon, especially for factor-augmented models based on the BICM measure. Only for the 1972-1984 sub-sample it appears that all the employed strategies for factor selection in factor-augmented regressions are very effective in outperforming the benchmark models for fed fund rate forecasts at h = 12, particularly relative to the AR-based benchmark predictions.
The empirical results in this section confirm our earlier insights from theory and Monte Carlo experiments. By taking into account factor estimation error when selecting the dimensions of a factor-augmented regression, which perform at least as well as, and often better than, factor-augmented regressions whose dimensions are determined through standard model selection criteria.
Conclusions
Factor-augmented regressions are often used for macroeconomic forecasting and analysis as a parsimonious way of basing the forecast or the analysis on information from a large number of variables. This paper is focused on the issue of how to determine which factors that are relevant for such a factor-augmented regression, whereas existing work has been more focused on criteria that can consistently estimate the appropriate number of factors that drive the dynamics in a large-dimensional panel of explanatory variables. However, in the latter case the resulting number of factors are not necessarily all relevant for modeling a specific dependent variable within a factor-augmented regression. Further, determining the number of factors in large datasets is a very difficult task, and, as of yet, no satisfactory method that works in the majority of possible modeling scenarios seems to have been developed.
Factor estimation error is an important issue in determining the dimensions of a factoraugmented regression, particularly when the time series dimension of the underlying panel of predictor series is larger than the cross-section dimension. We develop a number of theoretical conditions selection criteria have to fulfill in order to estimate the factor subset that is relevant for such a regression in a consistent manner. The framework does not hinge on a particular factor estimation methodology. Based on this framework it is clear that standard model selection criteria like AIC, BIC and HQIC do not necessarily provide consistent estimates of the dimensions of a factor-augmented regression. As a consequence, we suggest selection criteria that do fulfill the conditions set by our theoretical framework and thus are consistent. Our criteria essentially take standard consistent information criteria that are commonly used in time series econometrics and modify these such that the corresponding penalty function for dimensionality also penalizes factor estimation error. We show through Monte Carlo applications and empirically, through forecast evaluations for PCE inflation and the fed funds rate, that our model selection criteria are useful in determining the dimensions of factor-augmented regressions. Table 5 )) at each horizon h (in months). In parentheses we report the DMW statistic (21) for the null of equal forecasting performance relative to the alternative that a factor-augmented regression has a lower MSE. A * ( * * )[ * * * ] indicates a rejection of the null at a one-sided 10% (5%) [1%] significance level based on a standard normal distribution. For (20) the optimal lags are picked from a range between 0 and 12, whereas an upper bound of 8 is used when selecting the number of factors. Columns BIC, HQIC, BICM, HQICM and FPE report the results when the optimal number of lags and factors are chosen to minimize, respectively, the BIC, Hannan-Quinn IC, the modified BIC and Hannan-Quinn IC measures, see (8), and the . The method that performs relatively best vis-à-vis the benchmark is highlighted in bold.
A Proofs
Proof of Theorem 1 LetF = (f 1 , . . . ,f T ) and F = (f 1 , . . . , f T ) wheref t denotes a generic set of estimated factors and f t denote its probability limit. From now on when the matrices F and M = I −F (F F) −1 F have superscript (i), they are constructed using f (i) t . When the coefficient vector β has superscript (i) then it refers to a model using f But idempotency implies positive-definiteness and as a result β 0 F 0 M (j) F 0 β 0 > 0. Also, M (i) F 0 = 0, and so β 0 F 0 M (i) F 0 β 0 = 0. Further, by the assumed stationarity of the model, and using the assumptions of the theorem, we get
1 T e M (j) F 0 β 0 → p 0, and 1 T e M (i) F 0 β 0 → p 0.
As a result of all the above ln as long as q t has finite fourth moments, nonsingular covariance matrix and 1 √ T T t=1 (q t − E(q t )) satisfies a central limit theorem. These conditions are satisfied for f t and y t . Using this result, we have that 1 T F (j) y− 1 TF (j) y =O p min(N, T ) −1 and 1 TF (j) F (j) − 1 TF (j) F (j) =O p min(N, T ) −1 .
Then,
which immediately implies (A.7). Now, we want to prove that (A.2) holds, when M (i) F 0 = M (j) F 0 = 0 and r (i) < r (j) . Then, T min(N,T ) −1 → −∞. Given we assume this due to the fact that F has more columns than F 0 , the result is proven. 
