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Abstract
Complex Jacobi matrices play an important role in the study of asymptotics and zero distribution of formal orthogonal
polynomials (FOPs). The latter are essential tools in several elds of numerical analysis, for instance in the context of
iterative methods for solving large systems of linear equations, or in the study of Pade approximation and Jacobi continued
fractions. In this paper we present some known and some new results on FOPs in terms of spectral properties of the
underlying (innite) Jacobi matrix, with a special emphasis to unbounded recurrence coecients. Here we recover several
classical results for real Jacobi matrices. The inverse problem of characterizing properties of the Jacobi operator in terms
of FOPs and other solutions of a given three-term recurrence is also investigated. This enables us to give results on the
approximation of the resolvent by inverses of nite sections, with applications to the convergence of Pade approximants.
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1. Introduction
We denote by ‘2 the Hilbert space of complex square-summable sequences, with the usual scalar
product (u; v)=
P
ujvj, and by (en)n>0 its usual orthonormal basis. Furthermore, for a linear operator
T in ‘2, we denote by D(T ); R(T ); N(T ), and (T ), its domain of denition, its range, its kernel,
and its spectrum, respectively.
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Given complex numbers an; bn; n>0, with an 6= 0 for all n, we associate the innite tridiagonal
complex Jacobi matrix
A=
0
BBBBBBB@
b0 a0 0      
a0 b1 a1 0
0 a1 b2 a2
. . .
...
. . . . . . . . . . . .
1
CCCCCCCA
: (1.1)
In the symmetric case bn; an 2 R for all n one recovers the classical Jacobi matrix. Denoting by
C0 ‘2 the linear space of nite linear combinations of the basis elements e0; e1; : : :, we may identify
via the usual matrix product a complex Jacobi matrix A with an operator acting on C0. Its closure
A is called the corresponding second-order dierence operator or Jacobi operator (see Section 2.1
for a more detailed discussion).
Second-order (or higher-order) dierence operators have received much attention in the last years,
partly motivated by applications to nonlinear discrete dynamical systems (see [7,20,21,29,38] and the
references therein). Also, Jacobi matrices are known to be a very useful tool in the study of (formal)
orthogonal polynomials ((F)OPs), which again have applications in numerous elds of numerical
analysis. To give an example, (formal) orthogonal polynomials have been used very successfully in
numerical linear algebra for describing both algorithmic aspects and convergence behavior of iterative
methods like conjugate gradients, GMRES, Lanczos, QMR, and many others. Another example is
given by the study of convergence of continued fractions and Pade approximants. Indeed, also the
study of higher-order dierence operators is of interest in all these applications; let us mention
the Bogoyavlenskii discrete dynamical system [8], Ruhe’s block version of the Lanczos method in
numerical linear algebra, or the problem of Hermite{Pade and matrix Pade approximation (for the
latter see, e.g., the surveys [5,6]). In the present paper we will restrict ourselves to the less involved
case of three diagonals.
To start with, a linear functional c acting on the space of polynomials with complex coecients is
called regular if and only if det(c(xj+k))j; k=0; :::; n 6= 0 for all n>0. Given a regular c (with c(1)= 1),
there exists a sequence (qn)n>0 of FOPs, i.e., qn is a polynomial of degree n (unique up to a sign),
and c(qj  qk) vanishes if j 6= k and is equal to 1 otherwise. These polynomials are known to verify
a three-term recurrence of the form
anqn+1(z) = (z − bn)qn(z)− an−1qn−1(z); n>0; q0(z) = 1; q−1(z) = 0;
where an = c(zqn+1qn) 2 Cnf0g, and bn = c(zqnqn) 2 C. Here an; bn are known to be real if and
only if c is positive, i.e., c(P)>0 for each nontrivial polynomial P taking nonnegative values on
the real axis, or, equivalently, det(c(xj+k))j; k=0; :::; n>0 for all n>0. Conversely, the Shohat{Favard
Theorem says that any (qn(z))n>0 verifying a three-term recurrence relation of the above form is
a sequence of formal orthogonal polynomials with respect to some regular linear functional c. As
shown in Remark 2.3 below, this linear functional can be given in terms of the Jacobi operator A
dened above, namely c(P) = (e0; P(A)e0) for each polynomial P. In the real case one also knows
that there is orthogonality with respect to some positive Borel measure  supported on the real axis,
i.e., c(P) =
R
P(x) d(x).
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Notice that qn is (up to normalization) the characteristic polynomial of the nite submatrix An of
order n of A. Also, the second-order dierence equation
z  yn = anyn+1 + bnyn + an−1yn−1; n>0 (1.2)
(a−1:=1) together with the initialization y−1 = 0 may be formally rewritten as the spectral equation
(zI−A) y=0. This gives somehow the idea that spectral properties of the Jacobi operator should
be determined by the spectral or asymptotic properties of FOPs, and vice versa. Indeed, in the real
case the link is very much known (see, for instance, [38] or [37]): if A is self-adjoint, then there
is just one measure of orthogonality (obtained by the spectral theorem applied to A), with support
being equal to the spectrum (A) of A. Also, the zeros of OPs lie all in the convex hull of (A),
are interlacing, and every point in (A) attracts zeros. Furthermore, in case of bounded A one may
describe the asymptotic behavior of OPs on and outside (A). Surprisingly, for formal orthogonal
polynomials these questions have been investigated only recently in terms of the operator A, probably
owing to the fact that here things may change quite a bit (see, for instance, Example 3.2 below).
To our knowledge, the rst detailed account on (a class of) complex Jacobi matrices was given
by Wall in his treatise [59] on continued fractions. He dealt with the problem of convergence of
Jacobi continued fractions (J -fractions)
1 jjz − b0 +
−a20 j
jz − b1 +
−a21 jjz − b2 +
−a22 jjz − b3 +    (1.3)
having at innity the (possibly formal) expansion f(z)=
P
j c(x
j)z−j−1=
P
j (e0; A
je0)z−j−1. Their nth
convergent may be rewritten as pn(z)=qn(z), where (pn(z))n>−1; (qn(z))n>−1 are particular solutions
of (1.2) with initializations
q0(z) = 1; q−1(z) = 0; p0(z) = 0; p−1(z) =−1; (1.4)
i.e., qn are the FOPs mentioned above. Also, pn=qn is just the nth Pade approximant (at innity) of
the perfect power series f. Notice that, in case of a bounded operator A, f is the Laurent expansion
at innity of the so-called Weyl function [21]
(z):=(e0; (zI − A)−1e0); z 2 
(A);
where here and in the sequel 
(A) = Cn(A) denotes the resolvent set, i.e., the set of all z 2 C
such that N(zI − A) = f0g and R(zI − A) = ‘2 (and thus the resolvent (zI − A)−1 is bounded).
The aim of the present paper is threefold: we try to give a somehow complete account on con-
nections between FOPs, complex J -fractions and complex Jacobi matrices presented in the last ve
years. In this context we report about recent work by Aptekarev, Kaliaguine, Van Assche, Bar-
rios, Lopez Lagomasino, Martnez-Finkelshtein, Torrano, Castro Smirnova, Simon, Magnus, Stahl,
Baratchart, Ambroladze, Almendral Vazquez, and the present author. Special attention in our study
is given to unbounded complex Jacobi matrices, where similar uniqueness problems occur as for
the classical moment problem. Secondly, we present some new results concerning ratio-normality of
FOPs and compact perturbations of complex Jacobi matrices. In addition, we show that many recent
results on convergence of complex J -fractions in terms of Jacobi operators [13{16,18,20] are, in
fact, results on the approximation of the resolvent of complex Jacobi operators. Finally, we mention
several open problems in this eld of research. A main (at least partially) open question is however
omitted: do these results have a counterpart for higher-order dierence operators?
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The paper is organized as follows: Some preliminaries and spectral properties of Jacobi operators
in terms of solutions of (1.2) are presented in Section 2. In Section 2.1 we report about the problem
of associating a unique operator to (1.1), and introduce the notion of proper Jacobi matrices. Next
to some preliminary observations, we recall in Section 2.2 Wall’s denition of determinate Jacobi
matrices and relate it to proper ones. Also, some sucient conditions for determinacy are discussed
[59,13,22]. Known characterizations [7,19] of elements z of the resolvent set in terms of the asymp-
totic behavior of solutions of (1.2) are described in Section 2.3. Here we also show in Theorem 2.11
that for indeterminate complex Jacobi operators we have a similar behavior as for nonself-adjoint
Jacobi operators (where the corresponding moment problem does not have a unique solution). In
Section 2.4 we highlight the signicance of the Weyl function and of functions of the second kind.
Their representation as Cauchy transforms is investigated in Section 2.5, where we also study the
case of totally positive moment sequences leading to nonreal compact Jacobi matrices.
In Section 3 we describe results on the asymptotic behavior of FOPs in the resolvent set. nth-root
asymptotics for bounded complex Jacobi matrices obtained in [7,18,20] are presented in Section 3.1.
In Section 3.2 we deal with the problem of localizing zeros of FOPs, thereby generalizing some
results from [18]. We show that, roughly, under some additional hypotheses, there are only \few"
zeros in compact subsets of the resolvent set. An important tool is the study of ratios of two succes-
sive monic FOPs. An inverse open problem concerning zero-free regions is presented in Section 3.3.
In Section 3.4 we characterize compact perturbations of complex Jacobi matrices in terms of the ra-
tios mentioned above. Strong asymptotics for trace class perturbations are the subject of Section 3.5.
In the nal Section 4, we investigate the problem of convergence of Pade approximants (or J -frac-
tions) and more generally of (weak, strong or norm) resolvent convergence. A version of the Kan-
torovich Theorem for complex Jacobi matrices is given in Section 4.1, together with a discussion
of its assumptions. We describe in Section 4.2 consequences for the approximation of the Weyl
function, and nally illustrate in Section 4.3 some of our ndings by discussing (asymptotically)
periodic complex Jacobi matrices.
2. The Jacobi operator
2.1. Innite matrices and operators
Given an innite matrix A = (aj;k)j; k>0 of complex numbers, can we dene correctly a (closed
and perhaps densely dened) operator via matrix calculus by identifying elements of ‘2 with innite
column vectors? Of course, owing to Hilbert and his collaborators, an answer to this question is
known, see, e.g., [2]. In this section we briey summarize the most important facts. Here we will
restrict ourselves to matrices A whose rows and columns are elements of ‘2, an assumption which
is obviously true for banded matrices such as our complex Jacobi matrices.
By assumption, the formal product A y is dened for any y 2 ‘2. Thus, as a natural candidate of
an operator associated with A, we could consider the so-called maximal operator (see [30, Example
III.2.3]) [A]max with
D([A]max) = fy 2 ‘2: A  y 2 ‘2g (2.1)
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and [A]maxy:=A  y 2 ‘2. However, there are other operators having interesting properties which
may be associated with A. For instance, since the columns of A are elements of ‘2, we may dene
a linear operator on C0 (also denoted by A) by setting
Aek = (aj;k)j>0; k = 0; 1; 2; : : : :
Notice that [A]max is an extension
1 of A.
A minimum requirement in the spectral theory of linear operators is that the operator in question
be closed [30, Section III.5.2]. In general, our operator A is not closed, but it is closable [30,
Section III.5.3], i.e., for any sequence (y(n))n>0D(A) with y(n) ! 0 and Ay(n) ! v we have
v= 0. To see this, notice that
(ej; v) = lim
n!1
1X
k=0
aj;ky
(n)
k = limn!1(vj; y
(n)) = 0;
where vj = (aj;k)k>0 2 ‘2 by assumption on the rows of A. Thus, we may consider the closure
[A]min of A, i.e., the smallest closed extension of A. Notice that
D([A]min) = fy 2 ‘2: 9(y(n))n>0C0 converging to y; and
(Ay(n))n>0 ‘2 converging (to [A]miny)g: (2.2)
We have the following links between the operators [A]min; [A]max, and their adjoints.
Lemma 2.1. Let the innite matrix AH be obtained from A by transposing and by taking complex
conjugates of the elements. Then
([A]min)
 = [AH]max; ([A]max)
 = [AH]min:
In particular; the maximal operator [A]max is a closed extension of [A]min.
Proof. In order to show the rst equality, for short we write A=[A]min. By denition of the adjoint
[30, Section III.5.5]), D(A) equals the set of all y 2 ‘2 such that there exists a y 2 ‘2 with
(y; Ax) = (y; x) for all x 2 D(A)
and y = Ay. According to the characterization of D(A) given above and the continuity of the
scalar product, it is sucient to require that (y; Ax) = (y; x) holds for all x 2 C0, or, equivalently,
yj = (ej; y
) = (Aej; y) for all j>0:
Since (Aej; y) coincides with the jth component of the formal product AHy, we obtain A=[AH]max
by denition (2.1) of D([AH]max).
The second identity of Lemma 2.1 follows from the fact that A = A by [30, Theorem III.5.29].
Finally, we obtain the last claim by observing that [A]max is an extension of A, and [A]max is
closed (since an adjoint of a densely dened operator is closed [30, Theorem III.5.29]).
1 Given two operators T; S in ‘2, we say that S is an extension of T (and write T  S) if D(T )D(S), and Ty = Sy
for all y 2 D(T ).
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Denition 2.2. The innite matrix A with rows and columns in ‘2 is called proper if the operators
[A]max and [A]min coincide.
Notice that any operator B dened by matrix product (i.e., By=A y for y 2 D(B)) necessarily is
a restriction of [A]max by (2.1). From Lemma 2.1 we obtain the equivalent description A
HB. If
in addition C0D(B), then AB [A]max. We may conclude that any closed operator B dened
by matrix product and C0D(B) satises [A]minB [A]max, and such an operator B is unique
if and only if A is proper. 2
Let us have a look at the special case of Hermitian matrices A, i.e., A=AH. Here Lemma 2.1
tells us that A:=[A]min has the adjoint A
 = [A]max (see also [52, p. 90] or [30, Example V.3.13]),
which is an extension of A. Hence A is symmetric, and we obtain the following equivalencies: A is
self-adjoint (i.e., A= A) if and only if A is proper if and only if there exists a unique symmetric
closed extension of A (cf. with [30, Problem III.5.25]).
Remark 2.3. The notion of proper Jacobi matrices may be motivated by considering the following
problem: given a regular functional c acting on the space of polynomials, can we describe its action
by a densely dened closed operator B, namely c(P) = (g; P(B)f) and, more generally,
c(P  Q) = (Q(B)g; P(B)f) for all polynomials P;Q (2.3)
with suitable f; g 2 ‘2?
We rst show that any closed operator B with AminBAmax satises (2.3) with f = g = e0.
Obviously, it is sucient to show the relation
ej = qj(B)e0 = qj(B)e0; j>0:
Indeed, e0 = q0(B)e0 by (1.4), and by induction, using (1.2), we obtain
ajqj+1(B)e0 = Bqj(B)e0 − bjqj(B)e0 − aj−1qj−1(B)e0 = Bej − bjej − aj−1ej−1 = ajej+1;
the last equality following from AB. Since aj 6= 0, the relation ej+1 = qj+1(B)e0 follows. In a
similar way the other identity is shown using the relation AHB.
We now show that these are essentially all the operators satisfying (2.3). Notice rst that B is
only properly characterized by (2.3) if f is a cyclic element of B (i.e., f 2 D(Bk) for all k, and
spanfBjf: j>0g is dense in ‘2), and g is a cyclic element of B. In this case, using the orthogonality
relations of the FOPs qj, we may conclude that (fn)n>0 and (gn)n>0, dened by fn = qn(B)f and
gn= qn(B)g, is a complete normalized biorthogonal system. The expansion coecients of Bfk (and
Bgj, resp.) with respect to the system (fn)n>0 (and (gn)n>0, resp.) are given by
(gj; Bfk) = (fk; Bgj) = c(zqjqk) = (ej;Aek) =
8><
>:
amin( j; k) if j = k + 1 or k = j + 1;
bj if j = k;
0 else:
2 Some authors consider other extensions of A which are not dened by matrix product, or which are dened by
Hilbert space extensions, see, for instance, [45, Section 6] or [42].
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In other words, up to the representation of ‘2 and its dual with the help of these dierent bases,
we have AB and AHB, and thus AminBAmax. We may conclude in particular that an
operator as in (2.3) is unique (up to basis transformations) if and only if A is proper.
For an innite matrix A, dene the quantity
jjAjj:= sup
u;v2C0
(u;Av)(u; v)
= sup
n>0
jjAnjj;
where on the right-hand side An denotes the principal submatrix of order n of A. Clearly, jjAjj is
the operator norm of A, and [A]min is bounded (with jj[A]minjj= jjAjj) if and only if jjAjj<1.
One easily checks that in this case D([A]min)=‘
2. Conversely, if D([A]min)=‘
2, then A is bounded
by the closed graph theorem [30, Theorem III:5:20]. Finally, we recall the well-known estimate [30,
Example III:2:3]
jjAjj26
"
sup
j
1X
k=0
jaj;k j
#24sup
k
1X
j=0
jaj;k j
3
5 : (2.4)
Using this formula, one easily veries the well-known fact that banded matrices A are bounded if
and only if their entries are uniformly bounded.
We may conclude that a bounded matrix A is proper, and thus we may associate a unique closed
operator A=[A]min whose action is described via matrix calculus. However, these properties do not
remain necessarily true for unbounded matrices.
2.2. Spectral properties of Jacobi operators
In what follows, A will be the complex Jacobi matrix of (1.1) with entries an; bn 2 C; an 6= 0,
We refer to its closure A= [A]min as the corresponding dierence operator or Jacobi operator, and
denote by A# = [A]max the maximal closed extension of A dened by matrix product. Since A
H is
obtained from A by taking the complex conjugate of each entry, we may conclude from Lemma 2.1
that A# =A, where  denotes the complex conjugation operator dened by (yj)j>0 = (yj)j>0.
The aim of this section is to summarize some basic properties of the operators A; A# in terms of
solutions q(z):=(qn(z))n>0 and p(z):=(pn(z))n>0 of recurrence (1.2), (1.4).
We will make use of the projection operators j dened by
j(y0; y1; y2; : : :) = (y0; y1; : : : ; yj−1; 0; 0; : : :) 2 C0; j>1:
Clearly, jy ! y for j ! 1 for any y 2 ‘2. Also, one easily checks that, for any sequence
y = (yn)n>0, one has jy 2 D(A), with
A(jy) =j(A  y) + aj−1  (0; : : : ; 0| {z }
j−1
;−yj; yj−1; 0; 0; : : : :): (2.5)
Using (2.4), one easily veries that A is bounded if and only if the entries of A are uniformly
bounded; more precisely,
sup
n>0
q
jan−1j2 + jbnj2 + janj26jjAjj6 sup
n>0
(jan−1j+ jbnj+ janj) (2.6)
(where we tacitly put a−1 = 0). Also, notice that A is Hermitian if and only if it is real.
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Some further elementary observations are summarized in
Lemma 2.4. (a) For z 2 C there holds
06dimN(zI − A)6dimN(zI − A#)61
with N(zI − A#) = ‘2 \ fq(z):  2 Cg.
(b) For n>0 and z 2 C we have en − qn(z)e0 2 R(zI − A).
(c) For z 2 C there holds fy 2 D(A#): (zI − A#)y = e0g= ‘2 \ fq(z)− p(z):  2 Cg.
(d) For all z 2 C we have D(zI − A#) =D(A#) =D(A); N(zI − A#) =N((zI − A)); and
R(zI − A#) =R((zI − A)).
Proof. (a) Since AA#, we only have to show the last assertion. By (2.1), y=(yn)n>0 2N(zI−A#)
if and only if y 2 ‘2, and we have (zI −A)  y = 0. The latter identity may be rewritten as
−anyn+1 + (z − bn)yn − an−1yn−1 = 0; n>0; y−1 = 0:
Comparing with (1.2), (1.4), we see that (zI −A)  y = 0 if and only if y = y0  q(z), leading to
the above description of N(zI − A#).
(b) Notice that (1.2), (1.4) may be rewritten as
(zI −A)  q(z) = 0; (zI −A)  p(z) =−e0:
Combining this with (2.5), we obtain
(zI − A)n+1p(z) =−e0 + an  (0; : : : ; 0| {z }
n
; pn+1(z);−pn(z); 0; 0; : : :); (2.7)
(zI − A)n+1q(z) = an  (0; : : : ; 0| {z }
n
; qn+1(z);−qn(z); 0; 0; : : :): (2.8)
Also, one easily veries by induction, using (1.2), that
an  (qn(z)  pn+1(z)− qn+1(z)  pn(z)) = 1; n>− 1; z 2 C: (2.9)
Thus, we have found an element of C0D(A) satisfying
(zI − A)n+1[qn(z)p(z)− pn(z)q(z)]
=− qn(z)e0 + an  (0; : : : ; 0| {z }
n
; qn(z)pn+1(z)− pn(z)qn+1(z); 0; 0; : : :) = en − qn(z)e0:
(c) Since (zI −A)  (  q(z) − p(z)) = e0 for all , a proof for this assertion follows the same
lines as the one of part (a). We omit the details.
(d) This part is an immediate consequence of the fact that
(zI − A) = zI − A = zI −A# =(zI − A#):
For a closed densely dened linear operator T in ‘2, the integer dimN(T ) is usually referred to as
the nullity of T , and dimN(zI −T ) coincides with the geometric multiplicity of the \eigenvalue" z
(if larger than zero). One also denes the deciency of T as the codimension in ‘2 of R(T ). Provided
that R(T ) is closed, it follows from [30, Theorem IV:5:13, Lemma III:1:40] that the deciency of T
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coincides with dimN(T ), and that also R(T ) is closed. Taking into account Lemma 2.4(a), (d),
we may conclude that both deciency and nullity are bounded by one for our operators zI − A and
zI − A# provided one of them has closed range. Consequently, we obtain for the essential spectrum
[30, Chapter IV:5:6]
ess(A) = ess(A#) = fz 2 C: R(zI − A) is not closedg: (2.10)
Recall that this (closed) part of the spectrum of A (or A#) remains invariant under compact perturba-
tions [30, Theorem IV:5:35]. Let us relate Denition 2.2 to the notion of determinacy as introduced
by Wall.
Denition 2.5 (See Wall [59, Denition 22:1]). The complex Jacobi matrixA is called determinate
if at least one of the sequences p(0) or q(0) is not an element of ‘2.
According to [59, Theorem 22:1], A is indeterminate if p(z) and q(z) are elements of ‘2 for one
z 2 C, and in this case they are elements of ‘2 for all z 2 C. It is also known (see [1, pp. 138{141]
or [38, p. 76]) that a real Jacobi matrix is proper (i.e., self-adjoint) if and only if it is determinate.
In the general case we have the following
Theorem 2.6 (Cf. with Beckermann [19, Proposition 3:2]). (a) A determinate complex Jacobi ma-
trix A with ess(A) 6= C is proper.
(b) A proper complex Jacobi matrix A is determinate.
(c) If 
(A) 6= ; then A is proper.
Proof. Part (a) has been established in [19, Proposition 3:2], the proof is mainly based on Lemma
2.4(d) and the fact that in the case z 62 ess(A) the set R(zI −A) (and R((zI −A)), resp.) coincides
with the orthogonal complement of N((zI − A)) (and of N(zI − A), resp.).
In order to show part (b), suppose that A is not determinate. Then dimN(zI − A#) = 1 and
C0R(zI − A#) for all z 2 C according to Lemma 2.4(a){(c), and thus C0R((zI − A)) by
Lemma 2.4(d). Taking into account thatN(zI−A) is just the orthogonal complement R((zI−A))?
of R((zI − A)), we may conclude that dimN(zI − A) = 0, showing that A 6= A#.
Part (c) was also mentioned in [19, Proposition 3:2]: Let z 2 
(A). Then R(zI−A)=‘2 by deni-
tion of the resolvent set. HenceN((zI−A))=f0g, implying thatN(zI−A#)=f0g by Lemma 2.4(d).
From Lemma 2.4(a) we may conclude that (qn(z))n>0 62 ‘2, and hence A is determinate. Finally,
since Cness(A)
(A) is nonempty, it follows from Theorem 2.6(a) that A is proper.
In order to complete the statement of Theorem 2.6, we should mention the following charac-
terization in terms of operators of indeterminate complex Jacobi matrices which will be shown in
Theorem 2.11 below: if A is indeterminate, then ess(A) is empty and (A) = C; more precisely,
for all z 2 C, the kernel of zI − A is empty, R(zI − A) is closed and has codimension 1, the kernel
of zI − A# has dimension 1, and R(zI − A#) = ‘2.
The numerical range (or eld of values) [30, Section V:3:2] of a linear operator T in ‘2 is dened
by
(T ) = f(y; Ty): y 2 D(T ); jjyjj= 1g:
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By a theorem of Hausdor, (T ) and its closure  (T ) are convex. Also, ess(A) (A) by [30,
Theorem V:3:2]. Hence, for complex Jacobi matrices with ess(A) 6= C or  (A) 6= C, the notions of
determinacy and properness are equivalent. This includes the case of real Jacobi matrices since here
 (A)R. Notice that  (A) 6= C implies that  (A) is included in some half-plane of C. The case
of the lower half-plane fIm(z)60g was considered by Wall [59, Denition 16:1], who called the
corresponding J -fraction positive denite and gave characterizations of such complex Jacobi matrices
in terms of chain sequences [59, Theorem 16:2]. In this context we should also mention that  (A)
is compact if and only if A is bounded; indeed, one knows [27, Eq. (1:6)] that supfjzj: z 2  (A)g 2
[jjAjj=2; jjAjj].
It is not known whether there exists a determinate complex Jacobi matrix which is not proper.
Since many of the results presented below are valid either for proper or for indeterminate Jacobi
matrices, a clarication of this problem seems to be desirable.
Results related to Theorem 2.6 have been discussed by several authors: Barrios et al. [13, Lemma 3]
showed that a complex Jacobi matrix A = A0 + A00 with A0 self-adjoint and A00 bounded is
determinate. More generally, Castro Smirnova [22, Theorem 2] proved that a bounded perturbation
of a real Jacobi matrix A is determinate 3 if and only if A is determinate. It is an interesting open
problem to characterize determinacy or properness in terms of the real and the imaginary part of a
Jacobi matrix.
Let us here have a look at a sucient condition which will be used later.
Example 2.7. It is known [59, Theorem 25:1] that A is determinate provided that
1X
n=0
1
janj =+1:
We claim that then A is also proper. To see this, let y 2 D(A#). Choose integers n0<n1<    with
‘:=
n‘+1−1X
j=n‘
1
jaj−1j>1; ‘>0;
and put
y(‘) =
1
‘
n‘+1−1X
j=n‘
1
jaj−1jjy 2 C0:
Since n‘ !1 and jy ! y, one obtains y(‘) ! y. Furthermore, according to (2.5),
jjAy(‘) − A#yjj6 1
‘
n‘+1−1X
j=n‘
jjjA#y − A#yjj
jaj−1j +
1
‘


n‘+1−1X
j=n‘
Ajy −jA#y
jaj−1j


6 jjn‘A#y − A#yjj+
1
‘


n‘+1−1X
j=n‘
(0; : : : ; 0| {z }
j−1
; jyjj; jyj−1j; 0; 0; : : : :)


3 Of course, by (2.1), (2.2), a proper Jacobi matrix A remains proper after adding some bounded perturbation.
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6 jjn‘A#y − A#yjj+
2
‘
jjn‘y − yjj
and the right-hand side clearly tends to 0 for ‘ !1. Thus y 2 D(A) by (2.2).
Combining Example 2.7 with the techniques of [18, Example 5.2], one may construct for any
closed set EC a proper dierence operator A satisfying ess(A)=E. In particular [18, Example 5:2],
notice that (in contrast to the real case) the resolvent set may consist of several connected compo-
nents.
To conclude this part, recall from [19] a further characterization of the essential spectrum in terms
of associated Jacobi matrices. We denote by A(k) the \shifted" (complex) Jacobi matrix obtained by
replacing (aj; bj) in A by (aj+k ; bj+k), j>0. As in [30, Chapter IV:6:1] one shows that the operators
corresponding to A =A(0), and to A(k), respectively, have the same essential spectrum for any
k>0. In our case we have the following stronger assertion.
Theorem 2.8 (See Beckermann [19, Proposition 3:4]). Suppose thatA is determinate. Then ess(A)
= (A(k)) \ (A(k+1)) for any k>0. More precisely; for any z 2 Cness(A) there exists a nontrivial
‘2-solution (sn(z))n>−1 of (1:2); with

(A(k)) = fz 2 Cness(A): sk−1(z) 6= 0g; k>0: (2.11)
If the entries of the dierence of two (complex) Jacobi matrices tend to zero along diagonals,
then the dierence of the corresponding dierence operators is known to be compact [2]. We can
now give a dierent characterization of the essential spectrum, namely
ess(A) =
\
f(A0): A0 is a dierence operator and A− A0 is compactg: (2.12)
Here the inclusion  is true even in a more general setting [30, Theorem IV.5.35]. In order to see
the other inclusion, notice that for the particular solution of Theorem 2.8 there necessarily holds
js−1(z)j + js0(z)j 6= 0. Therefore, by Theorem 2.8, the essential spectrum is already obtained by
taking the intersection with respect to all dierence operators found by varying the entry a0 of A,
i.e., by rank 1 perturbations.
2.3. Characterization of the spectrum
In this subsection we are concerned with the problem of characterizing the spectrum of a dierence
operator in terms of solutions of the recurrence relation (1.2). This connection can be exploited in
several ways. On the one hand, one sometimes knows the asymptotic behavior of solutions of (1.2)
(as for instance in the case of (asymptotically) periodic recurrence coecients, cf. [15,16,20,26,34]),
and it is possible to determine the shape of the spectrum. On the other hand, we will see in Section
3 that we obtain nth-root asymptotics for FOPs and functions of the second kind on the resolvent
set.
A description of the resolvent operator (or more precisely of a (formal) \right reciprocal") in terms
of the solutions p(z); q(z) of recurrence (1.2) has been given already by Wall [59, Sections 59{61].
Starting with a paper of Aptekarev et al. [7], the problem of characterizing the spectrum has received
much attention in the last years, see [15,16,19,20] for Jacobi matrices and the survey papers [5,6]
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and the references therein for higher-order dierence operators. A typical example of characterizing
the spectrum in terms of only one solution of (1.2) is the following.
Theorem 2.9 (See Beckermann [19, Theorem 2:3]). Let A be bounded. Then z 2 
(A) if and only
if
sup
n>0
Pn
j=0 jqj(z)j2
janj2[jqn(z)j2 + jqn+1(z)j2]<1: (2.13)
Indeed, using (2.8), we obtain for z 2 
(A) and n>0
1
jjzI − Ajj26
Pn
j=0 jqj(z)j2
janj2[jqn(z)j2 + jqn+1(z)j2] =
jjn+1q(z)jj2
jj(zI − A)n+1q(z)jj26jj(zI − A)
−1jj2; (2.14)
showing that (2.13) holds. The other implication is more involved; here one applies the character-
ization of Theorem 2.12 below. Notice that we may reformulate Theorem 2.9 as follows: we have
z 2 (A) if and only if the sequence (nq(z)=jjnq(z)jj)n>0 contains a subsequence of approximate
eigenvectors (i.e., a sequence of elements of D(A) of norm one so that their images under zI − A
tend to zero).
In view of (2.13), (2.14), we can give another formulation of Theorem 2.9: we have z 2 
(A)
if and only if the sequence of numerators, and denominators in (2.13), respectively, have the same
asymptotic behavior. It becomes clear from the following considerations (and can also be checked
directly) that then both sequences will grow exponentially. It seems that, even for the classical case
of real bounded Jacobi matrices, this result has only been found recently [19]. As mentioned before,
here the spectrum of A coincides with the support of the measure of orthogonality  of (qn)n>0.
Some further consequences of relation (2.13) concerning the distribution of zeros of FOPs will
be discussed in Section 3.
In order to describe other characterizations of the spectrum, we will x z 2 C, and denote by
R();  2 C, the innite matrix with elements
R()j; k =
(
qj(z)  f  qk(z)− pk(z)g if 06j6k;
fqj(z)  − pj(z)g  qk(z) if 06k6j;
j; k = 0; 1; 2; : : : . These matrices are just the (formal) \right reciprocals" mentioned by Wall [59,
Theorem 60:2]. In the next statement we characterize the resolvent set of possibly unbounded dif-
ference operators in terms of two solutions of (1.2). A special case of this assertion may be found
in [59, Theorem 61:2].
Theorem 2.10. We have z 2 
(A) if and only if A is proper; and there exists a  2 C such that
R() is bounded. In this case;  is unique; and the resolvent is given by (zI − A)−1 = [R()]min; in
particular = (e0; (zI − A)−1e0).
Proof. Let z 2 
(A), and denote by R= (Rj; k)j; k=0;1; ::: the (bounded) innite matrix corresponding
to the resolvent operator (zI − A)−1. It follows from Theorem 2.6(c) that A is proper. Thus the
rst implication follows by showing that R=R() for =(e0; (zI −A)−1e0). Since R((zI −A)−1)=
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D(zI − A), we obtain
(zI − A)[R  e0] = (zI − A)[(zI − A)−1e0] = e0:
From Lemma 2.4(c) we get the form of the rst column of R, namely Rj;0=qj(z)−pj(z)=R()j;0
for some  2 C. Here the identity  = (e0; (zI − A)−1e0) is obtained by comparing the values for
the index j=0. The form of the other columns of R is obtained from Lemma 2.4(b) and its proof.
Indeed, we have for j>1; k>0
Rj; k − qk(z)Rj;0 = (ej; (zI − A)−1[ek − qk(z)e0]) = (ej; k+1[qk(z)p(z)− pk(z)q(z)])
and thus Rj; k =R()j; k .
Conversely, suppose that R() is bounded, and denote by R its closure. By some elementary
calculations using (1.2) and (2.9) one veries that
R()  (zej −Aej) = ej; j>0
and thus R(zI − A)y = y for all y 2 C0 by linearity. Recalling (2.2), we may conclude that
inf
y2D(A)
jj(zI − A)yjj
jjyjj = infy2C0
jj(zI − A)yjj
jjyjj = infy2C0
jj(zI − A)yjj
jjR(zI − A)yjj>
1
jjRjj>0:
Consequently, N(zI −A)= f0g, and from [30, Theorem IV.5.2] if follows that R(zI −A) is closed.
In order to establish our claim z 2 
(A), it remains to show that R(zI − A) is dense in ‘2. Since
R() is bounded, its rst column y() is an element of ‘2. Using Lemma 2.4(c), we may conclude
that e0 2 R(zI−A#), and thus e0 2 R(zI−A) since A is proper. Combining this with Lemma 2.4(b),
we nd that C0R(zI − A), and hence R(zI − A) = ‘2.
For establishing the second sentence of Theorem 2.10, we still need to show that the  of the
preceding part of the proof necessarily coincides with (e0; (zI −A)−1e0). By construction of y() we
have (zI − A#)y() = (zI − A)y() = e0, and thus = (e0; y()) = (e0; (zI − A)−1e0).
For the sake of completeness, let us also describe the case of operators A which are not proper.
Here we have either the trivial case ess(A)=C, or otherwise A is indeterminate by Theorem 2.6(a).
In the latter case, we nd exactly the same phenomena as for real Jacobi matrices (see, e.g., [1,38]
or [45, Theorem 2.6]).
Theorem 2.11. Suppose that A is indeterminate. Then the following assertions hold:
(a) ess(A) = ; and (A) = (A#) = C.
(b) A# is a two-dimensional extension of A. Furthermore; all other operators A[] with AA[]A#
are one-dimensional extensions of A; they may be parametrized by  2 C [ f1g via
D(A[]) =

y + 
q(0)− p(0)
1 + jj : y 2 D(A);  2 C

:
(c) We have ess(A[]) = ;; and A[] =A[] for all . Furthermore; there exist entire functions
a1; a2; a3; a4 : C! C with a1a4 − a2a3 = 1 such that
(A[]) = fz 2 C: [](z) =1g; where [](z):=a1(z)− a2(z)a3(z)− a4(z) :
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Finally; the resolvent of A[] at z 2 
(A[])) is given by the closure of R([](z)); which is a
compact operator of Schmidt class.
Proof. For z 2 C, consider the innite matrix S(z) with entries
S(z)j; k =
(
qk(z)pj(z)− qj(z)pk(z) if 06j6k;
0 if 06k6j:
Since A is indeterminate, we get
P
j; k jS(z)j; k j2<1. In particular, the closure S(z) of S(z) is
bounded, and more precisely a compact operator of Schmidt class [30, Section V.2.4]. By some
elementary calculations using (1.2) and (2.9) one veries that S(z)  (zej −Aej) = ej for j>0. As
in the last part of the proof of Theorem 2.10 it follows that S(z) is a left-inverse of zI − A, and it
follows that R(zI−A) is closed andN(zI−A)=f0g. Since by assumptionN(zI−A#)=span(q(z)),
we obtain
R(zI − A#) =N(zI − A)? = ‘2; R(zI − A) =N(zI − A#)? = span(q(z))?; z 2 C:
Using (2.10), we may conclude that part (a) holds.
For a proof of (b), let y 2 D(A#). Since A#p(0) =−e0 by Lemma 2.4(c), we have
A#(y + (q(0); A#y)  p(0)) 2 span(q(0))? =R(A):
Consequently, there exists a y0 2 D(A) with 0 = A#(y + (q(0); A#y)  p(0)) − Ay0 = A#(y +
(q(0); A#y)  p(0) − y0), showing that y + (q(0); A#y)  p(0) − y0 is a multiple of q(0). Hence
A# is a two-dimensional extension of A. Since any other extension either has a nontrivial kernel
(=1) or otherwise the image ‘2 ( 6=1), the second part of the assertion follows.
It remains to show part (c). Following [59, Section 23], we dene the entire functions
a1(z) = z
1X
j=0
pj(0)pj(z); a2(z) = 1 + z
1X
j=0
qj(0)pj(z);
a3(z) =−1 + z
1X
j=0
pj(0)qj(z); a4(z) = z
1X
j=0
qj(0)qj(z):
It is shown in [59, Theorem 23:1] that indeed a1(z)a4(z)− a2(z)a3(z) = 1 for all z 2 C. Let z 2 C.
We claim that, for a suitable unique  2 C [ f1g (depending on ; z),

q(z)− p(z)
1 + jj 2 D((zI − A[])
); with (zI − A[])q(z)− p(z)1 + jj =
e0
1 + jj : (2.15)
Indeed, for any y 2 D(A) and  2 C
e0
1 + jj ; y + 
q(0)− p(0)
1 + jj

−


q(z)− p(z)
1 + jj ; (zI − A[])

y + 
q(0)− p(0)
1 + jj

=
(e0; y) + =(1 + jj)
1 + jj −

(zI − A)q(z)− p(z)
1 + jj ; y

−


q(z)− p(z)
1 + jj ;
(zq(0)− zp(0) + e0)
1 + jj

B. Beckermann / Journal of Computational and Applied Mathematics 127 (2001) 17{65 31
=

(1 + jj)(1 + jj)[− − z((q(z)− p(z)); q(0)− p(0))]
=

(1 + jj)(1 + jj)[− [a1(z)− a2(z)] + [a3(z)− a4(z)]]
and the term on the right-hand side equals zero for = [](z). Thus (2.15) holds.
We are now prepared to show part (c). First, notice that also zI − A[] is a one-dimensional
extension of zI − A for all z 2 C. Therefore, R(zI − A[]) equals either ‘2 or R(zI − A), and
hence is closed for all z 2 C. Consequently, ess(A[]) = ;. Secondly, AA[]A# implies that
A=(A#)A[]A#=A, and hence A[] is a one-dimensional extension of A. Noticing
that [](0) = , we may conclude from (2.15) for z = 0 that (q(0)− p(0))=(1 + jj) 2 D(A[]).
Since the one-dimensional extensions of A have been parametrized in part (b), it follows that
A[] = A[] for all . Taking into account that R(zI − A[]) is closed, we may conclude that
N(zI − A[]) = ; if and only if R(zI − A[]) = ‘2, which by (2.15) is equivalent to [](z) 6= 1.
In the latter case, applying [30, Theorem IV.5.2], we nd that z 2 
(A[]), and thus (A[]) has the
form claimed in the assertion.
Finally, in the case  = [](z) 6= 1, it follows again from (2.15) that (ej; (zI − A[])−1e0) =
[](z)qj(z) − pj(z) for j>0, and the characterization (zI − A)−1 = [R([](z))]min is proved as in
the rst part of the proof of Theorem 2.10. Since
R([](z)) =S(z) + (([](z)qj(z)− pj(z))qk(z))j; k=0;1; :::
and S(z) is of Schmidt class, the same is true for R([](z)). This terminates the proof of Theorem
2:11.
Under the assumptions of Theorem 2.11, suppose in addition that A is real. Then the extension
A[] of A is symmetric if and only if  2 R[ f1g. It follows from part (b) that A[] is self-adjoint,
i.e., we obtain all self-adjoint extensions of the dierence operator A in ‘2 (cf. with [1; 45, Theorem
2.6]). Notice also that then the corresponding functions [](z) are just the Cauchy transforms of the
extremal [44, Theorem 2.13] or Neumann solutions [45] of the moment problem (which according
to part (c) are discrete).
Suppose that A is bounded (and thus A is proper and determinate). In this case it is known [23]
that there is an exponential decay rate for the entries of the resolvent of the form (2.16). Conversely,
any innite matrix with entries verifying (2.16) is bounded. We thus obtain the following result of
Aptekarev, Kaliaguine and Van Assche mentioned already in the introduction.
Theorem 2.12 (cf. with Aptekarev et al. [7, Theorem 1]). Let A be bounded. Then z 2
(A) if and
only if there exists a (z) 2 C and positive constants (z) and (z) such that for all j; k>0
jR((z))j; k j6(z)  (z)jk−jj; (z)<1: (2.16)
The equivalence of Theorem 2.12 remains true for unbounded dierence operators where the
sequence of odiagonal entries (an)n>0 is bounded (see, e.g., [25, Proposition 2:2]) or contains a
\suciently dense" bounded subsequence (namely, there exists an increasing sequence (nk)k>0 of
indices so that both sequences (ank )k>0 and (nk+1 − nk)k>0 are bounded, see [18, Theorem 2:1]). In
these two cases, the matrix A is proper according to Example 2.7.
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Notice that in the original statement of [7, Theorem 1] the authors impose some additional con-
ditions on z which are not necessary. Also, the authors treat general tridiagonal matrices A where
the entries of the superdiagonal may dier from those on the subdiagonal. Such operators can be
obtained by multiplying a complex Jacobi matrix on the left by some suitable diagonal matrix and
on the right by its inverse, i.e., we rescale our recurrence relation (1.2). Such recurrence relations
occur for instance in the context of monic (F)OPs, whereas we have chosen the normalization of
orthonormal FOPs. The following result of Kaliaguine and Beckermann shows that our normalization
gives the smallest spectrum.
Theorem 2.13 (Beckermann and Kaliaguine [20, Theorem 2:3]). Let A be a bounded complex
Jacobi matrix; and consider a bounded tridiagonal matrix A0 =DAD−1 with diagonal D. Then
for the corresponding dierence operators A and A0 we have 
(A0)
(A).
As an example, take the tridiagonal Toeplitz matrix with diagonal entries a=2; 0; 1=(2a). Here it is
known that the spectrum is the interior and the boundary of an ellipse with foci 1 and half axes
ja  1=aj=2, and it is minimal (namely the interval [ − 1; 1]) for a = 1. Notice also that for monic
FOPs one chooses the normalization a= 12 .
It would be interesting to generalize Theorem 2.13 to unbounded Jacobi matrices.
2.4. The Weyl function and functions of the second kind
Following Berezanskii (see [21]), we call
(z):=(e0; (zI − A)−1e0); z 2 
(A); (2.17)
the Weyl function of A. Since the resolvent is analytic on 
(A), the same is true for the Weyl
function. If the operator A is bounded (or, equivalently, if the entries of A are uniformly bounded),
then  is analytic for jzj>jjAjj. Then its Laurent series at innity is given by
(z) 
1X
j=0
(e0; Aje0)
zj+1
; (2.18)
i.e., its coecients are the moments of the linear functional c of formal orthogonality (some authors
refer to the series on the right-hand side of (2.18) as the symbol of c). In the case where the
numerical range of A is not the whole plane (as for instance for real Jacobi matrices), one may
show (see, e.g., [59, Theorem 84:3]) that (2.18) can be interpreted as an asymptotic expansion of
 in some sector.
The associated functions of the second kind are given by
rn(z) = (en; (zI − A)−1e0) = qn(z)(z)− pn(z); n>0; z 2 
(A);
where the last representation follows from Theorem 2.10 and the construction of R((z)). Similarly,
we may express the other entries as
(ej; (zI − A)−1ek) = (ek ; (zI − A)−1ej) = rk(z)qj(z); 06j6k; z 2 
(A): (2.19)
In case of a bounded operator A, we know from [18, Theorem 5:3] that the Weyl function contains
already all information about isolated points of the spectrum. The proof given for this assertion only
uses the representation (2.19), and thus also applies for unbounded operators.
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Theorem 2.14 (Beckermann [18, Theorem 5:3 and Corollary 5:6]). Let  be an isolated point of
(A). Then  2 ess(A) if and only if  has an essential singularity in ; and  is an eigenvalue of
algebraic multiplicity m<1 if and only if  has a pole of multiplicity m. In particular; if (A)
is countable; then the set of singularities of  coincides with (A).
A proof of the second sentence of Theorem 2.14 is based on the observation that any element of
a closed and countable set C is either an isolated point or a limit of isolated points of . Notice
that the spectrum is in particular countable and has the only accumulation point b 2 C if A− bI is
compact, i.e., an! 0 and bn! b (see for instance Corollary 2.17 below). Here the Weyl function is
analytic in 
(A) (and in no larger set), meromorphic in Cnfbg, and has an essential singularity at
b. For a nice survey on compact Jacobi matrices we refer the reader to [57].
Relation (2.19) allows us also to compare the growth of FOPs and of functions of the second
kind. Indeed, according to (2.9) we have
an(qn+1(z)rn(z)− rn+1(z)qn(z)) = 1; n>0; z 2 
(A): (2.20)
This implies that
16 janj
q
jqn(z)j2 + jqn+1(z)j2
q
jrn(z)j2 + jrn+1(z)j2
6 1 + 2janj  jj(zI − A)−1jj; (2.21)
16
q
jqn(z)j2 + janqn+1(z)j2
q
jrn(z)j2 + janrn+1(z)j2
6 1 + (1 + janj2)jj(zI − A)−1jj (2.22)
for all z 2 
(A) and n>0. Indeed, the left-hand inequalities of (2.21), (2.22) follow by applying
the Cauchy{Schwarz inequality on (2.20). In order to verify the right-hand estimate in, e.g., (2.21),
we notice that, by (2.20),
janj2(jqn(z)j2 + jqn+1(z)j2)(jrn(z)j2 + jrn+1(z)j2)
=janj2[jqn(z)rn(z)j2 + jqn(z)rn+1(z)j2 + jqn+1(z)rn+1(z)j2] + j1 + anrn+1(z)qn(z)j2:
Each term of the form rj(z)qk(z) occurring on the right-hand side may be bounded by jj(zI −A)−1jj,
leading to (2.21).
If additional information on the sequence (an)n>0 is available, we may be even much more precise.
Corollary 2.15. Let (an)n>0 be bounded. Then there exist continuous functions  :
(A)! (0;+1)
and  :
(A)! (0; 1) such that for all 06j6k and for all z 2 
(A)
jrk(z)  qj(z)j6(z)  (z)k−j: (2.23)
If in addition A is bounded; then the functions (z) and jzj  (z) are continuous at innity.
Here (2.23) follows from Theorem 2.12. The continuity of the functions ;  has been discussed
in [20; Lemma 3:3; 18; Lemma 2:3] for bounded A, and implicitly in [19, proof of Theorem 2:1]
for bounded (an)n>0.
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2.5. Some special cases
It is well known (see, e.g., [11]) that a linear functional c having real moments is positive (i.e.,
det(c(xj+k))j; k=0; :::; n>0 for all n>0) if and only if c has the representation
c(P) =
Z
P(x) d(x) for any polynomial P; (2.24)
where  is some positive Borel measure with real innite support supp(). Under these assumptions,
the support is a part of the positive real axis if and only if in addition det(c(xj+k+1))j; k=0; :::; n>0 for
all n>0. Furthermore, the sequence of moments is totally monotone (i.e., (−1)kkc(xn)>0 for all
n; k>0, see [11, Section 5:4:1]) if and only if (2.24) holds with  some positive Borel measure
with innite support supp() [0; 1].
In all these cases, the corresponding Jacobi matrix is real, and the corresponding measure is unique
(uniqueness of the moment problem) if and only if A is proper (in other words, A is self-adjoint).
In this case,  can be obtained by the Spectral Theorem, with supp() = (A)R, and
(z) =
Z
d(x)
z − x (2.25)
holds for all z 62 (A).
In case of complex bounded Jacobi matrices (or more general proper operators with 
(A) 6 (A)),
we may also obtain a complex-valued measure  satisfying (2.24) and (2.25) via the Cauchy in-
tegral formula; however, in general (A) 6= supp(). In all these cases, we recover the following
well-known representation of functions of the second kind as Cauchy transforms.
Lemma 2.16. Suppose that there exists some (real- or complex-valued) Borel measure  such that
(2:24) holds; and some set U 
(A) such that (2:25) is true for all z 2 U . Then
rk(z)qj(z) =
Z
qj(x)qk(x)
z − x d(x); 06j6k; z 2 U:
Proof. Consider the sequence of Cauchy transforms
~rn(z):=
Z
qn(x)
z − x d(x); n>0
and ~r−1=0. One easily checks, using (2.24) and (1.2), that −an ~rn+1(z)+(z−bn) ~rn(z)−an−1 ~rn−1(z)=R
qn(x) d(x)= c(qn)=n;0 for n>0. Moreover, ~r0(z)=(z)= r0(z) for z 2 U by (2.25) and (2.19).
Consequently, for z 2 U , ( ~rn(z))n>0 satises the same recurrence and initialization as the sequence
(rn(z))n>0, implying that ~rn(z) = rn(z). Furthermore, for j6k there holds
rk(z)qj(z)−
Z
qj(x)qk(x)
z − x d(x) =
Z
qj(z)− qj(x)
z − x qk(x) d(x):
Since the fraction on the right-hand side is a polynomial of degree<j6k in x, the right-hand integral
vanishes by orthogonality and (2.24).
If A is bounded, then any measure with compact support satisfying (2.24) will fulll (2.25) with
U being equal to the unbounded component of the complement of (A)[supp(), since the functions
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on both sides of (2.25) have the same Laurent expansion at innity. It would be very interesting
to prove for general nonreal (unbounded but proper) Jacobi matrices that if (2.24) holds for some
measure with compact support, then also (2.25) is true for z 2 U , where U is the intersection of

(A) with the unbounded connected component of Cnsupp().
To conclude this section let us have a look at a dierent class of functionals which to our
knowledge has not yet been studied in the context of complex Jacobi matrices: It is known from the
work of Schoenberg and Edrei that the sequence of (real) moments (cn)n>0; cn=c(xn); c0=1; cn=0
for n<0, is totally positive (i.e., det(cm+j−k)j; k=0; :::; n−1>0 for all n; m>0) if and only if
P
cjzj is
the expansion at zero of a meromorphic function  having the representation
 (z) = ez
1Y
j=1
1 + jz
1− jz ; j; j; >0;
1X
j=1
(j + j)<1
(including, for instance, the exponential function). Following [9], we exclude the case that  is
rational. Many results about convergence of Pade approximants (at zero) of these functions have
been obtained in [9], see also [11]. Let us consider the linear functionals c[k] dened by
c[k](xn) = cn+k ; n; k>0; with symbol [k](z) = zk−1
0
@ (1=z)− k−1X
j=0
cj
zj
1
A
(c[0] = c), having symbols which are meromorphic in Cnf0g, and analytic around innity. We have
the following
Corollary 2.17. The functionals c[k] as described above are regular for all k>0. The associated
complex Jacobi matrices A[k] are compact; with Weyl function given by [k]; and spectrum f0g [
fj: j>1g. Finally; (a[k]n )2<0 for all n; k>0.
Proof. In [9, Theorem 1.I], the authors show that the Pade table of  (at zero) is normal. Denote by
Qm;n the denominator of the Pade approximant of type [mjn] at zero, normalized so that Qm;n(0)=1,
and dene
Q[k]n (z):=z
nQn+k; n

1
z

= zn + Q[k]n;1z
n−1 + Q[k]n;2z
n−2 +    :
It is well known and easily veried that Q[k]n is an nth monic FOP of the linear functional c
[k], and
thus c[k] is regular. The sign of the recurrence coecient a[k]n follows from well-known determinantal
representations; we omit the details. Precise asymptotics for (Qn+k; n)n>0 are given in [9, Theorem 1.II]
(see also [11]), implying that
lim
n!1
Q[k]n (z)
zn
= exp
−
2z
 1Y
j=1

1− j
z

(2.26)
for all k>0 uniformly on closed subsets of (C [ f1g)nf0g. In particular, the sequences (Q[k]n;1)n>0
and (Q[k]n;2)n>0 converge. On the other hand, we know from (1.2) that Q
[k]
n+1(z) = (z − b[k]n )Q[k]n (z) −
(a[k]n−1)
2Q[k]n−1(z). Thus
Q[k]n+1;1 = Q
[k]
n;1 − b[k]n ; Q[k]n+1;2 = Q[k]n;2 − b[k]n Q[k]n;1 − (a[k]n−1)2; (2.27)
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implying that b[k]n ! 0 and a[k]n ! 0 for n!1. Hence A[k] is compact. Since its Weyl function 
has the same (convergent) Laurent expansion around innity as [k], we have =[k], and the rest
of the assertion follows from Theorem 2.14 and the explicit knowledge of the singularities of [k].
3. Asymptotics of FOPs
3.1. nth-root asymptotics of FOPs
In this subsection we will restrict ourselves to bounded Jacobi matrices A. We present some recent
results of [7,18,20,53,54].
In their work on tridiagonal innite matrices, Aptekarev, Kaliaguine and Van Assche also observed
[7, Corollary 3] that
lim sup
n!1
jqn(z)j1=n>1; z 2 
(A):
Indeed, a combination of (2.23) for j = 0 and (2.21) yields the stronger relation
lim inf
n!1 [jqn(z)j
2 + jqn+1(z)j2j]1=(2n)>1; z 2 
(A): (3.1)
For real bounded Jacobi matrices, this relation was already established by Szwarc [53, Corollary 1],
who showed by examples [54] that there may be also exponential growth inside the spectrum.
Kaliaguine and Beckermann [20, Theorem 3.6] applied the maximum principle to the sequence of
functions of the second kind and showed that, in the unbounded connected component 
0(A) of the
resolvent set 
(A), one may replace 1 on the right-hand side of (3.1) by exp(g(A)(z)). Here g(A)
denotes the (generalized) Green function with pole at 1 of the compact set (A), being characterized
by the three properties (see, e.g., [41, Section II:4]):
(i) g(A) is nonnegative and harmonic in 
0(A)nf1g,
(ii) g(A)(z)− log jzj has a limit for jzj ! 1,
(iii) limz!; z2
0(A) g(A)(z) = 0 for quasi-every  2 @
0(A).
We also recall that the limit in (ii) equals −log cap((A)), where cap() is the logarithmic capacity.
A detailed study of nth-root asymptotics of formal orthogonal polynomials with bounded recurrence
coecients has been given in [18]. We denote by kn the leading coecient of qn, i.e.,
kn =
1
a0  a1    an−1 ;
and dene the quantities
sup:= lim sup
n!1
jknj−1=n; inf := lim inf
n!1 jknj
−1=n:
Notice that janj6jjAjj, and thus jknj1=n>1=jjAjj, implying that 06inf6sup6jjAjj.
Theorem 3.1 (See Beckermann [18, Theorems 2:5 and 2:10]). Let A be bounded. Then there exist
functions ginf ; gsup such that
lim inf
n!1 (jqn(z)j
2 + janqn+1(z)j2)−1=(2n) = exp(−gsup(z)); (3.2)
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lim sup
n!1
(jqn(z)j2 + janqn+1(z)j2)−1=(2n) = exp(−ginf (z)); (3.3)
holds uniformly on closed subsets of 
(A).
Here ginf = +1 (and gsup = +1; resp.) if and only if sup = 0 (and inf = 0; resp.). Otherwise;
ginf is superharmonic; strictly positive; and continuous in 
(A)nf1g; with
lim
jzj!1
ginf (z)− log jzj= log 1sup :
Also; gsup is subharmonic; strictly positive; and continuous in 
(A)nf1g; with
lim
jzj!1
gsup(z)− log jzj= log 1inf :
In addition;
06inf6sup6cap((A)); g(A)(z)6ginf (z)6gsup(z); z 2 
0(A): (3.4)
Various further properties and relations between g(A), ginf and gsup may be found in [18,
Sections 2.2, 2.3]. The proof of Theorem 3.1 is based on (2.22), Corollary 2.15, and applies tools
from logarithmic potential theory. Instead of giving details, let us discuss some consequences and
special cases. First, since (an)n>0 is bounded, we obtain from (3.2) that
lim sup
n!1
jqn(z)j1=n = exp(gsup(z))>1; z 2 
(A): (3.5)
Furthermore, we will show below that (3.3) implies the relation
lim inf
n!1 jqn(z)j
1=n = exp(ginf (z))>1; z 2 F; (3.6)
provided that the set F 
0(A) does not contain any of the zeros of qn for suciently large n. In
addition, by combining (3.3) with (2.22) we get
lim sup
n!1
jrn(z)j1=n = exp(−ginf (z))<1; z 2 
(A): (3.7)
Indeed, relation (2.22) allows us to restate Theorem 3.1 in terms of functions of the second kind.
The simplest case which may illustrate these ndings is the Toeplitz operator A with an = 12 ,
bn = 0, n>0, see [38, Section II.9.2]. 4 Here one may write down explicitly qn and rn in terms
of the Joukowski function; in particular one nds that (A) = [ − 1; 1], and ginf = gsup = g[−1;1]. Of
course, in the generic case there will be no particular relation between gsup, ginf , and g(A). Some
extremal cases of Theorem 3.1 have been discussed in [18, Example 2:9] (see also [25, Examples
4:1, 4:2]). For instance, there are operators with (A) = [− 1; 3], and ginf = gsup = g[−1;1]. Also, the
case (A) = [− 2; 2], inf = sup = 12<cap((A)) = 1, and ginf 6= gsup may occur. In addition there is
an example where gsup(z)− ginf (z) = log(sup=inf ) 6= 0 for all z 2 
(A).
The nth-root asymptotics of general orthogonal polynomials are investigated by Stahl and Totik
[51]. Of course, in case of orthogonality on the real line (i.e., real Jacobi matrices) results such as
(3.4){(3.6) have been known before, see, e.g., [51, Theorem 1:1:4, Corollary 1:1:7].
In this context we should mention the deep work of Stahl concerning the convergence of Pade
approximants and asymptotics of the related formal orthogonal polynomials. He considers linear
4 See also the case of periodic complex Jacobi matrices discussed in Section 4.3 below.
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functionals as in (2.24), where  is some (real or complex valued but not positive) Borel measure
with compact support. Of course, such functionals are not necessarily regular, but we can always
consider the asymptotics of the subsequence of (unique) FOPs corresponding to normal points. In [46,
Corollary of Theorem 1] Stahl constructs a measure  supported on [− 1; 1] such that the sequence
of normalized zero counting measures is weakly dense in the set of positive Borel measures of total
mass 61 supported on C. In contrast, in the case of regular functionals and bounded recurrence
coecients, it is shown in [18, Theorem 2:5] that the support of any partial weak limit of the
sequence of normalized zero counting measures is a subset of Cn
0(A).
Another very interesting class has been considered by Stahl in a number of papers (see, for
instance, [49]), here the symbols (the Cauchy transform of ) are multivalued functions having,
e.g., a countable number of branchpoints. Here it follows from [49, Theorems 1:7, 1:8] that (3.5)
and (3.7) hold quasi-everywhere outside of supp(), with ginf = gsupp being the Green function of
supp(). Again, it is not clear whether the functional is regular and the corresponding recurrence
coecients are bounded.
Linear functionals of the form
cw(P) =
Z 1
−1
w(x)P(x)p
1− x2 dx (3.8)
with some possibly complex-valued weight function w have been discussed by a number of authors,
see, e.g., the introduction of [46]. Nuttall [39], Nuttall and Wherry [40], Baxter [17], Magnus [33],
and Baratchart and Totik [12] suggested conditions on w insuring that all (at least suciently large)
indices n are normal, and that there are only \few" zeros outside of [− 1; 1]. In particular, nth-root
asymptotics for the sequence of FOPs are derived.
3.2. Ratio asymptotics and zeros of FOP
It is well known that the monic polynomial qn=kn is the characteristic polynomial of the nite
sectionAn obtained by taking the rst n rows and columns ofA. In this section we will be concerned
with the location of zeros of FOPs, i.e., of eigenvalues of An. In numerical linear algebra, one often
refers to these zeros as Ritz values. The motivation for our work is the idea that the sequence of
matrices An approximates in some sense the innite matrix A and thus the corresponding dierence
operator A; therefore the corresponding spectra should be related. In the sequel, we will try to make
this statement more precise.
An important tool in our investigations is the rational function 5
un(z) :=
qn(z)
anqn+1(z)
=
qn(z)=kn
qn+1(z)=kn+1
5 Most of the results presented in this paper for the sequence (un) are equally valid for the ratio
(n+1)(z):=
rn+1(z)
anrn(z)
;
which can be shown to have a meromorphic continuation in Cness(A), and coincides with the Weyl function of the
associated Jacobi matrix A(n+1). Some additional interesting properties are presented in a future publication.
B. Beckermann / Journal of Computational and Applied Mathematics 127 (2001) 17{65 39
=
det(zIn −An)
det(zIn+1 −An+1) = (en; (zIn+1 −An+1)
−1en):
Here and in the sequel we denote by e0; : : : ; en also the canonical basis of Cn+1, the length of the
vectors being clear from the context. In the theory of continued fractions, the sequence (1=un)n>0 of
meromorphic functions is referred to as a tail sequence of the J -fraction (1.3) [32, Section II.1.2,
Eq. (1.2.7)]. Using (1.2), one easily veries that
1
zun(z)
=
anqn+1(z)
z  qn(z) = 1−
bn
z
− a
2
n−1
z2
+ O

1
z3

z!1
: (3.9)
In order to motivate our results presented below, we briey recall some properties of orthogonal
polynomials, i.e., real Jacobi matrices. It is well known that here the zeros of qn are simple, and lie
in the convex hull S of (A). Also, they interlace with the zeros of qn+1, and thus un has positive
residuals. These two facts allow us to conclude that (un)n>0 is bounded uniformly in closed subsets
of CnS. Finally, qn can have at most one zero in a gap of the form (a; b)Sn(A).
We should mention rst that none of these properties remains valid for FOPs. Classical counter-
examples known from Pade approximation (such as the examples of Perron and of Gammel-Wallin,
see [11]) use linear functionals c which are highly nonregular. But there also exist other ones.
Example 3.2. (a) The linear functional (3.8) with weight w(x) = (x − cos(1))(x − cos(2)) has
been studied in detail by Stahl [47]. Provided that 1, 1, 2 are rationally independent, Stahl showed
that c is regular, but (two) zeros of the sequence of FOPs cluster everywhere in C.
Not very much is known about the associated (nonreal) Jacobi matrix. Theorem 3.4(a) below
shows that  (A) = C; in particular, A is unbounded. Also, it follows from [47, Section 5] that
(an)n>0 contains a bounded subsequence, and hence A is proper (and determinate) by Example 2.7.
On the other hand, it is unknown whether (A) (or ess(A)) equals the whole plane.
(b) Beckermann [18, Example 5:7] investigated the linear functional with generating function
d(z) = (z − d)

exp

1
z2 − 1

− 1

:
Here the coecients of the recurrence relation are given by a20 =
3
2 − d2, and
b2n =−d; b2n+1 = d; −a22na22n+1 =
1
4(2n+ 1)(2n+ 3)
; a22n+2 + a
2
2n+1 = 1− d2
for n>0 (provided that there is no division by zero, which can be insured for instance if d 2
(−1;−p3=2) [ [ − 1; 1] [ (p3=2;+1)). One may show that a2n−1 ! 0, and thus A is bounded
but not real. Also, (A) = ess(A) = f1g. Furthermore, q2n−1(−d) = 0 for all n>0, and −d may
be far from the convex hull of (A).
Below we will see, however, that many of the properties for OPs remain valid for FOPs outside 6
the numerical range S =  (A). An important tool in these investigations is the notion of normal
families as introduced by Montel: a sequence of functions analytic in some domain D is called a
6 Notice that, for real A, the numerical range  (A) coincides with the convex hull of the spectrum. It is known from
examples [20] that this property is no longer true for general complex Jacobi matrices.
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normal family if from each subsequence we may extract a subsequence which converges locally
uniformly in D (i.e., uniformly on closed subsets 7 of D), with the limit being dierent from the
constant 1. By a Theorem of Montel [43, Section 2.2, Theorem 2.2.2], a family of functions analytic
in D is normal in D if and only if it is uniformly bounded on any closed subset of D. More generally,
we will also consider sequences of functions being meromorphic in D. Such a sequence is called
normal in D if, given a subsequence, we may extract a subsequence converging locally uniformly
in D with respect to the chordal metric () on the Riemann sphere [43, Denition 3.1.1]. Notice
that normal families of analytic functions are also normal families of meromorphic functions, but
the converse is clearly not true.
Theorem 3.3. (a) The sequence (un)n>0 is bounded above uniformly on compact subsets of Cn (A).
(b) The sequence (un)n>0 of meromorphic functions is normal around innity if and only if A is
bounded.
(c) (Cf. with Beckermann [18; Proposition 2:2]). Let  be some innite set of integers such
that (an)n2 is bounded. Then the sequence (un)n2 of meromorphic functions is normal in 
(A).
Proof. (a) We rst observe that there is a connection between the numerical range of the dierence
operator and the numerical range of the nite sections An, namely 8
 (An) =(An) =

(y; Ay)
(y; y)
: y 2 C0; ny = y

(A) (A):
Since
1
jj(zIn −An)−1jj = miny2Cn
jj(zIn −An)yjj
jjyjj >miny2Cn
(y; (zIn −An)y)(y; y)
= dist(z;(An));
we may conclude that
jun(z)j= j(en; (zIn+1 −An+1)−1en)j6jj(zIn+1 −An+1)−1jj6 1dist(z;  (A)) ;
leading to the claim of part (a).
(b) If A is bounded then  (A) is compact. Hence its complement contains a neighborhood D
of innity (for instance the set jzj>jjAjj), and (un)n>0 is a normal family of analytic functions in
U according to part (a) and the Theorem of Montel. Conversely, suppose that (un)n>0 is a normal
family of meromorphic functions in a neighborhood D of innity. Then (un)n>0 is equicontinuous
in D (with respect to the chordal metric). Since un(1) = 0 for all n>0, there exists some R>0
7 All the subsequent considerations are in the extended complex plane C=C[ f1g, equipped with the chordal metric
().
8 Indeed, using (2.2) one immediately obtains the more precise relation
 (A) = Clos
 [
n>0
 (An)
!
:
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such that
(un(z); 0) =
jun(z)jp
1 + jun(z)j2
6
1
2
; n>0; jzj>R:
It follows that jun(z)j61 for all n>0 and jzj>R. Applying the maximum principle for analytic
functions, we obtain j ~un(z)j6R for all n>0 and jzj>R, where ~un(z) = z  un(z). Consequently, both
( ~un)n>0 and (1= ~un)n>0 are normal families of meromorphic functions in jzj>R. Since ~un(1)= 1, it
follows again from equicontinuity that (1= ~un)n>0 is bounded above by some constant M for jzj>R0
with some suitable R0>R. Using the Cauchy formula, we obtain
j(1= ~un)0(1)j6M  R0; j(1= ~un)00(1)j6M  (R
0)2
2
; n>0:
Taking into account (3.9), we may conclude that both sequences (bn)n>0, (an)n>0 are bounded, and
thus the operator A is bounded.
(c) Here we closely follow arguments from [18, Proof of Proposition 2.2]. By the Marty Theorem
[43, Section 3], the sequence (un)n2 is a normal family of meromorphic functions in some domain
DC if and only if the spherical derivative
(un):=
ju0nj
1 + junj2
is bounded uniformly with respect to n 2  on compact subsets of D. Using the conuent limit of
the Christoel{Darboux formula
an  qn(x)qn+1(z)− qn(z)qn+1(x)z − x =
nX
j=0
qj(x)  qj(z);
one obtains
j(un)(z)j=
jPnj=0 qj(z)2j
jqn(z)j2 + janqn+1(z)j2 :
According to (2.14), the right-hand side is bounded above by max(1; janj2)jj(zI − A)−1jj, and this
quantity is bounded on closed subsets of 
(A) uniformly for n 2  by assumption on (an).
Let us briey comment on Theorem 3.3. Part (c) has been stated in [18, Proposition 2:2] for
bounded dierence operators. Then, of course, the whole sequence (un) is normal in 
(A), and from
the proof of part (b) we see that any partial limit of (un) is dierent from the constants 0, 1 in
the unbounded connected component 
0(A) of 
(A). If A is no longer bounded, then things become
much more involved. However, for real Jacobi matrices we still obtain from part (a) the normality
in CnR. On the other hand, we see from part (b) that expansion (3.9) can only be exploited for
bounded dierence operators.
A dierent proof of part (b) can be based on the following observation. For unbounded opera-
tors, it is interesting to consider the so-called contracted zero distribution (for real Jacobi matrices
see, e.g., [25,56]): Since the eigenvalues of An=jjAnjj are all in the unit disk, one easily veries
that ~qn(z) = qn(jjAnjjz) has its zeros in the unit disk. As a consequence, one may derive nth-root
asymptotics for ( ~qn). Indeed, for particular families of recurrence coecients (Hermite, Laguerre, or
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Freud polynomials) even stronger asymptotics have been derived in the last years, see, e.g., [31]. In
our context, one may verify that the rational functions
~un(z) = jjAn+1jj  un(jjAn+1jj  z) = jjAn+1jj  qn(jjAn+1jj  z)an  qn+1(jjAn+1jj  z)
form a normal family in jzj>1, which has at least one partial limit being dierent from the constant
0. Then the assertion of Theorem 3.3(b) follows by applying a criterion of Zalcman [60]. Indeed,
the contracted zero distribution has proved to be very useful in describing properties of OPs for
unbounded supports, and it seems to be interesting to explore the implications for complex Jacobi
matrices and FOPs.
In the following statement we summarize some implications for the zeros of FOPs.
Theorem 3.4. (a) There are no zeros of FOPs outside  (A).
(b) Let  be some innite set of integers such that (an)n2 is bounded. Then for each closed
F 
(A) there exists a  = (F) such that; for all n 2 ; the zeros of qn in F are at least at a
distance  from the zeros of qn+1 in F . If A is real; then 
(A) is the largest open set with this
property.
(c) (Cf. with Beckermann [18, Proposition 2:1]). Let  be some innite set of integers such
that (an)n2 is bounded; and denote by 
 a connected component of 
(A) which is not a subset
of  (A). Then for each closed F 
 there exists a constant = (F) such that; for all n 2 ; the
number of zeros of qn+1 in F (counting multiplicities) is bounded by (F). If A is real; then 
 is
a maximal open connected set with this property.
Proof. Part (a) follows immediately from Theorem 3.3(a) by observing that zeros of qn+1 are poles of
un. In order to show part (b), recall from Theorem 3.3(c) that (un)n2 is normal and thus equicontin-
uous in closed subsets of 
(A). Given F as above, we can nd a >0 such that (un(z0); un(z00))6 12
for all n 2  and for all z0; z00 2 F satisfying jz0−z00j<. If now z0; z00 2 F with qn(z0)=0=qn+1(z00),
then
(un(z0); un(z00)) = (0;1) = 1
and thus jz0 − z00j>, showing that the zeros in F of qn and of qn+1 are separated.
Suppose now that A is real. Then, according to, e.g., Example 2.7, the corresponding dierence
operator A is self-adjoint, and the corresponding moment problem has a unique solution , with
supp()=(A). It follows that, for any function f continuous on R with compact support, we have
In(f) !
R
f(x) d(x), where In() denotes the nth Gaussian quadrature rule. Given any z0 62 
(A)
(i.e., z0 2 supp()) and >0, there exists a continuous function f with support in U=(z0−; z0+)
such that
R
f(x) d(x)>0. In particular, there exists some N such that In(f)>0, n>N , showing
that all polynomials qn must have at least one zero in U . This terminates the proof of part (b).
If the assertion of part (c) is not true, then using Theorem 3.3(c) we may construct a closed
set F 
 and a subsequence (vn)n>0 of (un)n2, vn having at least n poles in F , with (vn)n>0
converging to some function v locally uniformly in 
. Notice that v is meromorphic in 
. From
Theorem 3.3(a) we know that v is dierent from the constant 1 in 
n (A), and thus in 
. Clearly,
poles of (vn) only accumulate in the set F 0:=fz 2 F : jv(z)j>2g, and thus we may suppose, without
loss of generality, that there exists an open set U F with its closure U 0 contained in 
 such
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that jv(z)j>1 for z 2 U 0, and v(z) 6= 1 on the boundary @U 0 of U 0. As a consequence, for a
suciently large N , the sequence (1=vn)n>N consists of functions being analytic in U 0, and tends to
1=v uniformly in U 0 with respect to the Euclidean metric. Applying the principle of argument to the
connected components of U , we may conclude that, for suciently large n, the number of poles of
vn in U 0 coincides with the number of poles of v in U 0. Since the latter number is nite, we have
a contradiction to the construction of vn. A proof for the nal sentence of part (c) follows the same
lines as the second part of the proof of (b); we omit the details.
Of course, for real Jacobi matrices, assertions related to Theorem 3.4 have been known before,
see [4, Corollary 2] for part (b), and [55, Theorem 6:1:1] for part (c). Part (a) for complex Jacobi
matrices has already been mentioned in [20, Theorem 3:10]. For complex bounded Jacobi matrices,
 (A) is bounded and contains (A), and thus 
 necessarily coincides with the unbounded connected
component 
0(A) of 
(A). Consequently, for bounded A, part (c) gives a bound for the number of
zeros of (all) FOPs in closed subsets of 
0(A), and this statement has already been established in
[18, Proposition 2:1].
We terminate this section with a discussion of the closed convex set
 ess(A) =
\
k>0
 (A(k));
where A(k) denotes the dierence operator of the associated Jacobi matrix A(k) introduced before
Theorem 2.8, A(0) = A. This set has been considered before in [13,14]. In the next statement we
collect some properties of this set. Our main purpose is to generalize Theorems 3:3(a) and 3:4(a).
Theorem 3.5. (a) There holds  ess(A) (A(k+1)) (A(k)) for all k>0; and  ess(A) 6= C if and
only if  (A) 6= C.
(b) For any compact dierence operator B we have  ess(A) =  ess(A+ B).
(c) LetA be proper. Then (A) (A) and ess(A) ess(A). Furthermore; (A)n ess(A) consists
of isolated points which accumulate only on  ess(A).
(d) The sequence (un)n>0 of meromorphic functions is normal in 
(A)n ess(A); and any partial
limit is dierent from the constant 1.
(e) For any compact subset F of 
(A)n ess(A) there exists a constant N =N (F) such that none
of the FOPs qn for n>N has a zero in F .
Proof. (a) The rst inclusions follow immediately from the denition of the numerical range. It
remains to discuss the case  ess(A) 6= C. Then at least for one k>0 we must have  (A(k)) 6= C.
Since  (A(k)) is convex, it must be contained in some half-plane. Furthermore, one easily checks
that any z 2 (A) may be written as z = z1 + z2, with z2 2  (A(k)) and jz1j62jjAk jj. Thus (A)
and  (A) are contained in some half-plane, and  (A) 6= C.
(b) This assertion follows from the fact that any z 2  (A(k) +B(k)) may be written as z= zA+ zB,
with zA 2  (A(k)), jzBj6jjB(k)jj, and jjB(k)jj ! 0.
(c) It is known [30, Theorem V:3:2] that, in connected components of Cn (A), R(zI − A) is
closed and dimN(zI − A) = 0. Since A is proper, it follows from Lemma 2.4(d) that R(zI −
A)?=N((zI −A))=f0g, and thus R(zI −A)=‘2. Consequently, Cn (A)
(A). Also, it follows
(implicitly) from [30, Theorem IV:5:35] that ess(A)=ess(A(k)) for all k>0, and ess(A(k)) (A(k))
by [30, Problem V:3:6]. Thus, we have also established the second inclusion ess(A) ess(A).
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In order to see the last sentence of part (c), denote by D a connected component of Cness(A).
From [30, Section IV:5:6] we know that either D (A), or the elements of (A) in D are isolated
and accumulate only in ess(A) ess(A). If now (A)n ess(A)Cness(A), there is nothing to show.
Otherwise, suppose that D contains a point z 2 (A)n ess(A). Then the assertion follows by showing
that D 6 (A). Indeed, we know from part (a) and the preceding paragraph that there exists a
 2 Cn (A)
(A). By convexity of  ess(A), it follows that the segment [z; ] is a subset of
Cn ess(A)Cness(A). Hence [z; ]D, which implies that D 6 (A).
(d), (e) We show in Corollary 4.4(a) below that for any compact subset F of 
(A)n ess(A) there
exists a constant N = N (F) such that
sup
n>N
max
z2F
jj(zIn −An)−1jj<1:
Since un(x) = (en; (zIn+1 −An+1)−1en), it follows that
sup
n>N
max
z2F
jun(z)j<1:
Then assertions (d), (e) follow immediately.
A particularly interesting case contained in Theorem 3.5 has been discussed by Barrios, Lopez,
Martnez and Torrano, see [13{16]: here A = G + C, where G is a self-adjoint dierence operator
(resulting from a real proper Jacobi matrix) and C is a compact complex dierence operator. Then
A is proper (and determinate), and
ess(A) = ess(G) ess(A) =  ess(G) (G) = conv((G))R
by (2.12) and parts (a){(c). Several of the results given in the present paper for general complex
Jacobi matrices have been shown for the above class already earlier, see, e.g., [13, Lemmas 3; 4;
14]. In particular, Theorem 3.5(e) for this class was established in [13, Corollary 1].
3.3. An open problem concerning zero-free regions
We have seen above that, for bounded operators A, the zeros of all FOPs are contained in the
convex compact set  (A), and most of them are \close" to the polynomial convex hull 9 of the
spectrum (A).
Let us have a closer look at an inverse problem: Suppose that c is some regular linear functional
and   is some compact 10 convex set containing all zeros of all FOPs. Can we give some (spectral)
properties of the underlying dierence operator, or the sequence (un)?
Zero-free regions can be obtained from the recurrence relation, e.g., by applying techniques from
continued fractions. There are, for instance, Cassini ovals [58, Corollary 4:1], or the Worpitski set
(see [59, Theorem V:26:2; 20, Section 3.1]).
9 Indeed, it is also unclear whether there is an example of a (complex) operator A where the number of zeros of FOPs
in some compact subset of a bounded component of 
(A) is unbounded.
10 Example 3.2(a) of Stahl shows that there exist regular functionals induced by some measure on [ − 1; 1] where all
but two zeros stay in [ − 1; 1], but the sequence of exceptional zeros is not bounded (and thus the underlying operator
also is unbounded). Thus the restriction to bounded   seems to be natural.
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A related question in Pade approximation has been discussed by Gonchar [28], who showed
that the sequence of rational functions (pn=qn)n>0 converges locally uniformly in Cn  to some
function f with a geometric rate. In other words, the absence of poles in sets (with a particular
shape) is already sucient to insure convergence of Pade approximants. Let us recall here some of
his intermediate ndings: writing an; bn in terms of the coecients of qn=kn (cf. with (2.27)), and
taking into account that the zeros of qn=kn are bounded, one nds the relation (see [28, Proof of
Proposition 4])
sup
n>0
janj
n+ 1
<1; sup
n>0
jbnj
n+ 1
<1: (3.10)
Notice that combining this result with Example 2.7 shows that the underlying complex Jacobi matrix
is proper. A combination of [28, Propositions 2; 4] leads to the relations
lim inf
n!1 jqn(z)j
1=n = lim inf
n!1 (jqn(z)j
2 + janqn+1(z)j2)1=(2n)>exp(g (z)); z 2 Cn ;
sup = lim sup
n!1
ja0  a1    an−1j1=n6cap( );
lim sup
n!1
j ~rn(z)j1=n = lim inf
n!1 (j ~rn(z)j
2 + jan ~rn+1(z)j2)1=(2n)6exp(−g (z)); z 2 Cn ;
where ~rn(z) = qn(z)f(z)−pn(z). Of course, in the case (A) , these relations (with f(z) =(z)
and ~rn(z)=rn(z)) would follow from our Theorem 3.1. But this is exactly our problem: does it follow
only from the knowledge about zeros of FOPs that (A) ? Clearly, for real Jacobi matrices the
answer is yes, but for complex Jacobi matrices?
Since an operator A with compact spectrum is necessarily bounded, a rst step in this direction
would be to sharpen (3.10) and to show that A is bounded. According to Theorem 3.3(b), this is
equivalent to the fact that (un)n>0 (or (z  un)n>0) is normal in some neighborhood of innity.
Notice that (z  un)n>0 does not take the values 0;1 in Cn . Moreover, by a theorem of Montel
[43], any sequence of meromorphic functions which does not take three dierent values in some
region D is normal. It would be interesting to know whether, for our particular sequence of (rational)
functions, the information on the zeros of FOPs is already sucient for normality.
Another interesting approach to our problem would be to impose in addition that A is bounded. If
this implies (A) , then we would have at least a partial answer to the following problem raised
by Aptekarev et al. [7]: does the convergence of the whole sequence of Pade approximants with a
geometric rate at a xed point z implies that z 2 
(A)?
3.4. Compact perturbations of Jacobi matrices and ratio asymptotics
An important element in the study of FOPs is the detection of so-called spurious zeros (or
spurious poles in Pade approximation). We have seen in the preceding section that the absence of
zeros in some region has some important consequences concerning, e.g., the convergence of Pade
approximants. Roughly speaking, we call spurious the zeros of FOPs which are not related to the
spectrum of the underlying dierence operator. To give an example, consider a real Jacobi matrix
induced by a measure supported on [− 2;−1][ [1; 2] which is symmetric with respect to the origin.
Then the zeros of the OPs q2n lie all in the spectrum of A, and also 2n of the zeros of the OPs
q2n+1 lie in the spectrum of A, but q2n+1(0) = 0 by symmetry.
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We will not give a proper denition of spurious zero in the general case; see [50, Section 4]
for a more detailed discussion. Here we will restrict ourselves to bounded complex Jacobi matrices:
a sequence (zn)n2 is said to consist of spurious zeros if qn(zn) = 0, n 2 , and (zn)n2 lies in
some closed subset of the unbounded connected component 
0(A) of the resolvent set. Notice that
jznj6jjAjj by Theorem 3.4(a), implying that (zn)n2 remains in some compact subset of 
0(A).
Therefore, we may (and will) assume that (zn)n2 converges to some  2 
0(A).
From Theorem 3.4(c) and the remarks after Theorem 3.4, we see that there are only \few" such
spurious zeros, and that the set of their limits  coincides with the set of zeros (or poles) in 
0(A)
of partial limits of the normal family (un). Also,  2 (A) [  ess(A) by Theorem 3.5(e).
One motivation for the considerations of this section is to show that the set of limits of spurious
zeros remains invariant with respect to compact perturbations. This follows as a corollary to the
following
Theorem 3.6. Let A; ~A be two complex Jacobi matrices with entries an; bn; and ~an; ~bn; respectively.
Suppose that A; ~A are bounded; and 11 that arg( ~an=an) 2 (−=2; =2] for n>0.
Then the dierence A− ~A of the corresponding dierence operators is compact if and only if
lim
n!1 (un; ~un) = 0 (3.11)
uniformly in closed subsets of 
0(A) \ 
0( ~A).
Theorem 3.6 has been known before (at least partially) for real Jacobi matrices. Take as reference
system the entries ~an = a 6= 0, ~b= b, n>0. Then
~un(z) =
~qn(z)
~an ~qn+1(z)
! 2
z − b+p(z − b)2 − 4a2
uniformly on closed subsets of Cn[b− 2a; b+2a]=Cn( ~A) (we choose a branch of the square root
such that the right-hand side vanishes at innity). Thus Theorem 3.6 includes as a special case the
well-known description of the Nevai{Blumenthal class M(a; b), see, e.g., [35]. This description is
usually shown by applying the Poincare Theorem, and a similar description is known for compact
perturbations of (real) periodic Jacobi matrices (being considered more in detail in Section 4.3
below). Finally, Nevai and Van Assche [36] showed that a relation similar to (3.11) holds provided
that ~A is a real compact perturbation of a real A.
Before proving Theorem 3.6, let us motivate and state a related more general result. Given any
(not necessarily regular) linear functional c acting on the space of polynomials, the (unique) monic
FOPs Qnj corresponding to normal indices nj together with some auxiliary monic polynomials Qn,
n 6= nj are known to satisfy a recurrence of the form
z  Qn(z) = Qn+1(z) +
nX
j=n−n
bn; jQj(z); n>0; Q0(z) = 1; (3.12)
11 Such a normalization is known from orthogonal polynomials where usually an; ~an>0. It can be insured by possibly
multiplying ~qn by −1.
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where bn; j are some complex numbers, and the integer n>0 is bounded above by some multiple of
the maximal distance of two successive normal indices. We may rewrite the recurrence formally as
0 = (zI −B) 
2
6666664
Q0(z)
Q1(z)
Q2(z)
...
3
7777775 ; B=
2
6666664
b0;0 1 0 0      
b1;0 b1;1 1 0
b2;0 b2;1 b2;2 1 0
...
. . . . . . . . . . . . . . .
3
7777775 ; (3.13)
i.e., B is a lower Hessenberg matrix. If in addition the distance of two successive normal indices
is uniformly bounded, then B is banded. This occurs, for instance, for symbols like sin(1=z), or for
functionals c which are asymptotically regular, i.e., all suciently large indices are normal. Notice
that, by (3.13), Qn is the characteristic polynomial of the nite principal submatrix Bn of order n.
A class of asymptotically regular functionals was studied by Magnus [33], who considered cw of
(3.8) with a complex and continuous w which is dierent from 0 in [ − 1; 1] (in fact, his class is
larger). By, e.g., the Theorem of Rakhmanov, the real Jacobi matrix associated to cjwj is a compact
perturbation of the Toeplitz operator having 12 on the super- and the subdiagonal and 0 elsewhere. The
functional cw may not be regular, but is asymptotically regular by [33, Theorem 6:1(i)]. Therefore,
the corresponding matrix B will in general not be tridiagonal, but is a compact perturbation of the
Toeplitz operator having 1 on the super-, 14 on the subdiagonal and 0 elsewhere (see [33, Theorem
6:1(iii)] and Theorem 3.7 below).
For regular functionals, recurrence (3.13) holds with
bn;n = bn; bn+1; n = a2n; bk;n = 0; k − 1>n>0 (3.14)
showing that B is bounded if and only if the corresponding Jacobi matrix is bounded. Recurrences
of the above form are also valid for more general sequences of polynomials. For instance, for monic
OPs with respect to the Hermitian scalar product
(f; g) =
Z
f(z)g(z) d(z);
 being some positive measure with compact innite support, we always have a recurrence (3.12)
with bn;k = (Qk; zQn)=(Qk; Qk). We have the following complement to Theorem 3.6.
Theorem 3.7. Let B be a tridiagonal matrix as in (3:14); with coecients bn;k and associated
monic FOPs Qn; and let ~B be a lower Hessenberg matrix as in (3:13) with coecients ~bn;k and
associated polynomials ~Qn; Provided that B and ~B are bounded; we have
lim
n!1
 
Qn(z)
Qn+1(z)
−
~Qn(z)
~Qn+1(z)
!
= 0 (3.15)
uniformly for jzj>R for suciently large R if and only if 12
lim
n!1(bn+j; n − ~bn+j; n) = 0; j = 0; 1; 2; : : : : (3.16)
12 If B is in addition banded, then this second condition is equivalent to the fact that B− ~B is compact.
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Proof. Suppose that (3.15) holds. Since Qn; ~Qn are monic and of degree exactly n, we have the
expansions
Qn(z)
Qn+1(z)
=
1X
j=0
un; j
zj+1
;
~Qn(z)
~Qn+1(z)
=
1X
j=0
~un; j
zj+1
;
where un;0 = ~un;0 = 1, and un; j − ~un; j tends to zero for n ! 1 for all xed j>1 by (3.15). From
(3.13) we obtain
z
Qn(z)
Qn+1(z)
=1+bn;n
Qn(z)
Qn+1(z)
+bn;n−1
Qn−1(z)
Qn(z)
Qn(z)
Qn+1(z)
+    +bn;n−j
jY
‘=0
Qn−‘(z)
Qn+1−‘(z)
+ O

1
zj+2

z!1
for any n>j>0, and a similar equation for the quantities related to ~B. Inserting the expansions at
innity and comparing coecients leads to
un;1 − ~un;1 = bn;n − ~bn;n ! 0; un;2 − ~un;2 = (bn;n−1 + b2n;n)− (~bn;n−1 + ~b
2
n;n)! 0
and similarly un; j+1 − ~un; j+1 = bn;n−j − ~bn;n−j + Cn;j − ~Cn;j for j>2, where Cn;j is a polynomial
expression of the quantities bn−‘;n−i for 06‘6i<j, and ~Cn;j is obtained from Cn;j by replacing
the quantities bn−‘;n−i by ~bn−‘;n−i. One concludes by recurrence on j that the claimed limit relation
(3.16) for the recurrence coecients holds.
The other implication of Theorem 3.7 is slightly more involved. We choose
jzj>R:=2maxfjjBjj; jj ~Bjjg:
Then jzj>2maxfjjBnjj; jj ~Bnjjg for all n, implying that
jj(zIn −Bn)−1jj6 2jzj ; jj(zIn −
~Bn)−1jj6 2jzj ; n>0:
It follows from (3.13) that
(zIn − ~Bn)  ( ~Q0(z); : : : ; ~Qn−1(z))T = (0; : : : ; 0; ~Qn(z))T;
and thus ~Qn(z)= ~Qn+1(z) = (en; (zIn+1 − ~Bn+1)−1en), as well as
nX
j=0
j ~Qj(z)j26jj(zIn+1 − ~Bn+1)−1jj2j ~Qn+1(z)j26
4j ~Qn+1(z)j2
jzj2 :
From the latter relation one deduces by recurrence on n− j that
j(ej; (zIn+1 − ~Bn+1)−1en)j2 =

~Qj(z)
~Qn+1(z)

2
6
4
jzj2(1 + jzj2=4)n−j ; 06j6n: (3.17)
We claim that also
j(en; (zIn+1 −Bn+1)−1ej)j26 4jzj2(1 + jzj2=(4a2))n−j ; 06j6n; (3.18)
where a=maxf1; supjbn+1; njg6jjBjj<1. This inequality is based on the observation that the poly-
nomials QLn(z):=knqn(z) = k
2
nQn(z) satisfy
(QL0 (z); : : : ; Q
L
n−1(z))  (zIn −Bn) = bn;n−1  (0; : : : ; 0; QLn (z)):
Thus a proof for (3.18) follows the same lines as the proof of (3.17); we omit the details.
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Given an >0, by assumption (3.16) on the recurrence coecients we may nd an L>0 and an
N>0 such
:=(1 + R2=(4a2))−1=2<1=L; and jbn+‘;n − ~bn+‘;nj<; n>N; ‘ = 0; : : : ; L:
For all other indices we have the trivial upper bound jbn+‘;n − ~bn+‘;nj6(jjBjj + jj ~Bjj)= : b. Using
(3.17), (3.18), we obtain for jzj>R, n>N + L, Qn(z)Qn+1(z) −
~Qn(z)
~Qn+1(z)
 = j(en; [(zIn+1 −Bn+1)−1 − (zIn+1 − ~Bn+1)−1]en)j
= j(en; (zIn+1 −Bn+1)−1( ~Bn+1 −Bn+1)(zIn+1 − ~Bn+1)−1en)j
6
2
R
nX
j=0
jX
k=0
n−j+n−k jbj;k − ~bj;k j
6
2b
R
nX
j=0
minfj; n−LgX
k=0
n−j+n−k +
2
R
nX
j=n−L
jX
k=n−L
n−j+n−k6
2(b+ 1)
R(1− )2 :
Since >0 was arbitrary, we have established (3.15). Hence the second implication of Theorem 3.7
is shown.
Proof of Theorem 3.6. We apply Theorem 3.7 with
~bn;n = ~bn; ~bn+1; n = ~a
2
n; ~bk;n = 0; k − 1>n>0:
Since qn=(anqn+1) = Qn=Qn+1 is bounded around innity by Theorem 3.3(a), and similarly for the
quantities with tildes, we see that (3.11) implies (3.15). In order to show that also the converse
is true, suppose that (3.15) holds but not (3.11). Then there is some innite set  and some
zn 2 
0(A) \ 
0( ~A), (zn)n2 tending to some  2 
0(A) \ 
0( ~A), such that ((un(zn); ~un(zn)))n2
does not converge to zero. Using the normality established in Theorem 3.3(c), we nd a subset also
denoted by  such that (un)n2 (and ( ~un)n2 resp.) tends to some meromorphic function u (and
~u resp.) locally uniformly in 
0(A) (and in 
0( ~A) resp.). Notice that u() 6= ~u() by construction
of , and u = ~u in some neighborhood of innity by (3.15), which is impossible for meromorphic
functions. Hence (3.11) and (3.15) are equivalent.
Notice that (3.16) may be rewritten in our setting as ~bn − bn ! 0, and ~a2n − a2n ! 0. The
normalization arg( ~an=an) 2 (−=2; =2] of Theorem 3.6 allows us to conclude that jan− ~anj6jan+ ~anj,
showing that (a2n − ~a2n)n>0 tends to zero if and only if (an − ~an)n>0 does. Thus A− ~A is compact if
and only if (3.16) holds, and Theorem 3.6 follows from Theorem 3.7.
It is known for many examples (see, e.g., [50, Proposition 4:2]) that spurious poles of Pade
approximants pn=qn are accompanied by a \close" zero. As a further consequence of Theorem 3.7,
we can be more precise. In fact, consider ~B obtained from B by changing the values ~b1;0 = 0 and
~b0;0 2 (A). Comparing with (1.2) one easily sees that ~Qn(z) = (z − ~b0;0)pn(z)=kn, and as in the
above proof it follows that


pn
anpn+1
;
qn
anqn+1

! 0
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locally uniformly in 
0(A)\
0([ ~B]min)=
0(A)\
0(A(1)), which according to Theorem 2.8 coincides
with 
:=fz 2 
0(A): (z) 6= 0g. In particular, applying the argument principle, we may conclude
that, for every sequence (zn)n2 tending to  2 
0(A) with qn(zn)=0, there exists a sequence (z0n)n2
tending to  with pn(z0n) = 0.
3.5. Trace class perturbations and strong asymptotics
It is known for real Jacobi matrices [36] that if A − ~A is not only compact but of trace class,
then we may have a stronger form of convergence: A similar assertion is true for complex Jacobi
matrices.
Theorem 3.8. Let A; ~A be two bounded complex Jacobi matrices. Provided that the dierence
A− ~A of the corresponding dierence operators is of trace class; i.e.;
1X
n=0
(jan − ~anj+ jbn − ~bnj)<1;
the corresponding monic FOPs satisfy
lim
n!1
~Qn(z)
Qn(z)
= det(I + (A− ~A)(zI − A)−1)
uniformly on closed subsets of subdomains D of 
0(A)\
0( ~A) which are (asymptotically) free of
zeros of the FOPs qn and ~qn; n>0.
Proof. Dene the projections En : ‘2 ! Cn by En(yj)j>0 = (yj)06j<n. We start by establishing for
z 2 
(A) the formula
En(zI − A)−1En − (zIn −An)−1 = (q0(z); : : : ; qn−1(z))T
rn(z)
qn(z)
(q0(z); : : : ; qn−1(z)): (3.19)
Indeed, by (2.19),
In=En(zI − A)(zI − A)−1En
=En(zI − A)En En(zI − A)−1En − (0; : : : ; 0; an−1)Trn(z)(q0(z); : : : ; qn−1(z)):
With En(zI − A)En = zIn −An and
(0; : : : ; 0; an−1)T =
1
qn(z)
(zIn −An)(q0(z); : : : ; qn−1(z))T
taken into account, identity (3.19) follows. In a similar way one obtains for z 2 
(A), using (3.19),
En(zI − ~A)(zI − A)−1En − (zIn − ~An)(zIn −An)−1
=(zIn − ~An)[En(zI − A)−1En − (zIn −An)−1] + En(zI − ~A)(I − En En)(zI − A)−1En
=((zIn − ~An)(q0(z); : : : ; qn−1(z))T rn(z)qn(z) − (0; : : : ; 0; ~an−1)
Trn(z))(q0(z); : : : ; qn−1(z))
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=an−1rn(z)qn(z)(zIn − ~An)

q0(z)
qn(z)
− ~q0(z)
~qn(z)
; : : : ;
qn−1(z)
qn(z)
− ~qn−1(z)
~qn(z)
T
 (0; : : : ; 0; 1)(zIn −An)−1:
Consequently,
det(En(zI − ~A)(zI − A)−1En )
=det((zIn − ~An)(zIn −An)−1)
det(In − an−1rn(z)qn(z)

q0(z)
qn(z)
− ~q0(z)
~qn(z)
; : : : ;
qn−1(z)
qn(z)
− ~qn−1(z)
~qn(z)
T
(0; : : : ; 0; 1))
=
~Qn(z)
Qn(z)

1− an−1rn(z)qn(z)

qn−1(z)
qn(z)
− ~qn−1(z)
~qn(z)

: (3.20)
Using the projector n=En En introduced in Section 2, we may write the term on the left-hand side
as
det(En(zI − ~A)(zI − A)−1En ) = det(In + En(A− ~A)(zI − A)−1En )
= det(I +n(A− ~A)(zI − A)−1);
where the term of the right is the determinant of a nite-rank perturbation of the identity; see, e.g.,
[30, Section III.4.3]. Since A − ~A is a trace class operator, the same is true for (A − ~A)(zI − A)−1
and thus
lim
n!1 det(I +yn(A− ~A)(zI − A)
−1) = det(I + (A− ~A)(zI − A)−1)
uniformly in closed subsets of 
(A). It remains to see whether the term in brackets on the right-hand
side of (3.20) tends to 1. Let F be some closed subset of the zero-free region D
:=
0(A)\
0( ~A).
According to Theorem 3.3(c), both (un) and ( ~un) are normal families of meromorphic functions in

, and the functions are analytic in the subdomain D. Furthermore, we know from Theorem 3.3 that
any partial limit is dierent from the constant innity. It is known (see, e.g., [18, Lemma 2:4(d)])
that then (un) and ( ~un) are bounded on F uniformly in n. Combining this with Theorem 3.6, we
nd that jun − ~unj ! 0 uniformly in F , and
max
z2F
qn−1(z)qn(z) −
~qn−1(z)
~qn(z)
6jan−1jmaxz2F jun−1(z)− ~un−1(z)j+ jan−1 − ~an−1jmaxz2F j ~un−1(z)j
tends to zero for n ! 1. Moreover, the remaining term an−1rn(z)qn(z) is bounded uniformly for
z 2 F and n>0 according to (2.23). This terminates the proof of Theorem 3.8.
We conclude this section with some general remarks concerning the strong asymptotics
max
z2U
 ~Qn(z)Qn(z) − g(z)
= 0 where U is some closed disk around 1:
Indeed, by examining the proof, we see that this assertion is true also for the more general matrices
B; ~B of Theorem 3.7 provided that B− ~B is of trace class. Finally, already from the real case it is
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known that for this form of strong asymptotics it is necessary that A− ~A is compact, but it does
not need to be of trace class. Indeed, a necessary and sucient condition seems to be that A− ~A
is compact, and that
n−1X
j=0
[rj(z)qj(z)− ~rj(z) ~qj(z)] = tracen[(zI − A)−1 − (zI − ~A)−1]n
converges for n!1 uniformly in U (to g0=g). It would be very interesting to explore the connection
to some complex counterpart of the Szeg}o condition.
4. Approximation of the resolvent and the Weyl function
The goal of this section is to investigate the question whether we can approximate the resolvent
(zI − A)−1 by means of inverses (zIn −An)−1 of nite sections of zI −A. This question is of
interest, e.g., for discrete Sturm{Liouville problems on the semiaxis: for solving in ‘2 the equation
(zI −A)y=f for given f 2 ‘2 via a projection method, one considers instead the nite-dimensional
problems (zIn −An)y(n) = Enf.
Another motivation comes from convergence questions for Pade approximation and continued
fractions: With pn; qn as in (1.2), (1.4) we dene the rational function
n(z) =
pn(z)
qn(z)
= (e0; (zIn −An)−1e0):
It is known [59] that n(z) has the J -fraction expansion
n(z) =
1 jjz − b0 +
−a20 j
jz − b1 +
−a21 jjz − b2 +
−a22 jjz − b3 +   +
−a2n−2 jjz − bn−1
being the nth convergent of the J -fraction (1.3). In addition, the (formal) expansion at innity of this
J -fraction is known to coincide with (2.18), and one also shows that n is its nth Pade approximant
(at innity). The question is whether we can expect the convergence of n(z)= (e0; (zIn−An)−1e0)
to the Weyl function (z) = (e0; (zI − A)−1e0).
This question has been studied by means of operators by many authors, see [59, Section 26; 7, 15,
16, 18, 20] for bounded A and [13,14] for bounded perturbations of possibly unbounded self-adjoint
A. Our aim is to show that most of these results about the approximation of the Weyl function are
in fact results about the approximation of the resolvent (zI − A)−1 by (zIn −An)−1.
4.1. Approximation of the resolvent
Dierent kinds of resolvent convergence may be considered for z 2 
(A), for instance norm
convergence
lim
n!1
n2
jj(zIn −An)−1 − En(zI − A)−1En jj= 0; (4.1)
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strong resolvent convergence
lim
n!1
n2
En (zIn −An)−1Eny = (zI − A)−1y 8y 2 ‘2; (4.2)
or weak resolvent convergence
lim
n!1
n2
(Eny0; (zIn −An)−1Eny) = (y0; (zI − A)−1y) 8y; y0 2 ‘2: (4.3)
The interested reader may easily check that (4.1) implies (4.2), and the latter implies (4.3). Notice
also that (pointwise) convergence results for Pade approximation of the Weyl function are obtained
by choosing in (4.3) the vectors y=y0= e0. In all these forms of convergence we assume implicitly
that zIn −An is invertible for (suciently large) n 2 . We also mention the related condition
lim sup
n!1
n2
jj(zIn −An)−1jj= : C<1: (4.4)
A Kantorovich-type theorem gives connections between properties (4.2) and (4.4). For complex
(possibly unbounded) Jacobi matrices we have the following result.
Theorem 4.1. Let A be a dierence operator resulting from a complex Jacobi matrix;  some
innite set of integers; and z 2 C. The following assertions are equivalent:
(a) z 2 
(A); and (4:2) holds.
(b) z 2 
(A); and (4:3) holds.
(c) A is proper; and (4:4) holds.
In addition; if property (c) holds for some z = z0; then the limit relations (4:2); (4:3) take place
uniformly for jz − z0j61=(2C).
Proof. Trivially, (b) follows from (a). Also, 
(A) 6= ; implies that A is proper by Theorem 2.6.
In addition, (b) only makes sense if zIn−An is invertible for suciently large n 2 . Furthermore,
a sequence of weakly converging bounded linear operators is necessarily uniformly bounded, see,
e.g., [30, Section III:3:1]. Thus (b) implies (c).
Suppose now that (c) holds. By possibly dropping some elements from  we may replace condition
(4.4) by
sup
n2
jj(zIn −An)−1jj6C 0:=3C=2<1: (4.5)
For any y 2 C0, say, y =ky, we nd an index n 2 , n>k, with
jj(zI − A)yjj= jjEk+1(zI − A)kyjj= jj(zIn −An)Enyjj> jjEnyjjjj(zIn −An)−1jj>
jjyjj
C 0
:
As in the second part of the proof of Theorem 2.10 we obtain
inf
y2D(A)
jj(zI − A)yjj
jjyjj = infy2C0
jj(zI − A)yjj
jjyjj >
1
C 0
>0:
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Consequently, N(zI −A)=f0g. Since A is proper, it follows from Lemma 2.4(a),(d) that N((zI −
A)) = f0g. Furthermore, by [30, Theorem IV:5:2], R(zI − A) is closed. Since its orthogonal com-
plement is given by N((zI − A)), we may conclude that R(zI − A) = ‘2, and thus z 2 
(A).
In order to show the second part of (a), let y 2 ‘2 =R(zI −A), and x 2 D(A) with (zI −A)x=y.
Let >0. By (2.2), we nd ~x 2 C0, ~y = (zI − A) ~x, such that
C 0jjy − ~yjj6=3; and jjx − ~xjj6=3:
Also, since y 2 ‘2 and ~x 2 C0, we nd an N>0 such that
n ~x = ~x; and C 0jj(I −n)yjj6=3; n>N:
Recalling that EnEn =In and E

n En =n, we obtain
jjEn (zIn −An)−1Eny − (zI − A)−1yjj6 jjEn (zIn −An)−1En[y − En (zIn −An)En ~x]jj
+ jjEn (zIn −An)−1EnEn (zIn −An)En ~x − xjj
6C 0jjy −n(zI − A)n ~xjj+ jjn ~x − xjj
= C 0jjy −n(zI − A) ~xjj+ jj ~x − xjj
6C 0(jj(I −n)yjj+ jjn(y − ~y)jj) + jj ~x − xjj6
for all n>N , n 2 , and thus (4.2) holds.
It remains to show the last sentence. We rst mention that if z0 2 C satises (4.5), then for any
z with jz − z0j661=(2C) and for any n 2  there holds
jj(zIn −An)−1jj6jj(z0In −An)−1jj  jj(In + (z − z0)(z0In −An)−1)−1jj64C 0 = 6C (4.6)
and
jj(zIn −An)−1 − (z0In −An)−1jj= jz − z0jjj(zIn −An)−1(z0In −An)−1jj6  9C2:
The same estimates are obtained for the resolvent. Thus, given >0 and y 2 ‘2, we may cover
U :=fz 2 C: jz− z0j<1=(2C)g by a nite number of closed disks of radius 06=(9C2  jjyjj) centred
at z1; : : : ; zK 2 U , and nd an N such that
jjEn (zkIn −An)−1Eny − (zkI − A)−1yjj<; n 2 ; n>N; k = 1; : : : ; K:
Then for each z 2 U we nd a k with jz − zk j60, and
jjEn (zIn −An)−1Eny − (zI − A)−1yjj
620  (9C2)  jjyjj+ jjEn (zkIn −An)−1Eny − (zkI − A)−1yjj63
for all n>N , n 2 , showing that the convergence in (4.2) (and thus in (4.3)) takes place uniformly
in U .
Dierent variants of the Kantorovich Theorem have been discussed before in the context of FOPs
and Pade approximation, see [33, Theorems 4:1; 4:2] or [14, Lemmas 4; 5]. Usually, the condition
z 2 
(A) is imposed for all equivalences; then the proof simplies considerably, and also applies to
general proper matrices.
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We see from Theorem 4.1 that the notion of weak and strong resolvent convergence are equivalent
for proper complex Jacobi matrices. On the other hand, by (3.19),
jj(zIn −An)−1 − En(zI − A)−1En jj=
 rn(z)qn(z)
 n−1X
j=0
jqj(z)j2 = j(z)− n(z)j
n−1X
j=0
jqj(z)j2; (4.7)
and at least for particular examples it is known that the right-hand side of (4.7) does not tend to
zero. Thus we may not expect to have norm convergence.
If A is not proper, then Theorem 4.1 does not give any information (notice that 
(A) = ; by
Theorem 2.6(c)). However, at least in the indeterminate case we clearly understand what happens.
Theorem 4.2. Let A be indeterminate. If  is some innite set of integers and  2 C is such that
lim
n!1
n2
(e0; (In −An)−1e0)= : ; (4.8)
then with the unique  2 C [ f1g satisfying []() =  (see Theorem 2:11) there holds
lim
n!1
n2
jj(zIn −An)−1 − En(zI − A[])−1En jj= 0
uniformly on compact subsets of 
(A[]).
Proof. We will only show pointwise norm convergence for z 2 
(A[]), the extension to uniform
convergence follows as in the proof of Theorem 4.1. First one shows as in (3.19) and (4.7) that
jj(zIn −An)−1 − En(zI − A[])−1En jj= j[](z)− n(z)j
n−1X
j=0
jqj(z)j2; z 2 
(A[]):
Since A is indeterminate, the sum is bounded uniformly in n for all z 2 C, and [](z) 6=1.
Therefore, it remains only to show that n() !  for n ! 1, n 2  implies n(z) ! [](z)
for n ! 1, n 2  and z 2 C. Here we follow [59, Proof of Theorem 23:2]: According to
[59, Theorem 23:1, Eqs. (23:2), (23:6)], there exist polynomials aj;n, j = 1; 2; 3; 4 with
lim
n!1 aj;n(z) = aj(z); j = 1; 2; 3; 4; z 2 C; (4.9)
a1; n(z)a4; n(z)− a2; n(z)a3; n(z) = 1; n>0; z 2 C; (4.10)
pn(z) = pn(0)a2; n(z)− qn(0)a1; n(z); qn(z) = pn(0)a4; n(z)− qn(0)a3; n(z) (4.11)
with a1; : : : ; a4 as in Theorem 2.11. Combining (4.10) and (4.11), we get
pn(0) =−pn()a3; n() + qn()a1; n(); qn(0) =−pn()a4; n() + qn()a2; n();
and, by assumption on n() = pn()=qn(), we may conclude from (4.9) that
lim
n!1
n2
n(0) =
a1()− a3()
a2()− a4() :
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Here the right-hand side equals  by denition. Applying again (4.9) and (4.11), we obtain for
z 2 C the desired relation
lim
n!1
n2
n(z) =
a1(z)− a2(z)
a3(z)− a4(z) = [](z):
Theorem 4.2 implies that in the indeterminate case we obtain weak and strong resolvent conver-
gence to (zI − A[])−1. Since (4.8) follows from weak convergence, we may conclude that here all
three notions of convergence are equivalent. Notice that (4.8) is equivalent to the convergence of a
subsequence of Pade approximants at one point.
Let us return to the more interesting case of proper complex Jacobi matrices. In order to be able
to exploit Theorem 4.1, we need to know whether there exist innite sets  (possibly depending on
z) satisfying (4.4). In the following theorem we show that, under some additional assumptions, the
existence can be insured.
Theorem 4.3. (a) Suppose that the innite sequence (an)n20 is bounded. Then z 2 
(A) if and
only if there exists an innite set of integers  satisfying (4:4).
(b) Suppose that (an−1)n2 is bounded; and let z 2 
; where 
 is a connected component of

(A) which is not a subset of  (A). Then (4:4) holds if and only if z is not an accumulation point
of fzeros of qn: n 2 g.
(c) Suppose that (an−1)n2 tends to zero. Then z 2 
(A) if and only if (4:4) holds.
(d) Let A; ~A be two dierence operators with compact A− ~A; and z 2 
(A) \ 
( ~A). Then (4:4)
for A implies (4:4) for ~A.
(e) Relation (4:4) with = f0; 1; 2; : : :g holds for z 2 
(A)n ess(A).
It seems that the assertions of Theorem 4.3 have gone unnoticed so far for general possibly
unbounded complex Jacobi matrices. For bounded or compact perturbations of self-adjoint Jacobi
matrices, results related to Theorem 4.3(e) may be found in [14, Sections 1, 2].
Combining Theorem 4.3 with Theorem 4.1 (specially the last sentence) and using classical com-
pactness arguments, we may get uniform counterparts of (4.1) and (4.4). Since these results play an
important role for the convergence of Pade approximants, we state them explicitly in
Corollary 4.4. We have
lim sup
n!1
n2
max
z2F
jj(zIn −An)−1jj<1
and
lim sup
n!1
n2
max
z2F
jjEn (zIn −An)−1Eny − (zI − A)−1yjj= 0
for a compact set F and y 2 ‘2 provided that one of the following conditions is satised:
(a) = f0; 1; 2; : : :g and F 
(A)n ess(A).
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(b) (an−1)n2 tends to zero and F 
(A).
(c) (an−1)n2 is bounded; F 
; with 
 6 (A) being some subdomain of 
(A), and F does not
contain accumulation points of zeros of qn; n 2 .
For the proof of Theorem 4.3(d),(e) we will need the following lemma, which for bounded
operators was already stated before by Magnus [33].
Lemma 4.5 (Cf. with Magnus [33, Theorem 4:4]). Let B be some innite proper matrix; and write
B= [B]min. Furthermore; let ~B be an operator in ‘
2; with C0D( ~B); 0 2 
(B)\
( ~B); and B− ~B
being compact. Then for any innite set of integers  we have the implication
sup
n2
jj(EnBEn )−1jj= C 0<1) lim sup
n!1
n2
jj(En ~BEn )−1jj<1:
Proof. We claim that there exist N; C such that, for all n>N , n 2 , the system
(En ~BEn )xn = yn
admits a unique solution xn for all yn 2 Cn, with jjxnjj6C  jjynjj. Then the assertion follows. For
proving this claim, we rewrite the system as
[In + (EnBEn )
−1En( ~B− B)En ]xn = (EnBEn )−1yn:
Since EnEn =In, E

nIn = E

n , E

n En =n, the system takes the form
[I + B−1( ~B− B) + n](En xn) = En (EnBEn )−1yn; (4.12)
where
n=En (EnBE

n )
−1En( ~B− B)− B−1( ~B− B)
= [En (EnBE

n )
−1En − B−1](I −m)( ~B− B) + [En (EnBEn )−1En − B−1]m( ~B− B)
for any integer m. Here the expression in brackets is bounded in norm by C 0+ jjB−1jj. Since (B− ~B)
is compact, it is known that jj(I −m)( ~B − B)jj ! 0 for m ! 1. Hence we may nd an m such
that
jj(I −m)( ~B− B)jj6 1
4jj ~B−1Bjj(C 0 + jjB−1jj)
:
Since B is proper, with 0 2 
(B), one shows as in the proof of Theorem 4.1 that
lim
n!1
n2
En (EnBE

n )
−1Eny = B−1y; y 2 ‘2:
In particular, we may nd for :=1=(4
p
mjj ~B−1Bjj  jjEm( ~B− B)jj) an N>m such that
jj[En (EnBEn )−1En − B−1]ejjj6; j = 0; : : : ; m− 1; n>N; n 2 ;
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implying that jj[En (EnBEn )−1En−B−1]Emjj6
p
m. Collecting the individual terms, we may conclude
that jjnjj61=(2jj ~B−1Bjj). In particular, B−1 ~B + n is invertible, with its inverse having a norm
bounded by 2jj ~B−1Bjj. Thus, system (4.12) has a unique solution for n>N , n 2 , with
jjxnjj62jj ~B−1Bjj jjEn (EnBEn )−1jj jjynjj62jj ~B
−1
BjjC 0jjynjj;
as claimed above.
Proof of Theorem 4.3. (a) By Example 2.7, A is proper. Thus (4.4) implies that z 2 
. In order
to show the converse, let z 2 
(A). According to (4.7), it will be sucient to give a suitable error
estimate for the error of Pade approximation. For n 2 0, dene n = 1 if jun(z)j61, and n = 0
otherwise. Furthermore, let = fn+ n: n 2 0g. Then we get for n 2 0
janj2n jqn+n(z)j2> 12 (jqn(z)j2 + janqn+1(z)j2)
by construction of n, and trivially
janj2n jrn+n(z)j26jrn(z)j2 + janrn+1(z)j2:
Using the left-hand estimate of (2.22), we may conclude that rn+n(z)qn+n(z)
 nX
j=0
jqj(z)j26
s
2
jrn(z)j2 + janrn+1(z)j2
jqn(z)j2 + janqn+1(z)j2
nX
j=0
jqj(z)j2
6
p
2(jrn(z)j2 + janrn+1(z)j2)
nX
j=0
jqj(z)j2
=
p
2(jjn+1(zI − A)−1enjj2 + janj2jjn+1(zI − A)−1en+1jj2);
where in the last equality we have applied (2.19). Notice that the term on the right-hand side is
bounded by
p
2(1 + janj2)jj(zI − A)−1jj2. Hence, using (4.7), we obtain
jj(zIn+n −An+n)−1jj6 jjEn(zI − A)−1En jj+ jj(zIn+n −An+n)−1 − En(zI − A)−1En jj
6 jj(zI − A)−1jj+
p
2(1 + janj2)jj(zI − A)−1jj2;
which is bounded in n by assumption on (an). Thus (4.4) holds.
(b) We rst show that (4.4) implies that z may not be an accumulation point of zeros of qn,
n 2 . In fact, as in (4.6) we may nd some N>0 such that
jj(In −An)−1jj66C; n 2 ; n>N; jz − j< 12C ;
showing that eigenvalues of An (i.e., zeros of qn) have to stay away from z for suciently large
n 2 . Suppose now that  is as described in part (b). Then there exists an open neighborhood
U 
 of z such that un−1 is analytic in U for n 2  (at least after dropping a nite number of
elements of ). Also, from Theorem 3.3(c) we know that (un−1)n2 is a normal family of mero-
morphic functions in 
, with any partial limit being dierent from the constant1 by Theorem 3.3(a).
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It follows from [18, Lemma 2.4(d)] that then (un−1)n2 is bounded uniformly on compact subsets
of U , in particular,
d:= sup
n2
jun−1(z)j<1:
Consequently,
jan−1qn(z)j2 = jqn−1(z)j
2 + jan−1qn(z)j2
jun−1(z)j2 + 1 >
jqn−1(z)j2 + jan−1qn(z)j2
d2 + 1
:
As in the proof of part (a) (with n = 1 and n replaced by n− 1) we may conclude that
jj(zIn −An)−1jj6jj(zI − A)−1jj+
p
1 + d2(1 + jan−1j2)jj(zI − A)−1jj2
and thus (4.4) is true.
(c) As in part (a), it is sucient to show that z 2 
(A) implies (4.4). Denote by B[n] the
innite matrix obtained from A by replacing an−1 by 0, and write B[n]:=[B[n]]min. Let z 2 
(A). By
assumption on (an−1)n2, we nd an N>0 such that
jjA− B[n]jj6 1
2jj(zI − A)−1jj ; n 2 ; n>N:
Thus z 2 
(B[n]) and jj(zI − B[n])−1jj62jj(zI − A)−1jj. On the other hand, B[n] is block diagonal,
with En(zI − B[n])−1En = (zIn−An)−1. Thus jj(zIn−An)−1jj62jj(zI − A)−1jj for all n 2 , n>N ,
implying (4.4).
(d) This part follows immediately from Lemma 4.5.
(e) The complex Jacobi matrix A is proper by Theorem 2.6(c), and one easily deduces that the
same is true for all associated Jacobi matrices A(k). By the denition of  ess(A), there exists a k>0
with z 2 Cn (A(k)), the latter being a subset of 
(A(k)) by Theorem 3.5(c). From the proof of
Theorem 3.3(a) we know that
jj(zIn −A(k)n )−1jj6
1
dist(z;  (A(k)))
<1; n>0:
Let B be obtained from A by keeping the elements from A(k), putting  6= z on the rst k diagonal
positions, and zero elsewhere. One easily veries that then
jj(zIn −Bn)−1jj6 1dist(z; fg [  (A(k)))<1; n>0:
Writing B = [B]min, we trivially have z 2 
(B), and A − B is compact (and even of nite rank).
Thus the assertion follows from Lemma 4.5.
4.2. Some consequences for the approximation of the Weyl function
We summarize some consequences of the preceding section for the convergence of Pade approx-
imants n(z) = (e0; (zIn −An)−1e0) (i.e., Weyl functions of the nite sections An) to the Weyl
function (z)= (e0; (zI −A)−1e0) in the following statement, which is an immediate consequence of
Corollary 4.4.
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Corollary 4.6. The subsequence (n)n2 converges to the Weyl function  uniformly in the compact
set F provided that one of the following conditions is satised:
(a) = f0; 1; 2; : : :g and F 
(A)n ess(A).
(b) (an−1)n2 tends to zero and F 
(A).
(c) (an−1)n2 is bounded; F 
; with 
 6 (A) being some subdomain of 
(A); and F does not
contain accumulation points of zeros of qn; n 2 .
For convergence outside  (A) (which is included in Corollary 4.6(a)) we refer the reader to
[59, Theorems 26:2; 26:3; 20, Theorem 3:10] in the case of bounded A, and [59, Theorem 25:4] in
the case of determinate A. For the special case of a compact perturbation of a self-adjoint Jacobi
operator, Corollary 4.6(a) may be found in [14, Corollary 6; 13, Theorem 2]. The latter assertion
applies a dierent technique of proof, and contains additional information about the number of
poles at isolated points of 
(A)n ess(A). Assertion [14, Theorem 2] on bounded perturbations of a
self-adjoint Jacobi operator is contained in Corollary 4.6(a).
For bounded complex Jacobi matrices, Corollary 4.6(b) may be found in [18, Corollary 4:2].
As shown in [18, Corollary 5:6], this statement can be used to prove the Baker{Gammel{Wills
conjecture for Weyl functions of operators with countable compact spectrum. Corollary 4.6(c) for
bounded complex Jacobi matrices was established in [18, Theorem 4.1] (containing additional results
on the rate of convergence in terms of the functions ginf and gsup of Theorem 3.1). Here as set 
 we
may choose the unbounded connected component 
0(A) of 
(A). Notice that a connected component

 of 
(A) with 
 6 (A) is unbounded also for unbounded A. Thus Corollary 4.6(c) has to be
compared with the result of Gonchar [28] mentioned in Section 3.3.
In their work on bounded tridiagonal innite matrices, Aptekarev, Kaliaguine and Van Assche
observed [7, Theorem 2] that
lim inf
n!1 jn(z)− (z)j= 0; z 2 
(A): (4.13)
Notice that this relation also holds for unbounded A since otherwise a nontrivial multiple of the
sequence (jqn(z)j)n>0 62 ‘2 would minorize the sequence (jrn(z)j)n>0=(j(z)−n(z)jjqn(z)j)n>0 2 ‘2.
If a subsequence of (an) is bounded, then by combining Theorem 4.3(a) with Theorem 4.1 we see
that relation (4.13) holds even uniformly in some neighborhood of any z 2 
(A). This was observed
before in [4, Corollaries 3; 4] for bounded real, and in [18, Theorem 4:4] for bounded complex Jacobi
matrices.
In this context, let us discuss the related question whether (pointwise) convergence of (a subse-
quence of) Pade approximants at some z implies that z 2 
(A). Clearly, the answer is no; see for
instance the counterexamples presented in the last paragraph of [7]. If, however, we replace Pade
convergence by weak (or strong) resolvent convergence, and we limit ourselves to sequences (an)
containing a bounded subsequence, then the answer is yes: we have z 2 
(A) if and only if there
exists an innite set  of indices such that
lim
n!1
n2
(Eny0; (zIn −An)−1Eny) exists 8y; y0 2 ‘2: (4.14)
Indeed, if z 2 
(A), then we may use Theorems 4:3(a) and 4:1 to establish (4.14). Conversely,
(4.14) implies (4.4) by [30, Problem V.1.6], and thus z 2 
(A) by Theorem 4.3(a).
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We terminate this section with a generalization of [18, Theorem 3.1], where convergence in
(logarithmic) capacity of (n) is established for bounded A on compact subsets of the unbounded
connected component of the resolvent set.
Theorem 4.7. Let (an)n2 be bounded; and denote by 
 a connected component of 
(A). Then
there exist n 2 f0; 1g such that; for each compact F 
 and for each >0; we have
lim
n!1
n2
capfz 2 F : j(z)− n+n(z)j>g= 0:
If in addition 
 6 (A); then we may choose n = 1 for all n 2 .
Proof. From Theorem 3.3(c) we know that (un)n2 is a normal family of meromorphic functions in

. If in addition 
 6 (A), then any partial limit is dierent from the constant 1 by Theorem 3.3(a),
and we put vn=un, n=1. Otherwise, let  2 
. If jun()j61, then again vn=un, n=1, and otherwise
vn=1=un, n=0. In this way we have constructed a normal family (vn)n2 of meromorphic functions
in 
 with any partial limit being dierent from the constant 1.
Let F; F 0
 be compact, the interior of F 0 containing F . Let !n, n 2 , be a monic polynomial
of minimal degree such that !nvn is analytic in F 0. From the proof of Theorem 3.4(c) we know that
the degree n of !n is bounded by some (F 0) uniformly for n 2 . We claim that
sup
n2
Cn= : C(F)<1; Cn:=max
z2F
j!n(z)  vn(z)j: (4.15)
Otherwise, there would be integers nk 2  such that Cnk>k. By normality, we may assume, without
loss of generality, that (vnk )k converges to some meromorphic v uniformly in F
0. Since v 6=1, we
nd some open set D, F DF 0, having a nite number of open components, and v(z) 6= 1 for
z 2 @D. By uniform convergence on @D it follows that
lim sup
k!1
max
z2@D
jvnk (z)j<1:
Since D is bounded and the degrees of the !n are uniformly bounded, we may conclude that the
above relation remains true after multiplication of vnk with !nk . Using the maximum principle for
analytic functions, we obtain a bound for !nk  vnk on F uniformly in k, in contradiction to the
construction of nk . Thus (4.5) holds.
From (4.15) we conclude that, for any d>maxf2; 2C(F)g and n 2 ,
capfz 2 F :
q
1 + jvn(z)j2>dg6capfz 2 F : jvn(z)j>d=2g
6cap

z 2 F : j!n(z)j62C(F)d

=

2C(F)
d
1=n
6

2C(F)
d
1=(F0)
:
Notice that by construction (compare with the proof of Theorem 4.3(a))
(z)− n+n(z) =
ann rn+n(z)
p
1 + jvn(z)j2pjqn(z)j2 + janqn+1(z)j26
q
1 + jvn(z)j2[jrn(z)j2 + janrn+1(z)j2j]:
Since the term in brackets tends to zero uniformly in F by (2.19), we obtain the claimed convergence
by combining the last two formulas.
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Combining the reasoning of the proofs of Theorems 4:3(a) and 4:7, we may also show that with

;; n as in Theorem 4.7 there holds for any compact F 

lim
!0
cap
0
BBB@
8>>><
>>>:z 2 F : lim supn!1
n2
jj(zIn+n −An+n)−1jj>
1

9>>>=
>>>;
1
CCCA= 0:
Thus, our result on convergence in capacity of Pade approximants is again connected to a type of
strong resolvent convergence in capacity.
In [48], Stahl suggested to replace in the Baker{Gammel{Wills conjecture [11] locally uniform
convergence of a subsequence by convergence in capacity of a subsequence. Theorem 4.7 conrms
(under assumptions on the regularity of the underlying function and assumptions on some of the
coecients of its J -fraction expansion) that this is true in the resolvent set. Of course, this open set
does not need to contain the maximal disk of analyticity of the Weyl function, but it might be helpful
in investigating the above conjecture for special classes of functions. We refer the reader to Baker’s
survey [10] for further recent developments in convergence questions for Pade approximation.
4.3. An application to asymptotically periodic Jacobi matrices
A complex Jacobi-matrix A is called m-periodic if ajm+k=ak ; bjm+k=bk ; k=0; 1; : : : ; m−1; j>0,
and ~A is called asymptotically periodic if it is a compact perturbation of an m-periodic matrix, i.e.,
lim
j!1
~ajm+k = ak ; lim
j!1
~bjm+k = bk ; k = 0; 1; : : : ; m− 1:
Real periodic and asymptotically periodic Jacobi matrices have been studied by a number of authors,
see, e.g., [26,24,34]. Complex perturbations of real periodic Jacobi matrices are investigated in
[15,16], and complex (asymptotically) periodic Jacobi matrices in [20, Sections 2.2, 2.3; 19, Example
3:6,3].
It is well known (see, e.g., [20, Section 2.2]) that, for m-periodic A, the sequences (pn(z))n>−1
and (qn(z))n>−1 satisfy the recurrence relation 13
y(j+1)m+k = h(z)  yjm+k − y(j−1)m+k ; j>0; k>− 1 (4.16)
with some polynomial h for which we have several representations:
h(z) =
q2m−1(z)
qm−1(z)
=
p2m(z)
pm(z)
= qm(z)− am−1pm−1(z):
In [20, Section 2.3], the authors show (see also [19, Example 3:6] or [3]) that ess(A) = fz 2
C: h(z) 2 [− 2; 2]g, which by [20, Lemma 2:5] has empty interior and connected complement. The
Weyl function of A is an algebraic function, meromorphic (and single valued) in Cness(A), with
possible poles at the zeros of qm−1 [20, Section 2.2], and (A) is just the extremal set of Stahl [49],
i.e., the set of minimal capacity outside of which the Weyl function has a single-valued analytic
continuation from innity [20, Remark 2:9].
13 Here we need to put a−1 = am−1, and thus 1 =−am−1p−1(z) = am−1r−1(z). This slight modication does not change
the other elements of the sequences (pn(z))n>−1 or (rn(z))n>−1.
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Let us show here that we may localize the spurious zeros of the FOPs associated with A (and
with ~A). First, using (1.2) and (2.20), one easily veries the well-known fact that
q(k+1)n (z):=ak(qn+k+1(z)rk(z)− rn+k+1(z)qk(z)) (4.17)
is the nth FOP of the associated Jacobi matrix A(k+1). For z 62 ess(A), the equation y2 = h(z)y− 1
has one solution w(z) of modulus jw(z)j<1, and the second solution 1=w(z). From (4.16), (3.7) we
may conclude that there exist (algebraic) functions k ; k ; k such that
rjm+k(z) = k(z)  w(z)j; qjm+k(z) = k(z)  w(z)j + k(z)  w(z)−j (4.18)
for all k>− 1; j>0 and z 2 
(A). Injecting this information in (2.20) we obtain
ak(k+1(z)k(z)− k(z)k+1(z)) = 1; (4.19)
showing that jk(z)j+ jk+1(z)j 6= 0 for all z 2 
(A). We may deduce that
lim
j!1

 
qjm+k(z)
ajm+kqjm+k+1(z)
;
k(z)
akk+1(z)
!
= 0; k = 0; 1; : : : ; m− 1; z 2 
(A): (4.20)
Also, by periodicity, q(k)n (z)= q
(k+m)
n (z), and by combining (4.18) with (4.17) we may conclude that
q(k+1)m−1 (z) = ak[w(z)
−1 − w(z)]k(z)k(z): (4.21)
From (4.20) and (4.21) we see that spurious zeros of (qjm+k)j>0 accumulating in  2 
(A) satisfy
k() = 0 and thus q
(k+1)
m−1 () = 0.
Combining this nding with Theorem 3.6 and Corollary 4.6(c), we obtain the following statement:
Corollary 4.8. Let ~A be an asymptotically periodic complex Jacobi matrix; denote by A the
corresponding m-periodic Jacobi matrix; and let k 2 f0; : : : ; m− 1g. Then for each compact subset
F of 
(A) \ 
( ~A) which does not contain zeros of q(k+1)m−1 there exists a J = J (F) such that ~qmj+k
has no zeros in F for j>J; and
lim
j!1
max
z2F
j ~(z)− ~mj+k(z)j= 0:
Notice that pointwise convergence for asymptotically periodic complex Jacobi matrices was already
obtained in [20, Theorem 2.11]. If A is real, then clearly ess(A) consists of at most m real intervals.
Barrios et al. [15,16] showed that then the zeros of all q(k+1)m−1 lie in the convex hull S of ess(A)
and obtained uniform convergence of ( ~n)n>0 on compact subsets of CnS.
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