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We obtain a measure defined on the space of continuous sample paths, which 
describes a weakly self-avoiding Brownian motion in a 2-dimensional Euclidean 
space. Our method is also applicable to a Brownian motion with the Dirichlet 
boundary conditions in a 2-dimensional domain. For the new measures, an 
inequality of Simon-Lieb type is also obtained. 0 1988 Academic Press, Inc. 
I. INTRODUCTION 
1.1. Let X= (A’,, t > 0) be a 2-dimensional Brownian motion and 
P, be the probability distribution of X such that X0 =x. Our objective in 
this paper is to define a probability measure Q which is formally defined as 
dQ=(Z,-‘)exp{-lJT’(r)dz]dP,. 
Here co > 12 0, ZA is a normalization constant, and T(z) = j? 6,(X,) ds is 
the occupation field of X at z which is the total amount of time that X 
spends at point z. Formally, 
j- T2(z) dz = jm j- 6,(X, -AT,) dt ds 
0 0 
is a quantity which measures the size of self-intersection of X. Therefore, Q 
may be understood as the probability distribution of a weakly self-avoiding 
Brownian motion. In [IO], instead of P,, Varadhan has defined Q for the 
probability distribution P of a Brownian bridge: X0 = 0, X, = a for some 
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fixed a and a. Let T,(z) be a regularization of T(z) with parameter t. He 
has shown that there exists a constant c(t) such that, in L’(P), 
A=lim 
[I 
T,‘(z) dz - ac( t) 
1 
exists as t tends to zero. He also showed that exp{ -LA } E L’(P), for all 
cc > 1, > 0. The proof in [lo] depends on the scaling property of Brownian 
motion, while our method is applicable to a more general class of sym- 
metric Markov processes with well-behaved Green functions. A Brownian 
motion in R* with an exponential killing and a Brownian motion with the 
Dirichlet boundary conditions in a 2-dimensional bounded smooth domain 
are in this class. 
The problem of defining Q has also been considered in [ 1, 111 and they 
have defined Q in terms of certain renormalization procedures. In this 
paper, we shall use Dynkin’s renormalization procedure (see, e.g., [4 3) to 
define Q. We shall obtain results which are paralleled by the rather 
well-known development of d4-theory in 2 dimensions; see, e.g., Chapter 8 
of [7]. 
1.2. We consider the transition function 
PAX, y) = (2nflm1 exp{ -Ix- yl*Pt} exp( -Q}, x, y E R2, t > 0. 
For E >, 0, we put g,(x, y) = f,” P,(x, y) dt. Then g8(x, y) is finite for all x, 
y, and E > 0. The Green function of pI, g(x, y), is defined by g,(x, y). Let 
?V be the space of all continuous mapping, from an interval [0, <) to R*, 
where i, 0 < i < co, is arbitrary. Let 9 be the a-algebra generated by 
{XE”llr;X,dq, {bt}, f or all t > 0 and all PJ in Bore1 o-algebra of R2. 
For XE w, we shall put X, = 8, for t > [, where d is an additional point. 
For a functionf on R2, we also put f(a) = 0. A positive function h on R* is 
called an excessive function of Pr if j pr(x, y) h(y) dy 7 h(x) as t JO. It is well 
known that for an excessive function h, there exists a measure P.,h on 
(?V,P) such that, for O<t,<t2< ... <t,,<co, 
.f(y,, ...y YJ My,) dy, . ..dy., 
for all bounded Bore1 function f on R”. The constant function 1 is an 
excessive function. We shall write P, for P,‘. X= (X,, t > 0) is called a 
Borwnian with exponential killing rate 5 and P, is the distribution of X 
given X0 = x. 
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In particular, for fixed y, g( ., y) is an excessive function of pr. We shall 
put p. g(.* .p) = p . For ,u, v o-finite measures on R2, we shall write Pph 
for jidx) Pxh:YPxv for j v(~Y) p,, p, for jddx) p,, 
j P(dX) V(dY) p,. 
and P,, for 
Let %? be the class of bounded continuous functions on R2. The 
occupation field of X, T = {T(f); f E %} is defined by 
T(f) = j-’ fW,) dt. 
0 
For a fixed x, p,(x, e) is in %’ and we denote by T,(x) the occupation field 
indexed by pt(x, .). Let L be the intersection of Lp(R2, dx) for all 
00 > p > 1. For t > 0, z E R2, A E L, we put A(dz) = A(z) dz and 
:T,~(z): = T;(z) - 2g2,(z, z) T,(z), (1.1) 
:T,ZI~ = I A(dz) :T,z(z): . (1.2) 
Let M, = {p; p o-finite measures on R2; 5 p(dx) gn(x, y) ,u(dy) < oo}. The 
polynomials (1.1) and (1.2) have been considered in [46], where it has 
been shown (Theorem 1.1 of [4]) that the limit of :T,‘:, exists in L*(P,,), 
as t tends to zero, for all ,u, v in N= M, n M,. Since PJj T,‘(z) l(z) dz) 
diverges, as t tends to zero, for all non-zero p, v, A, the second term of (1.1) 
may be interpreted as a renormalization of the square of occupation field. 
In Section 3 of this paper, we shall show 
THEOREM 1. Let I E L, x E R2, and E = max(t, s). There exist positive 
constants LX, C= C(x, A) such that if t and s are sufficiently small, then 
P,(:T,2:n - :T,z:,)2p < C2p[(2p)!]’ &2Pa, 
for all non-negative integers p. 
The same method of our proof of Theorem 1 also gives similar results for 
the cases where P, is replaced by P,, x # y. 
We shall denote by :T’:, the L2(P,)-limit of :Tz:i, as t tends to zero. By 
Theorem 1, the moments of { :T2:,; A E L} exist. Theorem 3.1 in Section 3.5 
is an expression of these moments in terms of certain connected Feynman 
diagrams. In Section 4 of this paper, we shall show 
THEOREM 2. Zf 0 < 1 and Iz E L, then exp( - :T2:,} belongs L’( P,) and 
L’(P,) for all r, cc > r > 0, and all x, y E R2 such that x # y. 
We note that the definition of :T2:A depends on P, and hence on x. If the 
expectation of a functional F(:T2:,) is taken with respect to P, or P,, it 
always means that IT’:, is defined according to P,. 
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The square of occupation field, :T2:*, is a description of self-intersection 
of X in the support of 1. Let 2 = P,(exp{ - :T2:,}). By Theorem 2, Z is 
finite if 0 < A, A E L. We put 
Qx = Z-l exp{ - :T*:,} P,. 
Then Qi is a measure defined on (9V, 9) which describes a self-avoiding 
behavior of a Brownian motion. 
1.3. We shall also consider a Brownian motion with Dirichlet 
boundary conditions. Let 9 be a smooth bounded domain in R2. Let 
t = inf{ t > 0; X, E 9Y}, or cc if there is no t such that X, E gC. t is called the 
first hitting time of X at 9. We define f, = X, if 0 < t -=c t and w, = 8 if 
t > r. It is well known that X, is a strong Markov process with a stationary 
transition function d,(x, y), x, y E 9, t > 0, and there exists a measure PX 
on (?V, 5) such that 
FYfW,,, . ..Y X,“) = P,f(~,,~ . . . . K”), 
for all bounded Bore1 functions f on R”. The Green function B(x, y) and 
the measures on (%‘“, S), p,,, p,,, pph are defined in an analogous way. In 
the rest of this paper, a tilde-on an object always means the object with the 
Dirichlet boundary conditions on 9. 
For a Brownian motion with Dirichlet boundary conditions we shall 
also obtain the following theorems analogous to Theorems 1 and 2. 
THEOREM 1’. Let A E L, x E 9, and E = max(t, s). There exist positive 
constants ~1, c = c(x, A) such that if t and s are sufficiently small, then 
(4 &:T;:j, - :T,;:;.Jzp 6 ~‘~[(2p)!]~ &2pa, 
for all non-negative integers p and all A for which 1 vanishes in F, and 
(b) &:T,?12) < ct”, 
for all 1 which vanishes in 9. 
As a consequence of (a), (b), we have L’(P,)-limit of :T,?l exists, as t 
tends to zero. Let :T’:, be the limit and A(9) = Al,. Then :T’:, = :p2:iC9,, 
B,-a.e. 
The Poisson kernel T(z, u), z E 9, u E 89, of the operator A - 1 in 9 is 
an excessive function of PI. We shall put PX” = PXrC’~“). 
THEOREM 2’. Zf 0 <I, 1~ L, then exp{ -:T’:,} belongs to L’(P,), 
L’(P,,,), and L’( Pi”) for all r, CC > r 2 0, all x, y E 9, x # y, and all u E 89. 
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1.4. For x # y, let G(x, y) = P,(exp{ - :T’:,}), 0 <A EL. If A = 0, 
then G(x, v) = g(x, y). Therefore, G(x, y) can be regarded as a pertur- 
bation of the Green functions by the effects of self-avoiding of A’. Similarly, 
we put 
G(x, y) = P,(exp{ - :F2:A} 1, 
THEOREM 3. Suppose x E 9 and y E a’, then 
(a) O<G(x, y)Gtja, S(du) (v) G(u, y), 
u 
(b) 2-l c%(x, u)/&, = PXU(exp{ -:T2:A}). 
Here S(du) is the line element of 8.9, and a/an, is the inward normal 
derivative at u E 89. Zf A= 0, then the second inequality in (a) is an equality, 
which is the Mean Value Property of g. 
Inequality (a) in Theorem 3 is an inequality of Simon-Lieb type. This 
type of inequality has been obtained for lattice b4-theory (see, e.g., [2]), 
continuum d4-theory in 2-dimensional Euclidean space [ 121, and the Ising 
model [8,9]. For a self-avoiding random walk on a d-dimensional lattice, 
an inequality of Simon-Lieb type has appeared in (5.8) of [ 11. However, 
(5.8) of Cl] does not reach its equality even when the effect of self-avoiding 
is removed. 
Let Q be a subset of a d-dimensional lattice Zd. Following the same 
notations as those in Cl], and a slightly changed argument, (5.8) in Cl] 
can be improved as 
G,(Q xl G c WsR(O, z) G,&‘, xl, (1.3) 
C&Z') 
where summation is taken over all pairs (z, z’) such that z E 52, z’ E Zd\O, 
and lz- z’l = 1. Inequality (1.3) is an equality if we remove the effect of 
self-avoiding of the random walk. Our Theorem 3 can be regarded as the 
continuum version of (1.3). 
2. FEYMAN DIAGRAMS 
2.1. Let A be an index set. Suppose a real-valued symmetric 
function h( ., . ) defined on A x A is given. For a(i, j, k) E A, i = 1, 2, . . . . n, 
j = 1, 2, . ..) ni, k = 1, 2, ,.., n+ we shall write 
y :n n 4(46 J k)): 
> 
= c Z(j). (2.1) 
i k fi 
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Here fi runs over all pairings of cr(i, j, k), i = 1, 2, . . . . n, j = 1, 2, . . . . nj, 
k = 1, 2, . . . . nii, subject to the condition that, for all i, a(i, j, k) and a(i, 1, m) 
cannot be paired, for any j, k, Z, m. Z(b) = n h(a, a’), where the product is 
taken over all pairs (a, a’) in fi. 
We shall also write :ni &a(i, j)): for :n, #(a(& j)):, and #(a) for :&a): 
By (2.1) we have 
(d(a) b(a’) > = Nay a’) for all a, a’ E A. 
Suppose Fd4 1 is a linear combination of elements of the form 
:I& Ilk 4tdL A k)): , we shall extend (2.1) linearly to define 
(2.2) 
There is a conventional way of describing (2.1) in terms of Feynman 
diagrams (see, e.g., Section 2 of [3]). However, for the convenience of our 
later usage, we shall define Feynman diagrams in a slightly different way. 
We consider vertices labeled (i, j), i = 1, 2, . . . . n, j = I, 2, . . . . ni. Legs labeled 
a(i, j, k), k = 1, 2, . . . . n,, belong to vertix (i, j). A Feynman diagram is a 
pairing of all legs subject to the condition that two legs cannot be paired 
if the first indices of their vertices are the same. Formula (2.1) can be 
rewritten as 
y 1J-j n 4(46 i, k)): > = 1 n (d(a) ha’)), (2.3) i k D (~,a’) 
where D runs over all Feynman diagrams and (a, a’) runs over all pairs 
in D. 
Let D be a Feynman diagram. Suppose (a, a’) is a pair in D and we 
represent (a, a’) by a bond between corresponding vertices, then a graph 
G(D) (consists of vertices and bonds) is determined. We say D is connected 
if G(D) is connected. 
We shall put 
(2.3)’ 
where C runs over all connected Feynman diagrams which contribute to 
the right side of (2.3). We shall call (2.3)’ the connected part of (2.1). The 
connected part of (2.2) is defined similarly. 
2.2. We shall consider (2.2) and (2.3), where A = R2 u {ZiMk, ZiaL3; 
k = 1, 2, 3; 1=1,2; 6=t,s; i=l,2 ,..., 2~). Let {Ziak;k=l,2,3; 
i = 1, 2, . . . . 2~; 6 = t, s} be a subset of R2. We shall specify the function h in 
sso/ao/2-a 
314 WEI-SHIH YANG 
(2.1) as follows. We shall first make a convention that g(a, a) = 0, for all 
CtER2. 
(a) h(a, cr’) = g(a, a’), for a, a’ E R2. 
(b) h(a, 2,L3) = g(a, Zil) - g(a, Zia3), for a E R2. 
(c) h(a, Zi,k) = g(a, ZiF) - g(a, Z,k), for a E R2. 
(d) h(ZidL3, Zj?3) = [g(Z,‘p Zj:) - g(ZiJ3, Zjb) - g(Z,‘y ZjE’) + 
g(Zia3, Zje3)], for E, 6 = t, s; 1, k = 1, 2. 
W h(Zici”3P Zj/) = Cg(zi~3 Zj,“) - g(ziS3, zj,k) - g(Z,‘, ZjF) + 
g(Zia3, ZjJk)], for 6 = t, S; I= 1, 2. 
Cf) ‘tZ,‘Y zj/) = Cdz,‘P zjrk) - dz,‘, zj,k) - g(Z,‘p zjs”) + 
g(Z,‘, Z,“)], for 1, k = 1, 2, 3. 
2.3. Let {x, y, zl, z2, . . . . z,} be a subset of R2. We shall write, for 
positive integer n, 
v,, WI) * . . T(Z”) 
where cr runs over all permutations of { 1,2, . . . . II}. We put I’,..( 1) = g(x, JJ). 
For positive integer n, we shall write 
and we put V,.( 1) = 1. We also extend (2.4) and (2.5) linearly for the 
elements which are linear combinations of elements of the form 
T(z,) .a. T(z,), n > 0. 
Ley &EW, for all i= 1, 2, . . . . n. Then the expectation of a product of 
occupation fields T,, . . T,,” with respect to P, can be computed as follows. 
By the definition T,, 
PxJ T,, . . . T,J= p, [ Jru wc,) dt, . . . Jm ux,n) dtn . 0 0 1 
For non-negative &‘s, by Fubini’s theorem, the above is equal to 
jomdt,-Jaw dt,P,CI,(X,,)...~,(X,“)l 
=; 5,” -Jam +, . ..dt.P,C~,,,,(X,,)...I,,,,(X,)Jl, 
where B runs over all permutations of { 1,2, . . . . rr} and J is the indicator 
SELF-AVOIDING BROWNIAN MOTIONS 315 
function for (0 < t, < t, < . . . < t, < 00 }. By the definition of P,, the 
above equals 
02 . . . g-0 1 =dt, . ..d~.-‘~,,(x, ZI) P,~-,Jz~’ zz)... 0 
.~r,-r,-,(zn-l,zn)g(zn, y)~,(l)(zl)...~~,(,)(z,)dz1...dz, 
=cj~~~~g(*~z,)g(z,~z,)~~‘g(z.~,~z,)g(z~, Y) 
0 
.R,(l)(zl)...;1,(,)(~,) dz, . ..dzn 
By (2.4) and change of variables, we obtain that 
P.x, TA, . . . TA.={*..{ fi n,(Zj)dziV,,“(T(z,)...T(~,)), (2.6) 
i= I 
for 0 < Ai, Li f V. By linearity, and finiteness of j . . . j g(x, z,) . . . 
dzn-,, z,) g(zn, Y) dz, . . . dz,, (2.6) holds for ,Ii E %?, i = 1, 2, . . . . n. Using a 
similar argument, we also have 
PxT,,-.T,n=j-j fi tl,(~,)dz~V,(T(z,)~~~T(z,)). (2.6’) 
i= I 
2.4. We shall write t(z) for :4(z) 4(z):/2. A useful observation is 
~,,T(z,)...T(z,)=(~(~)~(Y)~(z,)...~(z,)),., (2.7) 
vrT(z,)...T(zn)= f (~(X)~(Zi)e(Z1)..‘5(Z,.-,)5(Zi+1)...5(Z,)>~. (2.8) 
r=l 
2.5. We shall also consider analogous (2.1 b(2.8) with g replaced 
by g. We shall use (.) -, (.),, p,, P,, 8,, rX-,, to denote the 
corresponding objects. Then we also have formulae which are analogous to 
(2.6), (2.6)‘, (2.7), and (2.8). 
3. PROOFS OF THEOREM 1 AND THEOREM 1’ 
3.1. 
Proof of Theorem 1 I. By linearity, it is sufficient to consider a non- 
negative 1. 
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The estimate (a) is trivial if p = 0. We shall consider p > 0 only. By 
Fubini’s theorem 
&:T,‘:, - :Ts2:J2J (3.1) 
2P 
= 
m l(Zi) dzipx f CT?(zi) - %2t(Zi, Zi) Tt(zi) 
i= 1 i i=l 
- T,Z(Zi) + %2s(zi, Zi) Ts(zt)l 
I 
. (3.2) 
Let Zk = (Zk,; t > 0), i = 1, 2, . . . . 2p, k = 1,2,3, be a class of independent 
Brownian motion in R2 with transition function pt such that ZkO = zi for all 
i and k. We shall write E, for the expectation of functionals of 
Zi= (Z,‘, ZF, Z;). We shall also write EI for ni EZ,, I(dzi) for A(zi) dzi, 
and I(dF) for Hi A(dzi). 
If we expand (3.2) into a summation of 42p terms, then each term may be 
evaluated by the analogous (2.6)’ for the Dirichlet boundary condition. Let 
I 
A(d.?) ~,{a,ct2~~~a2,) (3.3) 
be a term in our expansion. If ai= T:(zJ, we put /Ii for T(zil) T(zF) and 
hi = pr(zir zil) pt(zi, z;) dzil dz;. If ai = 2g2r(zi, zi) Tt(zi), we then put /Ii 
for 2g(zi1, z?) T(z:) and dyi = pt(zi, zi’) p,(zi, z;) p,(zi, z:). Similar for- 
mulae for ai equals the other two possibilities with t replaced by s. Then 
(3.3) equals 
J” n(dF) fi dYirx’,(Bl .*.Bz~}. (3.4) 
i= 1 
Here we have used the relation: for all t, s > 0, gs+ r(zi, zi) equals 
ss p,(zi, zi’) g(z,‘, z;) ps(z;, zi) dzi’ dz;. 
In the definition of pi and dyi, if we replace zil, zt, z; by Ziil, Zz,, Z;, or 
Ziis, ZFs, Zi3s according to the cases where /Ii and 4, correspond to t or s, 
then (3.4) equals 
s 44 E, f38182-~82p~. 
By linearity, we have thus obtained that (3.1) is equal to 
s ;l(dT) Ei rx { 
fi CR,@,) - R,(Zi)] , (3.5) 
i=l 1 
R,(Zi) = T(Z,‘,) T(Z2t)- 2g(Zi’,, Zi’,) T(Zi3,). (3.6) 
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By the analogous (2.8) for the Dirichlet boundary conditions and the 
symmetry of Zis, (3.5) is equal to 
C~P,~~C~~)E,(~CX){~,(~,)-~.~(~,)) { fi [Q~~~i)o.(zi)l])-~ (3.7) 
i=2 < 
Here Q,(z) = t(Z,‘) QZ,‘) - %(Z,‘, Z,‘) 4(Z,“), S,(z) = W(Z,‘) W,‘) - 
2g(Z,‘, Z,“) d(Z,‘). Comparing the Feynman diagrams, we get that (3.7) is 
equal to 
' ,fi2 I(aj~-aj~)+(~~~-~j,)--(B,-Mj~)+(cj,-C,,)]~)^. (3.8) 
< 
Here 
and 
H, = :w,2,) mG2,) iJz-5, 
D, = W&‘,~ z,2,Mv,2,) - 4(z,3,)), 
E, = -W?,, Z,*,) KG3,), 
Ajt= Nzj't) 4<z~‘,) hz,‘,) d(Z,2,):/4, 
Bjt = 2#(z,‘,, z,"l) :d(zj',) d(Zff):/& 
Mj, = 28(zj1t, Z,'O :b(Z,',) #(Z,‘,):/Z, 
cj, = -2z(Zj1f, Z,‘,) :#(Z,‘*) 4(Zj3,):/2, 
4-T Y) = (g - m, Yh xz Y; 1(x, x) = lim .~+y(g-m~Y)~ 
Let 
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47 = C-24%‘, Z,Z) + WC, Zs2)1 4(zt3), 
e2@) = C-24~,‘, .&*)I 4.Z3), 
h@) = :a3 W,z) qu3:, 
h*@) = :W,z) &Z,‘) Kc’):, 
h3@) = :4(-K*) W,‘) am,:, 
Cl(Z) = c -21(Z,‘, Z,2) + 21(Z,‘, Zs2)] $(Z,‘) &Z,3):/2, 
c*(Z) = -21(Z,‘, Z,2) :qqZ,3) qqZ,3):/2, 
c3(Z) = -21(Z,‘, Zs2) :q+(Zu3) 4(Z,3):/2. 
Comparing Feynman diagrams again we get that (3.8) is equal to 
-d,(Z,)+e,(Z,)+e,(Z,)l fi [$J a,(Zj) 
+ c,(Zj) + C*(Zj) + CJ(eZj) I) -. (3.9) ‘ 
Equation (3.9) can be expanded into 7 . (1 1)2p- ’ terms, where each term is 
of the form 
where, for j> 2, 
Pj E { al(Zj)3 a2(Zj), Q3(zj), Ud(Zj), 
blt(Zj)P b2t(Zj)9 -bls(Zj)9 -b2s(zji)9 cl(zj)9 c*(zj) c3(zj)}; 
PI E {h,, b, b, 4, -4, e,, e2}. 
Equation (3.10) may be computed according to (2.2), where summation is 
over all connected Feynman diagrams of the following types. There are at 
most 2(2p - 1) + 1 vertices, where each one has at most two legs 
associated, and there are two vertices where each one has one leg 
associated. The total number of legs is at most 4(2p). So, the number of 
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Feynman diagrams is bounded by [4( 2~) - 1 I!!, which is bounded by 
[(2p)!]* c*P, for some constant c. Therefore, (3.10) is bounded by 
(2p)[(Zp)!-y. c*p sup 
/I 
A(&) E,qZ(D) ) (3.11) 
where supremum is taken over all connected Feynman diagrams which 
contribute to (3.10), I(D) = n,,.bljED (4(a) #(a’))-, and q is the factor 
which comes from coefficients in /I1 fi2 . . . /12p of (3.10). 
3.2. We shall estimate (3.11). qZ(D) must be of the form 
(3.12) 
where b runs over all bonds in G(D). If b represents a pair, (a, a’), of legs, 
where a is labeled by elements of Zi and a’ is labeled by elements of Z,, 
then a factor Fb(zi, zj)= (&a) &a’))- appears in qZ(D). qi(zi) is the 
coefficient in fii. We note that there exists one b such that Fb = Fb(zi, x) for 
some i. Let B(i) be the set of all b such that Fb depends on zi, and M(i) be 
the number of factors of qi which depends on Zi. Then M(i) =0 or 1. 
Moreover, M(i) = 0 if and only if lB(i)l = 4 for i = 2, 3, . . . . 2p; and B( 1) = 3, 
for i = 1. M(i) = 1 if and only if B(i) = 2, for i = 2, 3, . . . . 2p; and B( 1) = 1, for 
i= 1. 
For each i = 2, 3, . . . . 2p, we may apply Holder’s inequality to obtain 
(dzi) Ez,qi n Fb 
bs B(i) 
for M(i) = 1, and for M(i) = 0, we have 
A(dzi) Ezn n Fb 
bs B(i) 
114 
l(dzi) E2, IFbI” . (3.13b) 
For the case i = 1, we use 
W,)E,,q, n Fb 
bcB(l) 
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for M(l)= 1. For M(l)=O, we use 
(3.13d) 
We shall apply (3.13ab(3.13d) successively for i from 1 to 2p. The result is 
that IjA(dz)E,ql(D)( is bounded by 
l141?4-, hW’b4)~“4, b%(d))“*. 
b i 
(3.14) 
Here b runs over all bonds in G(D), and i is taken only for M(i) = 1. El is 
the short notation for j R(dz,) E,, for suitable i. There is only one EA if b 
connect to the leg labeled by x. 
3.3. We shall show that (3.14) is bounded by 
c(l)“. (&“)2P, (3.15) 
where E = max(t, s), for some positive constants a and c(1). We may rewrite 
(3.14) as 
{ E,(F,4) 1 I’* [(A(( 11’4 . jF, bc;i) b%WY’)~“8 fl PUd)~1’2~ (3.16) 
i 
Here c is the bond in G(D) which connects the leg labeled by x. The 
product over i is taken only over those i where M(i) = 1. 
The factors {En(F~)}‘/8 and {E~E~(Fb4)}1’8 in (3.16) must be in the list 
of LemmaA.2. By (A.l), {El(F~)}1/8 is bounded. For a fixed i, suppose 
M(i) = 0, then there exists b E B(i) such that { E,E,(Fb4)} ‘I8 is bounded by 
Cc”. Suppose M(i) = 1, then the corresponding { ElqF} ‘I* may be estimated 
by one of (a)-(d) of Lemma A.l, with n = 2. If it is one of (ah(c), then 
there exists b E B(i) such that {El E, lFbl “} I/’ < CE~. If it is estimated by (d), 
then we obtain a small factor &. Let 0 < CY < 6. Combining all these 
estimates, we then obtain that there exists a small factor C.&IX for each i. 
Therefore, we obtain a total estimate of (3.16) by C2p(s”)zp. If we choose C 
sufficiently large independent of p, then (3.11) is bounded by 
[(2p)!]* C”. (E”)~~. End of proof of Theorem l’(a). 
Proof of Theorem l’(b). Let 1 E L and n(z) = 0, for all z E 9. Again, it is 
sufficient to consider the case 2 2 0 only. By the same argument as we have 
in (3.1) through (3.7), 
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P,(:T,2:j,)*=55 I(dZ,) I(dZ*) E;,E;,(~.[S(z*‘,) 5(‘**,) 
- &(Z,‘,? z**,) 5(z23,m25(zA) K?*,) 
- 2g(Z,‘,9 Z12,) wG3,D;. (3.17) 
We expand (3.17) into a sum of four terms, where each term can be com- 
puted according to (2.2). There are at most (8 - l)!! Feynman diagrams for 
each term. Corresponding to each diagram D, &lrfjE n (4(a), $(a’)) - is 
of the form 
F Qi(zi) . n Fb, (3.18) 
h 
where b runs over all bonds in D and qi is the possible coeffkient. There 
always exists a bond, c, which connects the leg labeled by x and other legs. 
There are at most three more bonds in D and 2 more 4;s. Therefore, the 
total number of factors in (3.18) is at most 6. By Holder’s inequality, there 
exists a constant C(J) such that 
4dz,) 4dz2) E,, E,, n qi(&) l-j Fb 
i h 
<c(I){E,F,~}~‘~, {E,q;}1’6 n {EAEAFb6}“6. (3.19) 
i bfc 
By Lemma A.1 (b) and (A.2) if b # c, { E,EAFb6} 1’6 is bounded by 
C, Jlog tjY, for some positive constants C,, y, if t is sufficiently small. We 
have the same estimate for { E,q”} l/6. {E, F,6} ‘j6 is equal to 
116 
4dz) E, i?(x, Z,) , (3.20) 
and by (A. lo), there exist positive constants C,, 6 such that it is bounded 
by C2 ts. Therefore, (3.20) is bounded by C3 t*‘* for some C, > 0. Combin- 
ing this with the counting of Feynman diagrams, we have proven (b) of 
Theorem 1’. 
3.4. The proof of Theorem 1 is similar to an even easier than the 
proof of Theorem 1. The only changes are (i) we omit - in all the 
formulae and (ii) I1 B is replaced by A. Then e, , e2, cl, c2, c3 in (3.10) are 
all vanished. The counting of Feynman diagrams remains the same. The 
estimate of Green functions similar to Lemmas A.1, A.2, and A.3 are 
described in Section A.3. 
3.5. From the proofs of Theorem 1 and Theorem l’, we also obtain 
an expression of the moments of { :T*:,, 1 E L} in terms of certain connec- 
ted Feynman diagrams. 
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THEOREM 3.1. Let x, y E R2, x # y. For all non-negative integers m, and 
all Ai EL, i= 1, 2, . . . . m, we have 
(a) P, ( fil :T’:h) 
=I...I ii li(Zi) dzi (:~(X): :~(y): ii :[b(Zi) ~(~i)/2]':) ) 
i= 1 i=l c 
(b) f’x ( fil :T=:i,) 
Ai dzi f (. - ‘b(X): :Q(Zi) Q(Zi) b(Zi): 
i=l 
x l-j :C4tzj) C4zj)/212: 
j,j#i 
For Brownian motions with Dirichlet boundary conditions, analogous 
formulae also hold. 
4. PROOFS OF THEOREM 2 AND THEOREM 2’. 
4.1. Let h be a non-negative function on R2. For r > 0, we put 
IhI,,,,, = sup {P, h(X,)‘} l’: (4.1) 
o<t<m 
Let Cs be the class of functions of the form F=f(X,,, . . . . X,.), where 
f: R” 3 R’ is a bounded continuous function. Suppose P is a measure on 
(YY, 9) such that for all F=f(X,,, . . . . X,“)E CB, 0 <t, c tz < ... <t, < co, 
R-w,, 9 .**, Jf,.) = WV’,, 9 .-.p KJ WJ 
By Holder’s inequality, we have for co > r, q 2 1, r-l + q-l = 1, 
Pll G Ihlr,m,x{PxIf14~“q. (4.2) 
Since C, is dense in Lq(P,), we have 
II .IIecpj 6 IhI,.,,, II .IIwxp (4.3) 
We may apply the same argument to w  and obtain an inequality 
analogous to (4.3) for x The analogous IhI&,, is defined to be the right 
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side of (4.1) with P, replaced by PX. For Theorem 2, we shall estimate 
Ihl r,m,x9 00 > r > 1, for the case where h( .) = g( ., y), y #x. 
For fixed y #x, and r > 1, g’( ., y) is integrable and continuous at x. Let 
a, = j Pr(x, z) g’(z, y) dz. Then a, converges to gr(x, y) as t goes to zero. 
Finiteness of g’(x, y) implies that there exists E > 0 such that 
sup{a,; O< t<e} is finite. For t >E, P,(x, z) is bounded by (2x.5)‘. 
Therefore, 0 < a, < (27r~)-~c, where c = j g’(z, y) dz is finite. Therefore, for 
x#y, co>r>l, 
I d.7 Y)lr,m..r< al. (4.4) 
For a Brownian motion with the Dirichlet boundary conditions, we shall 
estimate IhI,;,,, for the cases where (a) h(.) = g( ., y), y#x, y, XE~, 
(b)h(.)=Q.,u), u~ao, and (c)h(.)=g(.,z)/(z-u), ZEN and u~ao. By 
0 < g < g and (4.4), we have, for x # y, co > r > 1, 
(4.5) 
For the cases (b) and (c), we have the following lemma (Lemma 4.1 and 
Corollary 4.2 in [ 121): 
LEMMA 4.1. Let q = $. For any x E 9, we have 
(i) there exists 6 > 0 such that 
~~PI~~~~~~/I~-~II~~,.~~, 
where sup is taken over all Ju - z) c 6, u E aD, and z E D, 
(ii) SUP lr( ., u)l qToa,X < 00, where sup is taken over all u E aD. 
4.2. The results described in Section 4.1 imply that, to prove 
Theorem 2 and Theorem 2’, it is sufficient to consider for the cases P, and 
H, only. 
As these two proofs are similar, we shall give the proof of Theorem 2’ for 
PX only. By Theorem l’, we may assume n(z) = 0, for z E DC, without loss of 
generality. 
Step 1. We shall show that there exists a positive constant C, = C,(n) 
such that 
:T,‘:>, 2 1 - C, llog tJ*, (4.6) 
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if t is suffkiently small. By the definition of gZr(z, z), there exists a constant 
c such that gzt(z, z) is bounded by c + (1/2n) [log tJ, for all t > 0 and z E R2. 
:T,2:A = 
s 
A(z) dz[TZ2(z) - 2gz,(z, z) T,(z)] 
= s 4z) 4 CT,(z) - g2k a2 - g212(z, 4) 
B -II4 1 cc + (1/2n) (log tl I’ 
2 1 - c, [log t12, for sufficiently small t. 
Step 2. We shall show that there exists a positive constant k such that 
H,{:T2:,< -Cl llog t12} <exp{ -trk>, (4.7) 
for sufficiently small t. By (4.6), the left side of (4.7) is bounded by 
Px{ I:T,z:>. - :T’:,l 3 l} <~,(~:T,2:,-:T2:,Jzp), for ~20. 
By Theorem l’(a), there exist positive constants c = c(A), a such that, for all 
nonnegative integer p, the above is bounded by C2p[(2p)!]2(ta)2P, which is 
bounded by 
Q = CQ(2p)4P (ty2? 
Let p - 1 = [ tPa16/2]. Then there exists C2 > 0 such that 
t-“‘6J2~pg1+t-a’6/2~C2t-“‘6/2, 
Q ,< c~P(c,~-+)~P t2~a = C*PC;P t4p”P. 
We may choose C3 1. Let t be so small that 
C2C24 t4’13 < e- 2. 
Then Q is bounded by e-2P, which is bounded by exp{ - t -‘I”}. We have 
thus made Step 2 by letting k = a/6. 
Step 3. By Step 2, for sufficiently small t, 
P,(exp{ -:T’:,} >exp(c, llog tJ2})<exp{ -trk}. (4.8) 
By (4.8) and the following estimate, we have finished the proof. For any 
b>O, we have 
co > 
s 
b [(d/dt)exp{c, [log tl’}] exp{ -tpk} dt. 
0 
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5. PROOF OF THEOREM 3 
We shall use the following lemma “decomposition of occupation fields.” 
LEMMA 5.1 (Lemma 1.4 of [ 123). Let T and T be the occupation fields 
of X and 2, respectively. Let f: R” + R be a bounded Bore1 function and 
f(T)=f(Tj.,, ...T Tj,nj . ..). Ai E %?. Suppose x E 9 and y E @, then 
Qvf(T) = s,, S(du) k’Rqf(~+ 7’). (5.1) 
Step 1. We shall show that 
P,,(exp{ - :T’:,})< J” S(du) P,U(exp{ -:F2:,}) P,,(exp{ -:T2:,}) (5.2) 
as 
We note that the :T2:, in P,,(exp( -:T2:,}) is defined according to L2(P,). 
For M> 0, let fM(a) = e-&, if a 2 --M; eM if a < -M. By Lemma 5.1, we 
have 
~,x,~f,+,(:T,% = s S(du) ~.x”Puyf,,,(:~.r2:i + :T,2:>. + B), 
where B = 2 s A(z) T,(z) T,(z) dz. Since f,,, is a non-increasing function and 
B B 0, we have 
(5.3) 
Let :T2:, be the L’(P,)-limit of :T,2:1. and ~2:j. be the L*(H,)-limit of :T::;.. 
By (4.3), (4.4), and Lemma4.l(ii), :T2:, is the L’(P,,)-limit of :T,2:j., and 
:F2:, is the L’(P,“)-limit of :TF:>., for all y # x and UE dD. For a fixed 
UE~D let A, be the L2(P,)-limit of :T,‘:;,. By (4.3) and (4.4), A, is the 
L’(P,,)-limit of :Tt:, for all y # U. 
We-shall use the following inequality, for a, b E R: 
< [le-“1 + lePbl] la-bJ. (5.4) 
If a, b> -M, then IfM(a)-f,,,,(b)1 = Je-“-e-bJ <2e”‘Ja-b(. If 
a, b < -M, then 1 fM(a) - f,,,,(b)1 =O. If a < -M and b > -M, then 
IfJa)-fM(b)l = JeeM-ePb( <2e”I--M--b1 <2e”la-bl. Therefore, for 
any a, b E R, we have 
\fMta) -f.db)l G 2eM la - 4. (5.5) 
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Using (5.5), we get 
IP,fhf(:T,2:1) - Pxyf&T2:J( G 2e”P,(:z-~:1 - P:,l -+ 0, as t-0 
IB,“P,[f,(:T,2:, + :I-;:,) -f&Pi + A,)]/ 
< 2e”P,“P,[I:~,*:, - :F*:,I + I:T,2:A -A,l] 
< 2e”{ g(u, y) Bxu(l:F~:A - :7’*:,1) 
+m 4cJl:~,2:n-A,I)} -0, as t-,0. 
By the Bounded Convergence Theorem and (5.3), we have 
Pxyf&f(:T2:J < s S(h) B,“P*yfM(:T*:n + A,). (5.6) 
By the Monotone Convergence Theorem, we have 
P, exp{ -:T*:,} <I S(du) B,“F,Y exp{ - :T*:, - A,) 
= S(h) P,‘exp{ -:F2:1} P, exp{ -A,}. 
s (5.7) 
By the definition, P,(exp{ -A,}) = P,(exp{ -:T*:,}). 
Step 2. We shall show that 
or equivalently, 
&(x, u)/&z, = 2B,“(exp{ - :T*:,}), (5.8) 
f lim P,, FJ1.z - UI = p,“F, (5.9) Z’” 
where F=exp{ -:F2:A} and z + u along inward normal direction to aD 
at 24. 
It is well known that (5.9) holds for F=f(X,, , X,,, . . . . XJ, where 
f: R” -+ R is a bounded smooth function, and this class of functions is dense 
in L4(H,) for all 1 < q < co. Therefore, (5.9) follows from Lemma 4.1 and a 
3s-argument. 
APPENDIX: ESTIMATION OF GREEN FUNCTIONS 
A.l. The factor {EAqi } * ‘I2 in (3.16) must be one of the left sides of 
(ak(d) in the following lemma. 
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LEMMA A. 1. Let E = max(t, s), 0 6 A, I E L, and co > n > 1. There exist 
positive constants 6, tc = u(n), c = c(A, n) such that for sufficiently small t, s, 
we have 
(a) (E, gYZ,l, ZrZ))1/2 < c llog tlK, 
(b) {E, gn(Z,l, Z,?}“* <c llog tl”, 
(c) (jg k(z) dz E,l*(Z,‘, Z:N1’* < c, 
(d) {I9 I(z) dz E;[l(Z,‘, 2;) - l(Z,‘, Z;)]*}“* <CC’. 
Let b E G(D) in (3.16). The factor Fb = (&a) #(a’))-, where b is the 
bond which connects the legs labeled by a and ~1’. &(a) and g)(a’) must be 
one of the following six types, 4(x), d(Zk,), #(ZF,), 4(Z,“), qS(Z>3), and 
Kc 3)? where i = 1, 2, . . . . 2p; k = 1,2, 3; 1= 1,2. According to the 
definition of ($(a) &a’)>- in Section 2.2, (E,E,(F,4))1’8 and {El(FC4)}“* 
in (3.16) must be one of the left sides of (A.1 )-(A.9) in the following 
lemma. 
LEMMA A.2. Let 0 < I, 1 E L. Let E = max(t, s), and n = A. There exist 
positive constants 6, c = c(A) such that for sufficiently small t and s, we have 
{En g4(x, Z,)}q < c, for all x E R*, (A.11 
{E, E,g4(Zl,k, Z2j)}“<~, for k,j= 1, 2, 3. (A.21 
Moreover, if A(z) = 0 for all z E a’, then 
{E, I g(x, Z,‘) - 2(x, Z,3)14}’ < cl’, I= 1,2, (A.3) 
{&LXX, Z,)- &7(x, ZAI”)” < CE’, (A.4) 
b%.&.Ci?(Z,,k~ Z2ti ) - g(Z,,“, Z2j)]4}q < CE*, for k, j= 1, 2, 3; a = t, s, 
(A.5) 
{E,Ej,Cg(Z,,k,Z2,‘)-g(Z,,k,Z2,3)14}~<CS6, for k=l,2,3; 1=1,2, 
(A-6) 
b%%L-W,,k, Z2,j ) - w,,“, Z,,‘) - b%,k, Z2,i) + w,,“A,‘)14jq < CES, 
for k, j= 1, 2, 3, (A.7) 
b%%CW,,k, Z2,‘) - WI,“, Z2,‘) - s(Z,,k, 22;) + tW,,k, Z2,3H4)rl 
< min(&, c?), for k=l,2,3; 1=1,2, (A.8) 
hUW,,k, Z2,‘) - Wk3, 223 - d(Z,,k, Z2.3) 
+ g(Z,,3, Z2~)]4}q < min(ct’, cs6), for k, I= 1, 2. (A.9) 
The following lemma has been proved in [ 121. 
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LEMMA 1.3 (Lemma A.1 in [12]). Let 0 G 1, 1 EL. There exist positive 
constants 6 and a independent of x, t, s, 1 and a positive constant c = c(A, K) 
such that for all 0 < s, t < a, 
s A(z) dz E,[g”(x, Z,‘)] < ct’, 
for all x, K; K > 1, 
BC 
ia 
A(dz,) 44) Ez,Ez,C@,s’v &t’)- W,,‘, ~211~ 
I 
112 
< Cf, 
0 
4dz) EzW’,‘, Z,2) - 42, z)l’ 33 I 
w 
< CP, 
where l(z, z) = lim[ g(w, z) - g(w, z)], as w + z, for z E 9. 
A.2. 
(A.lO) 
(A.ll) 
(A.12) 
Proofs of Lemma A.l. Part (a) follows from 1.8.C in [4]: There exist 
constants c,. y = Y(K) such that 
E, gVt’, Z,2) < c, Ilog 4”. (A.13) 
for all z, K = 1, 2, . . . . and all sufficiently small t. Part (b) follows from (a) 
and O,<g<g. 
(c) For z E 9, the estimate for l(z, z) is well known: 
There exist constants cr and c2 such that 
V(z, z)l G c,[Jlog dist(z, d9)l + c2]. 
Therefore, we have 
v-7 
L(z) dz 12(z, z) <c. (A.14) 
Part (c) follows from (A.14), (A.12), and the Triangle inequality. Part (d) 
follows from (A.12) and the Triangle inequality. 
Proofs of Lemma A.2. For n 2 1, let o,, = j g”(0, y) dy. By the Schwarz 
inequality 
Jf 42) PAZ, Y) Y(x, Y) dy dz 
G 11412 {J [J PAZ, y) g’Yx, Y) dy ’ dz 1 1 
112 
d 1142 j-j- PAZ. Y) g2”b v) 4 dz { 1 
112 
. 
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The above is bounded by /lzllz ~~~~~~~ Hence, for all x, n, t > 0, 
E,g”(x, Z,)G lMl2 ~Zn*‘*~ 
Ei. i?(x, Z,) G 11412 w2,,“*. 
For x, z E D, let 2d= min( Ix - zl, dist(z, 8D)). We have 
s A(z) dz P,[ g(Z,, x) - d(z, x)]~” 9 
(A.15) 
(A.16) 
(A.17) 
= s l(z) dz P;[g(Z,, x)- g(z, x)]~” 1, Y 
+ i‘ l(z) dz P:[ g(Z,, x) - g’(z, x)13/21 B, 
(A.18) 
L) 
where A = { IZ,--z( add), B= { (Z,-z( cd}. The first term in (A.18) is 
bounded by 
1 
iI.2 
i(z) dz PJ g(Z,, x) - g(z, x)]~}“*. i(z)dzP&Z,-zj ad} . 
By the Triangle inequality and (A.16), the first factor of the above is 
bounded by 23’2 ()1)I 2’/20, “4. By Chebyshev’s inequality, the second factor 
of the above is bounded by 
I A(z) dz P,(IZ, -zl l”) d-l’* Q cl t1’4, 9 
where c, = sup, jS I(z) d- 1/2 dz < co. By the Mean Value Theorem, the 
second terms in (A.18) is bounded by 
I 4z)dz P, IWe, ~11~” IZ,-ZI~‘~ 1,.z-;,<c,, for some 8, le--zl gd. 9 
(A.19) 
It is well known that for x, YE D, (Vg(x, y)l < const (x - y( -‘. For 
10 -z( <d, we have 210 -xl 2 Ix -z(. Therefore, (A.19) is bounded by 
const jg n(z) P, (Z, - z) 3/2 . Ix - zI -3’2, which is bounded by c2 t3’4 for some 
c2 independent of x. Therefore, there exist c = c(I), 6 > 0 such that for all x, 
s A(z) dz E,[g(Z,, x) - g(z, x)]“~ < ct6. 52 (A.20) 
580/80/Z-7 
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The estimates (A.13), (A.16), and (A.20) are sufficient for (A.l)-(A.9): 
(A.l) and (A.2) follows from (A.16); the rest of the estimates all follow 
from HGlder’s inequality, the Triangle inequality, (A.13) (A.16), and 
(A.20). 
A.3. Lemmas A.l, A.2, and A.3 are mainly estimations of the 
Green function with Direchlet boundary conditions. These estimates are 
useful for proving Theorem 1’. For the proof of Theorem 1, we need the 
following estimates of g: Lemma A.l(a), (A.lt(A.9) with g replaced by g, 
and 1 without the assumption that n(z) =0 for all ZEN’. We have seen 
that (A.16) and (A.20) are sufficient for the proofs of (A.l)-(A.9). 
Therefore, the only estimates we need are the analogous estimates of (A.16) 
and (A.20). Equation (A.15) is the analogy of (A.16). Therefore, it is 
sufficient to show that there exist c=c(n), 6 >O such that 
I A(z) dz ,?,I g(Z, - A-) - g(z, x)1 3’2 < ct*, (A.21) 
for all x E R2. The proof of (A.21) is similar to the proof of (A.20), and it 
can be done by replacing, in the proof of (A.20), (1) jB by j, (2) 2d by 
Ix--1, and (3) the estimate of IVg(x, r)l by the same estimate for 
IWX~ Y)l. 
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