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We investigate the quantum phases of ultracold atoms trapped in a vortex lattice using a mixture
of two bosonic species (A and B), in the presence of an artificial gauge field. Heavy atoms of species
B are confined in the array of vortices generated in species A, and they are described through a Bose-
Hubbard model. In contrast to the optical-lattice setups, the vortex lattice has an intrinsic dynamics,
given by its Tkachenko modes. Including these quantum fluctuations in the effective model for B
atoms yields an extended Bose-Hubbard model, with an additional “phonon”-mediated long-range
attraction. The ground-state phase diagram of this model is computed through a variational ansatz
and the quantumMonte Carlo technique. When compared with the ordinary Bose-Hubbard case, the
long-range interatomic attraction causes a shift and resizing of the Mott-insulator regions. Finally,
we discuss the experimental feasibility of the proposed scheme, which relies on the proper choice of
the atomic species and on a large control of physical parameters, like the scattering lengths and the
vorticity.
PACS numbers: 03.75.Kk, 67.85.De, 71.38.-k
I. INTRODUCTION
Two-component condensate systems had an enormous
impact in the field of ultracold atoms, especially since
the experimental realization of a Bose-Einstein conden-
sate (BEC) of fermions. This consists of effective bosonic
molecules, the tightly bound Cooper pairs, formed af-
ter the fermions be sympathetically cooled by another
bosonic or fermionic atomic species. The experimental
observation of the BEC-BCS crossover with this molecu-
lar BEC [1] proved once more the relevance of ultracold
atoms as a powerful tool to test condensed-matter mod-
els, which can be studied in a highly controllable environ-
ment [2, 3]. The two-species BEC of bosonic atoms also
has rich physics to be explored. An important experi-
ment performed in Cornell’s group, with different 87Rb
hyperfine states, addressed the static properties of bi-
nary mixtures, their relative phase coherence and their
dynamics [4]. The same group was able to nucleate vor-
tices in this system [5], and, more recently, to produce
the superposition of vortex-lattice BECs [6].
The vortex configuration in BEC was predicted by
Feynman [7], who suggested that a superfluid can ro-
tate when pierced by an array of quantized singularities
or vortices. In 1969, Tkachenko proposed that a vortex
lattice in a superfluid would support transverse elastic-
modes [8]. He showed that a triangular lattice has the
lowest energy of all simple lattices with one vortex per
unit cell, and that it is stable for all normal modes. These
predictions were experimentally realized with dilute BEC
gases in 2001 [9], and followed by the observation of
vortex-line oscillations, that is, the low-energy Tkachenko
modes [10]. Once established, the vortex-lattice configu-
ration proved to be stable, including its normal modes,
for a range of rotation frequencies close to, but below
that of the external trap confining potential [11, 12].
In a previous work [13], we considered a neutral im-
purity immersed in a vortex lattice, interacting with
the Tkachenko modes. We addressed the shallow-lattice
regime, assuming a quadratic energy dispersion for the
impurity species, and taking the continuous limit for its
momentum. In this work, an analogous system is stud-
ied in the tight-binding regime, where heavy atoms (im-
purities) are strongly trapped in the sites of the vortex
lattice formed by condensed bosons of another species.
This vortex-lattice setup should be compared to the tech-
nique of trapping ultracold atoms in optical lattices gen-
erated by laser beams. The study of bosonic atoms in
optical lattices led to the breakthrough observation of
the quantum phase transition between the superfluid and
Mott-insulating phases [14], well described by the Bose-
Hubbard (BH) model for lattice bosons [15].
Important results obtained with optical lattices rely
on the fact that these are rigid (i.e., do not support
phonons [16]) and free of defects. To better simulate the
condensed-matter models for solid-state crystals, how-
ever, a recent trend has been to introduce artificial dy-
namics in these light crystals [17–19]. In our proposed
scheme, the dynamics emerges naturally through the
normal-modes excitations of the vortex lattice. The effec-
tive Hamiltonian for the lattice-confined impurities cor-
responds to a polaronic Bose-Hubbard (BH) model, with
parameters that are modified by the lattice dynamics,
notably by the introduction of a long-range “phonon”-
mediated interaction.
The generalization of BH models in the ultracold atoms
context is connected to the use of atoms with strong
dipole moment, for which the strength of interatomic in-
teraction decays slowly with the distance [20]. In this
case, the system is described through an extended Bose-
Hubbard (EBH) model, with the additional long-range
interaction generating a rich variety of phases. For the
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2one-dimensional case, the phase diagram includes the pe-
culiar Haldane-insulator phase [21]. In two dimensions,
the predicted phases range from density-wave to superso-
lidity [22, 23]. Ref. [24], in particular, reports the exper-
imental realization of a EBH model in three dimensions.
The vortex-lattice setup proposed here also realizes a
EBH models, due to the effective long-range attraction
generated by the lattice dynamics. Similarly to optical
lattices, the high and independent control of the sys-
tem parameters would allow one to explore the quantum
phases of impurities in a vortex lattice. The relevant
experimental methods include the use of Feshbach reso-
nances to tune atomic scattering lengths [25] and of the
selective absorption-image technique to characterize the
quantum-state configuration [3, 26, 27].
This paper is structured as follows: Sec. II presents
the derivation of an effective Bose-Hubbard model for im-
purity atoms trapped by the vortex lattice of the other
atomic species. The phase diagram of this model is de-
termined through the quantum Monte Carlo technique,
and compared to the existing results (cf. Sec. III). In
Sec. IV, we give a beyond mean-field treatment for species
A, which leads to the EBH model for impurity atoms,
including long-range interactions. The phase diagram of
this “dynamical” model is analyzed in Sec. V. In Sec. VI,
we describe the physical parameters relevant for an ex-
perimental realization of our proposal, and the main con-
clusions are reported in VII.
II. PHYSICAL MODEL
We consider a two-component mixture of species A
and B, in a quasi-2D geometry. The vortex lattice in
species A is excited by the artificial-gauge-field technique
[28], where the internal atomic structure is carefully engi-
neered by the optical potentials to produce Berry phases
and nucleate vortices [29]. The main idea is to replace the
rotating trap mechanism by using an artificial vector po-
tential A, which selectively couples to A atoms and does
not affect species B. The Hamiltonian H of the system is
the sum of the following three terms:
HA =
∫
d2r
[
ψˆ†A(r)
(−i~∇−A(r))2
2mA
ψˆA(r) +
+ψˆ†A(r)Vext(r)ψˆA(r) +
gA
2
(
ψˆ†A(r)ψˆA(r)
)2 ]
,
HB =
∫
d2r
[
ψˆ†B(r)
(−i~∇)2
2mB
ψˆB(r) +
+ψˆ†B(r)Vext(r)ψˆB(r) +
gB
2
(
ψˆ†B(r)ψˆB(r)
)2 ]
,
HAB = gAB
∫
d2r ψˆ†A(r)ψˆ
†
B(r)ψˆA(r)ψˆB(r), (1)
where species i ∈ {A,B} is described by the cre-
ation (destruction) field-operator ψˆ†i (r) (ψˆi(r)) at the
two-dimensional position r = (x, y). The strength
of intra and inter-species repulsive contact interac-
tions are given by gi = 2
√
2pi~2 ai/mi`iz and gAB =√
2pi~2 aAB/mAB`ABz , respectively, where mAB =
mAmB/(mA +mB) is the reduced mass, and ai and
aAB are the intra and inter-species s-wave scattering
lengths. The length scales `iz =
√
~/(miωz) and `ABz =√
~/(mABωz) are functions of the harmonic confining
frequency ωz in the transverse direction. The vector po-
tential A determines the vorticity Ω for the BEC A along
the z axis through Ω = |∇ ×A|/mA. At a critical vor-
ticity, the residual confining potential for A tends to zero
[30]. For species B, the effect of the slowly-varying exter-
nal trap potential Vext(r) may be included through the
Local Density Approximation.
Within a mean-field treatment of HA, the vortex-
lattice wave function for species A is built as the lin-
ear combination of degenerate lowest-Landau-levels solu-
tions of the rotational Gross-Pitaevskii equation. This
yields an Abrikosov lattice of vortices, encoded in the
wave function ψA(r) =
√
nAϕA(r), where nA = NA/S
is the average atomic density (with S being the surface
area). The r-dependent factor reads [30, 31]
ϕA(r) = (2υ)
1/4 ϑ1(ζ
√
piυ, ρ) exp
ζ2 − |ζ|2
2
, (2)
where ζ represents the complex variable (x+ ıy)/lAz , ρ =
exp(ıpiτ), τ = u + ıυ, u = −1/2 and υ = √3/2. The
triangular lattice of vortices is formed by the zeros of the
Jacobi theta function ϑ1.
For the stability of this vortex lattice we assume a van-
ishing temperature, T = 0. Then, in spite of not having
a phase-coherent system, as part of the atoms A are out-
side the condensate state, we still have well established
vortex-lattice density profile [32]. Moreover, we consider
the mean-field quantum-Hall regime [31], with the num-
ber of vortices NV well below the number of atoms in A,
that is, a high ratio ν = NA/NV  1. In this regime, nei-
ther quantum nor thermal fluctuations affect the vortex-
lattice stability. We also assume NB ∼ NV  NA, that
allow us to disregard the effects of the dilute species on
the stability of the vortex lattice.
In the above scenario, we can apply the Bogoliubov
transformation in the field operator ψˆA to derive the exci-
tations around the vortex-lattice fundamental state, that
is, to include the quantum fluctuations beyond the mean-
field approximation for A: ψˆA = ψA + δψˆA. We consider
the grand-canonical formalism, with chemical potentials
µi for the species A and B, and rewrite the total system
Hamiltonian in Eq. (1) as an expansion in powers of δψˆA.
To the second-order, this expansion reads
K = HB +H
(0)
AB − µBNˆB︸ ︷︷ ︸
KB
+H
(1)
AB︸ ︷︷ ︸
Hint
+H
(2)
A − µANˆA︸ ︷︷ ︸
KBOGA
(3)
where NˆA and NˆB are the number operators for species
A and B, and where the superscripts in H(2)A , H
(0)
AB and
3H
(1)
AB indicate the order of the expansion. Considering
the validity of the mean-field vortex-lattice solution for
species A, the coefficient of the first order term H(1)A is
zero. We truncate the interaction term HAB to first or-
der, and we do not show here the mean-field contribution
to the energy of species A.
In this section we only consider the 0th order term in
Eq. (3), KB , in which species A appears as an effective
mean-field potential for species B. The inter-species inter-
action term reads H(0)AB =
∫
d2r VA(r)ψˆ
†
B(r)ψˆB(r), where
VA(r) = nAgAB |ϕA(r)|2 with ϕA(r) given by Eq. (2),
constitutes the static lattice potential seen by B atoms.
In the dilute regime for species B (i.e., for NB  NA),
the repulsive interspecies interaction causes the localiza-
tion of B atoms at the vortex-core positions, which is
energetically favorable as the density of A atoms vanish
there. This effect is at the the basis of the derivation of
an effective Bose-Hubbard model for B atoms, as detailed
below.
We focus on the tight-binding regime, where the lattice
depth V0 = nAgAB is much larger than the recoil energy
Er = ~2/(2mBξ2). Er is the natural energy-scale for
B atoms trapped in a vortex core, with radius approxi-
mately equal to the healing length ξ(= ~/
√
2mAnAgA) of
the species A BEC. The parameter ΓLLL = nAgA/2~Ω is
associated to the lowest-Landau-level constraint (ΓLLL <
1, cf. Ref. [11]), and it connects with the vortex-lattice
density nV through nV ∼ 1/pid2, where d = 2
√
~/(mAΩ)
is the inter-vortex separation [7, 12]. We assume that the
energy-level spacing between the Bloch bands is large
compared to the relevant energies of processes involving
B atoms, which are then restricted to the lowest-energy
band. The single-band assumption is especially valid in
the tight-binding regime (V0/Er  1) considered in this
work. This allows us to expand the field operator for
species B in terms of Bloch wave functions:
ψˆB(r) =
∑
k
Φk(r) bˆk, (4)
where bˆk destroys a particle in a quasi-momentum state
k. The Wannier function ϕB(rj), defined through
Φk(r) = (1/
√
NV )
∑
j ϕB(rj) e
ık·Rj , is localized at the
vortex sites Rj (rj = |r−Rj |) and is normalized to one.
Expanding the field operator as a sum of Wannier func-
tions in each lattice site, and considering only nearest-
neighbor hopping and on-site interaction, KB can be
rewritten as a BH Hamiltonian [15]:
KB = −J
∑
〈i,j〉
bˆ†i bˆj +
U
2
∑
i
nˆi(nˆi − 1)− µB
∑
i
nˆi, (5)
where bˆi = (1/
√
NV )
∑
k e
ık·Ri bˆk, nˆi = bˆ
†
i bˆi, and 〈i, j〉
denotes nearest-neighbor pairs. The hopping coefficient
and on-site repulsion strength are given respectively by
J = −
∫
d2r ϕ∗B(ri)
[
−~
2∇2
2mB
+ gABnA|ϕA(r)|2
]
ϕB(rj),
(6)
and
U = gB
∫
d2r |ϕB(r)|4. (7)
U can be determined by assuming a Gaussian function
for ϕB(r) (= |B0| e−r2/2`20 ) [33], with
∫
d2r |ϕB(r)|2 = 1
and width `20 = ~ξ/
√
mBV0 (harmonic approach for the
vortex-core density profile [34]). This gives U = gB/2pi`20.
On the other hand, the Gaussian ansatz leads to a poor
approximation for J , which is better determined through
the solution of a 1D Mathieu equation [35]. In analogy
with the case of optical lattices, the resulting expression
for J reads
J =
4√
pi
Er
(
V0
Er
) 3
4
exp
(
−2
√
V0
Er
)
. (8)
Using the vortex-lattice potential depth and recoil energy
in the expressions for J and U , we obtain
U
J
=
1√
2
aB
`Bz
(
aA
2aAB
mAB
mB
)1/4
e
√
2aAB
aA
mB
mAB . (9)
In contrast with optical-lattice setups, where U/J is con-
trolled by the laser-beam properties and atomic scatter-
ing length, in the vortex lattice this ratio is connected to
the atomic properties through the inter- and intra-species
scattering lengths (aA, aB , and aAB), which can be in-
dependently controlled with uniform magnetic fields via
the Feshbach-resonance technique [25]. The mapping in
Eq. (9) opens the possibility of using the vortex-lattice
setup described in this paper to explore the BH phase di-
agram on a triangular lattice, as will be shown in Sec. III.
III. BOSE-HUBBARD PHASE DIAGRAM
At zero temperature, the Bose-Hubbard model in
Eq. (5) features a phase transition between a Mott in-
sulator (MI), with an integer number of atoms per site,
and a phase-coherent superfluid (SF) phase [36]. The
phase diagram has been characterized in detail, for sev-
eral geometries and dimensionalities (see Ref. [37] for a
review). For the two-dimensional triangular lattice, one
can compute the phase boundaries at several levels of ap-
proximation. The simplest case consists in a mean-field
approach [15]. By decoupling the kinetic part of Eq. (5)
through bˆ†i bˆj ' 〈bˆ†i 〉bˆj + bˆ†i 〈bˆj〉 − 〈bˆ†i 〉〈bˆj〉, the Hamilto-
nian becomes a sum of single-site terms: KB =
∑
iK
(i)
B .
Assuming a real and homogeneous local order parameter
Ψ = 〈bˆi〉, each term reads
K
(i)
B = −zJΨ(bˆ†i+bˆi)+zJΨ2+
U
2
nˆi(nˆi−1)−µBnˆi, (10)
where z is the number of neighbors per site (z = 6,
for a triangular lattice). The first term in Eq. (10) is
then treated through second-order perturbation theory
4[36, 38]. We expand the resulting energy spectrum in
powers of the order parameter Ψ, and apply Landau cri-
terion to identify the phase transition [38]. The boundary
between the superfluid phase and the Mott insulator with
filling factor g is given by
µB =
U(2g − 1)− zJ
2
±
√
U2 − 2zUJ(2g + 1) + z2J2
2
,
(11)
where the + (−) sign refers to the upper (lower) bound-
ary of the Mott-insulator lobe (cf. Fig. 1).
20 30 40 50 60
U/J
0
10
20
30
40
µ
B
/J SF MI
Mean field
Teichmann et al., 2010
QMC (this work)
Figure 1. Phase boundary between the Mott-insulator lobe
with filling factor g = 1 (MI) and the superfluid phase (SF),
on a two-dimensional triangular lattice. Different bound-
aries are obtained through mean-field theory (blue solid line,
see Eq. (11)), process-chain approach (dashed red line, from
Ref. [39]), and the quantum Monte Carlo technique (green
circles, cf. Appendix B).
The mean-field phase diagram is known to underesti-
mate the area of the Mott-insulator lobes. More accu-
rate boundaries are obtained through the diagrammatic
process-chain approach, where a perturbation series in
J is computed up to high order. On the square lattice,
this technique yields a phase diagram in extremely good
agreement with unbiased quantum Monte Carlo (QMC)
results [40]. Results of the process-chain approach are
also available on the triangular lattice [39], for which the
tip of the Mott-insulator lobe with filling g = 1 is at
(U/J, µB/J)crit ' (26.6, 10.2) – cf. Fig. 1.
We also study the triangular-lattice BH model through
the worm-algorithm QMC technique [41, 42]. We extract
the critical points through the finite-size-scaling anal-
ysis of the superfluid density (cf. Appendix B), and
the numerical results are in good agreement with the
process-chain phase boundary (see Fig. 1). In Sec. V,
the same QMC algorithm is used to characterize the ex-
tended Bose-Hubbard model.
IV. VORTEX-LATTICE DYNAMICS
The model derived and characterized in Sections II and
III does not include a peculiar aspect of the vortex-lattice
physics, namely the intrinsic dynamics determined by its
normal modes. The inclusion of these modes modifies
the hopping amplitude and the interactions for B atoms.
In addition to the trapping mechanism which keeps B
atoms in the vortex lattice of A, we also consider the
scattering of the B atoms by the Tkachenko modes of
species A. In the following, we derive the effective BH
Hamiltonian that follows from the inclusion of the lattice
“vibrations”, i.e., the quantum fluctuations beyond the
mean-field vortex-lattice solution in Eq. (2).
According to Eq. (3), the first-order term in powers of
δψˆA yields [13]
Hint = gAB
∫
d2r
[
δψˆ†Aψˆ
†
BψˆBψA + ψ
∗
Aψˆ
†
BψˆBδψˆA
]
.
(12)
The second-order term, i.e., the Hamiltonian KBOGA for
species A, is diagonalized through the Bogoliubov-mode
expansion
δψˆA(r) =
1√
S
∑
q
[
uq(r)aˆq − vq(r)aˆ†q
]
. (13)
This expansion leads to KBOGA =
∑
q qaˆ
†
qaˆq, plus a con-
stant term that only shifts the mean-field chemical po-
tential. This expression is obtained for specific values of
uq and vq, and it includes the operator aˆ†q (aˆq) which
creates (annihilates) a Tkachenko-mode excitation with
wave number q and energy dispersion q [31]. In analogy
with the derivation of Eq. (5), we expand ψˆB in Eq. (12)
in terms of localized Wannier functions, which yields
KB +Hint =− J
∑
〈i,j〉
bˆ†i bˆj +
U
2
∑
i
nˆi(nˆi − 1)− µB
∑
i
nˆi+
+ gAB
√
nA
S
∑
q,ij
[
Λijq aˆq + Λ¯
ij
q aˆ
†
q
]
bˆ†i bˆj ,
(14)
where
Λijq =
∫
d2r
[
ϕ∗A(r)uq(r)− ϕA(r)v∗q(r)
]
ϕ∗B(ri)ϕB(rj),
Λ¯ijq =
∫
d2r
[
ϕA(r)u
∗
q(r)− ϕ∗A(r)vq(r)
]
ϕ∗B(ri)ϕB(rj).
(15)
Λijq is suppressed for large separations between sites i and
j, and it can be approximately set to zero for |Ri −Rj |
larger than d (nearest-neighbor approach) – cf. Ap-
pendix A. Here, however, we only consider the case of
i = j, that is, we also neglect the nearest-neighbor pairs
(i, j) in the sum in the last term of Eq. (14) (thus ne-
glecting induced-tunneling terms).
The next step is to apply a unitary transformation in
the total Hamiltonian given by Eq. (3), to cancel the
5interaction term between impurities and lattice modes.
This will be incorporated in the coefficients of the im-
purity BH Hamiltonian, providing an effective polaronic
model [43, 44]. We consider
H˜ = e−UHeU = H + [U , H] + 1
2!
[U , [U , H]] + . . . , (16)
with
U = 1√
S
∑
q,j
1
q
[
α∗q,j aˆ
†
q − αq,j aˆq
]
nˆj . (17)
The transformed Hamiltonian depends on how the im-
purity and lattice-modes operators are modified. For the
real-space impurity operator, we have
e−U bˆieU = bˆiXˆi, (18)
with Xˆi = eYˆi and Yˆi = (1/
√
S)
∑
q
(
αq,i aˆq − α∗q,i aˆ†q
)
,
while the momentum-space lattice-mode operator trans-
forms as
e−U aˆqeU = aˆq − 1√
S
∑
i
eıq·Ri α∗q,i nˆi. (19)
By replacing the fields in Eq. (3) with the transformed
ones from Eqs. (18) and (19), and choosing αq,i =
(gAB
√
nA/q)Λ
ii
q to exactly cancel the impurity-lattice-
modes interaction, we obtain
K˜effB =−J˜
∑
〈i,j〉
bˆ†i bˆj +
U˜
2
∑
i
nˆi(nˆi − 1)− µ˜B
∑
i
nˆi
−
∑
〈i,j〉
Vi,j
2
nˆinˆj . (20)
Above, we neglected retardation effects, assuming that
the lattice excitations instantaneously follow the motion
of a heavy B impurity. Also, to obtain Eq. (20), we traced
out the lattice degrees of freedom from the transformed
Hamiltonian K˜effB = 〈K˜BOGA + K˜B + H˜int〉ph, with |ph〉 =∏
q |Nq〉 and |Nq〉 being a number state of the lattice
modes [45]. The effective BH parameters for the trapped
species B in the presence of the lattice modes read
J˜ = J〈Xˆ†i Xˆj〉ph =
= J exp
[
−g
2
ABnA
2S
∑
q
|Λiiq (1− e−ıq·(Rj−Ri))|2
2q
]
,
(21)
U˜ = U − 2nAg
2
AB
S
∑
q
|Λiiq |2
q
, (22)
µ˜B = µB +
nAg
2
AB
S
∑
q
|Λiiq |2
q
. (23)
Besides changes of the Bose-Hubbard-model parameters
(J , U , and µB), the lattice dynamics also induces an
attractive long-range potential between the impurities,
which is mediated by the lattice modes. This corresponds
to the last term in Eq. (20), where
Vi,j =
2nAg
2
AB
S
∑
q
(
Λiiq
)∗
Λjjq
q
. (24)
Based on the expressions for the Bogoliubov coefficients
uq and vq at small q, we can estimate the strength Vi,j
of the isotropic long-range attraction between atoms on
neighboring sites i and j, at a lattice distance d. By using
the quadratic Tkachenko-mode dispersion q [13], we find
(see Appendix A for a detailed derivation)
Vi,j ∝ e
−d2/2`20
d2
. (25)
The strong suppression of Vi,j at large distance justifies
considering a truncated model, in which Vi,j = V when i
and j are nearest neighbors, and Vi,j = 0 otherwise. The
parameter V > 0 quantifies the strength of the nearest-
neighbor attraction, and the departure from the ordinary
BH model.
V. EXTENDED BOSE-HUBBARD PHASE
DIAGRAM
In this section, we characterize the phase diagram of
the resulting EBHmodel described in Sec. IV by Eq. (20).
We first treat the case of vanishing hopping parameter
J˜ (atomic limit), and we assume zV < U˜ to guarantee
the system stability. For larger values of the nearest-
neighbor attraction V , it is energetically favorable to add
an infinite number of particles in the system.
The simplest ground state ansatz is a homogeneous
state with g particles per site:
|Ψg〉 = 1√
g!
∑
i
(
bˆ†i
)g |0〉 , (26)
where i runs over all lattice sites. By minimizing
〈Ψg|KeffB |Ψg〉 with respect to g, we obtain the ground-
state filling factor. The boundary between the regions
with g and g + 1 atoms per site is given by
µ˜
(g,g+1)
B = gU˜ −
2g + 1
2
zV, (27)
and the resulting phase diagram is represented in Fig. 2.
The Mott-insulator regions of the ordinary BH phase dia-
gram (V = 0) remain present for all values of V , but their
size and position are modified. The size of each Mott re-
gion decreases as V increases, with the extension of the
g-th region along the µB axis being equal to U˜ − zV .
Moreover, the phase boundaries have a negative slope as
a function of V . This shift follows from the fact that the
nearest-neighbor attraction acts as an additional chemi-
cal potential, favoring the addition of more atoms in the
lattice.
60.0 0.2 0.4 0.6 0.8 1.0
zV/U˜
0
1
2
µ˜
B
/U˜
g = 0
g = 1
g = 2
g = 3 g > 8
Figure 2. Phase diagram of the EBH model (cf. Eq. (20)) in
the atomic limit (J˜ = 0), formed by Mott-insulator regions
with integer filling factor g. Phase boundaries are obtained
through Eq. (27) (regions with filling g > 8 are merged to-
gether, for clarity). The system is unstable for zV/U˜ > 1.
The ansatz |Ψg〉 cannot reproduce inhomogeneous
states, like the charge-density-wave identified for repul-
sive nearest-neighbor interactions. More general ansätze
may be used, that include inhomogeneous state. For in-
stance one can consider the state |Ψg1,g2,g3〉, with inte-
ger filling factors g1, g2, and g3 on the three sub-lattices
represented in Fig. 3. The numerical minimization of
the variational energy 〈Ψg1,g2,g3 |KeffB |Ψg1,g2,g3〉 leads to
g1 = g2 = g3, implying that the ground state falls in
the class of homogeneous states – cf. Eqs. (26) and
(27). Note that, for repulsive nearest-neighbor interac-
tions (not treated in this work), the tripartite ansatz
|Ψg1,g2,g3〉 would also produce ground states with frac-
tional filling factors (e.g., with g1 = 1 and g2 = g3 = 0).
Figure 3. Partition of a triangular lattice into three sub-
lattices, represented with different symbols.
For J˜ = 0, the EBH Hamiltonian is diagonal in the
basis of states with fixed filling factors on all sites, so
that finding the ground state for a L × L finite lattice
corresponds to the optimization of a function of L2 vari-
ables (that is, the local occupation numbers). We address
this multidimensional optimization problem through the
simulated-annealing algorithm [46] for extended systems
(L ≥ 12). The numerical results confirm that the ground
state is homogeneous, with filling factor determined by
Eq. (27).
The two variational ansätze and the direct-
optimization method employed in the atomic limit
cannot be directly generalized to the J˜ > 0 case, where
the Hamiltonian also includes off-diagonal terms. To
determine the phase diagram in this region (see Fig. 4),
we compute the average filling factor (i.e., the density
ρ) and superfluid fraction ρs/ρ through QMC simula-
tions of large systems at low temperature, effectively
probing the ground state. At small J˜/U˜ , we observe a
direct transition between MI states with different filling
factors (cf. Fig. 4(a)), with the phase boundaries given
approximately by Eq. (27) .
For larger values of the hopping coefficient, the tran-
sition towards the superfluid phase is signaled by the
superfluid fraction acquiring a finite value. The posi-
tion of this transition, for V > 0, is well captured by
a shifted version of the V = 0 phase boundary. If we
denote the critical hopping by J˜/U˜ = f(g, µ˜B/U˜ , V/U˜),
then Fig. 4(b) suggests that the simple relation
f
(
g,
µ˜B
U˜
,
V
U˜
)
= f
(
g,
µ˜B − gzV
U˜
, 0
)
(28)
holds close to the tips of MI lobes, that is, for large-
enough J˜/U˜ . The right-hand side in Eq. (28) can be
obtained from the process-chain results [39].
VI. EXPERIMENTAL CONSIDERATIONS
We now discuss the experimental feasibility of our pro-
posal, starting from the criteria on the choice of the mix-
ture. The first required condition is that mB  mA,
since the lattice potential felt by the impurities (species
B) must be deep enough that they can be trapped by
the vortex cores. This condition is also fulfilled with gAB
sufficiently large.
For species A, we consider bosonic atoms for which the
formation of highly ordered vortex lattices has been ob-
served experimentally [12], namely the alkalis Na, Li, and
Rb. We limit our discussion to the commonly explored
mixture of 23Na and 87Rb, to realize the vortex lattice
and heavy impurities, respectively. The BEC lifetime is
limited by three-body losses. Requiring that it exceeds
a few tens of seconds, we choose nA ≈ (1020/m3) × `z,
with an effective BEC thickness `z (ωz ∼ 2pi × 5 kHz).
Assuming that the bare (non-resonant) scattering length
interaction is aA = 60a0, where a0 is the Bohr radius, the
chemical potential reads µA = 1.4 kHz, (∼ 70 nK). To
form a vortex lattice that is sufficiently large, homoge-
neous and stable, we consider similar values for the rota-
tion and the interaction energies nAgA/2~Ω ∼ 1. At this
critical array vorticity Ω, the residual radial trap van-
ishes in Eq. (1) (the harmonic oscillator length of Vext(r)
coincides with the magnetic length ` =
√
~/(mAΩ)) and
one has tightly packed triangular vortex-lattice geome-
try, with lattice parameter d = 2` ∼ 1.6 µm and sites of
size ξ ∼ 0.4 µ.
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Figure 4. Average filling factor ρ (a) and superfluid fraction ρs/ρ (b) for the Hamiltonian in Eq. (20), with nearest-neighbor
attraction V/U˜ = 0.08. Color code: QMC data for a lattice of 18× 18 sites with periodic boundary conditions, at temperature
T = U˜/20 (simulation are performed at points marked by gray dots). Dashed white line: Phase boundaries of the Mott
insulators with g = 1, 2, 3, obtained by shifting the V = 0 data from Ref. [39] – cf. Eq. (28).
For species B, the recoil energy Er of an impurity lo-
calized in the vortex core has to be much smaller than the
potential barrier of magnitude V0. Taking into account
all considerations elaborated above, we find a reasonable
value V0/Er ∼ 12 for aAB = 240a0. It is important to
stress that with our chosen parameters, the vortex-lattice
lifetime can be of the order of several seconds, while the
characteristic time associated with the tunnelling J in
Eq. (8) is approximately 0.2 s. In addition, we assume
that the occupation in the sites are low enough that the
states of the impurities are accurately described using
the lowest-band Wannier functions. Reminding that the
density of sites nV is constraint by nA in the high filling-
factor regime, ν = NA/NV  1, the impurities have a
negligible influence on the lattice bosons, due to the di-
luteness of species B (nB ∼ nV ).
We can then estimate the characteristic energies for
the Bose-Hubbard coefficients of species B in Eq. (5).
For the hopping parameter we have J ∼ 0.004 µA. In
the two-species vortex-lattice setup, the ratio U/J can
be tuned by changing the scattering length aB , as shown
by Eq. (9). To access the region of the phase diagram
that corresponds to the MI-SF transition, assuming the
unitary occupation of the lattice sites, we consider acritB ≈
277a0, which gives U/J ∼ 26.6.
The extended Bose-Hubbard (EBH) in Eq. (20), in-
cludes an attractive long-range potential with magnitude
V ∼ 0.005 µA (cf. Eq. (A1) in Appendix A). Impor-
tantly, we have V/U˜ ∼ 0.05, which obeys the stabil-
ity condition for the ground-state solution of the EBH,
zV/U˜ < 1.
Using a 7Li-133Cs mixture would require a magnetic
field on the order of 850 G to render the scattering length
of 7Li positive and sufficiently large. An advantage of this
mixture would be the high value of the ratio V0/Er which
could be obtained without significantly increasing aAB .
Working with a more massive impurity than 87Rb would
allow one to realize the MI-SF transition using smaller
values for the scattering lengths. The disadvantage, how-
ever, would be the higher three-body loss rate estimated
for 7Li [47], reducing lifetime for the vortex lattice.
VII. CONCLUSIONS
In the present work, we propose a setup to realize a
BH model with a mixture of ultracold atomic gases in
the presence of an effective rotation (namely, an artificial
gauge-field). Similarly to the typical optical-lattice se-
tups, the tunability of the physical parameters of the sys-
tem allows to explore a wide range of regimes for the effec-
tive BH model. The vortex-lattice Tkachenko modes, in
particular, modifies the BH parameters and introduces an
additional long-range attraction. The EBH model with
long-range repulsion (stemming from strong dipolar in-
teratomic interactions) has been studied in detail, and it
led to the prediction of additional phases which are not
present in the ordinary BH case, like the density-wave
and supersolid phases in two dimensions [48, 49]. For
the attractive EBH model in Eq. (20), we compute the
phase diagram through the quantum Monte Carlo tech-
nique. The Mott-insulator regions of the BH case remain
in the extended model, but their size and position are
modified by the long-range attraction.
A recent publication [50] treats a similar topic, that
is, the phase diagram of impurities in a vortex lattice.
However, Ref. [50] concerns the vortex-lattice deforma-
tions caused by the strong interaction with the impurity,
and how the higher occupation of the sites affects the
BH parameters. In this work, in contrast, we studied
8the weak-coupling limit, focussing on the interaction of
the impurity with the vortex-lattice degrees of freedom.
After establishing the stability conditions for a vortex lat-
tice in the presence of multiple impurities, we explored
the effects of the lattice dynamics on the confined species.
Treating the dilute system by means of an effective pola-
ronic Hamiltonian, we showed how it allows to go beyond
the present studies with atoms trapped in static optical
lattices.
Besides being part of an unusual BH class, our pro-
posed model is also an interesting experimental proposal
in the context of Bose-Einstein condensate mixtures,
since it requires the application of the most recent and
successful techniques in the ultracold atoms field: The
advances in cooling mechanism to produce binary con-
densates [51], the Feshbach-resonance technique to con-
trol the interaction parameters, and artificial gauge-fields
to selectively nucleate vortex lattices in one of the atomic
species [29]. The possible quantum phases can be charac-
terized through the spatial noise correlations in the ab-
sorption image of the free expanded atomic cloud [52].
Similar techniques can be used to observe signatures of
more exotic states, such as spin liquids [53].
Fermions could also be considered in this same frame-
work. Using two hyperfine states, interesting effects are
expected to arise in a Mott-insulator phase of the pseudo-
spin fermions, with the interplay between the triangular-
lattice geometry and spin ordering frustration [16, 54]. In
the optical lattice, however, the study of quantum spin
models and of strongly-correlated magnetic phases, as the
spin-liquid phase, has been limited by the high temper-
ature of the fermions in the lattice, which is still higher
than that required to observe exchange-driven spin or-
dering. In our case, in contrast, the BEC vortex-lattice
background can act like a reservoir, with the cooling of
the trapped fermions coming from the creation of ex-
citations in this reservoir. This favorable scenario was
proposed in the context of dissipative Hubbard models
[55], where the strong control over many parameters, as
interactions between atoms, allows one to manipulate the
system-reservoir coupling.
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Appendix A: Mediated potential
Based on the Bogoliubov transformation of the vortex-lattice [31], we can determine the profile of the long-range
effective potential given by Eq. (24) in the main text. In particular, its asymptotic behavior can be estimated
analytically with the low-energy (long-wavelength) Tkachenko modes contribution, as will be shown.
As studied before [13], for q  `−1, with the magnetic length ` related to the inter-vortex separation through d = 2`,
the gapless Tkachenko modes have dispersion relation q ≈ ~2q2/2M , withM = 12κ√η ~ΩnAgAmA and the lattice constant
κ = 1.1592 and η = 0.8219. In the low-energy limit, we have uq(r) ≈ ϕA(r) c1q eıq·r and vq(r) ≈ ϕA(r) c2q e−ıq·r.
The small value of the momentum allows us to expand (c1q − c2q) ≈ 1√2 η1/4 (q `).
According to the Extended Bose-Hubbard Hamiltonian (Eq. (20)), we can determine the profile of the mediated
potential from Eq. (15), assuming again the gaussian function for ϕB(r) (= |B0| e−r2/2`20 )
Vi,j = V (d) ∼ 2nAg
2
AB
S
∑
q
[
1√
2
η1/4 (q l)
]2
q
[ ∫
d2r|B0|2 e−|r−d|2/2`20 e−r2/2`20
]2
=
g2AB
gA
1
κ
|B0|4e−d2/`20
∫ 2pi/`
0
qdq
[ ∫
rdre−r
2/`20
∫ 2pi
0
dθerd cos θ/`
2
0
]2
=
g2AB
gA
4pi
κ
1
d2
e−d
2/2`20 . (A1)
This result justifies the restriction of the potential range to nearest-neighboring sites.
Appendix B: Details of the quantum Monte Carlo calculations
The quantum Monte Carlo simulations in this work make use of the worm algorithm [56], as implemented in the
ALPS libraries [41, 42]. For the bosonic models in Eqs. (5) and (20), this represents an unbiased method to compute
observables as the density or energy, at finite temperature T and for a finite number of sites L2.
The phase boundary showed in Fig. 1 is obtained through the finite-size scaling technique [36], by finding the critical
hopping parameter Jcrit for fixed U and µB . Away from the tip of the Mott-insulator lobe, a generic phase transition
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is expected, with dynamical and correlation-length critical exponents equal to 2 and 1/2, respectively [36, 37]. Under
this assumption, and for J close to Jcrit, the superfluid stiffness ρs satisfies
L2ρs = F
(
Jcrit − J
Jcrit
L2,
1
L2T
)
, (B1)
where F is a universal function. Thus Jcrit can be obtained by plotting L2ρs as a function of J for several linear sizes
L, at fixed T × L2, and by extracting the common intersection point of these lines (see for instance Ref. [57]). When
rescaled as in Eq. (B1), superfluid-stiffness lines corresponding to different values of L collapse onto a single curve,
confirming the correct estimate of the critical value Jcrit – see the example in Fig. 5.
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Figure 5. Data collapse of the superfluid stiffness ρs: Data for different linear sizes L (see legend) are rescaled as in Eq. (B1),
with z = 2 and ν = 1/2 being the dynamical and correlation-length critical exponents. With the product T × Lz kept equal
to 0.5, different lines collapse onto a single universal curve. Data are shown for chemical potential µB/U = 0.645, with
(J/U)crit = 0.02595.
