Using a new technique, based on the regularization of a càdlàg process via the double Skorohod map, we obtain limit theorems for integrated numbers of level crossings of diffusions. The results are related to the recent results on the limit theorems for the truncated variation. We also extend to diffusions the classical result of Kasahara on the "local" limit theorem for the number of crossings of a Wiener process. We establish the correspondence between the truncated variation and the double Skorohod map. Additionally, we prove some auxiliary formulas for the Skorohod map with time-dependent boundaries.
Introduction
Let X = (X t , t ≥ 0) be a continuous semimartingale adapted to the filtration F = (F t , t ≥ 0) on a probability space (Ω, F, P) such that the usual conditions hold. The purpose of this study is to establish a connection between the level crossings of X, the local time of X, quadratic variation X of X and its truncated variation, denoted by T V c , defined for c > 0 and T > 0 by the following formula
max X ti − X ti−1 − c, 0 .
(1.1)
The concept of truncated variation of a stochastic process has been recently introduced by Łochowski in [13, 14] and proved relevant for interpreting maximal returns from trading in transaction costs problems. The difference with the total variation is that the truncated variation considers only jumps greater than some constant level c and is always finite for any càdlàg process X.
In this paper we will present another interpretation of the truncated variation and as a result will obtain an alternative derivation of one of the main findings recently established in [16] : that for a continuous semimartingale X c · T V c (X, ·) → X a.s.
with uniform convergence topology.
We will use classical tools like the relation between the quadratic variation of X and local times of X at different levels (occupation times formula), and then the link between local times of X and the number of interval crossings by X (cf. [12] and references therein). However, our main tool will be a new one (as far as we know) -a direct correspondence between interval crossings by X and level crossings by some regularization of X, denoted by X c,x , obtained via the double Skorohod map on [−c/2; c/2] (cf. [11] , [2] ). The direct consequence of this construction is that X c,x has locally finite total variation and the (pathwise) bounds T V c (X, T ) ≤ T V (X c,x , T ) ≤ T V c (X, T ) + c.
Next, we will use a classical result by Banach and Vitali (cf. [3, (3. i)]), stating that the total variation may be obtained by integrating the numbers of levels crossings. In this setting, relation (1.2) corresponds to first order convergence of the integrated number of interval crossings by X to its quadratic variation. Further, for X being a unique strong solution of the following s.d.e., driven by a standard Brownian motion W, dX t = µ (X t ) dt + σ (X t ) dW t , X 0 = x 0 , with Lipschitz µ, σ, where σ > 0, we will use the second order convergence results already obtained in [16] for T V c to obtain second order convergence of the difference between the integrated number of interval crossings by X and its quadratic variation. We will prove that 1 c c
Integral and local limit theorems for level crossings
We will call the result given by (1.4) integral limit theorem. The "functional" version of (1.4) is the following. Let N a (Y, T ) be the number of times that Y crosses (from above or from below -for the precise definition of N a (Y, T ) see Section 3 and Subsection 4.4) the level a on the interval [0; T ]. For any twice differentiable function f : R → R such that f is continuous we have
where X c,x is the (already mentioned) regularization of X. Moreover, we have a more direct result corresponding to (1.5) which may be expressed in terms of interval crossings by X :
(1.6)
These results shall be compared with the main result of [18] where it was shown (for a slightly more general family of processes) that for X ε being a smoothed version of X,
i.e.
where ψ is a smooth (C ∞ ) kernel with compact support [−1; 1] , one has
as ε ↓ 0. k ψ and c ψ are here positive constants depending only on ψ. Notice that the smoothed version X ε approximates X on average with accuracy √ ε, i.e.
and in the view of (1.3), (1.5) and (1.7) give the same order of convergence. Other problems of the same type for level crossings by Gaussian processes are an intensive field of study and a good survey of the results obtained so far is [9] . It is worth mentioning that besides the number of interval crossings we consider interval downcrossings and interval upcrossings. For d a c , u a c being the numbers of relevant interval downcrossings and upcrossings respectively by the process X we establish a joint convergence result for quadruples
and obtain an interesting result (cf. Theorem 4.12 and Theorem 4.11) that e.g. f (X s )•dX s denotes the Stratonovich integral. With a weaker condition on X-that it is a continuous semimartingale and there exists a probability measure Q under which X is a local martingale and P is absolutely continuous with respect to Q, we will obtain a "local" counterpart of (1.4), (1.6). Namely, let n c (X, T ) be the number of times that the reflected process |X| crosses down from c to 0 by time T (this is the same as the number of times that X crosses down from c to 0 and crosses up from −c to 0), then
where B is a standard Brownian motion, independent from X, and L is the local time of X at 0. This result is a direct generalisation of the main result of [8] , where the same statement was proven for X being a standard Brownian motion. It may be viewed as the "local" counterpart of (1.6) since, by the occupation times formula,
Notice that the integrated process R f (a)n a c (X, ·) da reveals much stronger concentration than the process n c (X, ·) (where the multiplication by √ c is needed for convergence). Again, the result will identify the limit for the whole quadruple
Remark 1.3. As far as we know, there is no "local" counterpart of (1.7) in the same sense as the generalisation of Kasahara's result, (1.8) , is the local counterpart of (1.4), (1.6).
Let us comment on the organisation of the paper. In the next section we summarize the main results and properties of the truncated variation processes and construct the regularization, X c,x , of the process X via the double Skorohod map on [−c/2; c/2]. To prove that this regularization satisfies relevant conditions we will need to establish some additional formulas which are (as far as we know) not available in the literature. Thus we will present the solution of the Skorohod problem in a setting suited to our purposes. Next, in Section 3, we establish an important correspondence between the number of interval crossings by the process X and the number of level crossings by the process X c,x . Finally, in the last section we prove convergence results.
On the truncated variation and the regularization of the process X via Skorohod's map
In this section, first we summarize the main results and properties of the truncated variation processes obtained by Łochowski in [13, 14] . We will assume that X = (X t , t ≥ 0) is a càdlàg process adapted to the filtration F = (F t , t ≥ 0) on the probability space (Ω, F, P) such that the usual conditions hold. The truncated variation, given by formula (1.1) is a lower bound for the total variation T V (Y, T ) = T V 0 (Y, T ) of every process Y, uniformly approximating the process X with accuracy c/2,
This follows immediately from the fact that X − Y ∞ ≤ c/2 implies for any 0 ≤ s < t the inequality
Remark 2.1. Notice that the truncated variation, unlike the total variation T V (X, T ), is always finite. This follows from the fact that every càdlàg function may be uniformly approximated with arbitrary accuracy by step functions, which have finite total variation. 
respectively. The analogues of (2.1) for U T V and DT V are
3) 
Remark 2.2. We will not need this result in the sequel but it is possible to prove that in fact (cf. [15] ):
which means that the lower bound (2.1) is indeed the greatest lower bound. Moreover,
and there exists a càdlàg process X c with X − X c ∞ ≤ c/2 for which
but it may be not adapted to F (see [15, Theorem 4 .1 and formula (3.2)]).
In the sequel, for every F 0 measurable random variable x ∈ [−c/2; c/2] we will construct an adapted process X c,x , "c/2"-uniform approximation of X with locally finite variation such that its total variation does not exceed the lower bound (2.1) by c. More precisely, it will satisfy the following conditions
c,x is of finite variation with càdlàg paths and is adapted to the filtration F; 
Remark 2.3. It is easy to see that
which follows directly from the equality
On the other hand, assuming that the process X c,x is constructed, U T V (X c,x , ·) and DT V (X c,x , ·) give the Jordan decomposition of X c,x and we have
From this and conditions (E), (2.2) and (2.3) we have
To construct the appropriate process X c,x we will need a slight generalisation of the double Skorohod map on the interval [−c/2; c/2] (cf. [11] ) as well as some alternative formulas for it. Since the construction of this map for time-dependent boundaries (cf. [2] ) is almost the same as for constant boundaries, we will present it in the timedependent setting. (a) for every t ≥ 0, φ are carried by {t ≥ 0 : φ x (t) = α(t)} and {t ≥ 0 : φ x (t) = β(t)} respectively;
The
(c) φ . However, in the sequel we will need some formulas for the solution of this problem as well as some additional properties which are (as far as we know) not available in the literature. This is why we will present the solution of the problem in the setting suited to our purposes.
Assume that ε (α, β) > 0 and x ∈ [α(0); β(0)] . To solve the Skorohod problem on [α; β] with starting condition φ x (0) = x let us define two times
Assume that T d ψ ≥ T u ψ, i.e. the first instant when the function ψ − ψ (0) + x hits the barrier β appears before the first instant when the function ψ − ψ (0) + x hits the barrier α or both times are infinite (i.e. ψ (t)
in the following way:
Now we define the function ψ
x by the formulas
Remark 2.6. Note that due to Remark 2.5, s belongs to one of the intervals [0; 
) Now, to see that the solution is given by the functions η
it is enough to check that they satisfy (a)-(b). It is a straightforward task to prove (a). To prove (b) we will show that dη x u is carried by {t ≥ 0 : φ x (t) = β(t)} . In a similar way one also proves that the measure dη
.., respectively. Now, notice that the only points of increase of the measure dη 
Thus, at the points s = T u,k , k = 0, 1, ... we have dη
In order to prove inequality (2.5) let us notice that from formula (2.4) it follows that for any s / ∈ {T u,k ; T d,k } , k = 0, 1, ..., (2.5) holds, hence let us assume that s ∈ {T u,k ; T d,k } .
We consider three possibilities.
• If s = T u,0 then (as already mentioned) −∆η
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• If s = T u,k+1 , k = 0, 1, ..., then (as already mentioned) −∆η
Remark 2.8. It is possible to prove that the function ψ x has the smallest total variation 
we obtain a process satisfying conditions (A)-(F).
Proof. By Proposition 2.7 we immediately get that X c,x satisfies conditions (A)-(D). To prove that it satisfies conditions (E) and (F) we assume (without loss of generality) that T u ≤ T d and consider four possibilities.
• 
Now, by the definition of U T V
c it is not difficult to see that 
Now it is not difficult to see that Now for a càdlàg process X t , t ≥ 0, (not necessarily starting at 0) and c > 0 let us consider the number of downcrossings of X from above the level c to the level 0 before time T. We define it in the following way We will prove that it is almost the same as the number of crossings the level c/2 from above on the interval [0; T ] by the regularization X c,x . Here, for a càdlàg process Y t , t ≥ 0, we define the number of crossings the level c/2 from above on the interval [0; T ] in the following way. 
Now we have
Lemma 3.3. Let X t , t ≥ 0, be a càdlàg process adapted to the filtration F = (F t , t ≥ 0) on the probability space (Ω,
Moreover, if x ≡ c/2 we get exact equality, i.e.
Proof. We will use the stopping times introduced in Definition 3.1 and Definition 3. 
Moreover, if x ≡ −c/2 we get exact equality, i.e.
u c (X, T ) = g c (X c,x , T ) .
Limit theorems for truncated variations and interval down-and upcrossings of continuous semimartingales and diffusions

Strong laws of large numbers for
In this subsection we will assume that X t , t ≥ 0, is a continuous semimartingale (not necessarily starting from 0). Notice that for T > 0 and any a ∈ R, u c (X − a − c, T ) is equal to the number of times that X upcrosses from below the level a to the level a + c before time T. Assume moreover that the bicontinuous version of the local time L of X exists. By [12, page 18, Theorem II.2.4] we have that for 0 ≤ t ≤ T,
uniformly in t and a ∈ R as c ↓ 0. 
for any continuous semimartingale X (the second estimate on page 20 in [12] 
The local limit theorem -generalisation of Kasahara's result on CLT for number of interval crossings
Let T > 0 be given and fixed. In this subsection we will work with a continuous semimartingale X satisfying the following conditions.
(i) There exists a probability measure Q, under which X is a local martingale;
(ii) the measure P is absolutely continuous with respect to Q. 
where x 0 ∈ R, µ : [0; +∞) × R → R and σ : [0; +∞) × R → R are measurable and locally Lipschitz with respect to x. Moreover, assume that (4.7) has a strong solution and σ is separated from 0, i.e. there exists ε > 0 such that σ ≥ ε. By [5, Theorem 1] , the strong solution of (4.7) satisfies (i)-(ii). Now we will prove a generalisation of the main result of [8] , namely we have the following. 
where B 1 , B 2 , are independent standard Brownian motions, which are also independent from X. γ l should be replaced by γ l/2 .
The immediate consequence of the obtained result is the following generalisation of the main result of [8] . 
where B is a standard Brownian motion, independent from X. By Tanaka's formula, for n = 1, 2, . . .
and similarly and random variables r 1 (c, t), r 2 (c, t) belong to the interval [0; c] .
We define
With this notation we have 
By the usual localization argument, we may assume that there exists some M > 0 such that Q a.s. sup t∈[0;T ] |X t | < M.
For 0 ≤ s < t, by the Burkholder inequality, the definition of K c and occupation times formula, for some constant A 1 
Now, combining (4.11) and (4.12), for A = A 1 · A 2 we get Similarly,
(4.14)
By Tanaka's formula applied to the function x → (x + ) 2 ,
Hence, for t ≥ 0,
(4.15)
Now, using (4.10), (4.15) and several times estimate (a + b) 2 in (4.11), and by (4.12) we get that for some universal
|X s | . Integral and local limit theorems for level crossings
Since dK c = ( √ c) −1 I (0;c] (X)dX on intervals (σ n ; τ n ) , n = 1, 2, . . . , and dK c = 0 otherwise (except maybe τ n , σ n , n = 0, 1, . . .), we have Q a.s. K c , X t ≤ √ c K c t and using (4.11), (4.12) we estimate
Similarly,
|X s | . Let Q * be any limit of Q c , c ∈ (0; 1) , and let x, k,k, l denote the coordinate process in
is the natural increasing family of σ−fields. Now x, k andk are continuous Q * martingales with respect to G t , t ≥ 0 (recall that by localization sup t∈[0;T ] |X t | < M, Q a.s., thus the martingale property follows from the weak convergence). By (4.17)-(4.21) we get that for all t ∈ [0; T ]
Therefore, by the Knight representation theorem for continuous local martingales we have that for a two-dimensional standard Brownian motion B 1 , B 2 , independent from X, . Since Q * is unique we get the desired weak convergence.
The stable convergence follows e.g. from the fact that the inequalities (4.17)-(4.21), (4.13)-(4.14), have their counterparts when we restrict to any subset F ∈ F with Q(F ) > 0, for example To obtain the stable convergence under the measure P one may notice that for any ε ∈ (0; 1) there exists F ε ∈ F with P(F ε ) > 1 − ε such that for some M ε < +∞, dP/dQ < M ε and P a.s. sup 0≤t≤T |X s | ≤ M ε on F ε . Now notice that the inequalities (4.17)-(4.21), (4.13)-(4.14) have their counterparts under measure P when we restrict to the subset F ε , for example
|X s | .
Integral limit theorem -CLT for integrated number of interval crossings
In this subsection we will assume that X is the unique strong solution of the following s.d.e., driven by a standard Brownian motion W, 
where B is another standard Brownian motion, independent from W. 
where B is another standard Brownian motion, independent from W.
Proof. By Lemma 3.3 and the extended Banach-Vitali Indicatrix Theorem ([3, page 328]) we have It is interesting to compare the formulas just obtained for the integrated number of crossings with that obtained in the Subsection 4.2 generalisation of Kasahara's result. By the occupation times formula
Thus we get that the integrated with respect to a process d a c (X, ·)−L a /(2c) reveals much stronger concentration than the same process for a given a. Moreover, for numbers of (up-)crossings we get
Functional integral limit theorems
In this subsection we assume that X is the same process as in Subsection 4.3. Let us fix T > 0 and let f ∈ C 2 , where C 2 is the class of functions with continuous second derivative. The aim of this subsection is to obtain a "functional" limit theorem of the form
This is a considerable generalisation of the theorem obtained in the previous section and this result can not be obtained (as far as we know) by a straightforward application of [16, Theorem 5] , like in the previous subsection. The convergence result (4.28) and its relevant version for the quadruple
will be obtained via establishing the convergence result for the quadruple of integrals involving level crossings of the regularised processes X c,x , as in Proposition 2.9, where for each c > 0, x = x(c) is a F 0 -measurable random variable such that |x| ≤ c/2.
Numbers U a (X c,x , t) , D a (X c,x , t) and N a (X c,x , t) in (4.29) denote the number of level crossings and for any càdlàg process Y t , t ≥ 0, are defined as The main tool we will use will be the "functional" version of the Banach-Vitali Indicatrix Theorem, from which follows that for any continuous function f : R → R and t > 0 Further, we also have two other equalities analogous to (4.30):
Remark 4.10. Since these results are not easily found in the literature, for the reader's convenience we present a simple proof of (4.31) and (4.30).
Proof. Let us notice that for every ω ∈ Ω the continuous function ψ :
0 otherwise. First, we will prove the following two-dimensional version of Theorem 4.11. We prove that the second term in (4.55), i.e. To bound the second term in (4.56) we use the mean value theorem and similarly as in
From this we have
Step 1, for υ k ≤ s < υ k+1 ∧ t obtain |f (X s ) − f (X υ k ∧t )| ≤ 2 M · R K .
Step 3. Approximation of S c 4 with step processes and establishing its weak convergence. Let us recall the stopping times defined in (4.45) and define the càdlàg processX
Notice thatX is uniformly close to X, more precisely
where K is the same number which was used in the definition of the intervals I i , i = 1, 2, ..., K. From (4.69), (4.39) and the mean value theorem it follows that
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