In recent years there has been a significant increase in the amount of electronics that have been introduced into the car, and this trend is expected to continue as car manufacturers introduce further advances in safety, reliability and comfort. The introduction of advanced control systems combining multiple sensors, actuators and electronic control units are beginning to place demands on the communication technology that were not previously addressed by existing communication protocols. Additional requirements for future in-car control applications include the combination of higher data rates, deterministic behavior and the support of fault tolerance. Flexibility in both bandwidth and system extension will also be key attributes as the need for increased functionality and on-board diagnostics also increase. Availability, reliability and data bandwidth are the key for targeted applications in Powertrain, Chassis and Body control, and these must also be supported within the automotive environment which presents some unique challenges, in this paper so we are introducing flexray protocol for next generation car.
INTRODUCTION
As customer's demand for automobiles has increased, automotive technology has improved. In order to meet this demand, automotive systems require more sensors, actuators, and electronic control units (ECUs). Thus, the complexity of the automotive network system has increased.
The automotive industry has developed several communication protocols such as Local Interconnect Network(LIN), Controller Area Network(CAN), and FlexRay for a distributed real time control system. The gateway system is an essential component to communicate network-to-network with different protocols inside a distributed system. Research on the automotive gateway system is being actively studied The gateway system between CAN and FlexRay was developed in order to exchange information between CAN and FlexRay for distributed control and monitoring. This gateway system is developed based on the flexible gateway concept, so it has many merits such as fast routing of messages, low clock frequency, low CPU performance demand, and high scalability.
Figure 2.1 Basic Diagram of Gateway

WHAT IS FLEXRAY?
FlexRay is a fast, deterministic and fault-tolerant bus system for automotive use, based on the experience of DaimlerChrysler with the development of prototype applications and the byteflight communication system developed by BMW. Byteflight was developed by BMW especially for use in passive safety systems (airbags). In order to fulfill the requirements of active safety systems, byteflight was further developed by the FlexRay consortium in particular in relation to time-determinism and fault tolerance. The data exchange between the numerous number of control devices, sensors and actuators in automobiles is nowadays mainly carried out via CAN networks. However, the introduction of the new x-by-wire systems results in increased requirements especially with regard to error tolerance and time-determinism of message transmission. FlexRay fulfils these increased requirements by message transmission in fixed time slots and by fault-tolerant and redundant message transmission on two channels.
System Overview
A FlexRay network consists of a set of electronic control units (ECU) with FlexRay communication controllers. Each communication controller connects the ECU to one or more communication channels via a bus driver. The bus driver connects to the physical layer of the communication channel and can contain a guardian unit that monitors the TDMA access of the controller.
FlexRay supports the operation of a communication controller with single or redundant communication channels. In case of single communication channel configuration, all controllers are attached to the communication channel via one port. In case of redundant configuration, controllers can be attached to the communication channels via one or two ports. Controllers that are connected to two channels can be configured to transmit data redundantly on two channels at the same time. This redundant transmission allows the masking of a temporary fault of one communication channel and thus constitutes a powerful fault-tolerance feature of the protocol. A second faulttolerance feature related to transient faults can be constructed by the redundant transmission of data over the same channels with a particular time delay between the redundant transmissions. This delayed transmission allows to tolerate transient faults on both channels under particular preconditions.
If the fault-tolerance property of two independent channels is not required for a specific application, the channels can be used to transfer different data, thus effectively doubling the transmission bandwidth. However, current applications of FlexRay in the automotive context merely use the second channel.
Media Access:
The media access strategy of FlexRay is basically a TDMA (time-division multiple access) scheme with some very specific properties. The basic element of the TDMA scheme is a communication cycle. A communication cycle contains a static segment, a dynamic segment and two protocol segments called symbol window and network idle time (see Figure) Communication cycles are executed periodically from startup of the network until shutdown. Two or more communication cycles can form an application cycle.
Figure 3.2 Flexray Cycle
The static segment consists of slots with fixed duration. The duration and the number of slots are determined by configuration parameters of the FlexRay controllers. These parameters must be identical in all controllers of a network. Provides deterministic communication timing, since it is exactly known when a frame is transmitted on the channel, giving a strong guarantee for the communication latency. This strong guarantee in the static segment comes for the trade-off of fixed bandwidth reservation.
The dynamic segment has a fixed overall duration, which is subdivided into so-called minislots. A minislot has a fixed length that is substantially shorter than that of a static slot. The length of a minislot is not sufficient to accommodate a frame; a minislot only defines a potential start time of a frame transmission in the dynamic segment. Similar to static slots each minislot is exclusively owned by one FlexRay controller for the transmission of a frame 
.1 Communication Cycle
If there are no data to transmit by the owner of a minislot, it remains silent. The minislot is not expanded and slot counting continues with the next minislot. As no minislot expansion occurred, no additional bandwidth beyond the minislot itself is used; hence other lower-priority minislots that are sequenced later within the dynamic segment have more bandwidth available. This dynamic media access control scheme produces a priority and demand driven access pattern that optimally uses the reserved bandwidth for dynamic communication. A controller that owns an -earlier‖ minislot, i.e., a minislot, which has a lower number, has higher priority. The further in the dynamic segment a minislot is situated, the higher is the probability that it will not be in existence in a particular cycle due to the expansion of higher prority slots. A minislot is only expanded and its bandwidth used if the owning controller has data to transmit.
Clock Synchronization:
The clock synchronization service is a distributed control system that produces local macroticks with a defined precision in relation to the local macroticks of the other controllers of a network. The control system takes some globally visible reference events that represent the global time ticks, measures the deviation of the local time ticks to this global ticks and computes the local adjustments in order to minimize the deviation of the local clock from the global ticks. Due to the distributed nature of the FlexRay system no explicit global reference event exists. The only event, which is globally observable, is a frame transmission on the communication channel. The start of a transmission is triggered by the local time base of the sending controller. Each controller can collect these reference events to form a virtual global time base by computing a fault-tolerant mean value of the deviation between the local time and the perceived events.
The reasoning behind this approach is based on the assumption that a majority of local clocks in the network is correct. In case of wrong transmission times of faulty controllers on the communication channel, things get more complicated. Here, a special part of the fault-tolerant median value algorithm takes over. This algorithm uses only the best of the measured deviation values. All other values are discarded. This algorithm ensures that the maximum influence of a faulty controller to the virtual global time is strictly bound. Additionally, the protocol requires the marking of particular synchronization frames that can be used for deviation measurement. The reasoning behind this mechanism is twofold: first it is used to pick exactly one frame from a controller in order to avoid monopolization of the global time by one controller with many transmit frames. The second reason is that particular controllers can be excluded from clock synchronization, either because the crystal is not trustworthy, or more likely because there are system configurations in which a controller is not available.
In case of a faulty local clock, the faulty controller perceives only deviation values that exceed a particular value. This value is given by the precision value. This condition is checked by the synchronization service and an error is reported to the application. A specific extension of the clock synchronization services handles the compensation of permanent deviations of one node. In case such a permanent deviation is detected, a permanent correction is applied. The detection and calculation of such permanent deviations is executed less frequently than the correction of temporal deviations.
The error handling of the protocol follows a strategy, which identifies every problem as fast as possible, but keeps the controller alive as long as possible. Problem indicators are frames that are received outside their expected arrival intervals or when the clock synchronization does not receive a sufficient number of synchronization frames. The automatic reaction of the controller is to degrade the operation from a sending mode to a passive mode where reception is still possible. At the same time the problem is indicated to the application. The application can react in an application specific manner to the detected problem. This strategy gives the designer of a system a maximum of flexibility for the design of the safety required by the application.
Wakeup and Startup
Wakeup Service:
In automotive applications networks usually support a low-power consuming sleep mode in which the ECUs are not powered and only a very small portion of the physical layer transceivers are operational. In order to power-up such a network, the wakeup service is required. One ECU in the network needs an external wakeup source in order to react on external events, e.g. key is entered in door lock. This ECU is the master of the wakeup process. The wakeup service uses the special symbol WUP that is transmitted on the bus. All other transceiver units on the bus detect this signal and initiate the power-up of the complete ECU. The wakeup service ensures that no wakeup symbol is transmitted while other nodes transmit on the network. Wakeup symbols may collide on the bus without disturbing their function.
Startup Service:
After the wakeup of a network a startup phase has to ensure the alignment of all active senders to the TDMA transmission pattern. This is done by the startup service. Its purpose is to establish a common view on the global time and the position in the communication cycle. Generally the startup service has to handle two different cases. The coldstart case is a startup of all nodes in the network, while the reintegration case means to integrate a starting controller into an already running set of controllers.
During coldstart, the algorithm has to ensure that really a coldstart situation is given. Otherwise the starting controller might disturb an already running set of controllers. For this reason the starting controller has to listen for the so-called listen timeout for traffic on the communication channel. In case no traffic is detected, the controller assumes a coldstart situation and starts to transmit the CAS symbol and then coldstart frames for a limited number of rounds. In case another controller responds with frames that fit to the slot counter of the coldstart node, startup was successful and the normal active state is entered. checks the plausibility of the received frames in relation to the internal slot counter. If there is a match, the controller enters the normal mode, in which active transmission of frames is allowed. 
Frame Format:
The frame format for data transmission contains three sections, the header section, the payload section, and a trailer section. The header contains protocol control information like the synchronization frame flag, the frame ID, a null frame indicator and the frame length and a cycle counter. The payload section contains up to 254 bytes of data. In case the payload does not contain any data, the null frame indicator is set. A null frame is thus a valid frame that does not contain any payload data. It can however serve as an alive signal or can be used for clock synchronization purposes.
Optionally the data section can contain a message ID, which identifies the type of information transported in the frame. The trailer section contains a 24 bit CRC that protects the complete frame. 
THE KEY FEATURE OF FLEXRAY:
The followind are the key features of flexray [2] :
Time-and event-triggered communication schemes. Support of fault-tolerant systems. High error detection and error diagnosis capability.
Support of different network topologies for cost-effective and safetyenhanced partitioning of the system. Dedicated automotive electrical physical layer with sophisticated powerdown and wake up mechanisms.
Flexible extendability and full scalability to enable upgrades.
FlexRay delivers approximately 20 times higher net bandwidth than the CAN protocol currently used in advanced automotive control applications.
HOW IT REPLACED CAN?
FlexRay also offers many reliability features not available in CAN. Specifically, a redundant communication capability enables fully duplicated network configurations and schedule monitoring by hardware. FlexRay also offers flexible configurations, with support for topologies such as bus, star, and hybrid types can configure distributed systems by combining two or more of these topologies.
Figure 5.1 Different Topology
To meet diverse communication requirements, FlexRay also provides both static and dynamic communication segments within each communication cycle. The static communication segment provides bounded latency, and the dynamic segment helps meet varying bandwidth requirements that can emerge at system run time.
TABLE OF COMPARISON FLEXRAY & CAN:
In following table comparison between flexray and CAN is given [3]:
.
• Anti-lock brake system (ABS)-Including vehicle stability control (VSC) and vehicle stability assist (VSA) .
• Power train-Controlling an electronic throttle that replaces the current mechanical system. The electronic throttle works in conjunction with existing systems such as a computerized fuel injector, computerized variable intake control system, and computerized idling control system.
Figure 7.1 X-by-Wire Application
Flexray for Safety Application:
Flexray is used for safety in following application • By-Wire Systems.
• Braking Systems (i.e. Electro-Mechanical Braking).
• Steering Systems (i.e. Electronic Power Assisted Steering).
• Traction Control Systems (i.e. Electronic Stability Program, Inertial Sensor).
• Airbag.
ADVANTAGES
Flexray has following advantages as compare to other communication protocol these are: Higher data rates than previous standards Flexible data communications. Versatile topology options. Fault-tolerant operation. FlexRay thus delivers the speed and reliability required for next-generation in-car control systems. FlexRay also provides both static and dynamic. Communication segments within each communication cycle.
CONCLUSION
In this paper, gateway system with diagnostic function for LIN, CAN, and FlexRay is proposed. Proposed Flexray protocol exhibit better feature than existing protocol. In Flexray node operation we conclude that proposed Flexray is fast, fault-tolerance, and deterministic. Because of high speed i.e. 10Mbps it is widely used in coming automobile, specially in safety precaution like airbags. Because of X-By-Wire application it is used in power steering, Airbags, ABS(Anti lock Break System). As it provide flexibility so it can replaced CAN protocol in automobile in coming generation.
