In this paper, we study the problem of estimating a Markov chain X(signal) from its noisy partial information Y , when the transition probability kernel depends on some unknown parameters. Our goal is to compute the conditional distribution process P{X n |Y n , . . . , Y 1 }, referred to hereafter as the optimal filter. We rewrite the system, so that the kernel is now known but the uncertainty is transfered to the initial conditions. We show that, under certain conditions, the optimal filter will forget any erroneous initialization. So, starting with a 'good' prior distribution on the parameters, the filter will ultimately choose the correct value. This can also be seen as an asymptotic stability result, for non-ergodic systems.
Introduction
Stochastic filtering theory is concerned with the estimation of the distribution of a stochastic process at any time instant, given some partial information up to that time. The basic model usually consists of a Markov chain X and a possibly nonlinear observation Y with observational noise V independent of the signal X. In this case, the optimal filter is determined completely by the observations, the transition probability kernel, the distribution of the noise, and the initial distribution. In practice, though, some of these elements will not be exactly known. We study the case where the kernel depends on some unknown parameters.
When the signal satisfies certain ergodicity assumptions, the asymptotic stability of the optimal filter with respect to the initial conditions has been extensively studied in the past. The pioneering papers are those of Kunita ([11] , [12] ) and Stettner [16] , where the authors discuss extensively the existence of invariant probability measures for the optimal filter. Ocone and Pardoux, in [14] , use these results to prove the asymptotic stability of the optimal filters with respect to their initial conditions. In [1] and [4] , the authors prove that the rate of convergence is actually exponential. There have been many extensions of these results since. Some are in the direction of taking into account errors in the transition probability kernel (see, for example, [13] and [15] ). Others aim at relaxing the ergodicity conditions on the signal, as in [2] and [5] , where the authors prove the asymptotic stability of the optimal filter under strong mixing conditions. Also, in [3] , Cerou studies the case where the state equation is deterministic. In this paper, we propose a unified approach, by letting the kernel depend on parameters that we include in the system. The main contribution regards the asymptotic stability of the optimal filter, where the system allows for non-ergodic signals.
The structure of the paper is the following. In Section 2, we describe the setting in which we work and the notation we use. We rewrite the model, so that the parameters become part of the system. The kernel is now completely determined, but the true initial distribution is unknown. In this setting, the problem of adaptive estimation is equivalent to the asymptotic stability of the optimal filter with respect to the initial conditions. In Section 3, we state our main assumption. It can be restated as a form of identifibility of the system. We give sufficient conditions for the observation processes to belong to mutually singular sets. Then, intuitively, if we have all the observations, we should be able to guess correctly the true value of the parameter. In Sections 4 and 5, we show that the system will, indeed, forget any erroneous initialization. We first prove this for a finite parameter space. In this setting, we also discuss the rate of convergence. We show that it is exponential, under conditions which ensure the validity of the large deviation principle for the Markov chains, when we fix the parameters. Next, we show that if the true value of the parameter is in the topological support of the prior, then the system is asymptotically stable for any parameter space. This is a consequence of two results. The first is Stettner's lemma on the existence of invariant measures for the optimal filter. The second one regards the consistency of Bayes' estimators.
At this point, we have only shown the asymptotic stability of a system with a very specific form: the signal has two components, one of which (the parameter) doesn't change with time and, for every fixed value of the parameter, the second component is ergodic. In Section 6, we generalize the result of the previous section to any system, by decomposing the signal into its ergodic components. We show that the law of the process can be written as a -possibly infinite -weighted sum of laws of ergodic processes. All of the above discussion takes place in a discrete time setting. In Section 7, we show that the results can easily be extended to continuous time.
Setting and Notation
Let E be a Polish space, i.e. a complete separable metric space and let us denote by B(E) its Borel σ-field. We study the asymptotic behavior of the conditional distribution of a Markov chain X taking values in E, given some noisy partial information, when the kernel depends on an unknown parameter θ. More specifically, we study the optimal filter of the following system, that we will refer to as: System 1. Let {X n } be a homogeneous Markov chain taking values in (E, B(E)). Let µ be its initial distribution and K θ its transition probability kernel depending on a parameter θ ∈ Θ. Furthermore, we assume that for each θ ∈ Θ, K θ is Feller and it satisfies the ergodicity conditions
for some probability measure µ θ . The observation process is defined by In practice, the parameter space Θ is usually Euclidean. More generally, we assume that it is a Polish space. We rewrite the system, so that the parameter becomes part of a Markov chain, whose transition probability kernel is now completely known. We will refer to the new system as: System 2. Suppose now, that {X n = (X n , θ n )} is an E ×Θ-valued stationary Markov chain, with transition probabilitỹ
and initial distribution µ ⊗ u. The observation process is defined as in System 1, i.e.
We will be working on the probability spaces (E ∞ , F , P θ ), where F n = σ(X 1 , . . . , X n ) and P θ = L µ (X) the law of the Markov chain, and
the law of the observation process. P n θ and Q n θ are the restrictions of P θ and Q θ to the σ-algebras F n and G n .
We denote by Ψ θ n (µ) and Φ n (µ ⊗ u) the optimal filters for Systems 1 and 2, with initial distributions µ and µ ⊗ u, respectively. Clearly
Using the notation y n = (y 1 , . . . , y n ), we set
Then,
Our goal is to find under which conditions the optimal filter of System 2 is stable with respect to the initial distribution and compute the optimal filter recursively.
Identifiability of Parameters
We define an equivalence relation on the parameter space as follows:
Recall that µ θ in defined in (1). We assume that there is no pair of equivalent points in the parameter space. Otherwise, it is impossible to tell them apart by looking at the observations. A trivial example is when h is constant. Problems can also arise when h is symmetric. We will show that this assumption is sufficient for the probability distributions of the observation process corresponding to different parameters, to be mutually singular. For each θ, we define the measure ν θ on R p , by
This will be the limiting distribution of the observations. Indeed, for every θ and every f ∈ C b (R p ), we have that
by applying Birkhoff's ergodic theorem on the ergodic chain (X, V ).
and thus
where we used thatĝ(·) = E exp(−ix·)g(x)dx > 0. But since
and
we conclude that Q α and Q β are concentrated on disjoint sets and hence are mutually singular. With a similar argument, we can show that P α and P β are mutually singular.2 Assumption 1. From now on, we assume that there is no identifiability problem, meaning that α = β implies α ∼ β and thus Q α ⊥ Q β .
Discrete Parameter Space
In this section, we prove the asymptotic stability of System 2, with respect to the initial conditions, when Θ is a discrete space. To prove exponential rate of convergence, we will need the following condition, which is necessary for the large deviation principle of the Markov chains to hold.
Condition 1.
There exists a measurable function U mapping E into [0, ∞) and having the following properties:
(c) U is bounded above on every compact subset of E. 
If, in addition, Condition 1 holds for K α and K β , then lim sup
for some positive number I to be defined in the proof.
Proof:
If β = α there is nothing to show, so we consider the case where β = α. We rewrite the optimal filters using (2) and (3). Then, ∀f ∈ C b (E),
(Take, for example, A n = {y n :
and this completes the proof of (6). Now, let's assume that Condition 1 holds for K α and K β . Then, the upper bound for the large deviation principle holds (for a proof, see [8] ), i.e. if P(E) is the space of Borel probability measures on E, equipped with the weak topology, then for any closed A ⊆ P(E),
where
and T is the set of all transition probability kernels. The Large Deviation Principle also holds for {V n } with rate functioñ
(Sanov's theorem). By the Contraction Principle, the LDP transfers to the measures Q n α and Q n β with rate functions J γ , given by
So, for any closed set B ⊆ P(R p ):
Using Jensen's inequality, we can show that I γ (µ) = 0 ⇔ µ = µ γ (see [7] ) and thus, J γ (ν) = 0 ⇔ ν = ν γ , for γ = α, β. Since P(R p ) equipped with the weak topology is a Polish space, it is also Hausdorff. Thus, there exists an η > 0 such that
We have seen that, for any A n ∈ B((R p ) n ) and for any n ≥ 0,
Choose A n = {y :
By taking the limit of the logarithm of the above expectation over n, as n → ∞, the constants disappear and we are left with lim sup
which, by the choice of B η , will be strictly negative(B η being the closure of B η ). Thus, 
Main Result
We would like to prove something similar for arbitrary Polish space Θ. The proof will be based on two results: The first is a result by Stettner, saying that the ergodicity of the chain can be transfered to the filter. The other concerns the consistency of the Bayes estimator P u {θ|Y n , ..., Y 1 }.
More particularly, Stettner showed in [16] that {Φ n (µ)} is also a Markov chain, taking values in the Polish space P(E) of probability measures on E, endowed with the weak topology, with initial value µ = L µ (X 0 ) and transition kernels K n , defined by
He also showed that some of the properties of the transition kernel K of the Markov chain transfer to the transition kernels K n of the optimal filter. In particular, if K has the Feller property, so do the K n 's. The same holds true for the ergodicity properties, in the following sense:
Lemma 5.1 (Stettner, 1989) . Consider an E-valued Markov chain {X n } with Feller transition kernel K and initial distribution µ. We assume that the chain satisfies (1) . We partially observe X through Y , which satisfies
where h : E → R p is continuous and bounded and {V n } are independent R p -valued random variables, whose density function g is nowhere-vanishing and continuous. Then, (a) there is a unique measure M on P(E), such that M is K-invariant and
Let us, now, go ahead and study in more detail the consistency of Bayes' estimator P u (θ|Y ), where θ and Y are described by System 1. Assuming only that the parameters are identifiable, we can show that, for u-a.e. α,
This is a consequence of a lemma by Glötzl and Wakolbinger [10] , where they use the notion of ergodic decomposability. It is a promising result, but we would hope for something stronger. We want (8) to hold for every α ∈ supp(u). Then, as long as we pick a reasonable prior, we will eventually end up in the true value of the parameter. Intuitively, we would expect this to be true, under some assumptions regarding the continuity of the models with respect to the parameters. Indeed, we can show the following Lemma 5.2. Let Y be as described in System 1. We further assume that the mapping M : Θ ∋ θ → µ θ ∈ P 0 (E) = P(E)/ ∼= {µ θ ; θ ∈ Θ} ⊆ P(E) is a homeomorphism. If u is a probability measure on Θ, then ∀α ∈ Θ
where [α] is the equivalent class of α. If [α] = {α} (identifiability assumption holds) and α ∈ supp(u), then
Proof: Since Euclidean spaces are separable, so is the space (C b (R p ), · ∞ ) of real continuous bounded functions on R p . Thus, we can choose F to be a countable dense subset of C b (R p ). Then, any measure ν ∈ P(R p ) is completely characterized by its values νf on the functions f ∈ F . Consider the sets
where B 1 (·, ǫ) is an open ball of radius ǫ in (R, | · |). These sets are measurable, since they are countable intersections of measurable sets. Then
Note that Q θ (Y ∈ D α,ǫ ) is either 0 or 1, depending on whether ν θ is in B P (ν α , ǫ) or not-B P (ν α , ǫ) being an open ball in the space of probability measures P(R p ), equipped with the weak topology. That is, if N ǫ (α) = {θ ∈ Θ : ν θ ∈ B P (ν α , ǫ)}, then
The fact that M is a homeomorphism implies that N ǫ (α) is open and
So, for any B ∈ B(Θ) (the Borel σ-algebra of Θ),
Consequently, if Assumption 1 holds and α ∈ supp(u), then, for any neighborhood
and thus,
Finally, (9) and (10) follow by the fact that Q α (Y ∈ A α ) = 1.2
We can now prove the main result:
Theorem 5.3. Let Φ n be defined as in (2) , where X and Y are described by System 2. Let us assume that Θ is a Polish space and that M : Θ ∋ θ → µ θ ∈ P 0 (E) = {µ θ ; θ ∈ Θ} ⊆ P(E) is a homeomorphism. Then, if there is no identifiability problem (Assumption 1 is satisfied), for every α ∈ supp(u):
Proof: Notice that
where we define f θ (x) = f (x, θ), ∀θ ∈ Θ. Since the integrand is bounded by 2 f ∞ , we can use the dominated convergence theorem to take the limit inside and then, it is sufficient to show that, Q α -a.s.
We know, by Lemma 5.1, that
by Lemma 5.2, for every α ∈ supp(u). Using the weak convergence of the measures, (12) becomes equivalent to showing that
We then note that the weak convergence of the measures {Z u n } n≥0 implies their tightness, i.e.
Also, for any fixed observation sequence y,
since pointwise convergence in a compact set is uniform. So, for every ǫ > 0, there exists a n 0 so that for every n ≥ n 0 and every θ ∈ C ǫ ,
Putting everything together, we have that, for every ǫ > 0 there exists a n 0 such that for every n ≥ n 0
The proof is now complete. 2
If we only assume the identifiability of the parameters, then, as we have already mentioned, the consistency of the Bayes' estimators and, consequently, Theorem 5.3 will hold for u-a.e. α. Thus, if the prior has positive mass on the true value, we will have convergence. This is consistent with Theorem 4.1, in the case of a finite parameter space.
Theorem 5.3 shows that, in the setting of System 1, the optimal filter can be used adaptively, i.e. so that it simultaneously estimates the parameter and the signal. In the setting of System 2, the above theorem can also be viewed as a result on the asymptotic stability of the optimal filter with respect to the initial conditions. This has been shown only when the true initial distribution of the constant component is a delta measure. It can be easily generalized, though, as in 
Proof Just note that
We can, then, apply Theorem 5.3 to each of the terms. The result follows. 2.
Remark 5.5. It is not necessary for the initial distribution to be a product measure. The proof will follow through for any probability measure, provided that the marginal probabilities of θ satisfy the requirements.
6 Asymptotic stability of non-ergodic systems So far, we have shown the asymptotic stability of the optimal filter, in the case where the signal has two components, the first component conditioned on the second being ergodic and the second being constant. Suppose that we are now given a signalobservation system of a more general form:
System 3. We consider the case where the system consists of an E-valued homogeneous Markov chain {X n } n≥0 , where E is a complete separable metric space (Polish space). We denote by µ the initial distribution and by K the transition probability kernel. We assume that the observation process {Y n } n≥0 is of the form We would like to extend the previous results by re-writing this system in the form of system 2. To do this, we need to write the law of the signal as a weighted sum of laws of ergodic signals: if our signal is Markovian, with initial probability µ and transition kernel K, we want to be able to write
where the transition kernels K θ satisfy the ergodicity assumptions (1) . In other words, we need some kind of an ergodic decomposition. One possible approach is describer in [9] , and is based on the notion of H-sufficient statistics. We rather choose to construct these ergodic measures directly:
Lemma 6.1. Suppose that {X n } n≥0 is an E-valued homogeneous Markov chain, with initial probability µ and transition kernel K, such that the weak limit of
Then, if P µ,K is the law of the Markov chain, we can write
where Θ ∋ θ → µ θ ∈ P 0 (E) = {µ x ; x ∈ E} ⊆ P(E), a (homeomorphic) parameterization of the space P 0 (E), i.e. the intersection of the eigenvalues of K with the space of probability measures, equipped with the weak topology. Furthermore, the transition kernels K θ satisfy the ergodicity assumptions (1) .
Proof: We set
where we choose F to be a countable dense set in (C b (E), · ∞ ), similar to the proof of Lemma 5.2. These sets are pairwise disjoint and they cover the whole sequence space E ∞ . We also set
This is actually independent of n, because of the homogeneity of the Markov chain and the form of A θ , and it is easy to see that it is a transition probability kernel. In addition, we can show that
by using an inductive argument on the σ-algebras σ(X n , . . . , X 0 ). Thus we can write,
which is obviously a probability measure on Θ. Finally, the transition kernels K θ satisfy the ergodicity assumptions (1), as a consequence of the existence of the limit (14) and the construction of these kernels.2
Going back to system 3, let us denote by
the optimal filter. By using the ergodic decomposition (15), we can write the optimal filter in the form of (2), thus transfering the problem to the setting of System 2. Then, using Theorem 5.3, we can prove the following Corollary 6.2. If system 3 satisfies the identifiability condition
where the kernel K satisfies (14) , then ∀µ, µ ′ ∈ P(E),
whenever supp(u µ ′ ) ⊆ supp(u µ ), u µ being defined as in (17) .
As a conclusion, we can say that if we don't have any information on the initial conditions or the ergodicity of a signal-observation system, it is better to initialize the optimal filter by a measure whose support is the whole space.
Continuous Time
Most of the results in filtering theory are in a continuous time setting. Then, the signal-observation pair takes the following form, as described, for example, in [14] : System 4. Suppose that {X t } t≥0 is a càdlàg, E-valued Markov process, E being a locally compact, complete separable metric space. It is associated to the Markov semigroup (K t ) t≥0 , which is a strongly continuous, positive, and conservative contraction semigroup on C b (E). Let µ be the initial distribution. The observation process is defined by
where W is an R p -valued Brownian motion, independent of X, and h : E → R p is bounded and continuous.
We denote by P µ = L µ (X) the law of the Markov process X and by Q µ = L µ (Y ) the law of the observation process Y , corresponding to the initial distribution µ. Stettner's results are still true in continuous time: the optimal filter {Φ t } t≥0 , defined by
is a P(E)-valued Markov process and Lemma 5.1 holds. So, under the ergodicity assumptions µK t → ν, as t → ∞, and lim sup t→∞ E |K t f (x) − ν(f )|ν(dx) = 0, ∀f ∈ C b (E).
the optimal filter is ergodic and it converges to a limiting distribution, independent of the initial conditions: lim t→∞ Φ t (µ) = Φ.
Once again, we study the case where the semigroup {K θ t } t≥0 depends on some unknown parameter θ ∈ Θ and for each θ, it satisfies the ergodicity assumptions. Following the same approach as before, we include the parameter in the system and we wish to show the asymptotic stability of the optimal filter, with respect to its initial conditions. Since the proof of Theorem 5.3 makes use exactly of Stettner's results (Lemma 5.1) which hold in the continuous time setting, we hope that it can also be extended to this setting. We just need to show that Bayes' estimators will still be consistent (Lemma 5.2).
Fortunately, the proof of Lemma 5. Thus, Theorem 5.3 as well as its corollaries hold for continuous time.
