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Dissipative boundary control systems with application to
distributed parameters reactors
Y. Le Gorrec , B. Maschke, J.A. Villegas, and H. Zwart
ABSTRACT
In this paper we consider distributed parameter phys-
ical systems composed of a reversible part associated
with a skew-symmetric operator J as Hamiltonian
systems [5] and a symmetric operator associated
with some irreversible phenomena. We will show
how to use results obtained on reversible systems
to parametrize the boundary conditions such that the
solution of the associated PDE is contractive. The
theoretical results are applied to the example of a
tubular reactor with first order chemical reaction.
The obtained parametrization is compared with the
classical Dankwert conditions.
I. INTRODUCTION
In this paper we consider distributed parameter
reactor with control and observation through the
boundary. More precisely we consider a first order
chemical reaction of the form :
C1 → ν C2, (1)
where C1 is the reactant, C2 the product and ν > 0
is the stoichiometric coefficient of the reaction, in
a tubular reactor where convection and dissipation
phenomena occur. Using mass balance equation on
C1 for t ≥ 0 and for z ∈ [a, b] = L where L is the
length of the tubular reactor and, in a first approx-
imation, that C1 and C2 are at the thermodynamic
equilibrium with mass conservation, we can write the
following PDE :
∂x1
∂t
= Da
∂2x1
∂z2
− v ∂x1
∂z
− r(x1, x2) (2)
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where x1(z, t) is the concentrations of C1 (mol/l),v
the fluid superficial velocity (m/s), Da the axial
dispersion coefficient (m2/s) and r the reaction rate.
In the following we consider a reaction rate on the
form r = k0x1 where k0 is the kinetic constant s−1.
Using this hypothesis the model (2) becomes linear :
∂x1
∂t
= Da
∂2x1
∂z2
− v ∂x1
∂z
− k0x1 (3)
The differential operator of such systems can be split
into both symmetric and skew symmetric parts and
the dynamic equation can be written :
∂x1(t, z)
∂t
= (J − GRSG∗R)x1(t, z), x1(0, z) = x0,1(z),
(4)
where GR =
√
Da
∂
∂z +
√
k0, S = I , GR =
−√Da ∂∂z +
√
k0. Associated with this PDE one
can define the boundary operators B and C as lin-
ear operators from {x ∈ HN ((a, b);Rn) |SG∗Rx ∈
HN ((a, b);Rn)} to R2nN only depending on the
values at the positions z = a and z = b of x(t, z)
and its derivatives up to an order of N − 1 :
u(t) =Bx(t, z), z ∈ (a, b), t ≥ 0 (5a)
y(t) =Cx(t, z), (5b)
Under thermodynamic equilibrium hypothesis the
modelling of such systems leads to a Sturm-Liouville
kind of model. In order to determine a unique solu-
tion of this PDE it is necessary to specify the initial
condition i.e. x0(z) over the spatial domain and some
conditions on the solution at the boundary. Well
known boundary conditions, as Dankwert conditions
[6], are deduced from physical consideration but usu-
ally it is very difficult to parametrize the boundary
conditions that ensure the existence of solutions. In
this paper we propose to modelize tubular reactor
using a Port Based approach. With this kind of
approach we’ll show that the initial system can be put
under the form of a open loop system defined from
skew symmetric operator and a coercive feedback.
Once this manipulation done, it is possible to use
the results stated in [9] to parametrize the boundary
conditions that ensure that the initial differential
operator defines a contraction semi-group. Roughly
speaking, this means that (3)–(5a) has a unique mild
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solution and that the energy of the system is non-
increasing for u = 0.
II. INTERCONNECTION STRUCTURE FOR
REVERSIBLE AND IRREVERSIBLE SYSTEMS
We shall consider the systems representing dis-
tributed parameter physical systems composed of a
reversible part associated with a skew-symmetric op-
erator J as Hamiltonian systems [5] and a symmetric
operator associated with some irreversible phenom-
ena. The irreversible phenomena are described by
some constitutive relations defined by the operator
S which acts on the state variables via a linear map
given by the operator G.
Hence the systems that we consider have the follow-
ing general form defined by :
∂x
∂t
(t, z) = (J − GRSG∗R)x(t, z), x(0, z) = x0(z),
(6)
where S is a coercive operator on L2((a, b);Rn) and
the differential operators J and GR are given by
J x =
N∑
i=0
Pi
∂ix
∂zi
, (7)
and
GRx =
N∑
i=0
Gi
∂ix
∂zi
,G∗Rx =
N∑
i=0
(−1)iGTi
∂ix
∂zi
, (8)
with Gi, Pi, i = {1, 2, . . . , N}, constant matrices of
size n × m, and n × n, respectively. Furthermore,
the operator J is assumed to be formally skew-
symmetric which implies that the matrices Pi satisfy
Pi = (−1)i+1PTi , i = 1, 2, . . . , N, (9)
and [
PN GN
GTN 0
]
has full rank. (10)
Here, G∗R is the formal adjoint of GR.
A. Interconnection structure and associated skew-
symmetric operators
In order to deal with systems of the form (4) we
consider the higher-dimensional operator:
Je =
[ J GR
−G∗R 0
]
, (11)
where J , GR, and G∗R are given by (7)–(9). This
operator makes explicit the interconnection structure
associated with the power continuous energy flows
in the system defined by the operators J and S [7]
[4].
By considering the constitutive relations associated
with the irreversible phenomena:
ep = Sfp
defined by S a coercive operator on L2((a, b);Rn)
and the power continuous relations:(
f
fp
)
= Je
(
e
ep
)
=
[ J GR
−G∗R 0
](
e
ep
)
then one recovers the differential operator of the
model:
f = J e− GRSG∗Re,
which is the same operator that appears in (4). This
may be seen as a feedback on the port variables ep
and fp, feedback will be used to prove the main
results in the next section.
The higher-dimensional operator Je is also formally
skew-symmetric, which means that we can use the
results given in [9] and [8].
Proposition II.1. The operator Je defined by (11),
(7), and (9) is formally skew-symmetric and can be
written as:
Je
(
e
er
)
=
N∑
i=0
[
Pi Gi
(−1)(i+1)GTi 0
]
∂i
∂zi
(
e
er
)
.
(12)
with
P˜i (13)
and
P˜i = (−1)i+1P˜Ti . (14)
III. BOUNDARY CONTROL SYSTEMS (BCS) FOR
DISSIPATIVE DISTRIBUTED PARAMETER SYSTEMS
A. Reminder on port variables and boundary control
systems associated with skew-symmetric operators
Let us first recall briefly the definition of boundary
control systems according to [1, §3.3]. That is, BCS
of the form
x˙(t) = Ax(t), x(0) = x0,
u(t) = Bx(t), (15)
where A : D(A) ⊂ X → X , u(t) ∈ U , a
separable Hilbert space, and the boundary operator
B : D(B) ⊂ X → U satisfying D(A) ⊂ D(B),
and
Definition III.1. The control system (15) is a bound-
ary control system if the following hold:
a. The operator A : D(A) → X with D(A) =
D(A) ∩ ker(B) and
Ax = Ax for x ∈ D(A)
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is the generator of a C0-semigroup on X .
b. There exists a B ∈ L(U,X) such that for all
u ∈ U , Bu ∈ D(A), the operator AB is an
element of L(U,X) and BBu = u for u ∈ U .
In [9], the authors have parameterized the boundary
conditions for which a formally skew-symmetric
operator generates a contraction semigroup. We will
use their result to proved a similar result for our class
of systems. In the remainder of this section we state
some results, which are collected from [9].
Theorem III.2. Let Je be a skew symmetric opera-
tor defined by (11), and let HN ((a, b);R2n) denote
the Sobolev space of N times differentiable functions
on the interval (a, b). Then for any two functions
ee,i = ( e1er ) ∈ HN ((a, b);R2n), i ∈ {1, 2} we have
that∫ b
a
e
T
e,1(z)(Jeee,2)(z) + eTe,2(z)(Jeee,1)(z)dz =⎡⎢⎢⎢⎣
(
eTe,1(z), · · ·
dN−1eTe,1
dzN−1 (z)
)
Q
⎛⎜⎜⎜⎝
ee,2(z)
.
.
.
dN−1ee,2
dzN−1 (z)
⎞⎟⎟⎟⎠
⎤⎥⎥⎥⎦
b
a
,
(16)
where
Q =
⎛⎜⎜⎜⎜⎝
P˜1 P˜2 P˜3 · · · P˜N−1 P˜N
−P˜2 −P˜3 −P˜4 · · · P˜N 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
(−1)N−1P˜N 0 · · · · · · 0
⎞⎟⎟⎟⎟⎠ ,
(17)
with P˜i given by (13). Furthermore, Q is a nonsin-
gular symmetric matrix.
Definition III.3. The matrix Qext in R4nN×4nN
associated with the differential operator Je is defined
by:
Qext =
(
Q 0
0 −Q
)
. (18)
Lemma III.4. The matrix Rext defined as
Rext =
1√
2
[
Q −Q
I I
]
(19)
is invertible, and satisfies(
Q 0
0 −Q
)
= RTextΣRext, (20)
where
Σ =
(
0 I
I 0
)
(21)
All possible matrices R which satisfies (20) are given
by the formula
R = URext,
with U satisfying UTΣU = Σ.
Definition III.5. The boundary port variables associ-
ated with the differential operator Je are the vectors
ee,∂ , fe,∂ ∈ R2nN , defined by
(
fe,∂
ee,∂
)
= Rext
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
e(b)
er(b)
.
.
.
dN−1e
dzN−1 (b)
dN−1er
dzN−1 (b)
e(a)
er(a)
.
.
.
dN−1e
dzN−1 (a)
dN−1er
dzN−1 (a)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (22)
where Rext is defined by (19).
Following Theorem 4.2 of [9] we immediately obtain
the following result.
Theorem III.6. Let W be a 2nN × 4nN matrix. If
W has full rank and satisfies WΣWT ≥ 0, where
Σ is defined in (21), then the system
∂x
∂t
(t) = Jex(t)
with input
u(t) = W
(
fe,∂(t)
ee,∂(t)
)
is a boundary control system. Furthermore, the op-
erator Aext = Je with domain
D(Aext) =
{(
e
er
)
∈
(
HN ((a, b),Rn)
HN ((a, b),Rn)
) ∣∣∣ ( fe,∂
ee,∂
)
∈ kerW
}
,
(23)
generates a contraction semigroup.
Let W˜ be a full rank matrix of size 2nN × 4nN
with
(
W
W˜
)
invertible. If we define the linear mapping
C : HN ((a, b),R2n) → R2nN as,
Cx(t) := W˜
(
fe,∂(t)
ee,∂(t)
)
(24)
and the output as
y(t) = Cx(t), (25)
then for u ∈ C2((0,∞);R2nN ), x(0) ∈
HN ((a, b),R2n), and Bx(0) = u(0) the following
balance equation is satisfied:
1
2
d
dt
‖x(t)‖2 = 1
2
(
uT (t) yT (t)
)
PW,W˜
(
u(t)
y(t)
)
,
(26)
where
P−1
W,W˜
=
[
WΣWT WΣW˜T
W˜ΣWT W˜ΣW˜T
]
. (27)
Furthermore, we have that the matrix(
WΣWT WΣW˜T
W˜ΣWT W˜ΣW˜T
)
is invertible if and only if(
W
W˜
)
is invertible.
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B. Boundary control system associated with irre-
versible linear systems
First observe that if we define(
f
fp
)
= Je
(
e
ep
)
=
[ J GR
−G∗R 0
](
e
ep
)
and let ep = Sfp with S a coercive operator on
L2((a, b);Rn), we obtain
f = J e− GRSG∗Re,
which is the same operator that defines our class of
systems. This idea of feedback will be used to prove
the next theorem. In order to simplify the notation
we introduce the following definition.
Definition III.7. The boundary port variables asso-
ciated with the differential operator (J − GRSG∗R)
are the vectors gf,∂ , ge,∂ ∈ R2nN , defined by
(
gf,∂
ge,∂
)
= Rext
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
e(b)
(−SG∗Re)(b)
.
.
.
dN−1e
dzN−1 (b)
dN−1(−SG∗Re)
dzN−1 (b)
e(a)
(−SG∗Re)(a)
.
.
.
dN−1(−SG∗Re)
dzN−1 (a)
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (28)
where Rext is defined by (19).
Remark III.8. Observe that (28) is the same as (22)
whenever ee =
(
e
−SG∗Re
)
.
Theorem III.9. Consider the operator A = (J −
GRSG∗R) with domain
D(A) =
{
e ∈ HN ((a, b);Rn)
∣∣∣ SG∗Re ∈ HN ((a, b);Rn), (29)(
gf,∂
ge,∂
)
∈ kerW
}
. (30)
If W has full rank and satisfies WΣWT ≥ 0, then
A generates a contraction semigroup.
Proof: As mentioned before, the proof is based
on a feedback argument on the operator Je. First
observe that since Aext is the generator of a contrac-
tion semigroup (see Theorem III.6) we have from the
Lu¨mer-Phillips theorem (see [3, Theorem 2.27]) that
〈Aexte˜, e˜〉 ≤ 0 for all e˜ ∈ D(Aext) and (31)
ran (λI −Aext) = L2((a, b);R2n) for some λ > 0.
(32)
Now we can proceed to prove that A generates a
contraction semigroup. To do so, we will use the
same Lu¨mer-Phillips theorem. That is, we first prove
that A satisfies 〈Ae, e〉 ≤ 0 for any e ∈ D(A) and
next that ran (λI − A) = L2((a, b);Rn) for some
λ > 0. For e ∈ D(A), we have
〈Ae, e〉 = 〈(J − GRSG∗R)e, e〉 = 〈J , e〉+ 〈−GRSG∗Re, e〉 .
Define ep = −SG∗Re and observe that ep ∈
HN ((a, b);Rn), see (29). It is now easy to see that
( eep ) ∈ D(Aext), see Remark III.8 and (23). From
this and the equation above we can see that
〈Ae, e〉 = 〈J e + GRep, e〉
≤ 〈J e + GRep, e〉+ 〈G∗Re, SG∗Re〉
= 〈J e + GRep, e〉+ 〈G∗Re,−ep〉
=
〈[ J GR
−G∗R 0
](
e
ep
)
,
(
e
ep
)〉
=
〈
Aext
(
e
ep
)
,
(
e
ep
)〉
≤ 0,
where in the second step we used the fact that S is
coercive, in the third step we used ep = −SG∗Re,
and in the last step we used (31).
Next we prove the range condition on A. That is,
for a λ > 0 we have to prove that for any given
f ∈ L2((a, b);Rn) we can find an e ∈ D(A) such
that
f = (λI −A)e.
In order to prove this, let
P =
[
0 0
0 S−1 − λI
]
.
Since S is coercive, we can find some λ > 0 such
that S−1 − λI ≥ 0. Thus we can assume that P is
a nonnegative operator. Let consider the following
technical Lemma :
Lemma III.10. Let P be a nonnegative bounded
operator and let M be the generator of a contraction
semigroup. Then, M−P also generates a contraction
semigroup.
It follows from Lemma III.10 that Aext−P generates
a contraction semigroup. This in turn implies that
ran (λI −Aext + P ) = L2((a, b);R2n). Thus, given
any
(
f
0
) ∈ L2((a, b);R2n) we can find ( eep ) ∈
D(Aext) such that(
f
0
)
= (λI −Aext + P )
(
e
ep
)
(33)
=
[
λI − J −GR
G∗R S−1
](
e
ep
)
⇒ f = (λI − J )e− GRep and
ep = −SG∗Re
⇒ f = [λI − (J − GRSG∗R)]e. (34)
Since ( eep ) =
( e
−SG∗Re
) ∈ D(Aext), it is easy to see
that e ∈ D(A). Then from (33) we can see that A
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satisfies the range condition. Concluding, we see that
A generates a contraction semigroup.
Following Theorem III.6 and Theorem III.9 we can
prove the following result.
Theorem III.11. Let W be a 2nN × 4nN matrix.
If W has full rank and satisfies WΣWT ≥ 0, where
Σ is defined in (21), then the system
∂x
∂t
(t) = (J − GRSG∗R)x(t) (35)
with input
u(t) = Bx(t) = W
(
gf,∂(t)
ge,∂(t)
)
(36)
is a boundary control system. Furthermore, the op-
erator A = J − GRSG∗R with domain
D(A) =
{
e ∈ HN ((a, b);Rn)
∣∣∣ SG∗Re ∈ HN ((a, b);Rn), (37)(
gf,∂
ge,∂
)
∈ kerW
}
. (38)
generates a contraction semigroup.
Let W˜ be a full rank matrix of size 2nN × 4nN
with
(
W
W˜
)
invertible. If we define the linear mapping
C : HN ((a, b),R2n) → R2nN as,
Cx(t) := W˜
(
gf,∂(t)
ge,∂(t)
)
(39)
and the output as
y(t) = Cx(t), (40)
then for u ∈ C2((0,∞);R2nN ), x(0) ∈
HN ((a, b),R2n), and Bx(0) = u(0) the following
balance equation is satisfied:
1
2
d
dt
‖x(t)‖2 ≤ 1
2
(
uT (t) yT (t)
)
PW,W˜
(
u(t)
y(t)
)
,
(41)
where
P−1
W,W˜
=
[
WΣWT WΣW˜T
W˜ΣWT W˜ΣW˜T
]
. (42)
Furthermore, we have that the matrix(
WΣWT WΣW˜T
W˜ΣWT W˜ΣW˜T
)
is invertible if and only if(
W
W˜
)
is invertible.
Proof: We divide the proof in three steps. In
Step 1. and 2. we show that we have a boundary
control system. In step 3. we prove (41) and (42),
respectively. For a boundary control system we have
to show that for zero inputs, the operator A generates
a C0-semigroup, and furthermore that there exists a
bounded operator B mapping into the domain of B
and such that BBu = u for all u ∈ R2nN .
Step 1: As mentioned above, we have to show
that A = J − GRSG∗R with domain (37) is an
infinitesimal generator of a semigroup. This follows
directly from Theorem III.9.
Step 2: We have to find a bounded linear operator
B such that Bu ∈ D(B) = HN ((a, b);RnN ) and
BBu = u for all u ∈ R2nN . This follows similarly
as the second step in the proof of Theorem 4.5 of [2].
Step 3: By the definition of B and D(A), we
see that the conditions stated in the theorem are
the same as x(0) − Bu(0) ∈ D(A). Hence by
Theorem 3.3.3 of [1] we have that there exists a
classical solution of (35)–(36). Hence, in particular,
x(t) ∈ HN ((a, b),Rn) holds pointwise in t, x(t)
is differentiable as a function of t, and x˙(t) =
(J − GRSG∗R)x(t). Using this, we obtain
d
dt
‖x(t)‖2 = d
dt
〈x(t), x(t)〉
= 〈x˙(t), x(t)〉+ 〈x(t), x˙(t)〉
=
〈
(J − GRSG∗R)x(t), x(t)
〉
+
〈
x(t), (J − GRSG∗R)x(t)
〉
Define xp = −SG∗Rx and observe that xp ∈
HN ((a, b);Rn), see (37). It is now easy to see that
( xxp ) ∈ D(Aext), see Remark III.8. From this and
the equation above we can see after some calculation
that
d
dt
‖x(t)‖2 = 〈Jx(t) + GRxp(t), x(t)〉+ 〈x(t),Jx(t) + GRxp(t)〉
≤ 〈Jx(t) + GRxp(t), x(t)〉+ 〈x(t),Jx(t) + GRxp(t)〉
=
d
dt
∥∥∥∥( x(t)xp(t)
)∥∥∥∥2 ,
where we used the fact that S is coercive, and
xp = −SG∗Rx. The rest of the proof follows from
Equations (26) and (27) and the fact that ( xxp ) ∈
D(Aext).
Remark III.12. Following Section 5 of [9] we can
easily see that Theorem III.11 also holds if we re-
place the operator (J −GRSG∗R) by (J −GRSG∗R)L,
where L is a coercive operator on L2((a, b);Rn).
This allows to deal with systems with different
parameters or even systems with nonconstant param-
eters.
C. Boundary control system associated with dis-
tributed parameter reactor
Let recall our example of tubular reactor. The con-
sidered PDE is
∂x1
∂t
= Da
∂2x1
∂z2
− v ∂x1
∂z
− k0x1 (43)
where v > 0 is the velocity of the fluid, Da > 0
the diffusion constant, k0 is the kinetic constant.
Comparing the equation above with (4), we can
easily see that in this case we have
J = −v ∂
∂z
, (44)
−GRSG∗R = Da
∂2
∂z2
− k0. (45)
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From this we get
GR =
√
Da
∂
∂z
+
√
k0, S = I, (46)
and
G∗R = −
√
Da
∂
∂z
+
√
k0, (47)
and thus (see equations (7) and (13)) N = 1,
P1 = −v, G1 =
√
Da, P0 = 0, G0 =
√
k0,
and
P˜1 =
[ −v √Da√
Da 0
]
= Q.
Recall that G∗R is the formal adjoint of GR, i.e. the
adjoint of GR ignoring boundary variables. Then it
is easy to see that equation (43) becomes
∂C
∂t
(t, z) = (J − GRSG∗R)C(t, z). (48)
From Definition III.7 and using (19) we obtain the
boundary port variables
(
gf,∂
ge,∂
)
= Rext
⎛⎜⎜⎝
C(b)√
Da
∂C
∂z (b)−
√
k0C(b)
C(a)√
Da
∂C
∂z (a)−
√
k0C(a)
⎞⎟⎟⎠
(49)
with
Rext =
1√
2
⎛⎜⎜⎝
−v √Da v −
√
Da√
Da 0 −
√
Da 0
1 0 1 0
0 1 0 1
⎞⎟⎟⎠
i.e.
(
gf,∂
ge,∂
)
=
1√
2
⎛⎜⎜⎝
−v(C(b)− C(a)) + Da( ∂C∂z (b)− ∂C∂z (a))−
√
k0Da(C(b)− C(a))√
Da(C(b)− C(a))
C(b) + C(a)√
Da(
∂C
∂z (b) +
∂C
∂z (a))−
√
k0(C(b) + C(a))
⎞⎟⎟⎠
(50)
As stated into the introduction, the boundary con-
ditions are usually chosen as Dankwert conditions.
This means that the system input is chosen as being
the reactant flux at the input (vC(t, a)−Da ∂C∂z (t, a))
of the reactor and that the gradient of the concentra-
tion (Da ∂C∂z (t, b)) is assigned to 0 at the output of
the reactor. Say, we want
Da
∂C
∂z
(t, a)−vC(t, a) = vCin(t), and Da ∂C
∂z
(t, b) = 0,
(51)
where Cin is an input function. It is easy to see
that these boundary conditions can be obtained from
the port variables by premultiplying them by the
following matrix
W =
1√
2
( −1 v
2
√
Da
−v2
√
Da
1 v+
√
k0Da√
Da
√
k0Da
√
Da
)
.
Since this matrix satisfies WΣWT = [ v vv v ] ≥ 0,
we have that the results in this section apply to this
system.
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