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PARTE I
INTRODUCCION

secciüii 1-A
1. Planteamiento del problema y convenios de notacion.(*)
1 - A  PlaiiLeamient.o del problema
Dados los numéros reales a,B y la funciôn boreliana
1' : R -V R (J {+ oü }
considérâmes el siguiente problema ggr o problema F ', tornado de la teo 
rîa no lineal de barras elâsticas:
minimizar J(v) = -T | (v" (x) ) ^ dx + | F(v(x))dx
0 0
en el conjunto de las funciones localmente integrables taies que
v" e L%(R^) , |” |r(v(x))|dx <
0
y que verifican las condiciones de contorno
v(0) = a , v'(0) = B
En la mayoria de los teoremas asumiremos F ^  0 y F(0) = 0. 
Liamaremos problema aBr o problema r-potencial al caso particular
F(s) - ^ (s(^ , C > O , r > 0
Entenderemos que la constante C pcrmanece fija salvo indicacion en 
contrario.
Las intégrales son de Lebcsgue. Las derivadàs son en sentido de dis_ 
tribuciones (secciun 1-C). F boreliana implica F(v(x)) medible (sec 
cion 1-D),
%
(*) Indice de notaciones en la pâg. 175
secclôn 1- A
El prohl.nma F or, convoxo si 1' es convexa. El problema r-poten_
cial es convexo si y solo si r ^ l .
La existencia de soluciôn es mas bien "standard" si F es inferior 
mente semicontinua, F 0 y el conjunto de minimizaciôn es no-vacio 
(seccion 4). Al permitir que F tome el valor 4 œ , el teorcma de oxi^ 
tencia incluye inecuaciones variacionales como la de la seccion 31.
I.a unicidad es bien conocida si F es convexa (seccion 6-C) , pero 
no hay resultados générales para F no convexa. En este trabajo esta 
blecemes que, en el caso no convexo (0 < r < 1) , el problema agr 
tiene soluciôn unica salvo para ciertos valores de (a,g,r) en que hay 
exac’tamente dos soluciones, obteniendo una descripciôn muy detallada de 
la estructura de esta pêrdida de unicidad (teorema 9.1 y seccion 28).( )
La ecuaciôn diferencial de Euler asociada al problema F es
uT^(x) + F *(u(x)) = 0
La validez y el sighificado de esta ecuaciôn, cuando F no es ni
convexa, es otra de las cuestiones investigadas en este traibajo; teo
reraa 16.1. (En la secciôn 6 resumimos los casos ya conocidosr F £ c’
y ■ r convexa).
Decimos que nuestro problema es de cuarto orden debido al orden de 
la ecuaciôn de Euler,
El resultado mas importante de este trabajo es la compacidad del so­
porte de la^ ) solucionfîs) del problema F : teorema 19.1. La principal
hipôtesis es
|F*(s)| ^  c|s|^^ con 0 < r < 2
En particular, lajf^j solucion^s^ del problema r-potencial tienef^ soporte 
compacto si 0 < r < 2 . Para este problema dispcnemos de otra demo£
traciôn mas breve basada en el metodo de semejanza.
(*) En el indice do resultados (p.179) se indican 1 as paginas do los 
principales teoremas.
secciôn 1-A
Es orientât!vo observai- que si la derivada de F es lipsciiitziana 
en un entorno del origon, el soporte es no-compacto en virtud de teore^  
mas clasicos (seccion 6-B),
Al contrario de lo que ocurre con la ecuaciôn de Euler y con la re 
gularidad, la deinostraciôn de la compacidad del soporte es mas dificil 
cuando F es c’ en el origen,
1,0s ôniCOS trabajos conocidos en la literature sobre compacidad del 
soporte en problemas con ecuaciones diterenciales de cuarto orden son 
los siguientes: '
El problema r-potencial con r=1 (y una pequena modifjcaciôn: vea 
se la secciôn 33) se trata dotalladamente en Borkpvitz y Pollard , 
[2] . (En el segundo articule se referencian los trabajos anteriores). 
Redheffer compléta su estudio y aplica el metodo de semejanza. He^
tenes y Redheffer [1] ,[2] lo generalizan incluyendo funciones peso y 
ter- inos con derivadas intermedias. Sus resultados no implican los 
nuestros, excepte para r = 1 .
En otros dos articules, Berkovitz y Pollard [3], [4] estudian un 
problema variàcional bastante distinto cuyas soluciones verifican la 
misma ecuaciôn diferencial que en sus articules [1] y [2] .
Bidaut-Veron [1] , [2],[3] estudia el problema F con F convexa , 
F(s) ^ c|s| , F(0) - 0 y demuostra la compacidad del soporte en
dimensiôn N con simetrîa esferica. Nuestros resultados abarcan una 
amplia clase de funciones convexas y no convexas , C* y no C* , que 
no verifican la desigualdad F(s) ^  C|s| . (Notemos que esta des- 
igualdad y F(0) = 0 implican que F no es en el origen).
I,a cuestiôn de la compacidad del soporte para problemas de cuarto 
orden en dimensiôn N 2 , sin simetrîa esferica , permanece abierta.
I.a compacidad del so^ xirte en problemas de sequndo orden ha sido e^ 
tudi.ada, en cualquier dimension, por muchos autores, empezando con Bre^  
zis [1], a base de emp)ear principios de comparaciôn. Puede verse un 
rcsumen en I.DÎaz [)], . Estos mêtodos no sirven para problemas de
cuarto orden debido i que los principios de comparaciôn involucran mas
secciôn 1-A
condiciones de contorno y son valides en menos situaciones. No obstari 
te, en este trabajo tainl^ iên aplicamos principios de comparaciôn (o de 
positividad), aunque de una forma mucho mas indirecta.
El problema de segundo orden anâlogo al problema r-potencial se 
estudia , en dimensiôn N, por Caffarelli cuando r =1 , Alt y
Caffarelli [lj cuando "r = 0" y Phillips cuando 0 < r < 1. (El
sighificado de r = 0 puede verse en nuestra secciôn 25), En estos 
trabajos se anade la restricciôn v >  0. (*)
f!" >  + a
El estudio de la propiedad 
de compacidad del soporte ex 
plica que planteemos el proble^ 
mà en intervalo infinite. En 
intervalo acotado esta propie^ 
dâd se traduce en que la solu_ 
ciôn es idênticamente nula en 
un cierto subintervalo cuya 
frontera es una frontera libre
es decir, no conocida como dato del problema sino como parte de la reso 
luciôn del mismo. Fijajos unos datos de contorno, para que exista dicha 
frontera libre la longitud del intervalo, î , ha de ser suficientemente 
grande. Las cotas del soporte^  a^^obtenidas en este trabajo nos dan 
cotas explicitas de dicha longitud. (Vease la figura adjunta).
En la ecuaciôn de Eüler se observa que el "segundo miembro" es nulo. 
na compacidad del soporte en problemas "con segundo miembro" se estudia 
despues con bastante facilidad (secciôn 30).
Por ultimo,mcncionaremos las propledades de regularidad de las solu_ 
clones (teorema 21.1). La regularidad en el interior del soporte esta 
estrechamente relacionada con la ecuaciôn de Euler. La regularidad glo_ 
bal en requiere ademâs un cuidadoso estudio del extremo del sopor_
te. Cuando f no es lipschitziana ni convexa, creemos que la aportaciôn 
de este trabajo a este respecte es nueva, tanto por los resultados como
(*) Es interesante confrontar los resultados de Phillips de regularidad 
hôlderiana con nuestro teorema 11.2 (pâg.68 y nota pâg.69).
secciôn 1-B
f)or el metodo de estudio del extremo del soporte. (Los casos T lips_ 
chitziàna y T convexa se présentas en la seccion 6).
1 -B Alçiunas notaciones
Llamamos v a una funciôn generica del conjunto de minimizaciôn
del problema «gr o del problema agr.
Con la letra u désignâmes a una soluciôn del problema aPP o del 
problema a$r , salvo indicaciôn expresa en contrario. Tambiên escri^  
biremos u(x; a,g ) cuando queramos especificar los datos de contorno. 
Dado que la soluciôn puede no ser unica, convenimos que en las afirma_ 
clones sobre u se sobreentiende '^para toda soluciôn u del problema
r ^  (o del problema otgr , segun contexte). Por tanto, en los teo 
remas cuyas hipôtesis no ijnplican las del teorema de existencia, la.vte 
sis estâncondicionadasa la existencia de u.
ai, a;,... seran los ceros consécutives de u y a^ el extremo 
superior de su soporte; a^ puede ser finite o infinite.
Empleamos una U (mayuscula) para la soluciôn del problema agr
con a = 0 , g = 1 . Veremos que U es unica para todo r > 0. Los 
ceros y el extremo del soporte de U seran Ai,A2,...fA^ . (A) >0).
Suponemos que a >0 (con cualquier g real) o a = 0  y g > 0 ,
de modo que u(x) > 0 cerca de x = 0 . Este no signifies pêrdida de
generalidad en tanto que las hipôtesis sobre r(S) sean simêtricas 
respecte a s = 0.
El caso et = 0 , g = 0 no lo tratamos, pues si T ^  0 y F(0) = 0
la unica soluciôn es u = 0 (lema 5.5).
Decimos que u "tiene infinités arcos" para significar que la grafj^
ca de u en (0,a^) esta formada por una sucesiôn infinita (numerable)
de arcos contiguos de signe alternante.
Cuando nos referimos -ocasionalmente- a dimensiôn N, entendemos Av 
y A^v en vez de v" y v^^.
Para otras notaciones , vêase el indice de notaciones situado al fi_ 
nal de este trabajo, antes de la bibliografia , en la pâg. 175 .
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1-C Convcnios sobre las derivadas y las igua.ldades c.t.p.
Todas las derivadas son en sentido de distribuai ones. Sea fi un 
abierto de R, acotado o no. Las funciones localmente integrables en 
îî (consideradas como clases en la forma usual) las identificamos con 
distribuciones sobre Q . Si una funciôn f es igual c.t.p. en 0 a
una funciôn continua g , identificamos f con g. Si g posee ex
tension continua a U (cierre de fi), identificamos f y g con dicha 
extensiôn. Las igualdades c.t.p. las entenderemos redefinidas de forma 
que se verifiquen en los puntos de continuidad.
Exceptuamos de estos convenios la funciôn F (veanse las notas de 
la secciôn 1-D).
Resumimos varios resultados fundamentales del an^lisis real de una 
variable en el siguiente lema. (Véase Schwartz [l] , cap II, secciôn 4). 
"localmente en S" significa "en cada compacto de S" y las derivadas 
son , desde luego, en sentido de distribuciones.
Lema 1.1 Sea f una distribuciôn sobre un -j-ntervalo abierto S c  A", 
acotado o no. Entonces
I. f' e ^\ q c  f 6 Abs {S) . En tal casOy la derivada
puntal de f en c.t.p, se identifica con f \
II. f  ^ 4=^ f e Lipj^^J(S) . Esta equivalencia tambiên es
cierta suprimiendo "loc" en amhos tadoe.
III. medida de Radon sobre S 4=^ f localmente de variaciân 
acotada en S.
IV. f" medida de Rcùrlon no-negativa sobre S  no-decreciente
en S convexa fini.ta en S.
V. f convexa finita en S  f C lip.^ ^^ (^S).
succion 1-D 1 1
En particular, todas las funciones del conjunto de minimizaciôn del 
problema f pertenecen a C*(R*) y tiencn derivada primera localmente 
abso]utamente continua (punto I del lema).
1-D Medibilidad de F(v(x)) ‘ ,
Citamos Royden y de Barra como referencias para este aparta
do. Por "medible" entendemos siempre medible de Lebesgue.
La condiciôn " F boreliana" garantiza la medibilidad de la funciôn 
compuesta F(v(x)) , en virtud del siguiente lema (Royden [ij , pag.70)
Lema 1.2 Ijü funciôn compuesta f ° g es medible si f es borelia_ 
nq y g es medible.
Para funciones definidas en un intervalo real y con valores en 
R se comprueba inmediatamente el siguiente;
Lema 1.3 Son borelianas : a) las funciones monâtonas y, por tanto^
las de variadôn acotada j b) las funciones semicontinuas y, en particu 
las, las continuas, y c) las funciones convexas (finitas o no).
Notas
a) No.basta imponer F medible, pues puede ser f “ g no medible 
con f medible y g continua.
b) F es una funciôn definida en todas partes y no una clase "defi_ 
nida salvo conjunto de medida nula". El problema F puede cambiar si 
se cambia cl valor de F en un solo punto. P.ej,, si en cl problema 
de la secciôn 25 cambiamos a F(s) = 1 para todo s , entonces el 
conjunto de minimizaciôn pasa a ser vacio.
c) Recordamos tambiên que una funciôn boreliana puede dejar de ser 
boreliana si se cainbi an sus valores en un conjunto de medida nula.
5 2 socciôn 1-E
1-E HipoLesis sobre F
En este apartado catalogamos très hipôtesis sobre F con el fin 
de facilitar su frecuente uso posterior, pero solo asumiremos alguna 
de estas hipôtesis en los lugares donde lo indiquemos expresamente, 
Estas très hipôtesis son:
"Positividad definida":
F(0) = 0 - e inf F(t) > 0 si s 0 (1.1)
I t / >15/
"Semi-monotonia
P  es no-decreciente en jô^oo^y no-creciente en (1.2)
Continuidad absolute en cada compacto:
F € Abs (R) (1,3)
La relaciôn (1.2) junto con F(0) = 0 implican F >  0.
Cuando se asume con (1.2) , (1.1) puede simplificarse a
F(0) = 0  y F(s) > 0  si s 0
Cuando F es semicontinua inferiormente (y, en particular, cuando es 
continua) el teorema del mrnimo absolute nos permite escribir (1.1) en 
la forma
F(0) = 0 , F(s) > 0  si s / 0 y lim inf Tfs) > 0
I s
Cuando se asume con (1.3) , (1.2) puede enunciarse
s F*(s) > 0 c.t.p. en R
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Ejemplo 1.1 La funciôn |s|^ , r  > 0 , verifica (1.1), (1.2) y (1.3)
Ejemplo 1.2 La funciôn
verifica (1.1),(1,2) y (1.3) y tiende a cero en el origen mas deprisa 
que cualquier potencia positiva.
Ejemplo 1.3 La funciôn
I s I - 1 
ln|sl
verifica (1,1), (1.2) y (1.3) y tiende a cero en el origen mas despa^ 
cio que cualquier potencia positiva.
Ejemplo 1.4 La funciôn par tal que F(0) = 0 y
_q-i
F'(s) =
sen^ — si 0 < s < 1(s'-' -
1 si s ^  1 (q > r > O)
verifica (1.1), (1.2) y (1.3) y F* tiene infinitas oscilaciones en 
todo entorno del origen . Obsérvese que
^  If (s) I ^  (s|^  ’ para |s| 1
Como se ve, las funciones que verifican estas très liipôtesis pueden 
ser "extremndamente" no —  convexas y tener derivada "muy" discontinua.
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1-F Soluciôn explicita de algunos problemas ggF
1. Si F(s) = 0 entonces la soluciôn unica es 
u(x) = a + g X
2. Si F(s) = 2 s^  la ecuaciôn de Euler es u^^ + 4u = 0 y la 
soluciôn unica es
u(x) = a e * COS X + (a + g) e  ^senx
3. Si F(s) = IsI la soluciôn -de soporte compacto- tiene infin^
tos arcos cuârticos semejantes. La resoluciôn explicita se encuentra en
Berkavitz y Pollard [2]. si a = 0 y  en R e d h e f fe r  CiJ s! (xB ^ 0. En realldad,
el problema tratado por estos autores no es exactamente el problema
F(s) = |s| , pero es reducible al mismo, segun explicamos en la secciôn
33. En el artîculo de Berkovitz y Pollard [2] se dan referencias ante^  
riores.
4. En la secciôn 25 resolveremos el problema con
F (s) =
1 si s 0
0 si s = 0
La soluciôn se expresa totalmente en forma explicita mediante radica 
les, cualesquiera que sean a y g . Es un p o lin o m ic de tercer grado 
" de menos de dos arcos" prolongodo por cero. Para ciertos et y g 
(calculados tambiên explicitamente ) hay dos y sôlo dos soluciones.
secciôn 2 1 5
2. Resunien del contenido (*)
En la secciôn 3 damos una breve descripciôn del modèle fisico.
La parte II contiene el teorema de existencia y el de problema 
bien puesto, desigualdades que involucran derivadas y propiedades 
asintôticas, asî como los casos en que F es lipschitziana, C* o 
convexa.
En la parte III estudiaremos el problema qg r por el metodo de 
semejanza, obteniendo los teoremas 9.3 y 9.4, que nos dan una infor^  
n ’ciôn muy detallada sobre la soluciôn. Este metodo fue aplicado por 
Redheffer al caso r = 1.
El teorema 9.3 dice que la soluciôn del problema ag puede obte_ 
nerse de la soluciôn U del problema 01 mediante una traslaciôn y 
una semejanza:
u(x;a,g) = T U ( ox + s)
El teorema 9.4 afirma que, si r > (2/3) - g , U tiene infinites
arcôs semejantes de signo alternante:
- U (x + Al) = p U (Xx) (2.1)
La idea del metodo es la siguiente. Consideremos (2.1). Si U'(Ai) / 0, 
entonces X y jj pueden escogerse de forma que p U (Xx) verifique la 
misma ecuaciôn diferencial (de Euler) y las mismas condiciones de coji 
torno que - U(x + Ai) , de modo que son iguales si se sabe la uni_ 
cidad.
Para r >. 1 sabemos la unicidad (por ser J convexo) y disponemos 
de una demostracion directe de que U'(Ai) / 0, por lo que el anterior 
argumente se convier te en una dcmostraciôn con poco trabajo suplemerita_’ 
rio. (Vease la nota 9.1). • #
Para 0 < r < 1 (caso no convexo) os neccoari.n trabajar con el fun
cional J en vez de la ecuaciôn de Euler, y hay que ir demostrando la
(*) En el Indice de resultados (p.179) se -indican las paginas de los 
principales teoremas.
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unicidad al mismo tiempo que se desarrolla el metodo de semejanza .
La ecuaciôn de Euler tambiên se usa, y de manera esencial, para es_ 
tablecer una primera propiedad de unicidad (lema 7.1 "de prolongà_ 
ciôn ûnica"). Por otra parte, U'(Ai) / 0 es équivalente a que U 
tenga infinités arcos y esta estrechamente relacionado con la regu 
laridad en el extremo del soporte, por lo que se presentan las di 
ficultades explicadas en el pârrafo 9 de la présenté secciôn.
Citamos Sedov [l] , Bluman-Cole [l] y Barenblatt [l] como refe^  
rencias generates sobre el metodo de semejanza para ecuaciones dife 
renciales ordinarias y en derivadas parciales.
En las partes IV y V estudiamo5 el problème F. Lo resumimos 
en los siguientes nueve pasos, asumiendo que F es "definida posit^ 
va" (1.1), "semi-monôtona" (1.2) y absolutamente continua (1.3) .
Los dos primeros pasos se encuentran en la parte II. .
1 . La hipôtesis de positividad definida implica (teorema 5,1) que 
todas las funciones del conjunto de minimizaciôn verifican
lim v(x) = lim v' (x) = 0
X-xo x-x»
2. Si u (x q) = u'(xo) = 0 , entonces u(x) = 0 para todo x ^  x q. 
Esto implica que u tiene a lo mas una sucesiôn (numerable) de arCos 
contiguos de signo alternante. (Secciôn 5-D).
iv
3. A partir de la hipôtesis de semi-monotonra demostramos que u 
es una medida no-positiva donde u > 0 y no-negativa donde u < 0 
(lema 12.1). Por tanto u" es continua donde u / 0 y u* tiene un 
conjunto de ceros "muy sencillo" , lo que facilita varies pasos poste^  
riores.
4. De 3 y 1 résulta que u tiene ceros arbitrariamente grandes 
y, por tanto, el soporte sôlo puede ser no-compacto si u tiene infi_ 
nitos arcos (secciôn 12).
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5. Ecuaciôn do Euler (teorema 16.1). Primeramente establecemos , 
donde u' / 0 , un lema (el lema 13.1) de derivaciôn de intégrales 
paramêtricas del tipo
d
dX
,d ,d
J r (u(x) + \< f> {x ) )d x = j r'(u(x) + X^(x)) ^(x) dx
Para este lema y para la ecuaciôn de Euler donde u* / 0 (secciôn 13) 
sôlo se necesita la hipôtesis de continuidad absoluta de F.
La ecuaciôn de Euler es , salvo pequenos matices, una igualdad 
c.t.p. en el interior del soporte . Los puntos en que u' = 0 se 
tratan con 3 y 2 (secciôn 16). V ^a s e tambiên el paso 8;
Al mismo tiempo que se obtiene la ecuaciôn de Euler résulta que , 
en el interior del soporte, u^^ es una medida, u u^^^ 0 , u'" es 
continua donde u' / 0 y u" es continua.
Sin embargo, la distribuciôn u^^ puede no ser una funciôn ni una 
medida sobre R^, a causa de la singularidad en el extremo del soporte. 
Ejemplo: el problema r-potencial con 0 < r ^ 2/3 (secciôn 11).
6. A partir de u u^^ ^  0 obtenemos que
u'(a^) u"(a^) < 0 , u'(a^) u"' (a^ ) > 0 (2,2)
Las condiciones de signos (2.2) estan enunciadas en el teorema 17.1, 
pero son consecuencia inmediata de la ecuaciôn integro-diferencial del 
teorema 16.2 y de la ecuaciôn diferencial de tercer orden del teorema 
16.3. Aquî se hace ya un primer estudio del comportamiento de u en
7. Compacidad del soporte con la hipôtesis adicLonal
|F'(s)| ^ c |s |*^ "^  c.t.p. , C > 0  , 0 < r < 2
Aplicando a cada arco de u un principle de comparaciôn para el ope_
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rador y -> y^ '^  (con ciertas condiciones de contorno) y usando (2.2) 
se obtiene en la secciôn 18
< ï  l-'IVl
y despuês en la secciôn 19
2-r
2+r
®n+1 - ®n < l"'(Vl (2-4)
de donde a^ = E(^ +^1 ~ n^^   ^ r < 2.
Cuando 0 < r $ 1 (secciôn 20) el principle de comparaciôn puede
aplicarse directamente (a cada arco) porque comparâmes con la ecuaciôn 
y^^ = i 1 , La idea de obtener (2.3) y acotar a^^^ - a^ mediante
|u'(a^)j a partir de (2.2) y la ecuaciôn y^^ = I 1 esta en Hestenes
y Redheffer [lj. La idea de combiner esto con un principle de compa^  
raciôn de cuarto orden se encuentra en Bidaut-Veron [3]. Para apli_ 
car estas ideas a F no-convexa se necesitan los pasos anteriores , 
especialmente la ecuaciôn de Euler.
iv ’Cuando 1 < r < 2 comparâmes con la ecuaciôn y + y =• 0 y nos
iv
encontramos con la importante dificultad de que el operador y x y + y 
no verifica propiedades de positividad (o de comparaciôn) en intervalos 
arbitrarios. Secciôn 19.
En la secciôn 22 damos una tercera demostraciôn de compacidad del 
soporte para 2/3 ^ r < 1 , basada en la cota (2.6).
En las notas de la secciôn 18 puede verse un resumen con referencias 
sobre principios de comparaciôn.
0. Continuidad de u"* en los ceros aislados de u' con la hipôte^  
sis adicional
F’ e L*^  (r - { 0 } )  , q > 2 . .
loc '
Se estudia en la secciôn 14. Esta’ basada en un lema del tipo del parra 
fo 5, pero de demostraciôn bastante mas delicada.
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9. Regularidad en el extreme del soporte . Los resultados se enim 
cian en el teorema 21.1.
Cuando p es lipschitziana la continuidad de u'" (en todo R^ ) se 
demuestra de manera muy directa en la seccion 6 y despues résulta facij^  
mente que u tiene infinites arcos (por el teorema 12.1).
Pero cuando F* es no-acotada en el origen , nos encontramos con 
la siguiente dificultadî Si considérâmes una funcion-prueba ^  idën_ 
ticamente nula mas alla de a^ ^  no obtenemos suficiente informacion 
por diferenciaciôn del funcional Pero si (f> no es idênticamente
nula mas alla de a^ ^^  entonces la diferenciaciôn del funcional carace 
por coropleto de sentido. Lo que hacemos (lemas 15.1 y 15.4) es traba^  
jar directamente con el funcional, buscando (por reducciôn al absurdo) 
una funciôn que contradiga la definiciôn de minimo , sin usar ningun 
tipo de diferenciaciôn.
+
La continuidad de u" en a^ (y en todo R ) résulta asumiendo 
unicamente las très hipôtesis basicas (1.1),(1,2) y (1.3). Como con_
traejemplo, el problema de la secciôn 25 verifica estas hipôtesis ,
sàlvo que F es discontinua en el origen, y u" ya no es continua en
La continuidad de u"' en a^ résulta con la hipôtesis adicional
F’ e.L^q^(R) , q > 3 (2.5)
e involucra la previa demostraciôn de que u tiene infinitos arcos
(lema 15.4) y la cota (teorema 17.5)
3r-2
2+r
|u"’(a^ )| ^  Cte |u'(a^)| (2.6)
donde r es aqui tal. que
F(s) << Cte |s]^ (2.7)
F’ 6 L^ implica (lema 5.1) que F eu holdoriaiia de indice
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(2.8)
Asî, q > 3 en (2.5) implica r > 2/3 en (2.7) y por tanto el 
exponente de (2.6) es positive.
La relaciôn (2.8) entre los exponentes q y r es heurîsticamente 
muy orientativa en cuanto a comparar las propiedades de regularidad 
correspondientes a la funciôn F con las correspondientes a una po_ 
tencia.
Las cotas geomêtricas como (2.3) y (2.6) son la clave para demo^ 
trar las propiedades de continuidad absoluta global y de integrabil_i 
dad global.
En la parte VI profundizamos en el estudio del problema r-poten_ 
cial, a base de combiner el metodo de semejanza, los mêtodos de las 
partes IV y V y propiedades de continuidad en los paramétrés (a,6,r). 
En particular, r e s o l v e varias cuestiones pendientes cuando r ^  2/3, 
Son piezas clave de la cadena deductiva el lema 15.1 (continuidad de 
u" en a^ en el caso de un mümero finite de arcos) y el lema 8.5, que 
nos da la monotonia en (0,ai) de la funciôn
u’ (x)
u(x)
2+r
4
El exponente (2 + r)/4 lo escribiremos casi siempre con otra no 
taciôn en la que
2 + r  , 1
En la secciôn 26 obtenemos que U tiene infinités arcos para
r > (2/3) - Go y un sôlo arco para r proximo a cero. El numéro
(2/3) - Eo se acota en la secciôn 29. Notomos que si U tiene in_
finitos arcos el problema agr tiene soluciôn iinica para todo (ct,B)
(*) El uso del paramétré m se .justifica por los resultados de las 
pâgs. 62, 64, 68 y 152 .
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teorema 9.1. Cuando U tiene un solo arco, entonces es U ^  0 en 
y es igual a la soluciôn del problema con la restricciôn v ^ 0 estu_ 
diada en la secciôn 31.^^^
En la secciôn 28 resolvemos totalmente la cuestiôn de la unicidad 
y de la no unicidad . Para cada r en un entorno de cero existe un 
par de datos de contorno (a,B) , unico "salvo semejancas", tal que 
el problema «fP r tiene exactamente dos soluciones ; una de ellas es 
^  0 en R^ y la otra toma valores negatives. La soluciôn es unica 
para el reste de los valores de (a,B,r).
En la parte V U  dambs.otros resultados -especialmente de soporte 
compacte - obtenibles por mêtodos anâlogos. Destacamos que si en el 
funcional del problema agr ponemos |u*'|P en vez de u"* , resul^  
ta que el soporte de las soluciones es compacte si 0 < r < p (sec^  
ciôn 32),
(*) En la p, 171 (nota de la oecciôn 31) se da otra demostraciôn de que 
u tiene infinitos arcos si r^2/3
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3. Modelo fisico
Nuestro modelo fisico es la version en teorla de barras de ciertos 
modèles para plaças desarrolladgs en Ilyushin p] , Kachanov y
Langenbach p ] , [2]. En la secciôn 60 de Pisarenko et al,[l] pueden
verse las llneas basicas para construir directamente el modelo Je
barras. Las hipôtesis generates de estos modelos son la "linealidad 
geomêtrica” (o "pequenas deformaciones") y una ley elastica no lineal. 
Las leyes elâsticas no lineales aparecen no sôlo por si mismas como 
en Pisarenko et al, , sino tambiên como una de las formas de e n f o _  
car la teorla de la plasticidad ; vease p. ej. en Kachanov ^2^ la 
teorla deformativa de la plasticidad y las relaciones de Hencky.
.Comentamos que en la teorla de plaças de von Karman las hipôtesis 
son justamente las "opuestas" a las anteriores, es decir, geometria 
no lineal ("grandes deformacibnes") y ley elastica lineal de Hooke. 
(Dicha teorla de von Karman puede verse p. ej. en Lions [l], secciôn
4 del capitule i , o en Langenbach [2]).
Pasamos a dar una breve descripciôn de nuestro modelo fisico. la 
ecuaciôn de equilibrio de la barra es
  a(u"(x)) + y(u(x)) = g(x)
dx*
que es la ecuaciôn de Euler asociada al funcional de energla
[ A'(u"(x))dx + f r(u(x))dx - f g(x) u(x)dx
•' 0 0 0
con
a(s) = A'(s) y ( s )  = F'(s)
secciôn 3 2 3
La fuerza aplicada por u n i e l ae l de longiuud esta dada por g. En
nuestro problema F es g = 0 , El caso g / 0 se examina en la sec^
ciôn 30.
El termino y(u(x)) représenta un vinculo elastico , apoyo o cam 
po de fuerzas no lineal. Por ejemplo^ en el problema r-potencial
y(s) = |s|^  ^ sgn s
Si considérâmes fuerzas electricas, obtenemos modelos con r < 1 y,
en general, con F no convexa. La hipôtesis de semi-monotonia (1.2)
sobre F significa que estas fuerzas son atractivas.
Para r=1 el modelo mas natural es una barra pesada flotante.
El termino sgn u de la ecuaciôn de Euler représenta el peso de 
la barra donde u > 0 . y la fuerza de flotaciôn neta donde u < 0.
La linealidad geomêtrica lleva a identificar u" con la curvatura.
La funciôn a(s) esta directamente relacionada con la ley tensiôn- 
deformaciôn del material de la barra; aCu"(x)} représenta el momento 
flector. Las leyes no lineales en forma de potencies llevan a.
A(s) = |s|P , P > 1
En resistencia de materiales se considérant leyes de esta forma -inclu_ 
so en pequenas deformaciones - para materiales taies como fundiciôn y 
piedra. vêasc de nuevo la secciôn 60 de Pisarenko et al. [l] , quienes 
justamente aplican dichas leyes a barras.
Cuando p = 2' el material de la barra signe una ley lineal de Hooke. 
Asi pues, en el problema F del présenté trabajo la no-linealidad es_ 
ta sôlo en el termino y(u(x)).
El caso general p/2 se examina en la secciôn 32. El soporte de 
las soluciones résulta ser compacto para r < p.
Por otra parte, recordamos que el trabajo de Berkovitz-Pollaid 
procode de un problema do fil.trado ôptiino que fîsicamente no hieno nada 
que ver con la teorla de barras.
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PARTE II 
RESULTADOS PRELIMINARES
En esta parte por un lado exponemos algunos resultados 
conocidos y su aplicaciôn al problema F ; por otro lado, de 
mostramos varios teoremas que no liemos visto enunciados ex- 
presamente en la literatura, pero cuya demostraciôn sigue 
pautas conocidas.
Los teoremas 5.1 y 5.2 y el lema 5.5 serân de uso cons­
tante en este trabajo. (Pâgs. 34, 36 y 35, respectivamente).
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4. Teoremas de existencia y de problema bien puesto
Teorema 4.1 (de existencia) . Dados l<p<^ y las fun- 
ciones jT (R^) y : F H  (/{+“>} j connideramos
el problema de minimisar
/■OO /•«> ,co .oo
J ( v )  = j ^ \ v "  ( x ) \ ^ d x  + \ b ( v ' ( x )  ) d x  \ r  ( v (  x )  ) d x  -  \ f ( x ) v "  (x)dx
en el aonjnnto de las funciones localmente integrahles taies 
que
v "6l P(R^) , [ B(v' (x))dx < <^ , ( Y(v(x))dx<->
Jo . Jo
y que verifican las condiciones de contorno v(0)=a ,
V '  ( 0 ) = B -
Si las funciones V y S  son inferiormente semicontitiuas y 
el conjunto de minimizaciôn es no vacio, entonces este prohle- 
ma tiene al menos una soluciôn.
Comentamos que el conjunto de minimizaciôn es no vacio 
para todo (a,6) si F y B son localmente acotadas (p.ej. con­
tinuas) y r(0)=B(0)=0, puesto que existen funciones de C (R) 
y de soporte compacto que verifican las condiciones de con­
torno .
Las funciones B (v' (x)) y F (v (x)) son medibles por el 
lema 1.2 y/o el lema 1.3, con lo cual las Intégrales de 
J(v) tienen sentido.
Este teorema entra dentro del tipo de los teoremas de 
existencia tratados en Morrey [l]. El caso particular p=2, 
F(s)=|s|, B=0, f=0 de la siguiente demostraciôn puede verse
en Berkovitz y Pollard [l].
Sea M el infiirio de J, que a priori podria ser -®. Sôlo el 
ultimo sumando de J(v) puede ser neqativo. Sea (v^^ una 
sucesiôn min i mi z an te . Veainos que II Itp cr. ta acotada. En 
efecto, si no fuera asi para alguna- subsuctfsiôn tendriamos
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Contradicciôn. Por tanto
f lv"|P < Cte , f B(v') < Cte , f r(v ) < Cte
jo ' n jo "  jo "
para alguna constante Independiente do n. Por compacidad
débil de b^(l<p<” ) extraemos una subsucesiôn (que segulmos
llamando v ) tal que v" converge débilmente hacia una clerta n ^ n
funciôn w de L^(R ) . Llamemos u a la primi tiva segunda de w 
que verifica las condiciones de contorno, es decir :
(X
u(x) = a + 6x + (x-t) w(t) dt
jo
(4.1)
Vamos a probar que u es soluciôn del problema.
La convergencia débil de v|^  hacia w=u" y la formula
v ( x ) = a + B x + f ( x - t ) v " ( t ) d t  (4.2)
jo
mues tran que v^(x) -ru(x) puntualmente para todo x%0. 
Analogamente vMx) v' (x) para todo x>0. Como r es semi- 
cont. inf., F (u (x)) <lim Inf F (v^(x)). Entonces por (4.1) 
y el lema de Fatou :
[ F(u) < lim inf [ F (v )Jo Jo "
Usando esta desigualdad, la anâloga para B(u*), la serai- 
continuidad inf. débil de la norma L^ y (4.1) otra vez, 
obtenemos cuando n-»™
J(u)<lim infl Iv" I^ + lim inf B(v') + lim inf 1 F(v ) Jo " Jo " jo «i0 (4.3)lim 1 f v" < lim inf J(v ) = Mlo n n
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puesto que Urn j(v^)=M por cons trued on. Como u per tenece al 
conjunto de minimizaciôn r é s u l t a  J(u)=m/-® y u es solu­
ciôn del problema.
Notas
a) Este teorema es aplicable a todos los problèmes trata­
dos en el présenté trabajo, excepto el de la secciôn 33, cuya 
demostraciôn de existencia requiere unas modificaciones insig
nificantes. Al permltir que B y F toraen el valor +«>, el 
teorema incluye inecuac iones variaclonales ! p.ej. secciôn 31 .
b) Si F (s) >Cte |s| ^  con r>l, puede anadirse en J(v) el 
termino :
-1 f,(x) v{x) dx , f G (R^)0 1 1
pues entonces puede extraerse de {v^} una subsucesiôn debil- 
mente convergente en L^.
El teorema siguiente viene a decir que el problema de 
minimizaciôn esta bien puesto, en un sentido proximo al de 
Tikhonov (ver Vainberg [l] ), siempre y cuando se conozca
ademâs la unicidad.
Teorema 4,2 Hipôtesis y notaaiôn como en el teorema 4.1.
Dada cualquier sucesiôn minimisante {H ^ , existe una sub­
sucesiôn (que designaremos igualmente y una soluciôn u
del problema taies que
I. y" -+ u" fuevtemente en L^(E^)
II. 1 B(v'J -y [ B(u' ) y [ V(v ) -r ( V(u)
Jo ” Jo Jo Jo
III. V -* u y v' -y u' unifovmamente en cada compacto
n n
oc CCy ,
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IV. Si el problema tiene soluciôn ûnica, todo lo ante­
rior se cumple para la sucesiôn minimisante dada inicial- 
mente (sin extraer ninguna subsucesiôn).
El punto IV sera consecuencia de los anteriores,
pues si u es ûnica toda Subsucesiôn convergente de 
converge hacia u" ; y. analogamente las suces iones de II y lll.
Considereraos (4.3). Como M=J(u), /fu" = lim/fv|| y los 
otros sumandos son no-negativos, résulta
|u" I*’= lim inf I |vj^ (^  B(u') = lim infj B(vM f (u)= lim infj^  f (v^ )
Extrayendo subsucesiones que converjan a los respectivos 
lim inf, obtenemos el punto n  del teorema y ademâs
lo que prueba el punto I, porque en L , l<p<” , la conver­
gencia débil junto con la convergencia numérica de la suce­
siôn de las normas implican la donvergencia fuerte. (Ver en 
Kantorovich y Akilov [l], cap. VIII ; teorema 4 (l.VIII), una 
demostraciôn directa para los L^. En Barbu [l], proposiclôn 
1.4, puede verse una demostraciôn para los espacios unifor- 
memente convexos. La convexidad uniforme de los L^, 1<p<«,
esta demos trada p.ej. en Sobolev [1] o Adams [l]) .
Pasamos a demos trar el punto III. Razonamos sôlo para v^ 
pues para v'^  es anâlogo. Sea S un inter val o compacto. Usando 
(4.2) y la desigualdad de Holder :
|v^(x) - u (x) I < Cte (S) Il v|^  - u"| y
donde la constante es independiente de n y de x. Por tanto 
el resultado y a es table cido en el punto I nos da que v^ ■> u 
uni form, en S .
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Nota Aun cuando no haya convergencia fuerte de v ' \  la 
convergencia débil de vj^  y (4.2) implican por s£ solas que 
para alguna subsucesiôn se cumple III. En tal caso la demos­
traciôn de III se basa en el teorema de inyecciôn compacta 
del espacio de Sobolev W^'^(S) en C^(S).
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5. Desiqualdades que involucran derivadas 
y propiedades asintôticas
5-A Continuidad de Holder e inteqrabilidad de potencies 
de la derivada
Lema 5.1 Sea S un intervalo de E, acobado o no. Si. 
f ’eL^(S) con 1 entonces para todos x ^ a  e S
II. Si ademâs p/™ , f(x)-f(a)=o^\x-a\^^^ ^ cuando
La demostraciôn résulta de la desigualdad de Holder. 
Puede verse en Hardy, Littlewood y Pôlya [l], teorema 222.
Notemos que la o de1 punto H  es minüscula.
Nota Para funciones Lip es vâlido un resultado reel- 
proco (ver lema 1.1). En cambio, las funciones holderianas 
pueden ser abso1utamente continuas ni de variaciôn aco­
tada, incluso en compactes.
5-B DesiguaIdades de Nirenberg y Gagliardo en dimension uno
En los dos lemas siguientes enunciamos parte de las des - 
tgualdades de Nirenberg [l] (tamblen pueden verse en el libro
de Friedman [l]) y Gagliardo [s]. La presentaciôn de Niren­
berg esta directamente adaptada a nuestros propôsitos.
Lema 5.2 Sea S un invervalo acotado de E.
Si f e L ^ ( S )  y , I<P<-
entonces para todo t tal que r<t^<» se verifica
Il f i l,  « ilf^"'llp  l i f i l j ' "
donde la constante depende sôlo de (m,p,t,r)jm es un 
entero^l y
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 ^- (i ~ i) /  (i ^   ^~ i)
Lema 5.3 Sea S un intervalo rw acotado de R.
Si f e L ^ ( S )  y f^'^^eL^(S) , (7<r<. ,
entonces para todos m,j enteros taies que 0<j<m se veri­
fica
II/'"'11“ 11/ 11'-“
donde a = —  , —  - a — + C 1-a) —m ’ q p . r
La constante puede escogerse de forma que solo dependa 
de (m,j).
El enunciado del correspondiente teorema de Nirenberg [l] 
no incluye la po s ibilidad 0<r<l, Sin embargo, Nirenberg expli- 
ca en el texto de su articule la validez del lema 5.3 para 
todo r > 0. El caso m=l del lema 5.2 esta demos trado para todo 
r>0 por Sz.-Nagy en 1941 (ver Beckenbach y Bel1man pâg. 167) 
y el caso m general se obtiene aplicando el lema 5.3 al caso 
m- 1 .
En el lema 5.2 se tiene que 0<a^l ' y a=l sôlo si
t y m = p- 1 .
En el lema 5.3 0<a<l y mi n { p , r ) .$q.f max { p , r } , El
valor de q dado en el lema es el menor posible. Por el lema 
5.2 f ^ ^  ^ e L^(S) para todo t^q.
' ^ 1 ^ 2  tNota Si f e L n L (0<rj<r^^™)^ entonces f € L
para todo t entre r ^ y r ^ , en virtud de la desigualdad de 
interpolaciôn standard entre espacios L^ sobre cualquier con­
junto medible de R :
i b i u  < ibir; iifii;-“
^1 *^2
donde — = a —^  + (1-a) —^
t r 1 ^2
secciôn 5-C
Esta desigualdad permite reducir la demostraciôn del 
lema 5.2 al caso t=».
5-C Anulaciôn en « de las funciones del conjunto de minimi- 
zaclôn
Lema 5.4 Sea f £ C ^ ( R ^ , R )  que verifique las dos hipôtesis 
siguientes :
1) Para todo z>0, la medida del conjunto
E^(x) - {y e [æ, z+l] ; \f(y)\>€}
converge hacia cero cuando
2) gs uniformemente continua en R * .
Entonces lim f^^^(x)=0 , O^j^m.
Este lema es un caso particular del teorema 1 de Redheffer 
y Walter [l]. La hipôtesis 1) se cumple, desde luego, si 
lim f{x)=0 cuando x->-oo. Tambiên muchas condiciones de integra- 
bilidad implican la hipôtesis 1), como puede apreciarse en él 
siguiente teorema.
Teorema 5.1 Si en el problema agr la funciôn r es "dèfi- 
nida positiva"^ esto es :
T ( 0 ) = 0  e inf v(t)>0 si s ^ O
I t l  ^ f s i
entonces para toda v del conjunto de minimizaciôn de dicho 
problema
lim v(x) - lim v' (x) - 0 
x->"”  x-y<^
En particular, v y v’ estân acotadas en R .
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En efecto, apliquemos a v el lema anterior con m-l : 
es uniformemente continua en R* pOr el lema 5.1. Ademâs
fxfl
J r(v(y)) dy > r(v(y)) dy ^  |e (x )| inf r ( t )
^  (x)  ^ ItI>E
Por hipôtesis este înfimo es >0 y / r(v)<<” . Por tanto
I I '  ^|E^(x)|->0 cuando x-v«>, Q.E.D.
Comentamos que si F (s)^Cte|s|^ , r>0 , la conclusiôn 
del teorema puede obtenerse de los lemas 5.2 y 5.3 del si­
guiente modo : 1) En el lema 5.2 se toma t=®, S=(x^,<>’) y se
hace x^ -voo. Asi résulta v(«>)=0. 2) Por el lema 5.3 v' G I? y
se api ica el mismo razonamiento.
La hipôtesis del teorema es, desde luego, mucho mas ge­
ne; 1 que F ( s ) >Cte I s I (ver ejemplos de la secciôn 1-D).
Nota bibliogrâfica Los teoremas de Redheffer-Walter [l] 
se refieren a funciones con valores en un Banach definidas 
en un abierto de R que verifica una condiciôn del cono.. 
Generalizan el teorema de las très derivadas de Hadamard- 
Littlewood : si f(x) =o(l) y f"(x) = 0 ( \ )  cuando x-v<», 
entonces f (x)=o(l) . Las de sigua1dades de Nirenberg [l] y 
Gagliardo [2] tambiên pueden considerarse desde esta pers­
pective. Ver mas referencias y resultados en Redheffer [2], 
Béckenbach-BelIman [l], Hardy-Littlewood-Pôlya [ij-
Las desigualdades de Nirenberg-Gagliardo han s i do exten- 
didas por Lions ^2] a funciones con valores en espacios de 
Banach.
Lema 5. 5 Sea u iinn solueïdn del problema rtRF con 
y \'(0)=0 . Si u(x^) -li' (x^) =0, entonces u(x)=0 para todo
x-z-x, .
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Sea V cualquier prolongaciôn de u para que pertenezca
al conjunto de minimizaciôn. Si v" =0 c.t.p. en (x^,«>) la ûnica 
prolongéeiôn admisible coincide con la enunciada en el 1ema 
(recuérdese que v' es absolutamente continua). Si, por el con­
trario, v"/O en un conjunto de medida positiva de (x^,“), 
entonces el valor del funcional es estrictamente mayor y v no 
es soluciôn del problema.
(No es necesario que F sea "definida positiva" ni que la 
soluciôn del problema ogF sea ûnica).
Teorema 5.2 Sea u una soluaiân del problema oBF con 
F)0 y T(0)=0 , Sea a„ (finito o el extreme superior del
soporte de u. Entonces
I. El soporte de u es o bien R*, o bien un intervalo 
compacto de la forma \0,aj\,
II. Los ceros de u del interior del soporte forman 
o bien un conjunto finito; o bien una sucesiôn 
(numerable) areciente con limite a„. En dichos ceros 
es u'f 0 .
El punto I nos dice que el soporte es un conjunto conexo.
En efecto, sea A el complementario del soporte en y sea
x^eA. Por definiciôn de soporte A es un abierto y u(x) =0 
en un en tor no de x^, luego tambiên u' =0 y cl lema anterior 
nos da (x^,“) c A. Luego A es o bien vacio o bien una semi- 
recta.
Pasamos al punto H  . Que u'/ 0  en esos ceros es évidente 
del lema. Por ser u' continua, estos ceros son puntos ais- 
lados, lue go sôlo hay un numéro finito en cada compac to 
con ten ido en ( 0, a,.,) , Si el numéro de dichos ceros en i O ^a - ^ )  
es finito no hay nada mas que probar. Si es û'finito, sea ( a ^ } 
la sucesiôn creciente formada con los ceros, y sea c su 
limite. Si C e s  claro que a^- + ™. Si c es finito, cl lema 
anterior nos dard c = a tan pronto sepamos que u (c)-u' (c)~0.
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Calculando el limite de u a lo largo de {a } résulta efecti-
n
vamente u(c)=0. Como entre cada dos ceros de u hay algûn 
cero dé u' (teorema de Rolie), tambiên tenemos una sucesiôn 
de ceros de u' que tiendo hacia c, luego u’ ( c) =0.
Los mêtodos de esté apartado fuerûn ya ucilizados por 
Berkovitz y Pollard [l].
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6. Casos en que F es Lip, C ^ o convexa
Recordamos que u désigna una soluciôn cualquiera del pr^ 
blema agF , salvo que indiquemos expresamente otra cosa.
6-A Caso en que F es lipschitziana
Lema 6. 1
J. Sea A un abierto de R y sea U=u (A) . Entonces
u^^€L (Yi) s i  TGÜipi^^ (A)
II. u '^ ç^ L"(R*) si TeLip(^(R) y ue.L^(R^) 6 si VaLip(R)
En el segundo caso siendo C la constante de
Lipschitz de T.
Damos una demostraciôn de 1 punto I que, con ligeras modi-
ficaciones, es valida tambiên para el punto II. 
i VBas ta ver que u pertenece a L en un entorno de cada pun 
to de îî. Sea S una bola abierta con Scîî. Por tanto u(S) es un 
compacto de A. Sea A ^ un abierto y K un compacto taies que
u(S)c A ^ C  K C A  (6.1)
Sea cualquier <j>6Co(S). Llamaremos igual a su prolongaciôn 
por cero a todo R^ . Dado que u+AiJ) per tenece al conjunto dé 
minimizaciôn,tenemos
O^J (u+X<())-J (u) - -J ^ (u"+X(})" ) ^ -u" ^ + ^F (u + A(())-F (u) (6.2)
(Rvidentemente, da lo mismo poner S que R^en estas intégrales).
Por (6.1) y el teorema del mâximo absolute, para X suflcieri 
temente pequeno la i m a g e n de S por u+X<t> esté contenida en K.
La hipôtesis de Lipschitz nos da entonces que para todo xcS y 
todo X en un entorno de cero se verifica la desigualdad si­
guiente
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r (u (x)+A((i (x) j - r  (u (x)) < C |X| |^(x)| (6.3)
donde C es la constante de Lipschitz de F en el compacto K. 
Obsérvese que C no depende de (p. Llevando (6.3) a (6.2), 
dividiendo por |X| y haciendo primero X-^ 0^, despues X>-0 , 
obtenemos
I L"" ♦”l ^ S
V jj
Por definiciôn de derivada distribucional, <u 
Lue go la ultima desigualdad nos dice que la forma lineal n ' ^  
es continua en Cg (S) con la norma de L ^ . Como Co (S) es denso 
en L^(S), u^ ^  per tenece a), dual de L^(S), es decir, a L (S).
El caso F(s)=|s| del punto H fue ya demostrado por
Berkovitz y Pollard [2].
No ta Generalizaciôn del lema 6.1 a dimension N .
Si N<4, u es continua (ver p.ej. Schwarz [l]) y el lema 
es âlido Integramente con la misma demostraciôn.
Si N)4 se mantiene el punto H  de 1 lema.
En particular, para F ( s)= |s | (problema agr con r~l), 
résulta que A^u G L cualquiera que sea N. Esto ultimo esta 
ya demostrado en Ekeland y Teman [1].
Corolario 6.1 Si F es "definida positiva" en el sentido
(1.1) y F G Atpfgg (R) , entonces £ L (R^) , por
tanto V.'" e L i p t a ^ )  y
lim u"' (x) - lim u"(x) - 0 cuando
fn particular, todo lo anterior se cumple pax'a el problema 
aBr si r^l.
Résulta del punto H del lema 6.1 junto con el teorema 5.1 
y el 1ema 5.4.
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Lema 6.2 Si ?($)- + «> para s<0 y T es Lip en \o,q^ para 
todo q>0, entonces u"^es una medida de Radon en R ^ .
La primera hipôtesis sobre F impone v>0 para toda v del 
conjunto de minimizaciôn. La demostraciôn es parecida a la 
del lema 6.1. Ahora tOmamos (j)^0 y hacemos X-^0*, pero no 
podemos hacer A-+0 . Résulta
<u^^,(|)> 4- Cte /<j) ^ 0
luego u^^+ Cte es una dis tribuciôn no-nega tiva y por tanto
(Schwartz [l]) es una medida.
6-B Caso en que F es C^ ; ecuaciôn de Euler
Lema 6.3 Se Verifica
u^^(x) + T'(u(x)) = 0
en todo x e R *  tal que F sea en un entorno de u(x).
Por tanto, u^^ es continua en dichos puntos.
Corolario 6.2 Para el problema r-potenùial se verifica 
u^^(x) fc\u(x)\^  ^ sgn u(x) - 0 
donde ufO si 0<r^l, en todo R^ si r>l.
Estos resultados serân mejorados en las secciones 7 y 16. 
El método de demostraciôn es el clâsico en câlciilo de 
variaclones. La dificultad de que F no es C en todas partes 
se resuelve con una cons trucciôn como la de (6.1) .
Notas
a) Si F*(s) es Lip en un entorno de s“0, el sopor te de u 
es no-compacto, pues si io fuera el problema do Cauchy en a^  
tendr i a mâs de una soluciôn, en contradicciôn con cl teorema 
de Picard de cxistericia -unicidad para E.D.O. Ejemplo ; el 
problema agr con r ' ^ 2  . Insistimos en que aqui hnblamos de 1 
Lip, no de F Lip.
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• '>) En el problema r-potencial (r>0) , u résulta ser ana- 
litica donde no se anula, en virtud de teoremas standard de 
E.D.O.
6-C Caso en que F es convexa ; unicidad y otras propiedades
Lema 6.4 Si F es convexa el problema agF tiene a lo 
mâs una soluciôn. En particular, la soluciôn del problema 
agr es ûnica si .
(vâlido en dimension N),
Recordamos que el funcional f -»^ || f es estricta mente
convexo (se obtiene de la desigualdad estricta de Minkowski 
para intégrales, ver p.ej. Hardy-Li ttlewood-Pôlya [l]).
Supongamos que el problema agT tiene dos soluciones u, u , 
con u/u. Entonces u"/u" en Virtud de las condiàiones de con­
torno. La funciôn * y" per tenece al conjunto de minimiza­
ciôn, pero
J ( j u  + j u ) <  ^ J ( u ) + ^ J ( u )  = y M + ^ M  = M
donde la desigualdad estricta proviens de usar en los 
sumandos de las derivadas segundas la convexidad estricta 
de f-)^ Il f ||^ . Puesto que J^M, la contradicciôn obtenida prueba 
que u=u.
Nota Las condiciones de contorno de Dirichlet hacen 
innecesario que F sea "definida positiva" o que sea estr ic­
tamente convexa. si. que nece s i tar la mos una de estas dos 
hipôtesis para obtener unicidad con condiciones de contorno 
de Neumann o si el dominio es todo R.
En el caso unidimensional, las propiedades de regularidad 
de u cuando F es convexa estân englobadas en otros result ados 
del présente trabajo. En efecto :
$
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1. Si r es convexa y fini ta en todo R, entonces es local­
mente Lip y entra dentro del lema 6.1 (ver tambiên el coro­
lario 6.1).
2. Si r es convexa, )0, s.c.i., y tal que r(0)=0 y 
r(s^)/too para algûn s^^O, entonces es una medida de
Radon sobre R^. Résulta de combiner los lemas 6.1, 6,2 y 
12.1. (obsérvese que T convexa, >0 y r(0)=0 implican r"semi- 
monôtona" en el sentido (1.2)).
En dimension N citamos lo siguiente (ver Bidaut-Veron [4j , 
teorema 4.1, corolario 4.1 y teorema 5.1) :
3. Si r verifica las hipôtesis del pârrafo 2 anterior y 
ademâs |F'(s) | > Cte |s|, entonces A^u tambiên es una medida 
de Radon.
4. Si, ademâs de 3, f es fi ni ta en todo R, entonces 
2 1
A u e L + L , u verifica la ecuaciôn de Euler en 
sentido multivoco c.t.p. :
-A^u(x) 8 f '(u(x))
y ademâs el problema de minimizaciôn puede caracterizarse 
mediante la ecuaciôn multfvoca. Esto ûltimo fuê ya demostra­
do por E)celand y Teman [l] en el caso particular F(s) = |s|.
La ecuaciôn de Euler (para F no C^) que es tudlamos en la 
secciôn 16 de 1 présente trabajo no es en sentido multivoco, 
sino de Igualdad c.t.p. en el interior del soporte. Los re­
sultados de la secciôn 16 admiten F convexa como caso parti­
cular, pero no estân basados en el concopto de convexidad.
En nuestra opiniôn, eî concepto de ecuaciôn multivoca no es 
ûtil para F no-convexa.
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PARTE III
EL PROBLEMA r-POTENCIAL Y EL METODO DE SEMEJANZA
En esta parte es importante tener presents el convenio 
de signes sobre a ,  g (pâg. 9) : a^O y g >0 si a = 0 , de modo que 
u>0 cerca del origen.
La constante C se mantiene fija mientras no se indique 
otra cosa. Notemos que, ademâs, se puede pasar de un valor 
a otro de C mediante semejanzas del tipo del lema 8.1: véase 
la formula (9.7)
Las demo s tracions s de esta parte estân basadas casi exclii 
sivamen te en el método de semejanza. Se exceptûa la deduc- 
ciôn de la ecuaciôn de Euler, que usa nétodos de la parte IV. 
A su vez, sobre la ecuaciôn de Euler se basan las demostra- 
ciones del lema 7.1 "de prolongaciôn ûnica" y de la existen­
cia de ceros de u .
En la parte VI retomaremos el problema r-potencial combi­
na nd o el método de semejanza con otros mêtodos. En particu­
lar, postponemos a la parte VI la demostraciôn de que u 
tiene infinitos arcos si r > (2/3)-g , asi como el estu­
dio de u(x; a ,g) cuando el nûmero de arcos es finito.
Gran parte del trabajo se dedica al caso 0<r<l , y à que
para r^l disponemos de demostraciones mucho mâs breves, 
segûn se expli ca en la nota 9.1 . Las a fIr mac iones sobre
unicidad sôlo tienen interés para 0 <r <1 , pues para r^l
sabemos ya que la soluciôn es ûnica por convexidad (lema 6.4) 
Los resultados fondamentales se a g r u p a n en la secciôn 9.
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7 . Ecuaclôn de Euler y lema de 'prolonqaclon 
ûnica" para el problema aBr
Teorema 7 .1 Consideremos el problema aBr. Entonces para 
todo r>0
= -C\u\^~^ sgn u en
Esta igualdad signiflca, de acuerdo con el lema 1.1, que 
u"’ es absolutamente continua en todo compacto de [o,a^).
Para r>1 no ofrece ninguna dificultad ; de hecho es cierta 
una proposiciôn mâs fuerte : el cololario 6.2. Para 0<r<l
sôlo hay que estudiar los ceros de u en [o,a^> . Por el teo­
rema 5.2 es u' 7^ 0 en dichos ceros, con lo que es valida la 
demostraciôn de la secciôn 13.
Lema 7 .1 Sea u una soluciôn del problema aBr (r>0) y sea
aualquier s>0. Entonaes u solo admite una ûnioa prolongaciân 
mâs allâ del punto s que sea soluciôn del problema aB^.
En este lema es esencial que s^O. Otra redacciôn del 
lema es : "si dos soluciones u , u del problema aB*^  coinciden
en (o,s), entonces coinciden en R ". (Sin embaigo, puede 
haber dos soluciones distintas que no coincidan en ningûn 
entorno del origen ; ver la secciôn 28).
Veamos la demostraciôn (para 0<r<l). En los puntos en que 
UT^ O la ecuaciôn de Euler verifica la condiciôn de Lipschitz 
del teorema de Picard de ex1 s teneia-unicidad para E.D.O., 
luego en ellos no se puede perder la un icidad. Sea un punto 
donde u = 0 pero u'^0 ; por tanto u' /O en un - cierto entorno.
Mu1t1plicamos la ecuaciôn de Euler (teorema 7.1) por u' 
e integramos, con lo que llegamos a
u'u" - Y ~ Iu(  ^ = Cte
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En el enLorno en que u'^0 podemos rebajar el orden de 
esta ecuaciôn homogénea, obteniendo
^   ^ i  (fï)^  ^ pl"!'' = cte
donde w = du/dx y w se considéra como funciôn de u. Dado 
que u es la variable independiente y w^O, se verif ica la 
condiciôn de Lipschitz antes mencionada y la unicidad 
tampoco puede perderse donde u'^0. (El paso de w(u) a u(x) 
también conserva la unicidad). Por ultimo, en los puntos 
donde u y u' son ambas cero, u se prolonge univocamente por 
cero en virtud del lema 5.5.
Notas
a) El lema 7.1 se extiende al problema T si F curaple
las hipôtesis (1.1), (1.2), (1.3) y ademâs r ’ 6 Lipj^^^ (R-{0} )
En la ultima hipôtesis aparecé la derivada F ' y no F ; 
el origen puede excluirse gracias al lema 5.5.
b) El lema 7.1 puede reformularse en t é i ^ m i n o s  del 
problema de valor inicial de Cauchy en x=0. Ver la secciôn 
23-A, donde se estudia la unicidad del problema agr por un 
método diferente.
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8. Algunos lemas de semejanza y homoqeneidad
Los lemas de esta secciôn son vâlidos para cualquier r>0.
Las propiedades de semejanza se oxpresan en el lema 8.1. 
Combinando las propiedades de semejanza y homogenéidad 
obtenemos los lemas 8.2 y 8.3, los cuales incorporan también 
resultados de unicidad derivados del lema 7.1 "de prolonga- 
ciôn ûnica".
El lema 8.5 nos darâ, por un lado, propiedades de uni­
cidad de las fôrmulas que relacionan una soluciones con 
otras. Por otro lado nos ayudard, en la parte Vf, a dilu- 
cidar varias de las cuestiones ma s dificiles cuando r<2/3. 
Los lemas 8.3, 8.4 y 8.5 pueden supr iinirse si se renuncia 
a profundizar el estudio del caso r< 2/3.
Recordamos que a^  es el primer cero positivo de 
u (y a^ de u) . La existencia de a ^ résulta de la ecuaciôn 
de Euler donde uj^ O (corolario 6.2) y el razonamiento de los 
lemas 12.2 y 12.3 (pâg. 74) .
M(a,6) désigna aqui el minimo del funcional J en ù1 
problema agri No indicamos la dependencia en r (ni en C) 
por perraanecer fijos estos parâmetros. Tambi én omi tiremos 
frecuentemente la r final de "problema cïgr".
Para t ^ ï  definimos*^^
y convenimos en poner 0=l/m cuando r~2. En las expresiones 
que contengan m tomarèmos el limite cuando r->-2 como valor 
para r=2.
A los cocientes de la forma
(8 .1)
1-- 1-1 
a u (s) ™
convenimos en darles el valor 4'” cuando el d e nom I n ad or es 
cero.
(*) El uso del parâmetro m se justifica por los resultados de las 
pâgs. 62, 64, 68 y 152 .
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Lema 8.1 Sean u una soluciôn del problema agr y ü una 
soluciôn del problema âgr. Si se cumple la igualdad
 =— 7- -  ^  (8 .2)
l-~ 1--
a S
entonces :
I. iu(ox) es una soluciôn del problema agr, donde los 
numéros positivos T  ^o estdn determinados por (8.3) y (8.4).
II. Si uno de los problemas ag o ag tiene soluciôn ûnica, 
el otro también tiene soluciôn ûnica y se cumple
u(x) - iu(ax) para todo x^O
(si a=0 (8.2) significa a-a-0, segûn el convenio de dar el
valor 4«>}, Comencemos por ôbtëner condiciohes necesarias sobre 
T,o. Imponiendo que tu(ax) verifique las condiciones de con^ 
torno (a,g) résulta :
a = Ta g = xag (8.3)
Si a7^ 0 y g7^ 0 la condiciôn de compatibilidad de (8.3) con
(8.2) se escribe
TO™ = 1  si r 7^ 2
0 = 1  si r = 2) (8.4)
Si a=0 o g=0 (8.3) no détermina t ,0. Pero entonces esco-
gemos T,0 de forma que cumplan (8.4).
As f pues, en todos los casos existcn T ,O ur./vocamente de­
terminados por (8.3) y (8.4).
Pasamos a la demostraciôn del lema. Haciendo el cambio 
y=ox en la expresiôn J ( t u ( o x ) )  obtenemos :
J ( T ü ( o X  ) ) = 1 T^O^ [ ü" (y) ^  dy -f ^ ^  [ |" ( y ) | ^  dy
/i r a jo
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Tongar-e en cuenta que fru (Ox) 1 = TO^ ü'*{Ox)
dx t J
En virtud de (8.4) = T^/o , luego
J ( T u ( a x ) ) = ^ J ( u ) = ^ M ( â , 3 )  (8.5)
Dado que xu(ox) por (8.3) verifica las condiciones de 
contorno (a,g)
M(a,g) ^ J(Tu(ox)) = ^  M (â, g)
Invirtiendo el razonamiento :
M(a,g) < J ^  u (^)^ “ M(a,g)
Las dos ultimas desigualdades dan 
,r
M(a,g) = —  M(â,g) = j(TÜ(ax)) (8.6)
y p ■ tanto Tu(ox) es una soluciôn del problema ag.
Pasamos a demostrar el punto H . La unicidad imp 1 ica 
obvi amen te u(x)=Tu(ax). Solo f a11 a ver que la unicidad de 
un problema implica la del otro. En efecto, si el problema 
ag tuviera dos soluciones distintas u^ y u^, también serran 
TUj(Ox) y Tu^(Ox) dos soluciones distintas del problema a g .
El razonamiento inverso es c1aramen te también vâlido.
Nota El punto esencial esta en el paso (8.5), que es 
donde se origina la relaciôn (8.4) . Esta misma relaciôn se 
obtiene imponiendo que xu(ox) verifique la ecuaciôn de Euler.
A su vez la relaciôn (8.4) sugiere p1 an tea r la hipôtesis (8.2) 
y sus anâlogas de los.lemas siguientes.
Lema 8.2 S c a n  u  y  u  s o l u c i o n e s  d e l  p r o b l e m a  agr y  d e l  agry 
r e  s p e c  t i v a m e y i t e . S u p o n g a m o o  q u e  e x i s t e  s  t a l  q u e  0 < s < a j .  
y  q u e
 g _ . u '  ( s )
^ m u (  s ) >"
S c a n  - x , c > 0  d e t e r m i n a d o s  p o r  ( 8 . 4 )  y  p o r
n  =  T u (  s )  ,  =  x a u '  (  s )  . (8.7)
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E n t o n c e s  e l  p r o b l e m a  agr t i e n e  s o l u c i ô n  û n i c a  y  
u ( x )  - TM ( o x + s )  p a r a  t o d o  x ' ^ 0
Nota En la demostraciôn que sigue se ve que puede suprimir- 
se la hipôtesis s <a ^ , dejando sôlo s>0 y admitiendo x<0. Pre­
fer imos redactarlo as f porque con la condiciôn s<a ^ obtendre- 
mos que el numéro s es ûnico (corolario 8.1).
La funciôn u(x) para x^s es soluciôn del problema :
min. + |v|^ v ( s ) = u ( s ) ,  v'(s)=u'(s) (8.8)
s i
luego la funciôn u(x+s) es soluciôn de :
min. \  \ v(o) =u(s) , v ' ( 0 ) = u ’(s)
y en virtud de lema 8.1 xu(oxts) es soluciôn de :
min. -jj v"^ + ^ | f v ( ^  v(o) = x u ( s ) = a  , v*(0)=xau'(s)=f
(Recuerdese (8.7)). Heraos, pues, obtenido que Xu(ax-s) es 
una soluciôn del problema agr. Solo falta demostrar la uni­
cidad del problema ag. Invirtiendo el razonamiento anterior 
résulta que ^ u(^^^) es una soluciôn del problema (8.8) y puede 
tomarse como prolongaciôn de u para x>s (en el sentido del 
lema 7,1). Si el problema ag tuviera dos soluciones distintas 
tendriamos dos prolongaciones distintas de u mâs allâ del 
punto s, lo que es imposiblo en virtud del )ema 7.1. Nôtese 
que aqui se usa la hipôtesis s>0.
Lema 8.3 S e a  i i  u n a  s o l u c i ô n  d e l  p r o b l è m e  agr y  u u n a  
s o l u c i ô n  d e l  p r o b l e m a  agr. S u p o n g a m o s  q u e  e x i s t e n  s , s  
t a i e s  q u e  0 ^ s < a ^ ^ ,  . , .  ^ ,  s y  s n o  a m b o s  c e r o .
y  q u e
(8.9)
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u'(s) _ u' ( s)
1-1 1-1 
u(s) ü(s)
Sean o >0 determinados por (8.4) y por 
u(s) - Tu(s) , u*(s) - xon'(s)
Entonaes :
I. Si 3^08 y sf-0 se verifica
u(x) = xu^a(x-s) + 8 ^  para todo x^O 
y si ademâs 8 >08 el problema agr tiene soluciôn ûnica.
II. Si 8(08 y s^O se verifica
u(x) = 1  u + sj para todo x'^0
y si ademâs s<as el problema agr tiene soluciôn ûnica.
Nota El caso s=s=0 es el 1ema 8.1. Si s=0s/O, haciendo 
x=0 en I ô n  résulta (8.3) y también estâmes en la situaciôn 
del lema 8.1. En estos dos casos sôlo puede afirmarse que los 
problèmes ag y ag tienen o bien ambos soluciôn ûnica, o bien 
ambos no ûnica.
Por otra parte, el lema 8.2 es, desde luego, .un caso parti­
cular del lema 8.3.
La forma en que de terminâmes los nûmcros r,C se justifica
como en el lema 8.1.
' Los puntos t y II son disyuntivos y la demostraciôn de 
ambos es la misma, por lo que sôlo deino s t r amo s el punto I.
Al igual que en (8.9), u(x4s) es soluciôn dé 1 problema g ^ 
con aj=u(s) , gj=u'(s). Ahora aplicamos el lema 8.2 poniendo
u(x+s) en vez de u(x), (0 j,gj) en vez de (a ,g) y todo lo demas
igual. (Aqui usâmes la hipôtesis s/0). Obtenemos que el pro­
blema a^g^ tiene soluciôn ûnica y que
u(x + s) - Tu (0x1 s) para todo x>>0
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Cambiando x por x-s
u(x) = Tu^o(x-s)+sj para todo x^s
Vamos a ver, por prolongaciôn hacia la izquierda, que esta 
ultima igualdad se cumple para x>0. u(x) es soluciôn de la 
ecuaciôn de Euler para x>0. Usando la relaciôn (8.4) se com- 
prueba que Tu(o(x-s)4s) es soluciôn de la ecuaciôn de Euler 
para o(x-s)fs^O. Debido a la hipôtesis s-as^O, la anterior 
des igualdad esta implicada por x^O. Como la ecuaciôn de Euler 
verifica donde u^O la propiedad de unicidad de sus trayectorias, 
la igualdad de u(x) y Tu(a(x-s)+s) en (s ,a^) implica su igual­
dad en [0,s].
Sôlo nos falta demostrar la proposiciôn sobre unicidad del 
problema ag. (Antes viraos la unicidad del problema et^  g^ , no 
la del ag). Haciendo x=0 en la igualdad del punto ï, résulta :
a = Tu(s-as) , ■ g = t o u ' (s-os)
Eliminando x,0 entre estas dos igualdades y (8.4) ;
g _ u ' ( s - g*s )
1-1 1-1 
a ™ u(S-as) ™
Podemos aplicar de nuevo el lema 8.2, poniendo s-gs en vez 
de s. Como s-os>0 por hipôtesis, résulta que el problema ag 
tiene soluciôn ûnica.
Lema 8.4 S i  el problema agr tiene dos soluciones distin­
tas u,u, entonces los dos conjuntos
Imagen — -— , Imagen — ^
(7<m<a. 1—  0<x<a, 1-—
^ « w  " 5rx;
tiene intersecciôn vacia.
Para demostrarlo,. vamos a aplicar el lema 8.3 con (a,g)=(a,g). 
Supongamos (reducciôn al absurdo) que s y s, respectivamento, 
dan el mismo punto de las imagenes. Si s^Os el lema 8.3 da 
directamente la unicidad del problema ag (contrndLcciôn).
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Si s=os, el lema 8.3 de nuevo da :
u ( x) = Tu(ox) para todo x ^
y haciendo x = 0 résulta a=T<V, g= TOg, luego T  =r <T —  i y 
u(x)=u(x) : contradicciôn.
Lema 8.5 Dados cualquier r>0 y cualquier (a,Q), sea u 
una soluciôn del problema agr. Entonces la funciôn
h(x) X -
1 -  —
u(x)
es o bien estrictamente monôtona en (O^a^), o bien una cons­
tante Kj en (0,aj). En el segundo caso d^ =z y
K(a.j-x)”^ si .
u(x) • (8.10)
0 si
donde K>0 y ~
Notas
a) Equivale a declr que u es o bien estrictamente côn-
cava, o bien estrictamente convexa o bien lineal. (Por inte- 
graciôn de h ) .
b ) En la parte VI veremos que h sôlo puede ser constante 
o creciente si r< 2/3 , g(-mK^^™ a ^ y no hay
infinitos arcos. También demostraremos que para r suficien- 
temente pecjtieno dichas po s ib i 11 dades ocurren efectiva mente.
c ) La constante K-K(r,C) esta determinada por la ecuaciôn 
de Euler. (Fôrmula explicita en secciôn 27).
La relaciôn (8.10) résulta de integrar h (X ) -K ^ y del 
1c ma 5.5, pues to que u ' (a ^ )=0 (m-1>0 para todo r >0) .
La demostraciôn se va a basar en aplicar el lema 8.3 con 
a ~ a , g=g y u=u. Supongamos que h no es estrictamente monôtona, 
e s decir, que h (s)= h (s) con 0 < s y s < a ^ , s/s.
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Se cumplirâ s>Os o s(Os. Basta -evidentemente- es tudiar 
una de las dos, por ejemplo s^as. Por el lema 8.3
u(x) = TU(o(x-s)4s) x>0 (8.11)
que es una "fôrmula de autosemejanza" sin cambio de signo 
(las de la secciôn 9 son con cambio de signo). Esta fôrmula 
lleva en seguida a contradicciones si se supone que u ' (a^)/O 
(ver nota 9.1) o que u, u' , u" ô u'" se anulan en [O, a ^ ) .
Sin embargo, la demostraciôn que sigue del lema en toda su 
generalidad es bastante mâs sutil.
Haciendo x=a^ en (8.11) résulta a^=o(a^-s)+s , luego
la recta Z(x)=o(x-s)4s corta a la recta diagonal princi­
pal en x=a^. Ambas rectas no coinciden porque si coincidieran 
séria 0=1, s = s. Como ademâs M0)=s-os>0, résulta
x < l { x ) < a ^  si 0<x<a^ (8.12)
(eu particular es o<l y s<Ms)=s j,
La fôrmula (8.11) implica, usando (8.4), las siguientes 
fôrmulas de autosemejanza para h ;
. . h (x) = )i(Ux)) , h' (x) = Ob' (Mx) ) (8.13)
y haciendo x=s signo h '(s)=signo h '(s) (8.14)
Para concluir la demostraciôn vamos a ver que h'=0 en el 
intervalo (0,a ^ ) . Sea cualquier x^ de este intervalb. Sea 
Xi=t(Xo). Por (8.12) sabemos que Xq <XjO ^ .  Supongamos 
(reducciôn. al absurdo) que h '(x^)>0. Por (8.13) h(x^)=h(x^)
y h '(Xj)>0. Como h ' es continua, existe entre x^ y
X ^ tal que h (x^)= h (x^) y h'(x^)<0 . Ahora bien, como
h(Xo)=h(Xo) , Xq y x^ se encuentran en la misma situaciôn 
que s y s y por (8.14) obtenemos h '(x^)>0, contradicciôn.
De la misma forma se prueba que h '(x^)<0 lleva a contra­
dicciôn, luego h'(x^)=0. Q.E.D.
Corolario 8. 1 El nûrhevo s del lema 8.2 esté univocamente 
determinada por (a,Q,) y u, salvo si' u tiene la forma (8.10), 
en cuyo caso u también tione la forma (8.10).
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Corolario 8.2 Para todo r>0 y todo (a,Q) el problema «Br 
tiene a lo mâs dos soluciones distintas. En tal caso, una 
de las correspondientes funciones h es estrictamente decre- 
ciente y la otra estrictamente creciente.
Si h es constante en (0,a ^ ) , entonces el problema ag tiene 
soluciôn ûnica en virtud del lema 8.2, aplicando con u=u y 
con s cualquier punto de (0,a ^ ) . Ahora el corolario résulta 
del lema 8.4.
Observemos que el lema 8.4,.sin usar el lema 8.5, ya im­
plica que hay a lo mâs dos soluciones.
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9. Teoremas de semejanza y unicidad (problema agr)
Recordamos que U désigna,para r>0 dado,la soluciôn del 
problema Olr (es decir, a=0 , g=l). Designaremos par Aj y A^ 
el primer cero positivo (A^/0) y el extremo de 1 soporte de 
U, respectivemente, cuando convenga distinguirlos de los a ^ 
y a^ de la soluciôn de otro problema agr.
En la secciôn 26 veremos que U tiene infinitos arcos 
si r > (2/3)-E0 .
Teorema 9.1 (de unicidad)
J. Para todo r>0 y todo (a,S), si problema agr tiene 
a lo mâs dos soluciones.
II. La soluciôn es ûnica para todo r>0 si g>(7 (recuér- 
dese el convenio de signos de a, g,) . En particular, U es ûni­
ca para todo r>0.
III. La soluciôn es ûnica para todo (ol,8>) si r es tal 
que U tiene infinitos arcos.
El punto .1 es repeticiôn del corolario 8,2.
Si g^O la funciôn h del lema 8.5 toma el valor cero en 
el punto b^ donde u'=0 y valores negatives en un entorno a 
la derecha de b ^, luego es decrecientef por el corolario 8.2 
no puede haber dos soluciones distintas, poternes que usando 
solo el lema 8.4 también podemos demostrar râpidamente el 
punto 11^ .
Si U tiene infinitos arcos, U '(A^)/0 por el lema 5.5 y 
la funciôn
U' (x)
1 -  -  
U(x) ™
tiende a too cuando y a -o° cuando x->A j . Apliquemos
el lema 8.2 con ü = U : el numéro s existe siemptre que a/0.
Si a = 0 la unicidad y a la sabemos por el punto JI .
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Teorema 9.2 Representaciân de u ( x ; q , p,) mediante U 
Para todo r>0 se verifica
m
u(x;0,p,) - g™ ^
2ïïi—3
M ( 0 ,  g; g M ( 0 ,  1 )
Operando con la definiciôn de m=4/(2-r)
m _ 4 2m-3 _ 2 4 3r
m -1 24-r ' m-1 2 + r
Este teorema résulta de aplicar el lema 8.1 con a=0 y 
calcul aro, T y M (0, g ) con las fôrmulas (8.3), (8.4) y (8.6)
La unicidad fue establecida en el teorema anterior.
Se tienen resultados anâlogos para el problema ag con 
6=0 .
Teorema 9.3 Representaciôn de îi(xja,p) mediante U
Sea cualquier r>0. Para todo (a,B) si U tiene infinitos 
arcos, o para (a,B) tal que
® >  H m
el problema agr tiene soluciôn ûnica y existen unns constantes
s , X , a dependientes de (a,B,r,C) taies que
u(x;a,B) - t U(oxl-s) para todo x^O
o > 0 , 04s<Aj
Las anteriores relaciones determinan univocamente s,x,o 
e implican (8.4), (9.1) y (9.2). Obscrvese que x>0, en v i r - '
tud de los convenios de signo sobre a,B de la pâg. 9 .
(*) El teorema 9.2 se trata desde otro punto de vis ta en el 
teorema 17.4 (pâg. 106). Por otra parte, g>0 en virtud 
del convenio de signos de la pâg. 9 .
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El teorema 9.2 es el caso particular a=0.
Si a/0, apliquese el lema 8.2 como en la demostraciôn del 
teorema 9.1. Elegimos s de modo que ;
(9.1)
1-1 1-1 
a ™ U(s) ™
Por ûltimo, el lema 8.5 (o el corolario 8.1) nos dan la 
unicidad de s. Despues T y O estân determinados por
a = TU(s) , B = TOU'(s) (9.2)
si a/0 y 6/0, o por (9.2) y (8.4) si a=0 o 6=0.
Teorema 9.4 (de auto seme,janza o de araos semejantes)
Dado r>0, si U'(Aj)f-0 entonces U tiene infinitos arcos y
se verifica :
- Uix+Aj) - \iU(\x) para todo x^O (9.3)
donde X y p son constantes positivas que dependen sôlo de r 
(no dependen de ol,B,C), estân dadas por (9.6) y oumplen
V - 1 , m - y si r ^ 2
X = 1 si r = 2
(9.4)
Combinando est.e teorema y el anterior se obtiene la fôr­
mula de autosemejanza para el problema agr
u(x) = - ^ ,u ^ +• aj^ para todo x^O (9.5)
donde a^ = -s/o<0. En el caso particular de U es a^ = 0 «
En lenguaje geométrico, esta fôrmula de autosemejanza . 
significa que cada arco de u se obtiene del anterior me­
diante una semejanza que dependé sôlo de r (es indepen­
diente del arco y de a ,6,C).
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(T.a estructura de cada arco se estudia en la secciôn 17).
El numéro es el "primer cero no-positivo" de u si 
prolongamos u hacia la izquierda mediante la fôrmula de auto­
semejanza. Esta prolongaciôn coincide con la prolongaciôn como 
soluciôn de la ecuaciôn de Euler, por el mismo razonamiento 
que en la demostraciôn de 1 lema 7.1.
Para demostrar el teorema, basta observar que -U (xfA ^ )
es soluciôn del problema ag con a = 0, g =-U ' (A^)>0 y aplicar
cl teorema 9.2. Por tanto :
m 1
p =  luMAj)!™-^ , i = luMAj)!™-^’ s i r/ 2
y = I U' (A^) 1 , X = 1 si r = 2
(9.6)
Sôlo falta demostrar la independencia respecto de C. Para 
ello hay que realizar un razonamiento de semejanza sobre la 
constante C anâlogo al del lema 8.1 (o al del teorema 9.2) 
que da :
U^(x) = (Cx) , (x) = U^^j(Cx) . (9.7)
1 . ...
- 2  + r donde C = C
Vemos que y U^_ ^ son iguales en puntos "homôlogos" por
lo que (9.6) nos da la independencia respecto de C.
Teorema 9.5 ( de aIternativa entre infinitos arcos y
"tnenos de d os arcos")
Dado r>0, se verifica la siguiente alternativa :
Si U'(A^)^0 (por tanto U'(Aj)<C), entonces u(x;o.,B) tiene 
infinitos arcos para todo (oLj B).
Si U'(Aj^)=0, entonces u(x;n,B) tieyie a lo mâs un cero 
aislado, es decir, "no llega a tener dos arcos completos". ^
Obsérvese que este caso también puede carac teri r.arse por 
en , o por « U  tiene un sôlo arco» , o por Aj-A^.
Esta alterriativa e s . independiente de la constante C.
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En la segunda alternativa u(x;a,g) puede presentar los 
dos casos siguientes (en la parte VI veremos que efectiva- 
mente ocurren) :
1. 3j=a^. Entonces u)0 en y u tiene sôlo un arco.
Este arco es incomplete si a>0 y complete si a =0.
2. a^=a^. Entonces u tiene un primer arco positivo in­
complete y un segundo arco negative complete.
Este teorema es una consecuencia inmediata de los ante­
riores y de 1 lema 5.5. En efecto, si U ' ( ) /O entonces 
u(x;a,g) tiene infinitos arcos por la fôrmula de autoseme­
janza (9.5). Sea ahora U ' (A ^ )=0 y sea u soluciôn de 1 proble­
ma a g . Si u'(a^)=0 no hay nada que probar. Si u ' (a ^ )/O, 
entonces - u (x4a^) admite la representaciôn de 1 teorema 9.2, 
con lo que el segundo arco de u (x) es semejante al arco de U.
Los teoremas fundamentales de esta secciôn pueden demos­
trar se raucho mâs fâcilmente en âlgunos casos importantes 
que detallamos en las siguientes notas.
Nota 9.1 Simplificaciôn cuando r>l (caso cbnvexo)
La simpli f icacîort «ï drâstica. Por una parte, sabemos de 
antemano la unicidad (lema 6.4). Por otra parte, u'" es 
continua incluso en a^ (corolario 6.1), luego por el teo­
rema 12.1 u tiene iiifinitos arcos y en particular U ' (Aj)/0. 
Entonces los razonamientos de los lemas 8.1 y 8.2 (a su 
vez simpiificados por la unicidad) nos dan directamente los 
teoremas 9.2, 9.3 y 9.4, salvo la unicidad del numéro s, que 
se obtiene como sigue. Si en la relaciôn
u (x ) = t U ( o x + s ) = t U ( o x + s )
considérâmes los ceros A^ y A^ de U , résulta que las rectas 
0x4s y ox+s tienen dos puntos ccmunes, luego a - O ,  s = s . (Este 
es también un a demostraciôn del lema 8.5) .
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Ademâs podemos hacer los razonamientos de los lemas 8.1 
y 8.2 sobre la ecuaciôn diferencial de Euler en vez del 
funcional J, pues es bien conocido que los problemas convexos 
y diferenciables (caso r>1) pueden caracterizarse mediante 
la ecuaciôn de Euler. En el caso r = l es to ûltimo también es 
cierto (ver referencias en la secciôn 6-C).
Nota 9.2 Simplificaciôn cuando U tiene infinitos arcos
Estamos en la siguiente situaciôn : 0<r<l, no sabemos 
todavîa la unicidad y suponemos que una de las soluciones 
del problema (a=0, g=l) verifica U '(Aj)/0. El camino deduc­
tive que seguimos es : teorema 7.1, lema 7.1, lema 8.1.
Al llegar al lema 8.2, tomamos u = u =U, s = A^ y résulta ya 
que U es ûnica, con lo que alcanzamos la situaciôn de la 
nota anterior.
Desde luego, la complicaciôn mayor esta originada en la 
necesidad de demostrar la unicidad al mismo tiempo que se 
hacen los razonamientos de semejanza. Otro camino os demos­
trar previ amen te la unicidad por el método de la secciôn 
23-A, que usa también, en esencia, el lema 7.1 y tanto la 
ecuaciôn de Euler del teorema 7.1.
Nota 9.3 Simplificaciôn cuando r>2/3
Consiste en dejnostrar previamente que U tiene infinitos 
arcos por el método de la secciôn 15 o el de la secciôn 26.
Despues estamos en la nota anterior.
Veremos que para 2/3<r<l también es u’" continua en a^ , 
pero no disponemos de una demostraciôn directe como la del 
corolario 6.1. Por el contrario, las demostracionos que 
conocemos nos obligan a descartar p r i m e r o la eventualidad 
de un numéro finito de arcos, que os -en nuestra opinion- 
una de las mayores dificultades rosueltas en este trabajo.
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10. Compacidad del soporte y fôrmula de autosemejanza
Vamos a interpretar mâs detalladaraente la fôrmula de auto­
semejanza (9.5). Dado x , a (x <a , llamamos x , a sun ’ n n n + 1 7  n+1
horaôlogo del arco siguiente, es decir
X -a_
+  a,nf 1 X "1
En particular, si x^=a^ , entonces
Por el teorema 5.2 se tiene
l i m x = a  (10.1)
n->-Do "
cualquiera que sea el punto inicial de la succsiôn {x^} .
1/X es la razôn de semejanza "en el e j e de abscisas", 
en el sentido de que
J- - n + 1
X X  -
(1 0 .2 )
n-1
p = (1/X) es la razôn de semejanza de los valores 
de IuI, puesto que
/11™
u(x ) = - p u ( x ) = - | Y |  u ( X ) (10.3)
n+1 n \ ^ / u
Depivando (9.5) résulta
^’'n+1^ = - (l)  ^ (""n)
En estas relaciones, as i como en el corolario 10.2 y en la« 
pp.66,^8,152 queda patente la conveniencia de usar ni parâ­
metro m. Obsérvese que m<0 si r>2. Los signos de m-2, m -1 
y m-4 se ponen de man i fi e s to en las identidadesî
m-2 = , m-3 = ^  —■ , m-4 - :n ( r - 1 ) (10.5)
Adelantando ideas, el c a m b i o  de signo de m-3 es tâ e s t r e- 
chamente ligado a la i mpor tanc i a del valor r = 2/3 y a la no 
acotaciôn de u'" para r < 2 / 3. La posit Lvidad de m-2 va unida 
a la continuidad de u" para todo r>0. La identidad 
m-4=m(r-l) puede visualizarse como una espec le de ley de 
exponentes para la ecuaciôn de Euler.
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Teorama 10.1 S e a n  X,p l a s  r a s o n e s  d e  s e m e j a n z a  d e l  
t e o r e m a  9 . 4 .  E n t o n c e s  :
p<7 p a r a  t o d o  r > 0
I./::
s i  0 < r < 2  
s i  r = 2  
> 1 s i  r > 2
S i  a^ es finito, p<1 por (10.3) y la continuidad de u. Si 
a^=°’, résulta p< 1 porque u(x)-^0 cuando x->^<» (teorema 5.1). 
(También dan p<1 la formula de autosemejanza junto con u 6 
o u" e L ^ ) .  Aliora las desigualdades para X se obtienen de
(9.4), teniendo en cuenta el signo de m.
Teorema 10.2 S e a  u u n a  s o l u c i ô n  d e l  p r o b l e m a  cngr. E n t o n c e s
e l  s a v o r  t e  d e  u  e s  u n  i n t e r v a l o  c o m p a c t o  s i  0 < r < 2  j y
e s  s i  r ^ Z  .
Por el teorema 5.2 el soporte es un intervalo.
Si r > 2 ya sabiamos. que el soporte es (ver nota de 'la
secciôn 6-B).
Sea 0 < r < 2. Si U tiene un solo arco, la alternativa de 1
teorema 9.5 nos da que u es de soporte compacto, SI U tiene
infinitos arcos, u también tiene infinitos arcos y el soporte ■
es compacto por (10.1), (10.2) y ser 1/X<1.
Algunos câlculos mâs con las fôrmulas (10.2), (10.3) y
(10.4) nos dan los siguientes corolarios ;
Corolario 10.1 S i  0 < r < 2  y  U t i e n e  i n f i n i t o s  a r a o s ,  e n -  
t o t i c e s
- T-n7X>
Gg - (Zj
a  =  a  t- - ;-- =  a ,  t
c o ? i  a  c o m o  e n  ( 9 . 5 ) .
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El problema de acotar el soporte de U queda, pues, redu- 
cido a acotar A ^ y 1/X. En la secciôn 19 se acota A ^ (y al 
mismo tiempo A^) en un contexte mâs general. En la secciôn 
23-B se dan cotas de 1/X.
Corolario 10.2
I, Si 0<r<2 y U tiene infinitos arcos, los puntos 
homôlogos de los arcos de u(x;a,B) estân sobre una curva de 
la forma
Cte (a^ - x) ’^
Para las derivadas u', u" y u"’ las correspondientes 
curvas tienen exponentes m-1, m-2 y m-2 respectivamente.
II. Si r>2 , mismo resultado po?iiendo a -i x en vez
de a^ - X ,  donde a>0 esta dada por (10.6) (Recuérdese que 
m<0 si r> 2 ) .
III. Si r=2, las referidas curvas son exponenciales de- 
crecientes.
Comentaraos de dônde procédé la constante a del punto II .
Para r> 2 , al ser 1/X>1 , la recta a (x-a^)/X tiene su punto 
fijo para x negative ; precisamente ese punto fijo ocurre 
para x=-a y de ahi la fôrmula :
 ^1  ^n
i  = - a j  f  - T ^ i r  ( 10. 6)
Cuando r> 2, al prolonger u hacia la izquierda mediante la 
fôrmula de autiosemejanza (o como soluciôn de la ecuaciôn de 
Euler), los arcos de u van disminuyendo su base y aumentando 
su altura segûn nos aproximamos al punto -a. En este punto 
hay una "explosiôn" (blow up) oscilante.
Para compléter esta descripciôn, notemes que si r < 2 el 
punto fijo de dicha recta estâ en xza^ ^ y si r = 2 no tiene 
punto fijo.
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Nota Si sôlo se de sea demostrar la compacidad del soporte, 
se puede seguir el siguiente camino abreviado. Si todas las 
soluciones de 1 problema (a = 0,3=l) verifican U'(A^)=0, entonces 
la compacidad del soporte de u résulta de un razonamiento muy 
parecido al de 1 teorema 9.5 ; este razonamiento se basa sôlo 
en el lema 8.1. Si una de las soluciones del problema (0=0,
6=1) verifica U '(Aj)/0, estamos en la situaciôn de la nota 9.2, 
La demostraciôn de la compacidad del soporte (por el método 
de semejanza) para l<r<2 puede s impiificar se aûn mucho mâs, 
de acuerdo con la nota 9.1.
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11. Regularidad en el problema r-potencial
La fôrmula de autosemejanza (complementada con otros resul­
tados cuando r<2/3) nos permi te estudiar exhaustivamente la 
integrabilidad L^ de u y sus derivadas, lo que nos da propie­
dades de regularidad en a^ cuando el soporte es compacto, y 
de comportémiento asintôtico cuando el soporte es no-compacto. 
Notemos que el corolario 10.2 contiene otra versiôn de este 
tipo de propiedades.
Lema 11.1 Sean r>0, q>0, u soluciôn del problema agr con 
infinitos arcos. Entonces los numéros 
a
3=0, 1,2,3
%
forman una progresiôn geométrica de razôn 
, xl\-(m-3)q
El resultado es vâlido para derivadas de ordenes supe- 
riores siempre y cuando dichos numéros estên bien definidos.
Notemos que en virtud de la ecuaciôn de Euler (teorema 7.1) 
u'" es continua en el interior del soporte, de modo que los 
numéros del lema estân bien definidos.
La demostraciôn consiste en un câlculo elemental con la 
fôrmula (9.5).
Teorema 11.1 Regularidad global
Si u es soluciôn del problema agr
I . Para todo r>0, u"* b (R^) y por tanto u" B Abs C (R ) .
II. u"' b L^(R^) si y sôlo si r'i.2/3 .
III. u '^^b L^(R^) si y sôlo si r>2/3. Entonaes u"' B A h s C ( R ^ ) ,
IV. u^^ B L (R^) si y sôlo si r>l.
V. u^ B (R ^ ) si y sôlo si r > 1. Entonc c s u G Abs C (R ).
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Es de notar que para r(2/3 la disfcribuciôn sobre 
es una funciôn (ni una medida), por no ser integrable en a^ .
La ecuaciôn de Euler nos da la validez de es tos resultados 
en cada compacto de [o,a^). Si u tiene infinitos arcos, usâ­
mes el lema 11.1 y el corolario 10.2. Veamos, por ejemplo, 
el punto I. Por el lema 11.1, u'" es integrable en (0,a^).
Por el corolario 10.1, u" es continua y nula en a^ (recordar 
que m-2>0 para todo r>0) , luego u" es absolutamente continua 
en R * y la distribuciôn u'" sobre R^ es una funciôn integrable. 
En los otros puntos el razonamiento es anâlogo. Ver los signos 
de m-3 y m-4 en (10.5).
Si u tiene un nûmero finito de arcos, postponemos la clemos- 
traciôn a la parte VT . Concretamente, en la secciôn 26 veremos 
que u sôlo puede tener un numéro finito de arcos si r<2/3, 
y entonces el teorema 11.1 es consecuencia inmediata del teo­
rema 27.1 (p.152). Lo mismo es vâlido para el siguiente corolario
Es claro que el lema 11.1 nos permite precisar e xac tamen te 
a que espacios L^(R^) per tenecen u y sus derivadas. Sôlo 
damos los resultados que nos parecen de mâs interés :
Corolario 11.1 Sea -q>0.
I. Para 0<r<2/3, u"' G ( R* ) si y sôlo si q < ^
2 - r
II. Para 2/3<r<l, u ^^ g L^(R^) si y sôlo si ? <
1
Corolar io 11.2 S e a  r > 0 .
I .  u  G  ( R * )  s i  y  s ô l o  s i  r < 6 .
I I .  u g L ^ ( R ^ )  s i  y  s ô l o  s i  r < 1 0 .
I I I .  u ' j  u ” e L ^ ( R ^ )  p a v a  t o d o  r > 0 .
Recordamos que, pues to que u ,u ' ,u" C L (R ) (son continuas 
y n u 1 a s en <^ ) , su pertcnencia a L^(R^) iinpli.cn su pertcnencia 
a L ^ ( R *^ ) para todo t>q (ver nota de la secciôn 5-B , p. 33)
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Teorema 11.2 Regularidad hôtdevinna global
Si u es soluciôn del problema aBr :
I. u e C (R*) cuando 0<r<2/3
II. u e ^  (R^) cuando r - 2/3
III. w e ( f ^ (R^) cuando 2/3<r<l
IV. u e C^ -* ^  (R^) cuando r = 1
Ademâs, esta es la regularidad hôlderiana mejor posible 
globalmente en R * .
Suponemos infinités arcos. (Si u tiene un numéro finito de 
arcos, nos remitimos a la demostraciôn del teorema 11.1).
La regularidad es la mejor posible por el corolario 10.2.
Los puntos H  y IV son repeticiôn de lo dicho en el 
teorema 11.1.
El corolario 11.1 junto con el lema 5.1 "c a s i" implica 
los puntos I y III . En efecto, q<l/(3-m) implica 1/q ' <m-2, 
pero no llegamos asf al l^ndice de Holder m-2. Por ello, heraos 
de dar una demostraciôn distinta. Damos sôlo la de 1 punto JJl , 
pues la del punto I es anâloga.
Sean 0(x,y<a^. Podemos suponer x ,y en el mismo arco (el 
n-esimo), pues sinb podriamos cambiar uno de los puntos por 
su honiôlogo de 1 arco mâs lejano, y a que para r > 2/ 3 los va­
lores de u’" en puntos homôlogos van decreciondo (corolario 
10.2). Sean x ,y los puntos homôlogos de x ,y en el primer arco. 
Por (10.4) ;
/ >n(m-3)
I u'" (x) - u'" (y) I = j^l I u'" (x) - u'" ( ÿ )  I
Ademâs por (10.2) |x-y| = (1/X)" |x-y| con lo que
I u'" (x) - u"* (y) I _ I u'" ( x) - u'" (y) I
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Por lo tanto, basta ver que u"' e n holder tana de Indice 
in-3 en el primer arco. (Se observa ademAs que la constance 
de Holder del primer arco es valida para R*). Ahora bien, 
en un cero a de u , u^^ es équivalente a Cte (a-x)*^~^
(eeuaclôn de Euler), luego en el primer arco u’" es hôlde- 
riana de Indice r, y r>ra-3 si r<l. Q.R.D.
Nota La regularIdad hôlderlana del teorema 11.2 es anA- 
loga a la obtenlda por Phillips [ij para el correspondlente 
problema de segundo orden en dimension N. En nuestro problems 
de cuarto ordeh hay que dlvidlr el Intervalo 0<r<l en 0<r<2/3 
y 0<r<l , cosa que no ocurre en el problema de segundo orden.
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PARTE IV
EL PROBLEMA F : LEMAS BASICOS
En esta parte se extraen consecuencias de las très 
hlpôtesis bâsicas (1.1), (1.2) y (1.3), tomadas aislada-
mente o no, lo que ayudarâ a reali zar la exposiciôn de 
la parte V .
(Estas hlpôtesis se enuncian en la pâg. 12).
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12. es una medl.da donde u/0
si r es "semt-monôtona"
Lema 12.1 Sea S un intervalo ahierto en el que u/^O.
Si r verifica la hipôtesis de semi-monotonia (1.2), entonces 
u'^ es una medida de Radon sobre S, no-positiva si u>0 y no- 
negativa si u<0.
Notas
a) Por tanto u" es continua en S, côncava si u>0, convexa 
si u<0 (lema 1.1).
b) Al igual que en la secciôn 6-A, el lema puede refinarseî 
"si r es no-decreciente en un intervalo abierto A, entonces
es una medida no-posltiva en fi=u ^(A)".
c) General!zaciÔD a dimension N. Si N<4, u es continua 
(ver p.ej. Schwarz [l]) y el lema es vâlido^con la misma 
demostraclôn^poniendo que S es un abierto conexo. Si N>4, 
el lema aun conserva su validez si S es el abierto donde 
u>0 (o bien u<0), entendiendo que u>0 en un punto x^ si 
existe n >0 y un entorno de x^ en el que u>n c.t.p. •
d) La general!zaciôn a ordenes suoeriores (en una dimen­
sion) es inmediata. Nos referimos a poner u^"^ en vez de u" 
en el funcional. Hay que t"ener en cuenta que el slgno depende
de la par idad de n, porque < u ^ ^ ^  , Fer ello ( - i f  U g
Demostremos el lema. Bas ta considerar u>0 en S. Sea 
4) e c” (S), 4)^ 0, A>0. Por (6.2)
Como u^cte>0 en el sopor t e de <P r tenemos que u+A4>>0 
en S para A suficien temente pequeno. Por 1os signos escogidos 
utA4>-$u y por s e r F ( t ) no-decreciente para t>0, résulta 
r ( u + A (|) ) .< r ( u ) en S. Luego
+  A 4 > " )  -  u " ' "
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para todo A>0 en un entorno de cero. Dividiendo por A y 
haciendo A->-0^ , résulta
<u^^,(J)> = 1 u" ({»" > 0
•*S
donde se ha usado la definiclôn de derivada distribucional. 
Por tanto, la distribuciôn u^^ es no-positiva sobre S, luego 
(Schwarz [l]) es una medida.
Lema 12.2 Sea f tal que es una medida de Radon en el
intervalo abierto (Cj^,c), c ^ <c. Suponemos que IP ) f^O pero 
f/LO y en (c^jc). 2g) f(a )=f'(a ) =0. Entonces c/™ y
I. f"(c )'^ 0 y finito. Por tanto f"' eL^ (o j,c) ,
II. Si ademâs f"(a ) =0 , entonces -«> ^  y'" (o ) <0.
Por ser f"* es una funciôn no-creciente, f" es
côncava (lema 1.1) y los limites del lema existen. Demostre­
mos I y H  sin presuponer si c es finito o no. Si fuera 
f" (c )<0, séria f >0 en un entorno y f<0 : contradicciôn.
Por ser f" côncava, f"(c )?^ + '». Pasamos al punto n . Si fuera
f ( c )>0, séria en un entorno f >0, f "<0 , f ' ^ 0 y f<0, por
tanto f=0, contradicciôn.
Veamos que c?^ «>. Supongamos c=«>. Si f"(c )>0, entonces 
f " >cte>0 en un entorno de «> y f ' ( c ) = + t» : contradicciôn.
Si f"(c )=0, por el punto H  f" (c )<c te<0 en un entorno de 
«> y f"(c"^=-<» : contradicciôn.
Lema 12.3 Si F es definida positiva (1.1) y semi-monô- 
tona (1.2), entonces u tiene ceros arbitrariamente grandes.
Por el teorema 5.1 los limites u(“>) y u ' (®°) son nulos,
Supongamos (reducciôn al absurdo) que u>0 en (Cj,“ ). Por 
el lema 12.1 se cumplen las hipôtesis de 1 lema 12.2 con c=“> : 
contradicciôn. Del mismo modo se excluye u<0.
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Teorema 12.1 Sea T definida positiva (1.1) y semi- 
monôtojia (1.2). Entonces :
0 bien u tiene en (0,a^) una sucesiôn infinita numerable 
de arcos contiguos de signe alternante (abreviadamente " n 
tiene infinités arcos").
0 bien u tiene un numéro finito de arcos, en cuyo case 
el soporte de u es compacte y u"’ no es continua en a^.
Es consecuencia de los lema s anteriores y del teorema 5.2. 
El lema 12. 3 asegura que existe un primer cero positivo a ^ dé 
u. Si u ' (a ^ )Mo existe a^, etc. O bien u ' (a^)MO para todo n 
(in fini tos arcos), o bien u'(a^)=0 para algûn n. En el segundo 
caso a^=a^, y u (o bien -u) verifica en el ultimo arco las 
hipôtesis del lema 12.2, de modo que si u" es continua en a^ 
entonces u'" (a^)MO.
No ta Si en el teorema 12. 1 ademâs F(s) es I, ip en un en­
torno de s-0, entonces u tiene infinites arcos. Pue s to que 
por el lema 6.1 (ver también el corolario 6.1), u"’ es conti­
nua en a^. En el lema 15.4 veremos una condiciôn suficiente 
mas general para que u tenga infinites arcos.
1 )
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13. Eeuaclôn de Euler donde u'MO 
si r es abs. continua
Vamos a llamar
fd r d
f(X) = j r (u ( x) t A(|) (x) I dx , g ( A ) = j F * |u { x) + A(j) (x)^ <j) ( x) dx (13.
El raétodo usual del câlculo de variaciones nos permitirâ
ôotener la ecuaciôn de Euler en (c,d) en cuanto tengamos un
lema de derivaciôn de intégrales paramétricaâ que asegure 
que f'(A) = g ( A )  para A=0.
Lema 13.1 Si. son en el intervalo aompacto
u ’^ 0 en {p,d'\ y T e Abs R), entonces para todo A en un
entorno de cero g(\) es continua y f'(\) =g(\).
(En este lema F y u no se refleren al problema aBF , es 
declr, F y u sôlo veri flean las hipôtesis enunciadas en el 
lema).
La demostraciôn se compone de très pasos : 1. g (A) estâ
bien definida, es decir, para cada A F ' (u (x)+A(j> (x) ) estâ 
definida c.t.p. en x y pertenece a L^(c,d). 2. g (A) es
continua. 3. /g(A) dA = f (A ) tCte. En los très pasos A es 
cualquiera en un entorno de cero.
l.Podemos suponer u '>0. Por el teorema del extreme absoluto,
u ' ( X ) +A(fi'(x) ) Cte > 0 (13.2)
para todo xe[c,dj y t'odo A de un entorno de cero. Para cada 
A de ese entorno, u+A({) es crecien te , luego F ( u ( x)+A(j) ( x) ) es 
abs. continua en [c,d], su derivada pertenece a L^(c,d) y estâ 
dada en c.t.p. por
F ' ( u (x) + A(|) (x) ) ( u ' ( x) + A(J) ' ( x) )
en virtud del teorema de cambio de variable en intégrales de 
Lebesgue. (Ver p.ej. G. de Barra [l], teor. 15 del cap. 9, o 
Sz. Nagy [l], secciôn 5.2.5. También citamos Bardy-Lit tiewood-
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Polya [l], pag. 130, por el interés y clarIdad de sus breves
comen ta r los ) . Final mente, por (13.2) résulta que FMutX^i) 
también pertenece a L^(c,d).
2. Hasta aqui hemos visto que g(X) estâ bien definida. 
Pasamos a ver que g (X) es continua, lo que constituye la 
parte mâs importante en la demostraciôn de este tipo de 
lemas.
Llamemos s=H ( x , X ) =u (x)+A(j) ( x) y H \  , A ) a la
funciôn inversa de H para A dado, de modo que x=H ^(s ,A)
El teorema de la funciôn inversa aplicado a ( x , A )-+( S , A ) nos
da que H  ^ es C ^ en (s,A) porque H lo es. (Solo usaremos 
- 1
la continuidad de H ).
Por otra parte, podemos escribir trivialmente
rd
g ( A) - I F ' (u (x) +A4' (x) ) ^u'(x)<-A(|)'(x)jz(x,A) dx
■'c
donde se ha puesto z(x,A) =
Por (13.2) z (X ,A) es continua en (x ,A).
Por e1 teorema antes citado, podemos hacer el cambio de 
variable s = u(x)+A(J)(x) = H ( x , A ) . Résulta :
u (d) +A 4i(d)
g ( A ) - j F' (s) z|îî^(s,A^Ajds
u (c) *-A4i (c)
Ahora ya g (A) es continua por un teorema standard de con­
tinuidad de intégrales pararaêtricas de Lebesgue. En efecto, 
dado que z(H  ^(s ,A) ,A ) es continua en (s,A) te nemos : Is) El
integrando es separadamente continuo en A para casi todo s.
2s) El i.ntegrando estâ acotado en valor absoluto por Cte |F* (s ) | , 
es decir, acotado por una funciôn integrable independiente de 
A. 3e) Los limites de integraciôn son f une i on e s continuas de A.
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3. El tercet paso résulta de aplicax el Leorema de Fubini 
y cambiar el orden de integraciôn. La funciôn
I j r ' (u ( x) - A({) ( x)^ <j)(x)j dx
es continua en X por lo raismo que g(X). Por tanto
d r* rd
j  d X  I  j r ' ( u ( x ) f X ( | ) ( x ) )  < j ) ( x ) j dx
as i que por el teorema de Fubini podemos hacer èl siguiente 
cambio de orden de integraciôn :
[ g ( X ) dX = f  dx [ r*(u(x)+X(}>(x)) <j)(x) dX 
0 c  L  •'o
fd rd
= j r (u (x) + X({) (x)) dx - j r (u (x)) dx = f(X) -h Cte .
.En la p e n û l t i m a  igu aldad se usa de nuevo el te orema de 
ca mbio de variable : para ca da x en que el in t e g r a n d o  estâ 
d e f i n i d o  (por tanto c.t.p. en x) hace mo s el cambi o lineàl 
X-*- s=u(x)+X(J>(x) .
Lema 13.2 Ecuaeiôn de Euler donde u'^0
Si en et problema aBF es V £ Abs , entonces V ’(u(x))
estâ definida c.t.p. en Çl y
v v
T'(u)
siendo 12 el abierto de R definido por u* jAO.
En particular, u"'£ Abs .
(La afirmaciôn sobre u'" no es mâs que eî lema 1.1, puntol), 
Obsérvese que sôlo hacemos la hipôtesis de continuidad absolüta.
Basta demostrarlo en un entorno S de cada punto de 12;
Podemos tomar S un intervalo abierto con S C 12 . En la domôs- 
traciôn del lema anterior vimos que F' (u(.x)) G L (S). Sea 
(j) £ C 0 (S) . Por el método usual en câlculo de variaciones
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dX
I u"4)" + I F ’ (u)(|) 
X=0
donde la derivaciôn de la scgunda integral proviene de 
hacer X-0 en el lema anterior.
Por de f iniciôn de derivada distribnciona1 ;
"V V<u + F ' (u) ,<J)> =0 , que nos da la ecuaciôn de Euler en S
Nota Generalizaciôn a ordenes suporiores (dimension uno)
( n )'Si en el funcional del problema F ponemos u ' en vez de
u " , résulta
(-1)" u^^"Nx) = -F'(u(x)) en ^'Lc 
Recuérde se que - (-1)^ / u ^ ^
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14. Estudio de los puntos en que u'=0
14-A Consideraciones heuristicas
Sea b un punto en que u ' se anula. Vamos a encontrarnos 
con los sigulentes casos, en todos los cuales u" serâ conti­
nua en b :
1. b<a^. Tendremos que u"(b)MO. Estudio detallado en la 
secciôn 14-B. En este apartado da igual que sea b-0 o b>0, 
pero mâs adelante nocesitaremos dlstinguir estes .dos sub­
cases.
2. b = a,^  cuando hay un numéro finito de arcos. Tendremos 
que u"(a^)=0, |u"’ (a^) |>0 y u'MO en un entorno a la izquier-
da de a^. Secciôn 15.
3. b=a^ cuando hay infinités arcos. Secciones 16 y 18.
4. b>a^. Caso trivial.
Consideremos el caso 1. Tomemos b=0, u(0)=a. Suponemos F 
absolutamente continua. El problema es que aunque 
F'^u(x)j u'(x) e L^(0,g) en virtud del teorema de cambio 
de variable en intégrales de Lebesgue (ver citas en la 
secciôn anterior), en cambio F'^u(x)^ puede no ser inte­
grable en (0,E ). Veamos el siguiente ejemplo :
Fis) = I s-a I ^  sgn(s-a) , F ' ( s ) = ---  , 0<r< t
en un entorno de s=a. Como u '(0)-0 y u" es continua y no 
nul a en x-0, se tiene cuando x-»-0^
I n.  ---
2 ( 1-r)u(x) - aa,cte x^ F'(u(x))'u
luego F '(u (x)) sera integrable en un entorno de cero si.r>l/2, 
y no integrable si r<l/2.
Estas consideraciones heuristicas admiten una Cormulaciôn 
rigurosa y general in troduciendo la hipôtesis F* 6 L*^ .
Entonces el numéro r del ejemplo anterior es el exponen te 
de Holder (lema 5.1) corre spo ndi ente a q, e s decir.
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r--l/q' . As 1
"  ^2r > y corresponde a q > 2
En el caso 2 (b=a^ y numéro finito de arcos) pueden hacer-
se consideraciones andlogas en un entorno a la izqulerda E de
a^ (ahora ës -0 ) . As i résulta que en E
|u(x)| > Cte (a -x) ^  I r ' ( u (x) ) | < ---
y por tanto F '(u (x)) 6 L^(E) si
2
r > — que corresponde a q > 3
La diferencia entre el caso 1 y el caso 2 estriba en que 
el primero (cuando bMO) aun podemos estudiarlo por métodos 
de derivaciôn de intégrales paramétricas, mientras que el 
segundo no, s eg un explicâbamos en la secciôn 2.
14-B Ecuaciôn de Euler en los ceros aislados de u '
Nos apoyaremos, como en la secciôn 13, en un lema de deri­
vaciôn de intégrales paramétricas.
Lema 14.1 Haoemos las siguientes hipôtesis
15 4> son e n  e l  i n t e r v a l o  c o m p a a t o  \ G , d \ .
2 5  o < b o  < d  ,  u ' ( b ( , ) = 0  ,  u " f - 0  e n  \ o , d ~ \ .
35 r e AbsC. (A) . , V ’ (A) con q>2 y
loc  ^ toc
A un abierto que contenga el compacte u({c,d^j,
Entonces, con la notaciân (13.1), g(\) es continua en
\=0 y
f ' ( 0 )  =  g ( 0 )
(En este lema F y u no se refleren al problema os
decir, F y u sôlo verificnn las hipôtesis enunciadas en el 
lema).
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Comparando con el lema 13.1, la dificultad que aparece 
ahora es que de la integrabilidad de F '(u(x)) u'(x) no
se deduce tan fâcilmente como antes la integrabilidad de 
F '(u(x)). Aqui el papel esencial lo juega la hipôtesis
con q>2. En la demostraciôn, desde luego, tratamos 
esta dificultad para F'(u(x) + X<f>(x) ^  y no sôlo para 
F ' (u(x)) .
Podemos suponer u">0. Entonces u ' (c)<0, u ' (d)>0 y
u" (x) + X(j)"(x) ^ Cte > 0 (14.1)
para todo x G [c,d] y todo X de un entorno de cero. Sea 
x=b(X) la funciôn definida Implfcitamente por
u'(x)+X(|)'(x) = 0 , X G [c, d]
Para |X| suf icientemente pequeho u ' (c) f X(j)' (c) < 0 y 
u ' (d) 4- X4) ' (d) > 0 y u' (x) <- X((i ' (x) es creciente en x por
(14.1), luego b (X) estâ definida de manera ûnica, Por el 
teorema de las funciones impiic1 tas b (X) es C , (Sôlo usa­
remos la continuidad de b (X)). Nôtese que bo=b(0).
Integrando (14.1) entre x y b (X) résulta :
|u’ (x) + X(J)’ (x) I ^ Cte |x - b(X) I (14.2)
para todo x G [c,d] y todo X en un entorno de cero.
A partir de aqui seguiremos los très pasos de la demos­
traciôn del lema 13.1. El problema de que las hipôtesis 
sobre F solo se cumplen en el abierto A se soluciona con 
una construcciôn como la (6.1) y omitimos repetirlo aqui.
En lo que sigue se sobreentiende A "en un entorno de cero".
1. Para cada X, u ' (x) t X<j)' (x) es negativa en ( c , b ( X ) ) 
y positiva en (b (X ) ,d ) luego por lo dicho en el lema 13- 1 
F*(u(x)tX(j)(x)) estâ definida c.t.p. y es medible en cada 
uno de esos intervalos y, por tanto, en [c,dJ . Para ver quo 
es integrable empleamos la hipôtesis F ' G , q>2. Mâs
precisamente', vamos a ver que
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j I r ' {u ( X ) + X 4» ( X )j 4> ( ) I ^  Cte independiente de X (14.3)
•*c
En efecto, mul tipl icando y dividiendo por |u' + X 4» ' | 
y usando la desigualdad de Holder résulta esta integral 
acotada por :
/   ^ V 1/q'
En la primera integral puede hacerse cl cambio de variable
s=u ( x)+X4> ( X ). en ( c , b ( X ) ) por un lado y en (b(X),d) por otro,
lo que da
u-c)+X4>(c) /u(d)+X4>(d)
|r' (s) l'ï ds t I F' (s) ds (14.4)
u(b(X))+X4>(b(X)) ^u(b(X))fX4>(b(X))
que es una funciôn continua de X porque F ' G L*^. Por otra 
parte, de (14.2)
= c t e
1 - 3 1
Ix-b(X ) I ^ sgn (x-b(X)j
(14.5)
x=d
que es una funciôn continua de X porque q>2 implica q '/q<1.
2. Veamos que g (X) es continua en X=0. Por ser bg-b (0) 
y b (X ) continua, dadocualquier e > 0  se tiene
Ib(X) - bo I < G (14.6)
para todo X en un entorno de cero. Api ica mo s a 1 ' ( u t X 4i ) i> 
la igualdad simbôlica
$
I'd ( bg - G r b g + G  I’d
= + +
•'c ■'c •'bg-G b g + G
y llamamos g^ (X) , g^(X) y g ^ (X) , respect!vamon te, a los 
sumandos, de modo que
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g(X) - gj(X) + g^(X) f g^(X)
|g(X)-g(0)| ^ | g j ( X ) - g j ( 0 ) | +  |g^(X)-g^(0)| + |g^ (X)|+ | g ^ ( 0 ) |
Las funciones g^(X) y g ^ (X ) son continuas en X porque 
verifican las hipôtesis del lema 13.1, en virtud de (14.6).
Por tanto
lim s up I g (X) -g (0) I | g (0)1 f limsup |g~(X)| (14.7)
X-i-0  ^ X^O
Acotamos g ^ (X) aplicando (14.4) y (14.5) al Intervalo 
(bg-e, bg+e). La formula (14.4) no la escribimos explfcl- 
tamente, sino que sôlo ponemos que estâ mayorada por una 
constante independiente de X.
x=bg te
I g- (X) 1*^  < cte
1-91
I x-b ( X ) I 9 sgn^x-b(X)^
x=bg-e
De esta se dejuce : ,
f 1 —9—
lim sup |g_(X)|9 $ Cte G 9’ 2
X "0
De la misma forma se obtiene
l-SL
I g^ (0 ) 19 cte E 9
Las dos ultimas desigualdades junto con (14.7) nos dan 
cl resultado buscado , a saber, lim| g (X)-g (0 ) | =0-cuando X-*^ 0.
3. El ultimo paso consiste en probar que / g (X)dX=f (X)tcte. 
Empleando (14.3), la demostraciôn es como en el lema 13.1.
Nota El lema 14.1 puede generalizarse, en la hipôtesis 
q>j, a un punto donde sea u ^ ^ ^ continua no nula y 
u ' ,u", ...,u^^  ^^ nulas. Esta gencralizaciôn es util para
problèmes F de mayor orden (en una dimension).
Lema 14.2 Ecuaciôn de Euler on los ceros aislados de u ’
Sea el probiema a3F con F G AbA P
T ' £ L'^ o c (^.~^^^) / ^^2. , ■ Sea b un punto tal que u" es
continua en b, u'(b)=0, u"'(b)f.O y u(b)jtO.
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Entonnes existe un entorno de b si b>0, o un entorno 
a la derecha de b si b=0, en el que V ’(u(x)) esta defini­
da c.t.p., es integrable y
u'^(x) - -\'(u(x)) c.t.p.
En par ticular, u"’ es continua en b.
La hipôtesis u(b)MO se introduce por cornodidad para el 
uso posterior del lema. A causa de e1la ponemos A=R-{o} 
en la hipôtesis sobre F\
Como b es un cero alslado de u', el lema 13.2 nos da 
que u" es continua en un entorno de b, y no sôlo en b.
(En un entorno a la derecha si b=0).
El que F ' ( u ( X ) ) estaT definida c.t.p. y es integrable 
se obtiene como en el paso 1 de la demostraciôn del lema 
anterior.
En el caso b = 0, la continuidad de u significa (con- 
venios de la secciôn 1-C) que existe y es finito el limite 
lateral u"' (0^), y la ecuaciôn de Euler en un entorno a la 
derecha es solamen te el lema 13.2.
En el caso b>0, la ecuaciôn de Euler se obtiene como en 
el lema 13.2, empleando ahora el lema 14.1 en vez del 13.1,
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15. Estudio del extreme del soporte cuando 
el numéro de arcos es finito
En lo que sigue conviene recorder las hipôtesis y los 
ejemplos de la secciôn 1-E. En la presente secciôn todas 
las hipôtesis sobre F y F' pueden exigirse sôlo en un en­
torno del origen, excepto la hipôtesis (1.1) que ha de 
cumplirse globalmente.
Lema 15.1 Suponemos que F es "definida positiva" (1.1), 
"semi-monôtona" (1.2) y continua en el origen. EntonceSy si 
u tiene un numéro finito de arcos u" es continua en a^, es 
decir,
lim u"(x) = 0
Podemos suponer que u es positiva en el ultimo arco. Por 
el teorema 12.1 a^<(» y por el lema 12.2 u"(a^)>0 y finito.
Supongamos (reducciôn al absurdo) que u"(a^) = K > 0 .  Trasla- 
damos el origen al punto a^ y construimos una funciôn v del 
conjunto de minimizaciôn de la siguiente forma ;
ru(x) si X <  -y y > 0
V ( x) P ( x) si -y X < z (15.1)
z > 0
si X ) z
3
donde P ( x) = A (15.2)
Para que esta funciôn v pertenezca al conjunto de mi n i- 
mizaciôn es syficiente que sea C^ en los puntos "de empal- 
me " -y,z. En el punto z lo es. Imponiendo que sea C en
x=-y, se obtiene :
A = u(-y) , z + y = 3
Queda por tanto un solo parâmetro libre, a saber, y.
Vamos a ver que para y s u f icientemente pequeno J(v) < J(u) , 
contradicciôn que probarâ el lema.
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J(v)-J(u) = I I P " ^+| r (P) - ^  j u"^ - I r (u) (15.
Cuando y >0^.tenemos las siguientes relaciones 
u(-y)''^^y^ , u' (-y)a,-K y , z + y ~ $ y
3)
i [
O f P ( x ) < A  = u(-y) para todo x G y , z]
I ^j r (p ( X ) ) dx < r (u ( -y ) ) (z-*-y) = o(y)
[r(u(x)) dx - 0 (y)y
(En las dos ultimas se utiliza la continuidad de F en el 
origen y^en la penûltima, el no-decrecimi en to de F(s) para 
s^O. El uso de la monotonia de F puede evitarse en este paso). 
Por consiguien te résulta :
,2llm^ J(v)-J(u) 
y-40 y
Notas
a) Si se suprime la hipôtesis « F  continua en el origen» , 
el lema pasa a ser falso, como mues tra el problema "r-O" 
de la secciôn 2 5.
' ) Se tiene vj;0 si u>0, lo que h a ce este lema apllcable 
a problemas de minimizaciôn con la restricciôn v^O, como ei­
de la secciôn 31. Esta es una de las ra zone s de que hayamos 
elegido la funciôn P dada por (15.2) .
c) A dicha elecciôn hemos llegado despues de un proceso 
de estudio y ensayo. Si en (15.2) ponemos un exponente O en 
vez do 3, la demostraciôn signe siendo valida para todo d>2.
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El valor 0=3 es simple y ademâs tiene la propiedad de dar 
el valor minimo (con respecte a o) del limite final de la 
demostraciôn.
Otras funciones interesantes para demqstraciones de este 
tipo son las dadas por (15.4), pudiendo ponerse exponentes 
O y 0+1 en vez de 2 y 3. (Ha de ser o> 3/2 para que v" e L^) .
Lema 15.2 S u p o n e m o s  q u e  F v e r i f i c a  l a s  h i p ô t e s i s  ( 1 . 1 ) ,
( 1 . 2 )  y  ( 1 . 3 ) .  S i  u  t i e n e  u n  n u m é r o  f i n i t o  d e  a r c o s ,  e n t o n c e s .
I .  u ' ( x ) u " '  ( x ) - ^ O  y  u ( x ) u " '  ( x ) - * - 0  c u a n d o  x - * a  »
I I .  E n  u n  e n t o r n o  a  l a  i z q u i e r d a  d e  a  s e  t i e n e  :
1 
2u '  (  x )  u ' "  (  x )  -  ^  u "  ( x )   ^ + r  ( u  ( x )  )  =  0
Las afirmaciônes de esta demostraciôn se refieren a un • 
entorno a la izquierda de a^. Como u^^ tiene signe constante 
(lema 12.1), serâ u*/0, luego por el lema 12.2 se verifica 
la ecuaciôn de Euler
u^^ = -F'(.u)
(En particular, u'" y todos los sumandos de H  son fun­
ciones continuas). Multiplicando por u ' e integrando résulta 
1 2
u ' u'" - Y + F ( u ) = K
Dado que por el lema (15.1) u"(a^) = 0, tenemos
lim_ u'Cx)U."'(x) = K y | u ' (x) | ^ Cte(a^-x)
x-*-a
Si fuera K/O, resultaria
I"'" ‘^’1 = ^ Cte'("a^-xT
luego séria u"' no integrable (o, si se prefiere, u"(a^) in­
fini to ) : contradicciôn.
Sôlo f al ta probar que uu"'->-0. Por la régla de 1 ' Hôpital , 
cuando xa^a^
lim ^  = lim ^  = lim 9—  = g
u ' u" u "
(*) En el entorno a la izquierda de a aqui considorado, excluirîo a
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puesto que u"' (a^)/0 por el lema 12.2. (Es indiferente que 
u" (a^) sea finito o no). Por tanto
I u I <: Cte I u ' I y |uu ’" | < Cte|u'u"'|-40
Lema 15.3 Suponemos que F verifica las hipôtesis (1.1),
(1.2) y (1.3), y que u tiene un numéro finito de arcos.
I. Si F ' £ 3  con q>3, en un entorno del origen, 
entonces
0 < \u"' (a^) I / »
II. Si en un entorno del origen | F '/s j | >C\s\^  ^ c.t.p, 
con - C > 0 y 0<r^2/3 , • entonces
f u ' "  ( a ^ )  I - oo
Notemos que la hipôtesis de I se cumple, por ejemplo,
|F*(s )| < CI s I^  ^ con r>2/3. Recordamos (secciôn 
14-A) que a q "le corresponde" r=l/q'.
Como u"(a^)=0, el lema 12.2 nos da u'" (a^)/0. Pasamos 
a ver que este limite es finito (punto 1). Para ello vamos 
a ver que u es integrable en (c, a^). En el lema ante­
rior, vimos que u^^ = -F'(u). Ahora razonamos como en las 
formulas (14.3), (14.4) y (14.5) :
xi/q / J \ i/q*
|F’(u(x))|dx |^j |F'(u)|9 u'dxj ^
.iq’/q
La primera integral es finita por la misma razôn que 
(14.4). Veamos la segunda integral. Por ser | u'" (a^)|>0
Iu’(x)I ^ Cte (a
Iu' (x) I
Dado que 2q'/q<l équivale a q>3, la segunda integral es 
también finita.
Pasamos al punto IT . Supongamos (reducciôn al absurdo) 
que u ( a^) es finito. Entonces en un entorno de a^ 
u'vcte(a-x)^
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Por tanto, para 3(l-r)^l, es decir, r.<2/3 résulta que 
no es integrable. Dado que tiene signo constante,
es to implica | u'" (a ) | = «>, contradicciôn
Finalmente, damos una condiciôn suficiente muy general 
para que no sea finito el numéro de arcos. Recordamos que 
si r es Lip, puede darse una demostraciôn mucho mâs simple 
(ver nota despues del teorema 12.1).
Lema 15.4 Suponemos que F verifica las hipôtesis (1.1),
(1.2) y (1.3), y ademâs que
F ' e Z/^  , con q>3 , en un entorno del origen.
Entonces u(x;çt,^) tiene infinites arcos, cualesquiera 
que sean a y B.
(En la secciôn 21 veremos que estas liipôtesis t i t n h i en  hnpl icsti  
la continuidad de u'" en a^) .
Aplicândolo al problema r-potencial, nos da que u tiene 
infini tos arcos si r > 2/3. Este resultado serâ mejorado hasta 
r>(2/3)-E en la secciôn 26.
Supongamos (hipôtesis de reducciôn al absurdo) que u tiene 
un numéro finito de arcos. Vamos a ver que entonces existe 
una funciôn v del conjunto de minimizaciôn para la que 
J(v)<J(u), contradicciôn que probarâ el lema. El método de 
demostraciôn es como el del lema 15.1.
Podemos suponer u>0 en el ultimo arco. Por el lema 15.1 
u"(a^)=0. Por el lema 15.3 u'" (a^)=-K , con 0 < .
Trasladando el origen al punto a^ tendremos cuando y >0
u(-y)'X'^y^ , u'(-y)% - , u" ( - y ) n, Ky
La funciôn v vendrâ dada nor (15.1) y J(v)-J(U) por 
(15.3), pero ahora P (x) serâ el polincmio do tercer grado 
ta lqu e
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P(-y)=u(-y) , P'(-y)=u'(-y) P ( z ) = p ’( z ) = 0
Ponemos z = ( t - l ) y  , t > 1 _ f y
(ver figura). Vamos a liacer y-»^ 0^  M .......  f----1--------- *-
-y
liianteniendo t fijo. La idea esen­
cial es que los termines en F (P)
y F (u) de (15.3) tienden a cero con y mâs deprisa que los 
termines en P" y u".
Algunos calcules elementalos dan
(^5.4)
A = -u ' (-y) (z + y) - 3u(-y) 'v y (t-1) y ^
B = A f  u (-y) t Y ( t—j) y ^
Consideremos en la formula (15.3) los termines en F(P) 
y F(u). Para estos termines no escribiremos la dependencia 
en t, pues no la necesitaremos. Para todo x G [-y,z]
IP(x)I < (a |+Ib | = O(y^)
Por ser F ' G L^ con q>3, el lema 5.1 nos da
F (s) ^ CteI s I^ con r>2/3
j F (p ( x) ) dx <: Cte | |p(x)|^dx < [o ( y ^ ) ] (z+y) =
De forma algo mâs simple résulta
0
F ( u ( x) ) dx = 0 (y )
' ■'-y
Pasamos a considerar los termines en P" y u" de (15.3).
AViora escribimos la dependencia en t ch forma de O de Landavi
cuando t-»°°. Dado que para todo x G y , z]
|P" (x) I < -1Ja L ± 6 ^  = o (|) 0 (y)
( z + y)
Y  I P " ( X ) ^  d X < 1^0 (y) 0 (y ) j  (z + y) 0 0 (y^)
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i f . . -' - y
Tenlendo en cuenta que 3r+l>3 porque r>2/3, résulta
11. . o(i) -
y*o* •= ''
que es negative para t suficienternente grande. Q.E.D.
Nota Para y pequeno, A y B son positivqs en virtud de 
las formulas contiguas a (15.4). Por tanto v tiene valores 
negatives en las proximidades de x=z. Si tuviéramos 
J(v)<J(u) con v)0 1legariamos a la conclusion absurda de 
que también el problema de la secciôn 31 tiene infinites 
arcos. Confrôntese con las notas b) y c) que siguen al 
lema 15.1.
También conviene senalar que los câlculos explicites de 
la anterior demostraciôn pueden obviarse casi totalmente 
expresando todas las relaciones mediante O y o de Landau. 
Asi, estos métodos pueden aplicarse a problemas de mayor 
orden casi con el mismo trabajo.
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PARTE V
EL PROBLEMA F : RESULTADOS PRINCIPALES
En esta parte se estudla el problema F cuando F 
verifica a la vez las très hlpôtesis bâsicas (1.1), (1.2)
y (1.3) y pâg. 1 2 .
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16. Ëcuaclôn de Euler y otras ecuaciones intégrales/diferenciales 
16-A Enuiicliido do très teoremas fund amentales
M(0,a^) désigna el espacio de las medidas de Radon sobre (0,a^). 
Teorema 16.1 Ecuaciôn de Euler 
En las hipôtesis (1,1), (1.2) y (1.3):
I. u^^eM(0,a^) j , T'(u(x)) estd definida c.t.p.
en (0,a^) y r ' (u(.v) )€L^^^(0,a^) .
II. + r V w ;  + A = 0 en M ( 0 , a j
donde la medida A estd dada par (16.2): verifica . uAÿO ,
estd ooncentrada en los oeros de u* y todos los ceros de u'
en (0,a^) son puntos aislados.
III. A-0 si ademds T'€L^^^{R-[0}) can q>2 .
La expresiôn estâ defini-da como mul tiplicac iôn de un a
funciôn continua por una medida.
i VConviens sefialar que la distribue iôn u puede ser una 
medida sobre R~^  a causa de la singularIdad en a^ . Ejemplo: 
el problema ngr con 0<r^2/3 (secciôn 11).
En el problema r-potencla 1 se tiene A = 0 para todo r>0 .
A=0 implica, desde luego, Aj=0 en el teorema siguiente.
Teorema 16.2 en las hipôtesis (1.1), (1.2) y (1.3):
I. Para todo x^O que no sea un cero de u*
ta ra^
u(.v)u"'(x) - u'(x)u"(x) - J u" +J uX'(u) + &j(x)
donde la funciôn no-creoiente y no-negativa A  ^ es la primi­
tive de -ith que verifica h^(a^)=0 . Ver fôrmulo (16.4).
En particular, es estrictamente positiva y estrictamente cfe 
crocieyite en (0,a^) y ticne limite nulo en la funcrôn
u ( x ) u ’"(x) - u'(x)a"(x)
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II. En (0,a^) la funaiân
u'(x)^ - u(x) u"(x)
es positiva, decreciente y convexa (las très cosas estriata 
mente), y tiene limite nulo en a^ .
Teorema 16.3 En las hipôtesis (1.1) , (1.2) y (1.3), se 
verifica para todo x 6 (0,a^)
I. u ’ (x)u'" (x) - —  u"(x)^+ r(u(x)) = 0
donde los très sumandos son continuos en (0,a. ).
? f*^oo 7 f^co
II. - u ’(x)u"(x) = I  J “ U ”  ^ - J T(u)
Estos teoremas estân muy relacionados con cuestiones de 
regularidad, segûn detaliaremos en la secciôn. 21. En part 
cular, adelantamos que los très sumandos de la ecuaciôn di^  
ferencial del teorema 16.3 resultarân ser continuos en R ^ .
Los lemas de la parte anterior reduces las dificultades 
de la demos trac ion a dos cuestiones: l) Obtener que el con
junto de los ceros de U ' en (0,a^) es " suficientemente
sencillo", lo que se concretarâ de momento en que es un con 
junto de puntos aislados. 2) Obtener que tienden a cero 
en a^ varias de la funciones involucradas o, lo que es lo 
mismo, que son cero ciertas constantes de integraciôn. Prac^ 
ticamente sold habrâ que considerar el caso de infinités ar^  
COS, pues el caso contrario es casi inmediato a partir de 
los resultados de la secciôn 15.
Comentamos que si ademas T £ Lip^^^,(R) las demostracio^ 
nés se simplifican mucho gracias al enrôlario 6.1.
Nota El punto II del teorema 16.2 es valldo en dimension 
dos enunciado en la forma siguiente (Schaefer [ij) : Si
A^u + f(u) = 0  y s f(s) >5 0 (y otras hipôtesis de regu_ 
laridad) , entonces la funciôn |grad u|^ - u Au alcanxa su
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mâxlmo en la frontera del dominio. El caso f=0 se encuentca 
ya en Miranda [l].
16-B Algunos lemas auxiliares
En las mismas hipôtesis sobre F.
Lema 16.1 En (0,a^)
I. es una medida y u 0.
II. u'" es monâtona en cada arao de u, continuel donde
u ’ i 0, con limites latérales finitos en cada punfo b
(0<h<a^) donde se anula u ’. Por tanto u'u"' es continua 
tamhiên en cada punto hi
III. u" es aôncava o convexa en cada arco de u y continua
en (0,a^).
(Este lema sera mejorado en la secciôn 21).
En (0,a^) u y u' no se anulan simultâneamente (teorema 5.2).
Los puntos en que u^O se tratan con el lema 12.1 y los puntos 
en que u'MO con el lema 13.2. Recuérdese también el lema 1.1.
Lema 16.2. En (0,a^)
u* (x)u"’ (x) - ^ u "  (x)^ +  T(u(x)) = K  con K.<0 (16.1)
(La demos trac iôn de que K=0 es la principal dificultnd del 
teorema 16.3. Esta estrechamente relac ionado con la continuidad 
do u" en a^).
Por ser u" côncava o convexa, en rada arco u ' o bien tiene 
un intervalo cerrado de ceros^ o bien tiene a lo inds très ceros 
aislados. Por tanto podemos descomponer (0,a^) en una sucesiôn 
numerable de intervalos ablertos contiguos en los que o bien 
u'=0 o bien u '/0. En cada intervalo donde u'^0 es valida.
98 secciôn 16-B
por el lema 13.2 , la ecuaciôn de Euler u^^ = - F ' (u)
Multiplicândola por u ' e integrando se obtiene la ecuaciôn 
del lema. En los intervalos en que u '-0 , dicha ecuaciôn se
reduce a la relaciôn trivial F(u)=K . A priori, la constante 
K podria ser distinta en cada Intervalo, pero la continuidad 
del primer miembro nos da que es la misma en todo (0,a^)
Veamos que K<rO . Si u tiene un numéro finito de arcos, 
el lema 15.2 nos da K=0 . Si u tiene infinites arcos, toman
do en (16.1) el limite cuando x-»^ a^  a lo largo de los ceros 
de u ' résulta
1 2K = - J  lim u" 0
Lema 16.3
J. u '  y  u "  n o  s e  a n u l a n  s i n u l t â n e a m e n t e  e n  ( 0 , a ^ )  .
I I .  L o s  a e r o s  d e  u ’ y  d e  u "  e n  ( 0 , a ^ )  s o n  a i s l a d o s .
(Este lema sera mejorado en la secciôn 17).
En efeeto, si se anulan simultâneamente (16.1) nos da 
F(u)-K , lo que es imposible porque F es definida positiva, 
Uj^ O y K$0 . Por tanto, los ceros de u ' en (0,a^) son aislados
En cada arco de u , u " tiene (por concav idad o convex idad) 
o bien un intervalo E de ceros, o bien a lo mâs dos ceros ais­
lados. En el primer caso es u SO en E, luego F(u)=K<0 en E, 
luego u=0 en E , lo que es imposible. Por tanto, los ceros 
de u" en (0,a^) son aislados.
Lema 16.4 u" e s t â  a c o t a d a  e n  u n  e n t o r n o  d e  a ^  .
(Después veremos que de hecho u " (a^)=0 ).
Si u tiene un numéro finito de arcos, sabemos ya que
u " ( a^) -0 por el lema 15.1 ( aqu f séria su fi dente el lema 12.2)
Sea u con infinitos arcos. En los extremes locales de u" 
es u"'=0 , o bien u'=0 si u no es continua. Por tanto, de
(16.1) résulta que es finito el limite .4/ u " ^ cuando x»^a^ a lo 
largo de los extremos de u" . Q.E.D.
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16-C Demostraciôn del teorema 16.1
Punto I. r '(u(x)) estâ definida c.t.p. por el lema 13.2
y el 1ema 16.3. El lema 13.2 también nos da que u^^ = -F* (u)
en (fi), siendo fi el conjunto donde uVO. Veamos queroc J
F'(u) e L^^^(0,a^). Basta ver que F*(u)6L en un entorno a 
la derecha y en un entorno a la izquierda de cada cero de 
u', puesto que en cada compacte de (0,a^) hay sôlo un nûmero 
finito de ceros de u*. Sea pues b, 0<b<a^, un cero de u ' y 
E un entorno lateral de b en é-1 que u^^ tiene signo constante. 
Como u'" tiene limites latérales finitos en b, integrando 
u^^ = -F'(u) en E résulta que F '(u) G (E). Q.E.D. (El 
resto del punto I estâ en el lema 16.1).
. (Es de notar que el anterior razonamiento no es aplicable 
a b=0 ni a b=a^. Ver la secciôn 21).
Punto II. Dado que u^^ f F^(u) (que serâ -A) es una medida 
sobre (0,a^) nula en fi, es igual a una masa de Dirac en un 
entorno de cada cero de u ' (porque toda medida concentrada en 
un punto es proporcional a una delta de Dirac). Mâs detalla- 
damente :
A = E o S ( x ~ y „ )  , o u (b ) > 0 (16.2)
donde la suraa se extiende a los ceros {b } (0<b <a_) de u*
y o es el sa 1 to de u e n  b cambiado de signo.
, n n
Punto III. Résulta del lema 16.3 y del lema 14.2.
1 6-D Demos traciôn de 1 teorema 16.2
Punto I. La existencia de A ^ y de la segunda integral 
résulta a lo largo de la demostraciôn.
- ^—  ( u u - u ’ u") = u”  ^- uu^*^ = u“  ^+ uF*{u) f u A ^ O  (16.3)
Por tanto u u"' - u ' u" es decreciente. El decree Imiento es 
es trie to porque u" solo tiene ceros aislados en (0,a^) , en
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virtud del lema 16.3, Vamos a ver que
lira ( u u'" - u' u" ) = 0
x-»-a“
El limite existe debido al decrecimiento. Por el lema 16.4 
u ' u"-»- 0. Por tanto el limite de u u'" existe. Si hay infi­
nitos arcos, résulta que es cero calculândolo a lo largo de 
los ceros de u. Si hay un nûmero finito de arcos, también 
es cero por el lema 15.2.
De (16.2) y (16.3) se deduce para 0<x^<Xg<a^ y  
u ' ( X , ) ?^0?fu'(x„)
A  2
uu'" -u ' u" = u" + u r* (u ) 4- E o u ( b ) 0 ( x-b )
donde 0 es la funciôn escalôn unidad. La suma tiene sôlo un
numéro finito de sumandos y F'(u) GL^(x^,Xg). Ahora hacemos 
Xg^a^. El primer miembro tiene limite finito. En el segundo 
miembro cada sumando es no-negativo y no-decreciente respec-
2 ’
el punto I. En particular,
A,(x) E O u(b ) 0(x-b ) (16.4)
 ^ x<b " "
Wcon de (16.2),
Punto II. Inmédiato de
- ^—  (u'^-uu") = uu'" -u'u" dx ,
16-E Demostraciôn de 1 teorema 16.3
Punto I. Part iendo del lema 16.2, sôlo fa 1 ta ver que K-0 
en el caso de infini to s arcos. (En el caso contrario ya sabe­
mos que K-0 por el lema 15.2). Usaremos el siguiente r e s u11 a jo
(*) 0(t)=0 si t<0 , 0(t)-l si t>0
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Lema 16.5 S i  u  e s  u n a  s o t u c i â n  d e L  p r o b l e m a  aBF y  s i  
b  e s  u n  c e r o  d e  u ' ,  e n t o n c e s
i  C “ "  ^ f
V ( u )
(En este lema no se hace ninguna hipôtesis sobre F).
La funciôn v(x) = u verifica v(b)=u(b)^
v'(b)=0 para todo t>0. Llamemos al funcional con 
intégrales tomadas desde b en vez de cero. Haciendo el 
cambio y = b-f-^ - - résulta :
( v) = ^  u " ( y ) ^ d y - f i | ^  F ( u ( y) ) dy
Como esta expresiôn se hace minima para v=u, el lema ré­
sulta de
dt
=  0
t = l
Segulmos con la demostraciôn del punto I. Integrando (16.1) ;
3 f"' 2- ^ u"^ + F(u) = K(Xg-x^) (16.5)
J ' ' l  ■ ’ ' l  ’ ' l
Haciendo x ^ - b y Xg->^ a^   ^los lemas 16.4 y 16.5 nos dan
0 - K (a -b)
lo que prueba que K=G siempre que u ' tenga al me no s un cero
b<a^ ; en particular, siempre que u tenga infinitos arcos.
Punto II. Es (16.5) con »a^, K=0.
Corolario 16.1 u "  y  u ' u " ’  s o n  c o n t i n u a s  e n  a ^ ,
e s  d e c i r
u " ( x ) - * 0  y  u ' ( x ) n ' "  ( x )  0 c u a n d o
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(En la secciôn 21 obtendremos también la continuidad ab- 
soluta hasta a^).
Demostraciôn como la del lema 16.4. Ahora (por ser K=0) 
résulta nulo el limite de u"^ a lo largo de los extremos de
Notas
a) Hemos demo s tr ado los teoremas 16.1 y 16.2 s in conocor 
previamente que K=0.
b) La demostraciôn de que K-0 dada en esta secciôn es breve, 
pero tiene el inconveniente de apoyarse de manera esencial en 
la forma potenc ial del término en u" (por usar el lema 16.5) .
E n .la nota 18.3 indicaremos otra demostraciôn de que K=0 para 
el caso de infinitos arcos.
c) Si B<0 puede ocurrir (secciones 26 a 28) que u tenga sôlo 
un arco incompleto y u ' no se anule n u n c a antes de a^. Entonces 
sôlo conocemos el método del lemâ 15. 1 para demostrar que K = 0 .
d) Si se supone que el soporte no es compacte (es decir, 
3^=“ ), résulta K-0 inmediatamente de (16.5). En efecto, hacien- 
do Xg-)-a^  resultaria "fini to-infini to " si fuera K^O. Este camino 
siempre podrâ seguirse si sôlo se desea demostrar la compac idad 
del so por te, pues puede partirse (por reducciôn al absurdo)
de suponer a =“ .
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17. Estructura de los arcos de u 
y algunas acotaciones
17-A Estructura de los arcos de u
Teorema 17.1 (Ver -figura de ta pâgina siguiente).
En las hipôtesis (1.1), (1.2) y (1.3), oonsideremos el
arco (a^,a^^j) de u. Entonces:
I. u ’(a^) u"(a^) < 0 y u'(a^) u"’ (à^J > 0
II. En M ' tiene un ünico cero  ^u" un
ünico cero o^ y u ’" tiene o bien un ünico cero d^ o bien un 
intervalo cerrado de aeros ultimo se exaluye
si ademds la monotonia de F es es tricta.
III.
(En este teorema puede ser tanto a ,<a como^ n + 1 oo
a^^j=a^ . En la figura se supone a^^ ^ ^a^. Los puntos
angulosos de u'" que se han dibujado corresponden al caso 
en que F* es no-acotada en el origen).
El punto I es inmediato de los teoremas 16.2 y 16.3. Re- 
cordando que u'" es monotona y u" côncava o convexa en el
arco, los puntos II y HI se deduce n de 1 punto I con razona-
mientos elementales.
U}
Teorema 17.2 Asumimos las mismas hipôtesis que en el
anterior teorepa. En el punto U I  se supone ademds que existen
los arcos mencionados.
I. \u'(a^)\ > \u’(c^^)\ > \u'(d^)\ > \u'(a^^^)\
II. \u"(a^) I > \ u " ( b j  I ^ \u"(d^) I > \u-"(a^^^^) \
III. \u(b^)\ > \u(b^^^)\ . Si ademds F es .par, en­
tonces \u(h.^) \ >
(*) Ver también el corolario 23.2 (p.137) sobre el problema a3r 
con r>1 .
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Es conveniente ayudarse con la figura y puede suponerse 
u>0 en (a^,a^^j).
Punto I. Iu' (a^) I > |u* (c^) | porque la funciôn u*^- u u" 
es estrictamente decreciente por el teorema 16.2. El resto 
esta implicado por el teorema anterior.
Punto II. Veamos que ju"(b^) j > |u"(d^)|. Por la estruc­
tura de u
|u(bn) I > |u(d^) I 
y por el teorema 16.3 y la monotonia de F
\  = F(u(b^)) > F(u(d^)) = 1  u"(d„)^2 n n n 2 n
Las otras desigualdades del punto H  estân implicadas por 
el teorema anterior.
Punto III. Por el punto II y el teorema 16.3
r ( u ( b _ ) )  =  i  > i  -  n u ( b „ ^ j > )
Como F es semi-monôtona (1.2) y u(b^) tiene el mismo'signo 
que u ' résulta ju(b^) | > juCb^^^J I* S i F.es par no se 
necesita que los valores de u tengan el mismo signo.
17-B Algunas acotaciones
Los resultados de este apartado, junto con el teorema 17.2, 
permiten acotar e xpl fc i tamente los supremos de |u| |^u y (u"'( en 
r "^ . Las cotas de u t a m b i é n  serân usadas en la demostraciôn 
de la integrabi1idad global de u^f, a s I como en la demostraciôn 
de sopor te compacte de la secciôn 22.
Teorema 17.3 Asumimos las hipâteis ( 1. l), (1.2) y (1.3).
Si ademds
•*
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entonces para a^<a„
Por el teorema 16.3 u" ( b^) ^  = 2 F (u ( | u (b^) |
2
Por el decrecimiento de u ' - uu" (teorema 16.2)
u' (a) ^ > |u(b)u"(b ) I > |u(b )| l/ —  | u ( b ) | Q.E.D.n ' n n n ' y  r ' n '
El siguiente teorema se fundamenta, en esencia, en com- 
parar el problema F con el problema r-potencial. En el fondo 
subyace el raétodo de semejanza, pero preferimos dar aqui una 
demostraciôn directs que no requiere ningôn conocimiento pre- 
vio sobre dicho mé todo ni sobre el problema r-potencial.
Teorema 17.4 En la hipôtesis 
C l ir
1(8/^
se tiene
Frs;;$: p|.9 r  , C>0 , r>0 (17.2)
M ( o ,  g; B
2 + 3r 
2+r
donde C- depende solo de (r,C) y esta dada por (17.4) y
'3
( 1 7 . 3 )  .
Atenciôn : (17.1) y (17.2) son desigualdades opuestas.
Aqui M ( 0, '3) e s el miniino del funcional del problema 
«3 F con ct=0.
Tomemos una funciôn fija V  del conjunto de minimiza- 
clôn del problema aBT con ci=0 , 3=1 y ta 1 que
V  e L^(R^) . Por tanto, para todo t^O
v(x) =
pertenece al conjunto de rninimizaciôn del probltuna a3 F con 
a=0 . En virtud de la defiqlciôn de inini mo
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M(0,B) < J(v )
Usando (17.2) y haclondo el cambio y = tx en lan inte­
gral' s résulta
j(v) ^ Cj ^  + C 2 e'
(17.3)'^ i = i  Jo ' (^2 = F j,
Minimlzando esta expresiôn con respecte a t se obtiene 
cl teorema con
Itr 1
y . f .  2+r 2 + r
€ 3 = ------—  C, (17.4)
2f r
(1 + r)
Nota Este teorema esta estrechamente relac ionado con el 
teorema 9.2. NaturaImente, cada funciôn V  nos da una cons­
tante C 3. Confrontando con el teorema 9.2, se deduce que el 
valor ôptimo (minimo) de C 3 es M (0 ,1,r) , es decir, el minimo 
del problema ggr con a=0 , 3= 1.
Teorema 17.5 Asumimos (1.1)^ (1.2) y (1,3). Si ademds se
cumple (17.2) y a < a  , entonces 
" 2r
2+r
3r-2 
2+r
Podemos trasladar el origen al punto a^  ^ / con lo que 
u ' ( a ^ ) pa sa a ser 3. Por ser a^<a^, te nemos que Bï^ O. Por 
el teorema 1 u ' (0)u” (0)<0 y por el punto II del teorema
16. 3
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lu' (0)u"(0) I = -Bu" (0) = - lu" - 1 r(u)< I 1 u'
243r
2+r
< 3J(U) = 3M(0,B) ^ 3 C 3 B
En el ûlhlmo paso se ha usado el teorema anterior. Dividien- 
do por B résulta la primera desiguaidad del teorema.
Haciendo x=0 en ei punto I del teorema 16.3
B u'" (0) =  Y u" (0) ^
Dividiendo por B y usando la desiguaidad ya probada para 
u"(0), résulta la desiguaidad para u'" .
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i B . Prlnclpios de comparaciôn y decrecimiento 
geométrico de u'(a ) y u"(a )
Comenzamos demostrando un princlpio de comparaciôn para 
el operador d^/dx^ con ciertas condiciones de contorno as i- 
métricas. Este y o tro s principios de comparaciôn también 
reciben el nombre de principios del mâximo y principios de 
positividad. Como es sabido, impiican existencia y unicidad 
para el correspondlente problema de contorno, con cualesquiera 
datos.
Lema 18.1 Sea f una distribuciôn sobre el intervalo (0,a) 
tal que y f(0*)=f(a )=f*(a )=f"(a )=0.
Entonces o bien f^O , o bien f(x) > 0 en (0,a) f 
f>(0*)>0 y f ” (0*),< 0.
La distribuciôn f e s  una medida porque tiene signo 
constante (Schwartz [1J ). Por tanto (lema 1.1) f" es no- 
creciente, f" es côncava y continua y los limites indicados 
existen.
Por el teorema de Roile f' y f" tienen al menos un cero 
interior al intervalo. Si f" tiene dos ceros inter lores 
, entonces (por conca vidad) f" es nula en ( ,a) y
< 0 en (0,a). Por tanto, f ' no-creciente, f'^0 y fHO.
Luego si f?0, entonces f" tiene un ûnico cero interior y 
f"(0^)<0 ; por integraciôn résulta f'(0 )>0 y f(x)>0.
En esta secciôn vamos a comparar u con un polinomio de 
terce r grade. Posteriormente nos Interesarâ comparar con 
un polinomio do cuarto grado. Por câlculo expllcito obtene- 
mos los s i g u i o n t e s lemas. (El primero es, desde luego, el 
caso particular 6=0 del segundo).
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Lema 18.2 Sea Q el polinomio definido por 
Q^^=0 , Q(0)=Q(a)=0 , Q ’(a)=-&^ , Q"(a)=yj^
Entonces
«f*; = «fa-.; [f (î-fj . (2-1)] ■
Q ’ ( 0 )  =  ~  y  J +  2 ^  ^  (1 0 . 1 )
-Q'’(0) = ^ y i ^ ~ ^2 (18.2)
Por tanto, si a>0, Bj>0 y y ^>0 se tiene
Q(x) > ^  X (a-x) > 0 en (0,a) (18.3)
Lema 18.3 Sea P el polinomio definido por P =-^ 
y las mismas condiciones de contorno que Q. Entonces
P(x) - z (a-x)^ + Q(x)
P'(0) - ^  + Q ’(0) , -P"(0) - I 4 Q"(0) (18.4)
Pasamos al decrecimiento geométrico de u * (a^) y u"(a^). 
Obsérvese que solo hacemos las très hipôtesis bâsicas.
Teorema 18.1 'En las hipôtesis (1.1), (1.2) y (1.3)
se tiene
y  \u(.x) \ > \ q ( x ) \  e n  ( a ^ ^ , a ^ ^ ^ )
donde Q es el polinomio de tercer grado indicado en el ■ 
pârrafo siguiente.
Podemos suponer u>0 en ’r»^35ladnmos el origen
al punto a ' y ponemos
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==%+r=n ' "'(%+l)=-^ ' ""(%M)=^1 (18.0
Por ser u>0 es 0q ^3j>O. Por el teorema 17.1 es Yg^Y^ >0.
(Esta condiciôn de signos es esencial en esta demostraciôn). 
Tomemos Q del lema 18.2 y f=u-Q . Entonces f verifica 
el lema 18.1, de dondè u(x)-Q(x)>0 , f ' (0)>0 y f"(0)<0.
De f'(0)>0 y (18.1) résulta
3g > § ïl t 23j y por tanto 3q >23^
De f"(0)<0 y (18.2) résulta
2 y ^ ^ 3^ <Yg y por tanto 2y^ < yg Q.E.D.
Nota 18.1 Otros. principios de comparaciôn
a) Problema de Dirichlet para el operador
(Fisicamente represents plaças y barras empotradas). En di-
mensiôn uno, el correspondiente principio de comparaciôn 
2
(A u^O implica u^O) puede demostrarse como el lema 18.1 o 
por el mé todo dë la nota siguiente. Mediante un tercer mé- 
todo, Bidaut-Veron []] lo demostrô en dimensiôn N con sime- 
tria esférica. Si n embargo, en dimension N es, en general, 
falso, Como prueban los contraejemplos de Garabedian [l], 
pâg. 510, y Duff in [l], pâg. l057. Durante mucho tiempo 
se conjeturô con Hadamard [ij que era cierto, debido a su 
interpretaciôn en teor fa de plaças.
2
b ) Problema de Riquier para el operador A
Consiste en dar u y Au en la frontera.(Ver p.ej. en Nico- 
lescu [l] la de f in ic iôn general del problema de Riquier) .
En teorla de barras signifies, ci las condiciones de con­
torno son nulas, que la barra esta simplemente apoyada.
(En teor fa de plaças, s i n embargo, la segunda condiciôn de 
apoyo simple es mâs complicada que Au = 0) . Se verifica tri- j--
vialmente, en dimension N, el correspondiente principio de •
comparaciôn (A^u>0 imp1 ica u>0) por aplicaciôn repetida def 
principio del mâximo para el laplaciano. î-‘.
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c) Las desusadas condiciones de contorno del lema 18.1 
resultan ser las apropiadas para la demostraciôn de compa- 
cidad del soporte (secciôn 19). La razôn de ello estrlba, 
en ûltimo término, en que el polinomio de tercer grado Q 
tiene signo constante en cada arcoyademâs de minorar u.
Por otra parte, en la présente secciôn se acortan los cal­
cules, pues trabajando con condiciones de Dirichlet sôlo 
se obtiene la primera relaciôn (18.5), y con condiciones de 
Riquier sôlo la segunda.
Nota 18.2 Principios de comparaciôn y propiedad W de 
Pôlya
El trabajo de Pôlya [ij implica fâcilmente principios 
de positividad (en dimens iôn uno) para un operador diferen- 
cial lineal de orden ra, L, que cumpla la propiedad W de po­
sitividad de los wronskianos parc iales, (Ver un resumen y 
mâs referencias en Beckenbach-Bellman [lJ) . En el caso 
de coeficientes constantes, para que L cumpla la propiedad 
W en un intervalo arbitrario es necesario y suficiente que 
sean reales todas sus raices caracterîsticas. Por ejemplo, 
el operador u + u^ *"^  , pero no el operador u+u^^ + u.
Las condiciones. de contorno puedeii ser muy va.riadas 
(incluso pueden ser condiciones de interpolaciôn), siempre 
que en cada punto se de n derivadas consecutivas empezando 
con la funciôn. Es to inciuye las condiciones de contorno de 
Dirichlet, pero no las de Riquier.
El trabajo de Pôlya da (de manera directa) desigualdades
menos estrictas y exige mâs regularidad que el lema 18.1.
Nota 18.3 Otra demostraciôn del teorema 16.3
El planteamiento es, el s iguiente : u tiene infinitos arcos
y conocemos ya el lema 16.2, pero no que K=0. El teorema
17.1 se demuestra, con un poco mâs do trabajo, s in noce s idad 
de saber que K= 0. (El te or ema 18.1 se basa en el 17.1).
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Por (18,5) lira u"(a^) =0
Por el teorema 17.1, I lim inf u ' ( a ^ ) u ( a^ ) ^ 0 
Por tanto de (16.1) résulta
O ^ l i m  inf u ' ( a ) u'" (a ) = K < 0  luego K = 0 .
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1 9 . Compacidad del soportesl | F ' ( s ) I con 0 < r < 2
En esta secciôn tratamos el resultado mâs general sobre 
compacidad del soporte. En la secciôn 2 0  y en la secciôn 
22 damos resultados menos generates con demostraciones mas 
sencillas y breves.
Los principales resultados previos que usamos en todas 
estas demostraciones son:
1) La ecuaciôn de Euler (teorema 16.1).
2) La condiciôn de signos u ' u " ( û . ^ ) <  0 9"^ proviens de 
la ecuaciôn integral del teorema 16.2.
3) Las acotaciones geometricas del teorema 18.1, que a 
su vez se basan en la anterior condiciôn de signos.
(También empleamos el teorema 16,3 , aunque en la secciôn
20 puede obviarse).
Si sôlo se desea demostrar la compacidad del sopor te, pue^ 
de suponer se que u tiene infinitos arcos, pues on caso coii 
trar io ya sabemos (teorema 12.1) que el sopor te es compac to.
(En particular, no es necesario el estudio de la secciôn 15).
As imi smo, recordamos la s impiificaciôn explicada en la nota 
d ) pag, 1 0 2  ,
Teorema 19.1 Asumimos las hipôtesis ( 1 . 1 )  ,  ( 1 . 2 )  y ( 1 . 3 ) .
Entonces el soporte de u es compacta si en un entorno de 
s = 0
iF'fg; I ;> c . t . p .  , C >  0 , 0 < r  < 2 ( 1 9 . 1 )
La idea principal de la demostraciôn consiste en comparar, 
en cada arco de u ^la ecuaciôn de Euler u^ + F'(u) + A = 0  
con la ecuaciôn lineal y 4 Xy = 0 . ÂLora bien, esta corn
paraciôn requiere un proceso de preparacion y una eleccicîn cu_i
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dadosa de las condiciones de contorno (nota 18.1,c).
Teorema 19.2 En las hipôtesis del teai'ema anterior,
sea ('^n*^n+l) arco de u tal que
IQ) La imagen de pof w estâ aontenida en
el entorno de s — 0 en que se cumple (19.1)
+ 2 ^  y* por tanto, » + »
Entonces
2-r
2+r
^n +  1 - I (19.2)
donde Kl depende sôlo de (r,C) y estâ dada por .
(En relaciôn con Ki , véase también la nota a) de 
la pagina 120 . Por otra parte, obsérvese que la segunda 
hipôtesis excluye el ultimo arco, caso de no haber infinitos 
arcos).
Este teorema y (18,5) impiican el anterior teorema. En 
efecto, Z (^ n +1 ” ^n^  ^ °° estar mayorada, desde un
n en adelante, por una progresiôn geomé tr ica decreciente.
(Recordamos que u(x) 0 cuando x a- a^) .
En particular, para el problema ggr con a = 0 résulta,
suponiendo que (19.1) se cumple globalmente
que es una cota en la que sôlo intervienen datos del problema.
Pasamos a demostrar el teorema 19.2. Trasladamos el origen 
al punto a^ y retoiiiamos las r.otaciones de la demostraciôn 
del teorema 18.1. En particular a =  ^ - a^ ,
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Llamamos G(x,t) a la funciôn de Green, cambia de signo, 
del operador d''/dx^ con las condiciones de contorno del lema 
18,1, es decir, las condiciones homogéneas correspond lentes a 
las de (19.4). En virtud del lema 18.1
G ( X , t ) > 0 ( 0 , a ) X {0 , a )
Consideremos el problema de contorno lineal
y g C* [o, a] , X > 0 , B i > 0  , Y i > 0
y + Xy = 0 en (0,a)
y(0) = y (a) = 0 . y '(a) = - 3i y"(a) = yi
(19.4)
Insistimos en que G se.refiere al operador u ->- u ,
i Vmientras que (19.4) se refiere al operador u ->■ u + Xu ,
Este ultimo no verifica propiedades de positividad y el pro 
blema (19.4) puede no tener so lue iôn o tenerla no un ica. Re^  
cordemos que, por el contrario, el principio de comparaciôn 
del lema 18.1 implica existencia y unicidad para el corre^ 
pondiente problema de contorno.
Puesto que y = - Xy , podemos relacionar el problema
(19.4) en G. En efecto, por superposiciôn lineal y(x) es
soluciôn de (19.4) si y sôlo si es soluciôn de la ecuaciôn 
integral
y(x) = Q (X ) + G ( X , t ) y ( t ) d t (19.5)
donde Q es el polinomio de tercer grado del lema 18.2. 
Aqu1 sôlo neces i tamos recorder que Q > 0 .
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Por la ecuaciôn de Euler , en el .-«rco considerado 
- = r'(u) + A ^  C
Llamgntpf b al cero de u ' en dicho arco. Como el mâx_i 
mo de u en el arco se alcanza en b y r - 1 < 1 , t£
nemos
r-1
I  u(x) 1
[ U ( b ) /
- 4 N -  luego u(x)"-' >
y finalmente en (0,a)
- u^^ ^  Au con X = — (19.6)
u (b) ^
Se comprende ahora el inheres de los siguientes lemas.
Lema 19.1 Supongamos que existe u tal que en (0,a)
es una medidà, u 0 , u^^ + Xu 0 y u satis face 
las condiciones de contorno del problema (19.4). Entonces, 
el problema (19.4) tiene una soluciôn y(x) que satisf ace 
en (0,a) -
u(x) ^  y(x) > Q(x) > 0
(En este lema u no désigna una soluciôn del problema 
r , es decir, u sôlo verifica las hipôtesis enunciadas 
en el lema).
Consideremos u^  tal que - u = Xu y que verifica las 
mismas condiciones de entorno de (19.4) . Dada u , esta u^ . 
existe, es un ica y estâ dada por
u 1 (X ) =Q(x) + x| G(x,t)u(t)dt (19.7)
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Por el lema 18.1 (el cual admite que sea una medi
da)
u (x ) Ui (x )
Vamos a construir y(x) por iteracion en (19.5) . Po
nemos
Yi (x) = Q(x)
Yn+i(x) = Q(x) + X G(x,t) y^(t)dt (19.8)
^ 0
Organ i zamos la demostraciôn en cuatro pasos. Utilizamos 
repetidamente que Q»G,X son estrictamente positivos.
1. y^^^(x) > y^(x) . Vamos a verlo por induccion sobre
n. Es évidente que y 2 > Q = Yi • Supongamos (hipôtesis 
de induccion) que  ^ ^n 1 ‘
n+1 = Q + X|g y^ > Q + x |g y^_^ = y^
2. y^(x) < u(x) . También por induccion. Por (19.7)
y 1 = Q < U j ^ u  . Supongamos (hipôtesis de induccion ) y ^ < u . 
Entonces por (19.7) otra vez
|g U = U]
3. Por mono ton la existe y ( x ) = lim y^ ^(x) para todo
X Ç (0,a), Ademas
Q(x) < y (x) < u (x)
y por tanto y (x ) es integrable en (0 ,a). (%) es medible
por ser limité puntual de funciones continuas^ .
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4. Por el lema de Levi de convergencia monotona "se puede 
pasar al limite dentro de la integral" en (19.8), luego y(x) 
verifica (19.5) , lo que termina la demos trac iôn del lema.
Comentamos que, por el lema 18.1, o bien u E y , o bien 
u > y en todos los puntos del intervalo,
Lema 19.2 S i  t a  e c u a c i ô n  y ^ ^ ( x )  + \ y ( x )  zx 0  ,  \  > 0 ,  
t i e n e  u n a  s o t u c i ô n  e s t r i a t a m e n t e  p o s i t i v a  e n ( O ^ a ) ,  e n t o n a e s
/ T ~
Conviene introducir la notaciôa X = 4 p ' , z = yx. Consi_ 
derando la soluciôn general
z z -z -z
Al e cos z + Aze sen z + A 3 e cos z + Ai, e sen z
algunos câlculos dan que dos raices consecutivas cualesquie_ 
ra distan menos de 2tt (en la variable z) , es decir, que 
ya < 2tt . Q.E.D. .
Ahora demostramos el teorema 19.2. Por (19.6) y los dos 
lemas anteriores (volvemos a llamar b^ a b)
2 -r
*n+1 - ®n =  ^ - ^ 4
Dado que (19.1) implica (17.1), aplicando ahora el teorema 
17.3 obtenemos (19.2) con
2 - r
,4(2+r)
Kl = 2? /2 I  7^-- (19.9)2 __
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Notas :
a) Un estudio mas detallado de la ecuaciôn y + Xy = 0
en la siluaciôn de lema 19.1 permite demostrar que en (19.9)
se puede poner Ko en vez de 2 v  , siendo Ko la primera raiz 
positiva de la ecuaciôn tg x = th x . Una buena cota superior 
de Ko es 5ît/4 . Con siete cifras décimales exactas se tiene
Ko = 3 .926 602 3 |-TT = 3 .926 990 8
b) El mismo e studio da que la soluciôn y(x) del lema 19.1
es unica.
c) El ultimo arco hay que excluirlo porque darîa Q = 0, 
y = 0 .
d) Es claro que el teorema 19.2 es valido tambiên para 
r = 2. Entonces résulta un decreeimiento al menos e x p o n e n c i  s ï  
de u en «> .
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20. Compacidad del soporte : mejoras si 0<r<1
En el caso 0<r^l vamos a dar una demostraciôn mâs simple 
de (19.2), obtener un valor mejor de la constante y suprimir 
la limitaciôn a^^1 .Seguimos empleando las mlsmas con- 
diciones de con torno, aunque ahora servirlan también condi- 
ciones de Dirichlefc, de Riquier u otras (ver notas de la 
secciôn 10).
Teorema 20.1 Asumimos las- hipôtesis del teorema 19.2, 
salvo que ahora 0<r^l y en oamhio puede ser ,
Entonaes
2+r
2 " \2 ] 1
C . 2 ^ r
La s implificaciôn estriba en que ahora vamos a poder 
lizar directamentc 
para el operador u^u^
util e te el principio de comparaciôn (lema 18.1)
iv
Tenemos como antes - u^^ = (u) 4-A > C u
Sin embargo, al ser ahora r-1 4  0 , la relaclôn
u ^  u ( b ) implica u^  ^^  u ( b ) ^   ^  ------,
" u(b^)
de modo que tenemos en (0,a )
- u ^ ^ 5  , con 6 = --  (20.1)
u(b^)
Considcremos el polinomio (de cuarto grado) P del 
lema 18.3. Fodemes rcpetir la demostraciôn del teorema *
18.1 con P en vez de Q , es decir, con f = u - P  . Ahora 
f ’ (0) > 0 da
'^ 0  ^À  0^  ^A
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puesto que Q '(0)^0. Sustituyendo (18.6) y (20.1) résulta
1 -r
n+1 U ' V l  ^
Notemos que esta relaclôn con (18.5) ya implica la com­
pacidad de 1 so porte, pues to que l-r>0 y |u(b^)|-$sup|u|.
(Hasta aqui no se ha empleado el teorema 16.3 ni ninguna 
de sus consecuencias).
La demostraciôn se termina aplicando el teorema 17.3, 
el cual SI que se fundaraenta en el teorema 16.3.
Nota Un resultado de soporte compacto para otro problema
Cons ideremos el problema que se obtiene cambiando en el 
problema F el funcional por
1 r™ a B f™ Z
2 Jo + 2  i  +  i
(El término en u ' sign i f ica fislcamente una tensiôn como 
la de una cuerdâ).
Entonces/el sopor te de toda soluciôn de este problema es 
compacto si se cumplen las mismas hipôtesis que en cl teo­
rema 20.1.
Obsérvese que por ser r < 1 la liipôtesis (19.1) implica
|r' (s) I> C > 0 c.t. p. (20.2)
Para el nuevo problema puede construirse una cadena de 
teorema s andlogos a los vistos en estas paginas y red"clr 
finalmente la demostraciôn de la compacidad del sopor te a 
la del teorema 20.1.
En dicha cadena de teoremas apareco en vez. del operador 
u^u el operador mâs compl icado u-a- u — Ou" . Oln
embargo, este ultimo sigue ver ificando la propiedad W de 
Pôlya (ver nota 18.2) y pueden einplearse los teoremas de 
Pôlya [l ] sobre interpolaciôn, coros y positlvidad.
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La ecuaciôn de Euler es ahora
u^^ - Bu" -f r ' (u) A = 0
Obtenemos qüe u"(x) 0 cuando x a^ como en el
corolario 1f . 1. Entonces^ en los arcos contenidos en un cier-
to entorno de (supuesto u>0)
-u^^ = 1'' (u) 4- A - Bu" >  r ' (u) - E > C - e > 0
de modo que hemos llegado a (20.1) con Ô = C - e.
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21. Regular idad en e.l problema F
Teorema 21.1 Regularidad.
I. Asumiendo sôlo las hipôtesis (1.1),(1.2) y (1.3), t£ 
nemos que u ’” es continua donde u' 0 y
u^^ e M ( 0 , a j  , u'" e L U e ^ )  y u ” ç Ahs C(r'^)
II. Si ademâs F' g coM q > 2 , entonae 3
u^^ ç [0,a^) y u'" (x) es continua para x.:^ a^, x ^
loc
III, si ademâs F ' e L ^ ^ ^ ( R )  con q  > 3 , entonces
u^^ C l U r *) y u ’" € Abs C (R*)
IV. Si F verifica ( 1 . 1 )  y F g Lip^^^(R) , entonces
Notas ' .
a) La hipôtesis de III implica que u tiene infinités 
arcos (lema 15.4).
b) Consideremos F (s) = |s|^ . La hipôtesis de II se cum
pie para todo r > 0 , puesto que el oriyen esta excluido.
Por otra parte, q > 3 de III significa r > 2/3.
c) Recordamos que la integrabi1idad global de f' impl^ 
ca que f es globalmente absolu tamen te continua y globalmeri 
te de variacion acotada (consecuencia del lema 1.1).
El punto IV es repe ticIôn del corolario 6.1.
El punto II esta i n d u  ido en el teorema 16.1. (Elproblfi 
ma que se présenta cuando el origen es un cei’o de u ' esta 
resuelto en el lema 14.2) .
Para demos trar III sôlo falta estudiar - Por el lema 15.4
u tiene infinités arcos y por el lema 5.1, para s en un compacto:
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r(s; « Cte IsT CCI r > xZ/j
Dado que u^^ tiene signe constante en (a ,a para
i v  1 n n+1
que u 6 L (0,a^) es suficiente que
<
n+1
lo que es cierto, ya que | u'" (a^^ | esta mayorada por una 
progrès iôn geométrica decreciente en virtud de los teoremas
17.5 y 18; 1. El exponente de 1 teorema 17.5 es positive 
porque r>2/3.
Para obtener que u^^ G L (R^) sôlo falta saber que 
u" (a^) = 0, pero esto résulta de que u'" (a^^ 0. (Aqui
es esenclal saber que hay infinités arcos).
Pasamos a demostrar el punto I. Confrontândolo con el 
teorema 16.1, el lema 16.1 y el corolario 16.1, vemos que 
sôlo falta demostrar que u"’ es integrable hasta a^ y hasta 
ei origen.
1. Veamos que u'" es integrable hasta Como antes, es.
suficiente que
E I u" (d , ) - u»(d ) I < co
n n+-l n
donde se usa la no tac iôn del teorema 17. 1. (Ver la figura que 
lo acompafta). Por el teorema 17.2 |u"(d^)| < |u"(a^)| ^
luego por el teorema 18.1 la anterior suma es, en efecto, 
flnita. Insistimos en que aqui no se ha supuesto ninguna 
acotaciôn de F por potencies.
2. Veamos que u'" es integrable hasta el origen. Existe 
un entorno a la derech'a de F origen, E, en ol que u'/O. Por 
la ecuaciôn de Euler
- u^^ = F '(u) en E
Si u ' (0)/0, vimos en el lema 13.1 que F ( E ) y a
furtiori u'" G (E) . Si u ’f0)=0 la demostraciôn no esta
incorporai] a en lemas anteriores. Como u'" tiene s igno cons­
tante en un entorno del origen, es suficiente ver que el
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limite u"(0*^) es fini to. Sea 0 < X < X G E !
u" (x) = u" (xo ) + u'" (xd ) (x-xo ) +- I (x-t) ( t) dt
f X
u
f Xo
lim^ j (t-x) r ' (^u ( t) ) dt <
'Xo
luego es suficiente ver que 
•
x+0 •'x
+ ( ^ ) 4-
Si u" (0 )=0 no hay nada que demostrar. Si u"(0 )/0, entonces
en un entorno del drigen
|u’( t ) | ^ C t e t  
Multiplicando y dividiendo por |u'| y dado que 0< t-x< t
X XI Ju ’^’u T T  ^ ("(t)) |u' (t) I dt < Cte I r ' (u(t)) lu' (t) I dt
y la ultima integral es F (u ( x).) - F (u ( xq ) ) en virtud de 
la formula de cambio de variable. Q.E.D.
Notas
a) Sea b un cero de u ' , b<a^i Si b/0, u’" tiene limites
'C X)latérales fini tos en b , ya que u es una medida sobre 
(0,a^). Si b = 0, el limite .u"'(0^) existe por monotonia 
pero puede ser in f i ni to, como muostra el ejemplo de la 
secciôn 14-A. En cambio, la hipôtesis de II implica que 
u'" (0*) es fin i to, como ya hemos dicho.
b) Si el soporte no es compacto, estos resultados nos dan 
propiedades asintôticas en ” . Senalamos también las siguientes;
c) Asumiendo sôlo las hipôtesis (1.1), (1.2) y (1.3) se 
tiene
u " G L ^ ( R '*■ ) y u ’ G r . ^ { R * )
La afirmaciôn sobre u" se demuestra por el mé todo que d a I) a 
u'" integrable hasta a . Ahora u G L ( R ) y u" G L (U^)
(*) Ademâs u' (O)--O excluye u"(0 ) =0 como en el lema 16.3 .
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dan u' 6 L^(R^) por la desigualdad de Nirenberg de 1 
lema 5.3.
d) Si ademâs se cumple la hipôtesis (17.1) del teorema 
17.3, entonces u ' G L^(R^) . Es consecuencia de 1 pro- 
pio teorema 17.3 y de (18.5) que dan
E|u(b„.,)-u(b^) I < 00
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2 2. Compacidad del soporte : otra 
demostraciôn ( 2 / r<1)
Supongamos que se cumplen las hipôtesis del teorema 21.1, 
III (con lo que u^^ G ) y ademâs
|r'(s)| > C c.t.p.
Entonces
111
En efecto, résulta de integrar |u^^|= |r'(u)| ^ C
en (0,a^).
Analizando la eue stiôn con de ta 11e , se observa que este 
tipo de demostraciôn de compacidad del soporte puede hacerse 
con hipôtesis mâs débiles, a saber
1. Las très hipôtesis bâsicas (1.1), (1.2) y (1.3).
2. |r'(s)|>c|s|^"l c.t.p. 1 C > 0  , C > 0
3. r ( s ) < —  I s I ^ I ^ < r < r < 1
Aqui r.$r no es mas que una condiciôn de compatibilidad
entre las dos désignaIdades. La hipôtesis 3 es mâs débil que 
r' G L^ porque se hace sobre la f une iôn en vez de sobre su de- 
rivada. Ademâs admitimos el valor 2/3.
Veamos la demostraciôn. Como siempre, basta considerar el 
caso de infinitos arcos. En el arco (a^,a^^j)
Iu^^I > Ir'(u)I > c|u| r-1 1 - 1-
1 < ^  |u|^ 1 I «  i  I u(b^) I  ^ ^
Intcgrando résulta
= n+l - ^n < & ' 'n+1- a  < i | u ( b  )|^ lu"' (n^ .) - u'" (a )
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E^ primer factor esta acotado. El segundo esta mayorado 
por una progresiôn geométrica decreciente,por los teoremas
17.5 y 18.1, supuesto r>2/3. Para r=2/3 el segundo factor 
esta acotado y para el primero se recurre al teorema 17.3. 
Q . E . D .
La forma explicita de las cotas es complicada debido a 
que tenemos dos exponentes : r , r.
En resumen, la demostraciôn de esta secciôn se funda- 
menta en las cotas geométricas de 1 teorema 18.1 y de 1 teo­
rema 17.5. Es menos general y algo mâs complicada (en 
cuanto a los resultados previos necesarios) que la dada 
en la secciôn 20. Su interés radica en el estudio de otros 
problèmes de contorno y del câlculo de variaciones.
N o t a  S i m p l i f i c a c iôn si F es L i p  y |F ' (s)| ^  C .
( O b s é r v e s e  q u e  h e m o s  p u e s t o  r=l y q u e  F L i p  i m p l i c a  r = l ) .
Si F es L i p  y d e f i n i d a  p o s i t i v a  (1.1), p u e d e  l l e g a r s e  a 
u n a s  c o t a s  g e o m é t r i c a s  c o m o  la s d e  1 t e o r e m a  17.5 m u c h o  m â s  
r a p i d a m e n t e . En e f e c t o ,  a h o r a  u ^ ^  G L (R ) y p o r  el t e o ­
r e m a  17.2
l|u’ Il „ = |u* (a^) I
L (a^,«)
œ
Aplicando el lema 5.3 con normas L
|u"’ (a )|< ||u"' Il ^ < Cte ||u^^||^£^ l|u'll
L (a ,” ) L (a ,“ ) L (a_,™)
4 cte llu^^ll y  ^ I u' (a ) I
que es el resultado ànunciado. La demostraciôn de compacidad 
del sopor te se reali za ahora como antes empleando la hipô­
tesis I F ' ( s) I ^ C .
Re cor damo s (lema 6.1) que || ^ K si K es una cons­
tante de Lipscliitz global de F.
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PARTE VI
EL PROBLEMA r-POTENCIAL ; COMPLEMENTOS
En esta parte combinamos el métodb de semejanza, los 
mé todos de las partes IV y V y propiedades de continui^ 
dad en los parâmetros (a,B,r) .
Recordamos que el problema r-potencial verifica, para 
todo r>0 , las très hipôtesis bâsicas (1.1), (1.2) y
(1.3)  ^ pâg. 1 2.
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23. Aplicaciones de la parte V al problema r-potencial
23-A Formula del minimo y reduccion a un problema de Cauchy
Teorema 23.1 Sea aualquier (a,B) y oualquier v > 0.
Si u es una sotuaiôn del problema afir, entonces
(2 + 3r) M(a,B) =  4 au'" (0) - (2 + r) Bu"(0) (23.1)
Tenemos r ( s )  = p  | s | ^  y F'(s) .= C|s |^  ^ sgn s
(Es dé notar que en (23.1) no aparece explicitamente la 
constante C).
El teorema résulta de operaciones elementales con las ecua 
clones del teorema 16.2^1 y de 1 teorema 16.3,, II. La clave esta 
en que ahora F (u) y uF’(u) son proporcionales. (Ya dij_i 
mos que Ai es cero para el problema r-potencial).
Convie ne subrayaf que el valor del mînimo, M(a,6) , es
ûnico aunque la soluciôn del problema a$r no sea unica.
Vamos a ver como reducimos nuestro problema a$r a un 
problema de valor inicial de Cauchy, suponiendo B 0 . (Re^  
cordamos el conwenio de s ignos: a ^  0 siempre y B >  0 si 
a = 0) .
Del teorema 16.3^1:
B u'" (0) - p u" (0)"^  + p = 0 (23.2)
Consideremos (23.1) y (23.2) como un sistema con incôgn_i 
tas u " ( 0 ) y u’" (0) . Si a >0 y B  > 0 tenemos una pa
râbola y una recta que se cor tan en dos puntos. En uno de 
ellos u"(0) es positiva, luego podemos excluirlo por el
teorema 17.1 (ver tambiên la figura que lo acompana).Por
tanto u " ( 0 ) y u'" (0) se expresan unîvocamente mediante 
M ( « , B ) . (Los casoB a = 0 o 8 = 0  son inmediatos).
134 secciôn 23-B
Desde luego, se puede dar explfcltamente u " ( 0 ) y u'" (0) 
mediante la fôrmula de la ecuaciôn de segundo grado. En el 
caso del problema (a=0,3=l) tenemos las sencillas formulas
U"(0) = - M(0,1) U'" (0) = y U"(0)2 (23.3)
Notas
 ;--- I
a) Si B<0, resultan a lo mâs dos vectores de datos de 
Cauchy, uno por cada punto de corte de la parâbola y la recta,
pero ya no ppdemos excluir uno de ellos por el anterior
argumento sobre s ignos. Puede demostrarse que, si u tiene 
infinitos arcos, el valor correcto de u"(0) es siempre
el menor de los dos.
b) A l  h a b e r  l l e g a d o  a un p r o b l e m a  d e C a u c h y ,  d i s p o n e m o s  
de un a  n u e v a  f o r m a  de  t r a t a r  la u n i e  i d a d  d e l  p r o b l e m a  a Br .
En efecto, el ràzonamiento del lema 7.1 nos da que la solu-
ciôn es ûnica si B^O y que en cualquier caso hay a lo mâs
dos soluciones.
2 3-B Cotas de las razones de semejanza y monotonia de otras 
funciones auxilaires
Teorema 2 3.2 Sea r > 1 y u soluciôn del problema «Br.
Con la notaciôn del teorema 17.1 se tiene
|w'" \ ( b , , ) \  (23.4)
Podemos suponer u'>0 en (^’n'^n + l^  ' ivando
la ecuaciôn de Euler se obtiene :
u^ = - C ( r - l ) | u | ^ ^ u *  (23.5)
luego u^ tiene el signo contrario al de u '. Notemos que,por 
ser r>l, |u|^  ^ es una funeiôn integrable (ya que u ' no sé
anula donde se anula u) y la distribuciôn u^ también es una
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funciôn y esta dada por la anterior fôrmula en ( ^) .
Ahora u ' esta en la mlsma situaciôn que u en la demos­
traciôn de 1 teorema 18.1. Los signos se comprueban con el 
teorema 17.1. Por tanto la segunda de las (18.5) es ahora
(23.4). Q.E.D.
Notas
a) Si r<l la distribuciôn u^ no tiene signo constante en 
(b^jb^^j) y la demostraciôn anterior no es vâlida. De hecho^ 
sabemos por la fôrmula (10.4) que para r=2/3 (es decir, 
m=3 ) I fbn+1
) I = lu'" (b ) I .
b) Para r=1 los argumentos de continuidad respecte a r 
de la secciôn 24 nos dan (23.4) con < en vez de < . 
Esta observaciôri se api ica también en los resultados que 
siguen.
Teorema 23.3 S e a n  X,y l a s  r a z o n e s  d e  s e m e j a n z a  d e l  
t e o r e m a  9 , 4 ,  E n t o n c e s  :
4
2 - r
(i)fi)_ 4__3 r - 2
4
3+-r
0 < r  < 1
1 < r  < 2
r  > 2
N o t a  P o r  c â l c u l o  e x p l i c i t o  t e n e m o s  :
-TT
para r=2 X=1
para r=l y = 0.24
y = e = 0.04 32 l39 
4
21 214 ^ = 0.00 34 366
El c â l c u l o  de X p a r a  r = 1 e s t a  ya en B e r k o v i t z - P o l l a r d  [2],
ara r=2 es elemental (véase la pâg. 14)
136 secciôn 23-B
Haciendo numéros se comprueba que las cotas del teorema 
no son cuantitativamente buenas para r=l y r=2. El interés 
de 1 teorema es cualitativo y a s in tôt ico (para r->-0 y r^™) .
De hecho, vamos a ver que le primera y tercera desigualdad 
son validas para todo r>0 y la segunda para todo r>l, pero 
hemos indicado en cada intervalo la cota mejor.
Resultan de (10.4) junto con (18.5) o (23.4) . La primera
se obtiene al considerar u", la segunda u'" y la tercera u'. 
Aquf hemos preferido expresar m=4/(2-r) mediante r.
Vamos a convenir en définir y=l/A=0 cuando O tiene 
un numéro fini to de arcos. As I la fôrmula (9.6) se conserva 
también en este caso. Obsérvese que los exponentes de (9.6) 
no tienen ninguna singular idad para r = 0 , puesto que m-+2 
cuando r^O.
Corolario 2 3.1 Cuando
0 0' U' (A j) ^ 0
Mâs adelante (nota 26.1), veremos que y y 1/X tienden a
cero cuando r ->• 61 , siendo 0<6,<2/3, es decir, y a "antes" de
fque r ->• 0 .
Para r>1 sé tienen mâs propiedades del tipo del teorema 
16.2. La mâs interesante es la siguiente.
Teorema 23.4 Sea r> 1 y u soluciôn del problcna 
agr. Entonces en (0,a^) ta funciôn
'V(x) = ^ u'" (x)^ - u"u^^
es es trictam ente positiva y e s  trictamen te deci-eciente y
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Que H'(a^)=0 es irimediata de la ecuaciôn de Euler y el
corolario 6.1, Teniendo en cuenta (23,5)
Y * = -C(r-l) lu|^  ^ ( u u"' - u' u")
que es negativa^por el teorema 16.2, donde u/0 . Q.E.D.
Nôtemos que para r<1 la distribuciôn Y ' no es
una funciôn en el entorno de cada a^. Para r=l , Y
es constante a trozos y no-creciente.
Ahora razonando como en el teorema 17.2^1 résulta el 
siguiente}
Corolario 23.2 ( r > l )
\ W "  ( a j \  > \ u " '  ( b j \  > 1%"' ( c ^ ) \  > \ u ’"  ( a ^ ^ j ) \
Nota Los mismos métodos dan que la funciôn 
4 fr+6 .2Ç (x) = 3r+2 8 u u"J
posee para r>1 la sorprendente propiedad de que Ç, -Ç', g",
- g y son todas positivas. (Para otros va lores del coe-
ficiente que multiplica u '  ^ ya no es cierto) . Encontramos 
la funciôn g multiplicando la ecuaciôn de Euler por u" e 
integrando por partes. Sus propiedades provienen, en ultimo 
término, de que F " ( s ) ^ 0 , y por ello u ' u^ 0 (ver la
fôrmula (23.5)). En particular, se tiene
g " = p | u | ^ + - p u " ^  = u"^-u'u"'
= u'"^ + (-u' u^) = u’" ^  4 C(r-l) I u I ^   ^ u ' ^
Finalmente, comentamos que para 0<r<l sôlo son posi­
tivas Ç, -Ç' y Ç".
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2 4. Continuidad en los paramétrés g ,g ,r
La dependencia continua de los parâmetros , f? , r tiene 
interés por sî misma y, ademâs, la apiicaremos (en especial
para r ^  2/3) al estudio de la unie idad de soluciôn y de
la infinitud del numéro de arcos.
En esta secciôn damos un teorema de continuidad en (a,g ,r), 
En la nota 26.1 puéden verse otros resultados de continui 
dad en r para ot, g fijos. En la secciôn 25 expl icamos que 
la continuidad en r se extiende "hasta r = 0".
Escribiremos la dependencia en los parâmetros en la forma
M(a,g,r) u(x,a,g,r) u'(x,n,g,r) = ^
No escribimos la constante C, pues la man tendremos fija s l e m p r e ,
Sea {(a^y y r^)} cualquier sucesiôn con limite 
(OOfBo'^) , r o > 0  . POnemos
■ T  *  f  f ,  l " l  "
Por tanto M = J (u )n n n
En las demos trac iones pondremos -para abreviar- iguales 
a uno los dos coeficientes de las intégrales de J.
Teorema 24.1 Con tas anteriores notaciones:
I. os continua en (a,B,r) para todo (a-,0)
y todo r > 0.
II, Existe una suhsucesiôn (que designamos igual) tat 
que para atguna sotuciôn U q det probleina «oBo 7*0 oe tiene
-*■ Uo y u^  ^ ^ u'^  uniformemente en cada compacto
u" u[ fuertemente en L^(R^)
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III. u(x,cijB,r) y u'(x,a,B,r) son continuas en 
(x,a,B,rJ en todo punto de tal que x~^0, r>0 y el pro­
blema agr tenga soluciôn ûnica.
Primeramente damos un lema preparatorio.
Lema 2 4.1 Existe una sucesiôn tal que
le) (J)" G L (F*^ ) y (p^  es de soporte compacto contenido en 
un acotado independiente de n.
20) ^^(0)=a^-a^ y
3e) (j>^ y ()/' tienden a cero uniformemente en R ^ .
En efecto, puede tomarse (j)^ igual a cero en Q  ,”) e igual
en ^ ,l] al polinomio de tercer grado, P^ ,que cumple 2e) y
P d)=p' (1)=0. n n
Pasamos a dar la demostraciôn del teorema, organizada en 
cuatro pasos. La sucesiôn {((*^ } solo interviene en el primer 
paso. . .
1 paso Vamos a ver que
lim sup J (u ) ^ M = J (u ) (24.1)n n o o o
lo que Implica que para alguna constante independiente de n 
(” 9 r”
I u" ^ Cte , |u I < Cte (24.2)
J 0 n  , jo n
Dado que u + * verifica las condiciones de contorno
o ^n
' By,) / por définie j.ôn de minimo
ICO _ f co r(u"+4)") + I u +(j) 1 (24.)) ;0 o ^n Jo ' o '^ n ' '
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Demostremos que
f“ 2 f” ^
lim J 4u +* ) = I u" + 1  | u | °  = j ( u ) = M  (24.4)
n o n  jo o Jo o o o o
El paso al limite en la primera integral no présenta
problema, pues tenemos convergencia uniforme en un acotado
independiente de n. Lo mismo ocurre con la segunda integral
si r^< 2, pues entonces u^ tiene soporte compacto. Veamos
el paso al limite en la segunda integral cuando r^>2. Solo
hay que considerar un entorno de . Por el corolario 10.2
4
r -2
|u^(x)| ^ Cte (a 4 x) °
Desde un cierto n en adelante ' r^ ^  r^ - G > 0 , luego
_ 4 ( rp - £ ) 
r r -2
|u^(x) I " < Cte (â + x) °
donde el segundo miembro ya no depende dé n y es integrable. 
para e suficientemente pequeno (nôtese que 4r^/(r^-2) > 1 
para r^>2 ), luego el deseado paso al limite es légitimé
por el teorema de Lebesgue de la convergencia dom i nada. (Si 
r =2 tenemos una cota exponencial). Con esto queda probado
(24.4). Ahora (24.1) es consecuencia de (24.3).y (24.4).
29 paso Vamos a ver el punto I y que para una sub­
suces iôn y una u^
u" -su" dëbi Imente en L (R*'") (24.5)n o
u^(x) -+ u^(x) pun tua Ime n te para todo x)0 (24.6)
Este paso es muy parec ido al teorema 4.1 (de e xi s te ne i a) , 
por lo que seremos muy escuetos. Por (24.2) y compacidad 
debil de L ^ , extraemos una subsucesiôn tal que uj^  converge 
débilmente hacia un w de L (R ^ ) . Liamemos v a la segunda 
primitiva de w tal que v(0)=a^ y v'(0)=g^. Para Ccvdo. x>0 
tenemos por convergencia- débil
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r  fx
u (x) = a X V  {x-t)u"(t) dt->- O o  iBo X V  (x-t)w(t) dt = v(x)n n n jç n j g
Usando sucesivamente la semicontinuidad inferior débil 
la norma , e '.
(24.1) se obtiene
de l lema de Fatou (recuérdese (24.2)) y
Jo
l” 2 2 f™ r
(v) = v" V IVI < lim inf u" -f lim inf |u |
J o  J o  J o  n  J o  n
4 lim inf J^(u^) < Mo .
Dado que v pertenece a la clase de minimizaciôn de 1 problema 
OgBoto , todas estas desigualdades son de hecho igualdades, 
as.f que v es una soluciôn de 1 problema ag Bo tg ^lo que prueba
(24.5) y (24.6)) y M^-^Mg a lo largo de la subsuces iôn consl- 
derada.
Ahora bien, como el valor del mfnimo Mg es ûnico, toda 
subsucesiôn convergente de {M^} converge hacia Mg, por lo 
que M^-^Mg a lo largo de la sucesiôn inicial toda entera.
Esto prueba que M (a , B , r ) es continua en (Ug , Bg , rg ) .
3-^  paso Demostraciôn del punto II . Es repeticiôn de la 
del teorema 4.2.
4o paso Veamos el punto III . Sea (ctg , Bo , tg ) ta 1 que el 
problema Og Bg tg tenga soluciôn ûnica, es decir, Ug es ûnica. 
Entonces en el punto H  tenemos convergencia de las suce- 
siones sin extracciôn alguna, puesto que toda subsucesiôn 
convergente de {u|^ } converge hacia Ug . Para probar el punto 
III tenemos que ver que
(x ,a , 6 ,r ) - » - ( X g , C t g , B o * t g )  implica u (x ) > U g ( X g )  n n n n n n
Escribiendo x = xg + S , tene mo s
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X 
{ "u ( x ) - a  -  B X = (x-t) u" (t) d t =
n n n n n  J o ^  n
Xo Xo Xo +6^
= I ( x g - t ) u " ( t )  dt + 6 u " ( t ) d t f (x q+ 6  -t)u"(t)dt
Jo n n Jo n n n
La segunda y la tercera integral tienden a cero por (24.2) y 
la desigualdad de Schwarz. En cuanto a la primera integral, 
usando que u u^' en L (aqui es suficiente la convergencia 
débil)
u ( X ) - » - a o + 6 o X o +  ( Xo - t) u" ( t) dt = Ug (Xo )n n J g
que es lo que queriaraos demostrar. (La continuidad de u ' 
se prueba de la misma forma).
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25. El problema limite cuando r -» 0
25-A Propiedades générales
En esta secciôn, asî como siempre que esté Involucrado el paso al 1^ 
mite cuando r ->• 0 , fijaremos la constante del problema agr poniendo
r (s) = )s|*^
Atenciôn; esto significa hacer C = r (no C = 1 ) en la notaciôn
usada en este trabajo. En particular, la ecuaciôn de Euler es
iv IIr-1
u = - r|u| sgn u
Definimos el problona agO como el problema agP con
1 si s /0
r ( s )  = (25.1)
0 si s = 0
Vamos a resumir el estudio del problema agO en la siguiente cadena 
de observaciones y resultados.
1. La funciôn (.25.1) es inferiormente sanicontinua, por lo que es apl_i
cable el teorema 4.1 de existencia.
2. El soporte de u es compacto. En efecto, por un lado el conjunto
{u / o} ha de ser de medida finita para que sea finita la integral de 
r(u). Por otrb lado, el soporte es un intervalo por el teorana 5.2.
3. La ecuaciôn de Euler es
u^^ = 0  en (0,a^ ) (25.2)
' ■
Esto es cierto incluso en los cepos aislados de u. En efecto, en estos 
ceros es u'/ 0. Con la notaciôn de la secciôn 13, por (13.2) résulta 
que la funciôn f(X) de (13.1) es independiente de X ,luego f'(X) = 0.
4. El teorana 24.1 de continuidad en los parâmetros es vâlido con 
r ^ 0 en vez do r > Oî
B ;ta seguir paso a paso la demostraciôn con r^  ^ o . Observese que
(25.1) es el limite pun tuai de | s| cuando r -> 0^ .
(*) ya que, para cada X, I’(u (x)+X(j) (x) ) = 1’ salvo en un punto.
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5. Se tiene que independientemente de a, B
|u"(aj I = ^  (25.3)
Este resultado esta sugerido por la ecuaciôn del teorema 16.3
2
2
u'u'" - ^ u" + 1 = 0  en (0,a ) (25.4)
Multiplicande (25.2) por u' es integrando se obtiene (25.4), salve una 
constante de integracion a determinar. Demostrar que la constante de in_ 
tégracion es la escrita en (25.4) équivale a demostrar (25.3), lo que 
haremos mas abajo, al calcular u explîcitamente.
6. Tambien se conservan los teoranas 9.2 y 9.3 y el lana 8.5, po_ 
niendo en ellos m = 2 , que corresponde a r=0. En particular, la fun 
ciôn del lema 8.5 es
(25.5)
u1/2
7. Se tiene que independientemente de a,B
llm — '"'-1 --—  » e'/* (25.6)
— ;
Es consecuoncia de (25.3).
25-B Solucion explicita del problema aSO
Primeramente describim'os la solucion.
Por comodidad de escritura ponemos
La solucion en [o,z] es
sncciôn 25-B
A = - Bz - 3a B = A + a
(25.7)
donde z viene dado por
/2 z = B + + / 7 2 I Î  si h  > - sa'"
/2 + / b  ^ -  /72 a si .1/2 < -  96
1/4
(25.8)
y en estos casos la solucion es unica.
Si B / = - 96^^  ^ hay dos y solo dos soluciones dadas por
las dos formulas de z (25.8).
(Comentqmos que los casos a= 0 o B= 0 , ambos incluidos en la
primera de (25.8), son de resoluciôn mucho mas fâcil).
Pasamos a explicar como se obtiene lo anterior.
Las formulas (25.7) resultan de (25.2) mediante calcules elemen 
taies. Entonces
u"(a ) = - 2A 2(Bz + 3a)z2 (25.9)
M(a,B) = J(u) = z + + 2Bl  ^ 6oB + 60^ (25.10)
El problema se termina minimizando esta expresiôn respecte de z.
La clave para obtener z explîcitamente es darse cuenta de que la deri 
vada de (25.10) respecte a z puede escribirse
1 - ( Bz + 3a )
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por lo que en los extremes locales de (25.10) respecte a z se veri_
f ica
us.n,
Esta formula junte con (25.9) nos da (25.3) . Por otra parte tambien
nos da (25.8), de la siguiente forma;
1. Para B/ot > - 72^^^ , (25.11) tiene solo una solucion
positiva.
2. Para B/a < - 72^^^ , (25.11) tiene très soluciones
positivas, de las cuales solo las dos de (25.8) dan minimes locales.
Se termina el calcule comparando cuidadosamente los valores de los dos 
mînimos locales, que resultan coincidir solo si B/ot = - •
El primer case de (25.8) corresponde al signe + en (25.11) , 
luego por (25.9) A < 0 y entonces (25.7) implifca u > 0 en 
(0,z). Por tante tenfimos el Siguiente corolario.
Corolario 25.1 Sea el problema aBO. Si B/ot > - 96^^^
entonces u  ^  0 en y  , por tanto , ai = .
Nota . El problema r = 0 verifica el teorema 28.1,1 (pâg. 157) con
. K'/" . , p. - -
Ver especialmente (25.6) y (25.8) .
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26 Un arco o infj.r»itc- arcos
Debido al teorema 9.5 (de alternative entre Infinites arcos y "m^ 
nos de dos arcos"), es suficiente estudiar la infinitud del numéro de 
arcos de U , solucion del problema aBr con a=0 , B=1 • (Sabemos 
por el teorema 9.1 que U es unica para todo r > 0). El case de un 
numéro finito de arcos puede caracterizarse por U ^ 0 en R* , o 
por ^ U tiene un solo arco» , o por A;= A^ . Consecuentemente , 
el case de infinites arcos se caracteriza porque (J toma valores nega^  
tivos.
Teorema 26.1
I. U tiene infinites arcos para todo r > - | - e o ,  eo>(7.
II. U tiene iin solo arco para r en un entorno a la derecha de 
cero.
En la seccion 29 veremos que
■j - £o < 0.625
Por el lema 15.4 sabemos que U tiene infinites arcos para r > 2/3.
La demostracion del punto I se basa, en esencia, en pasar de r > 2/3 a 
r > (2/3) - Eo por continuidad en el paramétré r , M  *
Lema 26.1 El conjunto de los valores de r > 0 taies que U tiene 
infinités arcos es un conjunto abierto.
Por el teorema 24.1 la funcion U(x,r) es continua. Si U tiene iri 
finîtes arcos para r = ro, entonces para algun x@ es U(xo,ro) < 0  ^
luego signe siendo U < 0 en un entorno de (xo,ro) que proyecta un 
entorno de ro . Luego U tiene infinitos arcos en un entorno de r o. f),
Vamos a ver un lema de convergencia de las derivadas terceras. Sea
una suce^ iôn con limite ro > 0. Ponemos '
U (x) = U(x,r_)
(*) En la nota de la pâg. 171 se da otra demostracion de que u 
tiene infinitos arcos si r ^ 2/3, .
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Lema 26.2 E x i s t e  u n a  s u b s u c e s i ô n  d e  l a  a n t e r i o r  t a l  q ue
U ^ "  ( x ) -+ [/"' ( x )  p u n t u a l m e n t e  a . t . p .  en  ( O y A i ( r o ) )
d o n d e  A \ ( r { j )  e s  e l  p r i m e r  c e r o  p o s i t i v e  de  Uo .
Por el teorema 24.1 . UJJ fuertemente en L^(R^).Por tanto exi^
te una subsucesiôn tal que Uj^ (x) U'j(x) puntualmente c. t .p., Conside_ 
remos la ecuaciôn de tercer orden del teorema 16.3 con C = r
U'U"'- i U" + |u|^ = 0  en (0,À ) (26.1)
Uo verifica esta ecuaciôn en (o,Ai(ro)) . Como U^ -»■ Uq uniformemen 
te (teorema 24.1), desde un n en adelante sera U^(x) > 0  en 
[e , Al(ro) - e] y U^ vériflcarâ (26.1) en este intervalo. Luego 
U^(x)U^' (x) Ug(x)U'^ ' (x) c.t.p. en este intervalo. Teniendo en cuen
ta que Uj sôlo se anula una vez en cada arco, el lema queda demostracîc»
Vamos a ver que U tiene infinitos arcos para r^= 2/3.
Para r > 2/3 ya sabemos que U tiene infinitos arcos. Por la fôr_ 
mula (10.4)
I I ■ ( S') l“ " ' V |
Dado que m-3 > 0 para r > 2/3 , que 1/X < 1 y que U'" tiene
sus extremes locales en los puntos A^ , résulta para r > 2/3
sup lu"' (x)| = U'" (0) = ^ [ ^ — 1 (26.2)
x)0 '■ •'
donde se ha usado (23.3). Lo importante aquî es que U'" (0) es una fut:
ciôn continua de r por serlo M (teorema 24.1 otra vez).
Sea, pues, r^  = 2/3 y r >2/3 . Por (26.2)
m—3
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2 + r
|u|^' ^  I M* para todo x ^ 0
Por el lema 26.2 résulta
l"o' I ^  "2- [ 2+ro°j c.t.p. en (o,Ai (ro))
Èsto prueba que Uo tiene infinitos arcos, pues sino por el lema Ü.3 
se tendrxa
UJJ' (x) -> - oo cuando x + Aj (ro)
lo que contradlce la anterior.
Esto demuestra que U tiene infinitos arcos para r = 2/3 . Ahora
el lema 26.1 nos da el punto I del teorema.
Nota 26.1 Mediante el teorema 24.1, la ecuaciôn de Euler, las fôr_ 
mulas (23.3), el corolario 10.2 y el teorema 27.1 pueden obtenerse resu^ 
tados mucho mas precisos de continuidad en r. Senalamos los siguientes, 
junto con un esbozo de demostracion.
1. U"(x,r) es continua en (x,r) para x ^ 0 , r > 0.
La idea de la demostracion es obtener que la norma de U'" en un L^n
reflexivo esta acotada independientemente dé n; por tanto existe una 
subsucesiôn de U|^' dêbilmente convergente. A partir de aquî, no hay
mas que seguir la demostraciôn del teorema 24.1.
2. u'" (x,r) es continua en (x,r) para 0 $ x < A^(r) y r ^  0 
Résulta de la ecuaciôn de Euler y de la ecuaciôn de tercer order del 
teorema 16.3.
3. Al (r) es continua para r ^  0 y A^(r) para , 0 ^ r < 2 .
4. U (r) y x"!^ ) son continuas para r ^  0 •. En partircular,
si U tiene un solo arco para r = rg , entonces
y(r) -> 0 y X ( W  ^  ^ cuando r ^ ro 
(Recuêrdese la fôrmula (9.6)).
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Nota 26.2 üi mêtodo de continuidad en l pennite tambien demostrar 
que hay infinitos arcos para r > 2/3 . Es decir, da un mêtodo de demo^ 
tracion distinto del usado en el lema 15.4. A su vez, el mêtodo del le_ 
ma 15.4 tambiên permite llegar hasta r > (2/3) - e , si bien los cal_ 
culos se complican considerablemente.
Demostracion del punto II del teorema 26.1.
La idea es, en esencia, que por continuidad en r la funcion U 
para r peqUeno es "parecida" a la funcion U para r = 0. Para instru­
menter esta idea necesitamos una propiedad que discrimine entre un arco 
o infinitos arcos y que se conserve al pasar al limite en r . Esta pro 
piedad va a ser la monotonia de la funcion auxiliar fundamental del le^  
ma 8.5.
Recordamos que el teorema 24.1 de continuidad en los parâmetros se 
extiende hasta r = 0 (ver la seccion 25, cuya notaciôn mantenemos) .
Supongamos (reduCClon al absurdo) que existe una sucesiôn {r^) con
r^ > 0 , r^ 0 tal que tiene infinitos arcos para todo n.
Sean a,B taies que ( B< 0)
- 96^/4 < (26.3)
a
Los numéros a ,B se mantienen fijos en lo que sigue. Sea una solu
ciôn del problema oBr^ . En particular, uo es la solucion (unica por 
la seccion 25) del problema aBO. Como u^ tiene infinitos arcos,
se verifica (lema 8.5) , que
• \--------- - es decreciente en (0,ai(r^))
(x) ^ I"
Por el teorema 24.1 de continuidad en r, résulta que
■ -^--  es no-creciente en (o,a% (0))
se c c i o n  26
Pero esto con^^ndice (26.3) , pues por (25.6) y el corolario 25.1 se 
tiene
K M
_    i/2 " ■
x-*-aj (0) Uo (x)
Esta contradicciôn prueba el punto II del teorema.
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27. Estudio del caso en que 0 tiene un solo arco (r < 2/3)
Teorema 27.1 Sea u una solucion del problema «Br. Si 0 < r < 2/3 
y U tiene un solo arco^ entonces
I. Cuando x-*- a^ se tienen las siguientes equivalencias
u(x) ~ Cte (a^ - x)'
u'(x) ~ Cte(a„ - x)
m-1
u"(x) ~ Cte(a^ - x)m-2
u"’ (x) ~ Cte(à^ - x)m-3
donde las constantes son no nulas y dependen de r y C pero no de 
fa, B/ ni de u.
II. En particular
]u(x)I _  ^lim
^ o T  zJ"'
u ’(x)
K =
lim
x->a_
m (m-1) (m-2) (3-m)
, k ‘/"'
1
2-r
(27.1)
(27.2)
“ \u(x)\^ ^  sgn u(x)
Notas
a). Recordamos que m = 4/(2-r).
b). Las constantes correspondientes a las derivadas son las que re 
sultan al "dcrivar o integrar formalmente" en las equivalencias.
c). El ultimo arco de u puede ser negative.
d). Haciehdo C = r se tiene que
cuando r ^ 0
ccmo era de esperar por la seccion 25.
e). La hipôtesis "U tiene un solo arco" implica r < 2/3 , segun 
vimos en la seccion anterior.
En la demostraciôn que sigue todos los limites son cuando x -+ a^ , 
Por el lema 15.1 y el lema 15.3?
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lim u" = 0 lim |u' ' I = «> (27.3)
Recordamos que para 0 < r < 2/3
m-2 > 0 m - 3 < 0 (27.4)
En la demostraciôn del teorema 9.5 vimos que o bien ai= a^  ^ , o
bien az= a^  ^. El caso a%= a^ se reduce al caso a = 0 • En efecto, 
en este caso el segundo (y ultimo) arco de u es negative y congruente 
con el arco de la soluciôn del problema a = 0 , B = |u'(a;)| .
Por tanto, es suficiente considerar el caso aj = a^ . Por el lema 8.5 
existe
lim
1 — —  u m
Luego por la régla de L'Hôpital
l/m
lim -, 1 m= - lim — u
- 1
(27.5)
(La existencia del segundo limite implica la del primero). Por tanto 
tambien existe
K = lim --—----
Ahora aplicamos la régla de L'Hôpital cuatro veces teniendo en cuenta 
(27.3) y (27.4) :
K = - lim
1
-u' 1
(a_ -x)
m-1 m(m-1)
lim
-x)
m (m-1 ) (m-2)
lim 1
iv
(au-x)
m-3 m(m-1)(m-2)(3-m)
lim
^U-x)
m-4
(27.6)
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igualdades condicionadas a la existencia del ultimo de los limites.
Finalmente, usando la ecuaciôn de Euler u^^ = - C u^  ^ y la 
identidad m - 4  = m(r-l) , résulta
r-1
^  m(m-1) (m-2) (3-m)
m(m-1 ) (m-2) (3-m)
loque demuestra (27.1) y, al mismo tiempo, el punto I del teorema , 
pues ha resultado que todos los limites de (27.6) existen.
Ahora (27.2) résulta de (27.5). Q.E.D.
M
El teorema 9.3 , el lema 8.5 y el corolario 8.2 nos dan los siguien 
tes corolarios.
Corolario 27.1 En las hipôtesis del teorema anterior. Si
-  > - m «J/"
entonces el problema aBr tiene soluciôn ûnica, a\ = a^ , u 0 en 
todo y la funciÔn
u'(x)
u(x)
es estrictamente decreciente en
Corolario 27.2 En las hipôtesis del teorema anterior. Si
entonces el problema aBr tiene soluciôn v.nica , ai , w Jr 0 en 
todo R* y
(*) paginas 57, 53 y 55, respectivamente.
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 y l W  ,  c t e  -  -  r ,  k ’ / ”
1 -  -  
u(x) M
en (0,ai).
Ademâs u eatâ dada por (8.10) , pdg. 53
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28. Unicldad y no unicidad.
En esta seccion proseguimos la lînea argumentai de la anterior. Asu_
mimos las hipôtesis y la notaciôn del teorema 27.1 .
Los metodos de demostraciôn se basarân en el teorema 24.1 de conti_
nuidad en los parâmetros y en la monotonia de la funcion auxiliar funda 
mental del lema 8.5 »
Llamaremos
p =  ---, ,h(x) =  (28.1)
1 -  -  1 -  -  
a " U(x)
Dado que m = 4/(2-r);
1 - -  = (28.2) m 4
Recordamos que o bien aj = a^ o bien a;= a^ y que la funcion h
es monôtona en (0,ai) en virtud del lena 8.5.
Si ai= , h serâ decreciente, constante o creciente segun sea 
p mayor, igual o menor que - m .
Si ag= a^ , u tiene valores negatives y h es decreciente en (0,ai)
ya que entonces u'(ai) < 0  y h(ai) = - °° .
Estas consideraciones sôlo depienden del valor de p ^pues las solu_ 
clones de problèmes agr con el mismo valor de p difieren sôlo en una 
semejanza (lema 8.1).
Definimos
' p* = inf p
extendido Ri conjunto de los valores de p taies que el problema agr
(fijados r,C ) posee una soluciôn no-negativa en todo R . p* dépende 
de r,C. Para el problema r=0 calculâmes p* explîcitamente (nota p.' 146) .
Lema 28.1 S ea r > (7 tal q u e  U tiene un solo arco. Entonces
- oo /  p* ^  - m
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La segunda desigualdad es inmedlata de los corolarios 27.1 y 27.2.
Para demostrar que p* / - » empleamos el teorema 24.1 de conti_
nuidad en los parâmetros, ahora con r fijo. Supongamos (reducciôn al 
absurdo) que p* = -œ . Consideremos una sucesiôn {(o^ , &^)} tal que 
O n - O  y
> 0 , = - 1 para todo n
Por la hipôtesis de absurdo, el problema g^ tiene una soluciôn
no-negativa para todo n , luego por el teorema de continuidad el proble_ 
ma 0 = 0  , g = -1 tiene una soluciôn no-negativa : contradicciôn.
Los siguientes dos teoremas resuelven la cuestiôn de la unicidad y
de la no unicidad. asî como dan una informaciôn muy detallada sobre la 
estructura de u(x; a, g) segun los valores de a, g .
Los enunciados asumen el convenio de signos sobre a ,g : 0 ( ^ 0  y
yg > 0 si af= 0 , de modo que ü > 0 cerca del origen.
Teorema 28.1 Sea r > 0 tal que U tiene un solo arco. Conside_
remos el cuadro de Va pagina siguiente. Se tiene la siguiente alterna_ 
tivai
I. 0 bien p* < - . Entonces se dan todos los casos 1 a S
del cuadro ; la soluciôn es ûnica para todo f o , g / tal que p / p* 
y hay dos y sôlo dos soluciones cuando p = p* .
II. 0 bien p* = - m . Entonces se dan-sôlo los casos 1,2 y 5
del cuadro y la soluciôn es ûnica para todo ( o , gJ.
La demostraciôn de II serâ évidente a partir de la de I. Asî, solo 
tratamos I.
Los casos 1 y 2 del cuadro son los corolarios 27.1 y 27.2.
M
Demostraciôn del caso 3. Por el corolario 8.2 puede haber a lo mas
dos soluciones, una con h creciente y otra con h decreciente. Por 
tanto, basta excluir que sea h decreciente. Supongamos .(reducciôn al 
absurdo) que h es decreciente. Entonces u tiene valores negatives 
y h(aj ) = - oo , segun lo dicho al comienzo de esta socciôn. Sea un pro
(*) 'pâg. 55 .
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blema ctiBir tal que
p* < Pi < p
Como Pi pertenece a la imagen de h, el problema OiPir tiene solucion 
unica u^  que se représenta mediante u ^en virtud del lema 8.2. (La furi 
ciôn u del lema 8.2 es aquî u ^mientras que la funciôn u del lema 
8.2 es ahora u^). Luego Ui es ûnica y tiene valores negatives; contra 
dicciôri con la definiciôn de p*.
Demostraciôn del caso 5. En virtud de la definiciôn de p*, u tiene 
valores negatives; por tanto h es decreciente, luego la soluciôn es 
ûnica por el corolario 8«2.
Demostraciôn del caso 4. Veamos que existe una soluciôn del tipo 3.
De nuevo recurrimos al teorema 24,1 de continuidad en los parâmetros 
(a r constante). Sean a * , g* taies que
Sea una sucesiôn tal que (a^^g^) (a*,g*) y que
p* < Pn < -m
Por el caso 3 sabemos que es creciente la funciôn h^ asociada a la soluciôn
u del problema a g . Por el teorema de continuidad existe una subsucesiôn n n n
de {u^} que converge hacia una soluciôn u* del problema a* g* . por tanto 
u* ^ 0 y h* es no-decreciente, luego u* es del tipo 3.
Anâlogamente se prueba que existe una soluciôn del tipo 5 ^
- Teorema 28.2
J. La altevnativa I det teorema anterior se da para todo r en un en_ 
torno a la derecha de cero. %*
II. La altarnativa II del teorema anterior se da para al menas un r > 0.
{ * ) No hay mas de dos soluciones por el corolario 8.2 (p.55) o el 
teorema 9.1 (p.56) . .
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Ya sabemos (teorema 26.1) que U tiene un solo arco para r en un 
entorno a la derecha de cero.
La demostraciôn del punto I es la misma que la del punto il(p.150) del 
teorema 26.1, puesto que en la alternative II la funciôn h es no-cr£ 
ciente para todos a,g . (Decimos la alternative II y ho la I porque
se hace una hipôtesis de reducciôn al absurdo).
La demostraciôn del punto II se basa tambien en el teorema 24.1 de
continuidad en los parâmetros, aplicàdo con a,g fijos. Sea
r 0 = sup r
extendido al conjunto de los valores de r > 0 taies que U tiene 
un solo arco,
Por el lemà 26.1 Ug tiene un solo arco.
Vamos a ver que para r@ se da la alternative II, Sea u^  una solu_
ciôn del problema 4^ . Por el teorema de continuidad, u^  es el
limite de una cierta sucesiôn {u^) , u^ de infinitos arcos (tomese
r > r\ , r r„ ) . Por tanto h es decreciente en el primer arco, n  0 ’  n 0 n
luego h 0 es no-creciente cualquiera que sea (a, g) . Q.E.D.
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29. Acotacion de (2/3) - en
Nos referitnos al ndmero que aparece en el teorema 26.1.
La acotacion de este ndmero involucra câlculos numêricos detallados, 
.cuyo principio damos aqui.
Por el teorema 27.1 y el corolario 27.2 cônocemos explîcitamente 
la soluciôn del problema cupx si U tiene un solo arco y si
------L ------- m rV".
o' ■ »
y tambiên conocemos explîcitamente el correspondiente valor del mînimo 
M del funcional.
Ahora ensayamos funciones v del conjunto de minimizaciôn del pro_ 
blema agr. Por ejemplo, funciones del tipo (15.4) prolongados por 
cero, de modo que tenemos un paramètre libre z. Si conseguimos obtener 
para alguna v
J(v) < M
résulta una contradicciôn que prueba que U tiene infinitos arcos para 
el valor de r considerado.
De esta forma hemos llegado a
Y - Eg < 0.265
162
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30. Compacidad del soporte en problemas con "segundo miembro" g 
Si anadimos al funcional del problema F el têrmino
-œ
- I f(x) v"(x) dx con f € L^(R^)
■’ 0
toda soluciôn u del nuevo problema verifica donde u' / 0 la ecuaciôn 
de Euler (vease la secclôn 13)
u^^ + F* (u) = g con g = f"
La existencia de soluciôn esta garantizada por el teorema 4.1. (Vease 
tambien la nota b que sigue a dicho teorema).
Nôtese que g es de soporte compacte si y sôlo si lo es f, debido 
a que f e  f }  { R * )
Si f tiene soporte compacto, u tiene soporte compacte en las 
mismas hipôtesis del teorema 19.1. En efecto, basta razonar en una 
semirrecta disjunta con el soporte de f.
Si f tiene soporte no-compacto y F € C*(R), entonces la ecua_
ciôn de Euler es valida en todo R^ (secclôn 6-B) y por tanto u
tiene soporte no-compacto.
4
Sin embargo, cuando F no es C puede ocurrir que u tenga so­
porte compacto sin que lo tenga f, ccmo muestra el siguiente teorema.
Teorema 30.1 Dado 0 < r < 1 , coneideramos el problema de mini 
mizar
Jfv) = Y  j v'^(x)^dx + I \v(x)\^ dx - j f(x) v"(x) dx
en el conjunto definido por
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ü" e , veL^(R^) , V(0) = a , v'(0)= g
Entonces, toda soluciôn u de este problema tiene soporte compdc_ 
to si
f e  L^(R^) y f" ç L'^ (R^ ) (30.1)
Como ya hemos dicho , la condiciôn f e i /  garantira la existencia 
de solucion.
Ponemos
g = f" G = ||g||^  (30.2)
En el abierto en que no se anulan simultâneamente u y u' se 
verifica la ecuaciôn de Euler
La demostraciôn del teorema va a ser, en parte, muy parecida al caso 
g = 0 . La principal nueva dificultad es que ahora no es vâlido es lema 
5.5 (pâg. 35) .
paso . Veamos que existen puntos arbitrariamente grandes en los 
que u y u* se anulan simultanemente. Si no fuera asî, serîa valida 
la ecuaciôn de Euler (30.3) en toda una semirrecta. Como u 0 cuari 
do X -!- oo (teorema 5,1) y g es acotada , desde un cierto x en ade^  
lante se tendra
sgn u^^ = - sgn u (30.4)
|u^ |^ >  6 > 0 (30.5)
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De (30.4) se deduce, como en el lema 12,3, que u tienè ceros arbi_ 
trariamente grandes. Razonando ahora como en el teorema 20,1, de (30.5) 
résulta que los ceros de u tienen un punto de acumulacion finito en el 
que se anulan a la vez u y u' : contradicciôn que prueba el 1-- paso.
2& paso. Por el paso anterior y por ser lim u(x) = 0 cuando x  <a,
dado cualquier e > 0 existe x, tal que
|u(x)| E para todo x >  Xq y u(xj) = u* (x,) = 0
Por tanto, el siguiente lema finalizâ la demostraciôn.
Lema 30.1 Sea la ûnica raiz positiva de
= G y
donde la constante G estâ dada por (20.2) . Si
\u(x)\ ^  I/o para todo x  ^  Xg y  u(xg) =u^(xg) = 0
I
entonces u(x) = 0 para todo x
Antes de demostrar este lema damos otro lema auxiliar.
Lema 30.2 En las hipôtesis (30,1) se tiene
f f(x) v"(x)dx - Cl f'(0) - g f(0) + f” f"(x) v(x)dx 
•’ 0 0
para toda funciôn v del conjunto de trn.nimizaciôn del problema del 
teorema 30.1
(*) pâg. 74 .
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#1
Dado que es r < 1 , por el lema 5,2 (o por el teorema 5.1) se tiene 
que V G l M r )^ r luego f"(x) v(x) e L*(R^) , lo que justifica la inte_ 
gral del segundo miembro.
MAdemâs por los lemas 5.2 y 5,3
f G l"(R^) , f  g l” (R^ ) (30.6)
y por el teorema 5.1
lim v(x) = lim v'(x) = 0 cuando xa-» (30.7)
Ahora el lema 30.2 résulta integrando por partes en (0,x), haciendo 
X o o  y teniendo présente (30.6) y (30.7).
Finalmente , demostramos el lema 30.1. Por el lema 30,2 podemos sus_ 
tituir J por el funciohal
r(v) = 7  j” + Ç  |v|^ “ r  ^
0 0 0
que sôlo difiere de J • en una constante (independiente de v).
Consideremos el problema de minimizaciôn en |xo,oo). La funciôn v = 0 
en Qcq ,oo) es admisible de modo que
M J (0) = 0 (30.8)
-Xg
donde M es el miwîflio del funcional J par< el problema en Qcg ,oo) .
Como |u|^ y,, por definiciôn de yg se tiene
|u|^ G|u| en [xo,®)
r |u|f - f g u  ^  r |u|"-G r ioi ^ 0
Jx, Jxg Jxg
y en definitive
(*) Lemas 5.2 y 5.3 en pâgs. 32 y 33 .
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(30.9)
De (30,8) y (30.9) résulta M = 0 . Pero entonces por (30.9) es
u" = 0 c.t.p. en (xof”) y por tanto tambiên u = 0 en [xo,“) . 
Q.E.D,
Nota En el caso r = 1 el teorema 30.1 se mantiene suprimiendo 
hipôtesis f € L*(R*) y ana< 
demostrado por Bidaut-Veron |^3] .
la adiendo ||g|| < 1 , lo que ya fue
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31. El problems ggr con la restriccion v ^  0
Es équivalente al problems agr con
|s|^ si s >  0
r.(s) =
si s < 0
La existencia de soluciôn résulta del teorema 4.1.
Todos los resultados de las secciones 7 y 8 siguen siendo vâlidos.
La soluciôn tiene soporte compacte para todo r > 0. Es inmedia_
to del lema 5,5 y de la existencia de ceros de u. Esto ultimo sé
deduce a su vez de la ecuaciôn de Euler donde u ^ 0 , como en el 
lema 12.3. Desde luego, u tiene siempre un solo arco.
u" es continua para todo r > 0 (vease el lema 15.1). En cambio, 
u"' nunca es continua en el extreme del soporte (teorema 12.1). 
u"' (a^ ) es finite si r > 2/3 e infinite si r ^ 2/3 (lema 15.3).
Para r > 2/3 u^^ tiene una mass de Dirac en a^ y es una medida
sobre R^. Notemos que para r 1 el lema 6.2 proporciona una die 
mostraciôn mucho mas directs de que u^^ es una medida.
La soluciôn es unies para todo r > 0 y todo (a.g) admisible, se^  
gun explicamos a continuaciônî
Cuando r ^ 2/3 la fôrmula de representaciôn
u(x ;Ofg) = T U ( ax + s) (31,1)
es valida para todo (a.g) admisible. Résulta del teorema 9.3 y de 
que
lim  —  ^  = _ oo ■ si r 2/3
x->A I 1 - —’
U(x)
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A su vez , (31.1) implica la unicidad para todo (a,6) admisible en 
virtud del lema 8.2.
Cuando 0 < r < 2/3 u verifica el teorema 27.1 y se dan solo 
los casos 1,2 y 3 del teorema 28.1. Por tanto, tambiên para r < 2/3
se tiene unicidad cualquiera que sea (a,g) admisible.
/
Nota La validez de (31.1) para todo (a,g) proporcionada otra 
demostraciôn de que (en el problems sin restticcion) u tiene infini_ 
tos arcos para r ^  2/3 . En efçcto, si no fuera asi de (31.1) resnl 
tarîa
u(a,a,g) ^  0 en (31.2)
para todo (a,g) c o f i los signos convenidos. (Obsêrvese que los signos 
convenidos para (a,6) en el problems sin restriccion coinciden con los 
valores admisibles en el problems con restriccion). Pero por conti_ 
nuidad en los paramétras (teorema 24,1) de (31.2) se deduce, razonando 
como en el lema 28.1, que
u(x ; ,0 , -1) 0 en R^ ; Contradicciôn.
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32. El problema con luncional
(V) = 1  I” |v"|P + 7  I K TJ
Toda soluciôn tiene soporte compacte si ^  solo si) r < p. Aqur
1 < p < o o y  0 < r < « > ,
(La existencia de soluciôn résulta del teorema 4.1).
La ecuaciôn de Euler es ahora
w" + |u|^  ^ sgn u = 0 donde w = |u"l^  ^ sgn u"
Los resultados obtenidos en este trabajo para el problema r-poten_ 
cial se mantienen para el nuevo problema haciendo los siguientes cam 
bios :
w , w'.w" en vez de u" , u'" , u^^
2p , 4= — en vez de m = — ---p - r . 2 - r
2en vez de r = —2p- 1 3
Nôtese que r = - — es équivalente a Y ( ^ ^ p }  " ^
El mêtodo de semèjanza se aplica sin ninguna nueva dificultad. 
Cuando r > 1 , el caso p = po y r = ro es,en cierto sentido , 
équivalente al caso p = r, y r = p^ .
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33. El problema con funcional
J(v) = i  ||v"|| ^ + 7||v|| k
Aquî p > 1 , j > 1 , r ^  1 , k ^  1 y II j|^  es la norma en lf(R*) , 
de modo que este funcional es convexo y la soluciôn del problema es uni^  
ca comC en la secciôn 6-C.
La demostraciôn de existencia es casi identica a la del teorema 4.1.
La ecuaciôn de Euler es (en sentido multivoco cuando r = 1):
p - 1 ^2 / _ . \ ^  - 1
^ dx2
^|u"|^ ' sgn u +1^ |u|^  ^ sgn u = 0
donde Ip = r|u"|P , If = f"|u|^
0 ■'ft
Este problema se reduce explîcitamente al problema de la secciôn 32 
aplicando a la ecuaciôn de Euler argumentes de semejanza como los de la 
secciôn 8 ;ahora a y T se relacionan con las intégrales .(El
problema de minimizaciôn puede caracterizarse mediante su ecuaciôn de 
Euler : ello es bien conocido para funcionales convexos diferenciables 
(r > 1) y para r = 1 vêanse las referencias de la secciôn 6-C).
Las razones de semejanza jj del teorema 9.4 no dependent de j,k, 
sino solamente de p,r.
El problema estudiado por Berkovitz-Pollard [l] . y Redheffer [l] 
corresponde a ^
p = 2 , j  = 2 , r  = 1 , k  = 2
mientras que el problema r-potencial de este trabajo'con r = 1 corres_ ' 
ponde a k = 1. •»
Llamando 8^^ y U y respectivamente,a la soluciôn de los antoriores
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problemas con datos de contorno a = 0 y g = 1 , obtenemos por los 
citados argumentes de semejanza
El valor de la razôn de semejanza X (para p = 2 , r = 1), que fue 
ya obtenido por Berkovitz-Pollard QZ], es
X = 4. 13 01 599
La presencia del los exponentes j / p y k / r produce un efecto 
global que cambia el significado fîsico del modelo. Por ejemplo, el 
funcional de Berkovitz-Pollard no corresponde a una barra flotante.
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INDICE DE NOTACIONES
Letras griegas
a date de contorno u(0) = a (secciôn 1-A). Convenio de
signos en la secciôn 1-B (pâg. 9)
g dato de contorno u*(0) = g (secciôn 1-A). Convenio de
signos en la secciôn 1-B (pâg. 9)
r . Ver problema F , secciôn 1-A
A una razôn de semejanza en el problema r-potencial:
teorema 9.4 (secciôn 9) pâg. 58
Ver la anterior
P 1-— = p*: ver pâg. 156
Letras y palabras latinas 
a ceros de u
a^ ■ extreme superior del soporte de u
A ceros de Un
A^ extreme superior del soporte de U
Abs C absolutamente continua
b^ ceros de u'
C constante del problema r-potencial (secciôn 1-A), o
bien constante que figura en alguna de las siguientes 
desigualdades:
C .".r|F'(S)| ^  c|s|^"1 |r'(s)|<çc|s|^  ^^ r(s)^g F(S)^ p |s|
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Cte constante no especificada o que puede cambiar a lo lajr
go de un razonamiento
Co(îi) funciones 0 -> R continuas y de soporte compacte
Co(R) funciones H -»■ R de soporte compacto y con derivadas
j-êsimas continuas
c” (Q) funciones fl -*■ R infinitamente derivables y de sopor^
te compacto
c.t.p, casi todas partes (medida de Lebesgue)
definida \  ver (1.1) , secciôn 1-E (pâg. 12)
positiva J
h(x) =  — —  ver lema 8.5 (secciôn 8) pâg. 53
1 - 1
u(x)
K ver teorema 27.1 (pâgina 152) . Ocasionalmente otros
significados que se especifican en cada lugar.
m = — —^  (secciôn 8) i _ 1 = ^ ^
m-1
m—2 
m—3
2 - r m 4
2 +r 
2 - r
2r
2 - r
3r - 2 
2 - r
m-4 = m(r - 1 )
M(a,6) mînimo del funcional del problema agP o del problema
a$r
M(c,d) medidas de Radon sobre el interva.lo (c',d)
N dimenslôn de R^
positividad Iver (1.1), secciôn 1-E (pâg. 12) 
definida f
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problema F
problema
r-potencial
s.c.i.
semi-
monôtona
o problema agF : secciôn 1-A
^ o problema agr : secciôn 1-A
ver problema r , secciôn 1-A. En otros lugares es 
el exponents que figura en alguna de las siguientes 
desigualdades:
|r'(s1;>c|s|r-i^ |r'(s)^ sc|s|r-ip f(s)^ ||s|% f(s)^
(0,«>)
[o,»)
semicontinua inferiormente
^ ver (1.2), secciôn 1-E (pâg. 12)
una soluciôn del problema agF o del problema r
soluciôn correspondiente a a = 0 , g = 1
funciôn generica del conjunto de minimizaciôn del 
problema agF o del problema agr
Otros sîmbolos
1 1exponents conjugado o dual de r * — + ^  = 1
norma si r :ÿ. 1 y su generalizaciôn natural
si 0 < r < 1
cierre de 0
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INDICE DE LOS PRINCIPALES RESULTADOS
Problema F Problema r-potencial
compacidad del soporte teor.19.1(pâg.114)
ecuaciôn de Euler 
regularidad
unicidad para 0<r<l
no unicidad (r<2/3) 
infinites arcos
numéro fini to de àrcos 
(r<2/3)
teor.16.1(pâg.95) 
teor.21.1(pâg.124)
teor.10.2(pâg.63)
teor. 7.1(pâg.45)
teor.11.1(pâg.66) y 
teor.11.2(pâg.68)
  teor. 9.1(pâg.56) ,
teor.28.1(pâg.157) y teor.28.2(pâg.159)
  teor.28.1(pâg.157) y teor.28.2(pâg.159)
lema 15.4(pâg. 90) teor.26.1(pâg.147) y
nota pâg. 171
  teor.26.1(pâg.147)
estructura de los arcos teoremas 17.1 y 17.2 (pâg.103) y figura pâg.104
para r>1 tambiên corol.23.2 (pâg.137)
segundo miembro
restricciôn v^O 
(inecuaciôn variacional)
otras potencies de la 
derivada segunda
secciôn 30 (pâg.165) secciôn 30 (pâg.165) 
secciôn 31 (pâg.170)
secciôn 32 (pâg.172)
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