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Le CEA participe à l’effort de recherche national sur l’IRM, à travers entre autres le centre
de neuro-imagerie Neurospin et le financement de projets de recherche dont cette thèse fait
partie. De manière générale, le CEA cherche à développer des applications du nucléaire dans
les domaines de la biologie et de la santé.
L’imagerie par résonance magnétique (IRM) est une technique aujourd’hui largement utilisée
en routine clinique et en recherche biomédicale. C’est une technique d’investigation in vivo non
traumatique qui permet d’obtenir des images hautement résolues spatialement, sans irradiation
et avec une large gamme de constraste. Elle utilise le phénomène de résonance magnétique
nucléaire (RMN), technique de spectroscopie découverte en 1946 qui fait appel aux propriétés
magnétiques des noyaux atomiques des molécules.
Grâce à l’IRM, il est possible d’étudier les tissus dits mous de l’organisme, tels que par
exemple le cerveau, la moelle ou les muscles et d’en connaître la structure anatomique ou d’en
suivre le fonctionnement ou le métabolisme. Ainsi, cette méthode est utilisée pour le diagnostic
de tumeurs cancéreuses ou pour localiser certaines malformations dans le cas d’une IRM ana-
tomique. L’IRM fonctionnelle permet d’obtenir des images du débit sanguin avec une grande
précision anatomique (1 mm) et temporelle (un dizième de seconde). Cette technique est donc
particulièrement bien adaptée à l’étude non traumatique d’organes profonds, réputés difficiles
d’accès tels que le cerveau. De plus, elle permet d’étudier le fonctionnement de l’organe sans
interférer avec son fonctionnement normal. D’une façon générale, l’imagerie biomédicale s’est
imposée au cours de ces dernières années dans de nombreux domaines de la biologie et de la
médecine.
Au cours de cette thèse, nous nous sommes intéressés à des complexes de gadolinium utili-
sés comme agents de contraste en imagerie médicale [3–5]. Le principe d’action est le suivant.
Chaque tissu possède des propriétés de relaxation magnétiques propres qui dépendent de sa
nature physico-chimique et de la concentration des molécules d’eau, et la différence de temps
de relaxation engendre un contraste naturel qui peut être amélioré par l’adjonction d’un agent
de contraste [6].
Historiquement, les premiers agents de contraste (de relaxation) introduits pour l’IRM à la
fin des années 1980 sont des complexes de gadolinium (Gd-DTPA et Gd-DOTA). Le gadolinium
est en effet une espèce de choix grâce à ses sept électrons non appariés qui lui confèrent un fort
moment magnétique. De plus, son moment cinétique total orbital nul (état orbital S) implique
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une relaxation électronique longitudinale lente aux temps de l’imagerie [7, 8], contrairement
aux autres ions lanthanides paramagnétiques comme Dy3+ et Ho3+ qui ont des moments ma-
gnétiques plus forts mais des relaxations électroniques dont la grande vitesse est défavorable à
l’augmentation du contraste [9, 10]. Cependant, sous forme d’ion libre, le gadolinium est toxique
pour l’organisme, puisqu’il entre en compétition avec les systèmes calcium-dépendants. Il est
donc absolument nécessaire de chélater cet ion pour former des complexes non toxiques, inertes
et stables dans l’organisme.
La complexation se fait grâce à des liaisons de coordination qui sont moins fortes que des
liaisons covalentes, et il est donc possible que le gadolinium soit relargué in vivo. Plusieurs
études font le point sur les différents dangers d’utilisation des agents de contraste et mettent
en évidence un faible risque de contamination si les conditions d’utilisation sont respectées [11–
18]. Les ligands chélatants sont donc soumis à de fortes contraintes structurales afin d’assurer
l’élimination de l’agent avant une possible décomplexation. Plusieurs atomes donneurs du ligand
comme O ou N viennent donc chélater l’ion métallique central pour assurer la stabilité du
complexe et au minimum un site de coordination est laissé vacant pour accueillir tour à tour les
molécules d’eau voisines de manière à augmenter la vitesse de relaxation de leurs protons par
rapport aux vitesses des protons des molécules d’eau plus éloignées de l’ion. Il en résulte des
différences plus grandes entre les vitesses de relaxation, donc une amélioration du contraste. Un
effort constant est produit afin de créer de nouveaux agents de contraste plus sûrs mais aussi
plus efficaces [19].
Il est à noter que d’autres approches sont développées à partir d’autres lanthanides [20, 21].
Des analogues d’europium(II) sont proposés comme alternatives aux complexes de gadolinium
dans le cadre d’agents de contraste dits rédox pour l’IRM. Ces agents sont sensibles à la pression
partielle d’oxygène, paramètre important dans de nombreuses maladies. Le dysprosium(III)
peut également être envisagé pour une utilisation en IRM clinique en tant qu’agent de contraste
dit de type T2 si un haut champ magnétique est utilisé, grâce à son efficace relaxivité transverse.
Un axe de recherche particulièrement actif depuis plusieurs années concerne les PARACEST,
qui proposent une alternative à l’utilisation du temps de relaxation T1 [22–24]. La méthode
CEST (Chemical Exchange Saturation Transfer) consiste à créer un contraste à partir de la
combinaison d’une saturation de spin et d’un échange de proton avec l’eau environnante. Les
protons lié à un agent dit CEST voient leur fréquence se décaler par rapport aux autres protons
du système. Le contraste apparaît grâce à l’application d’une impulsion de saturation [25–27].
L’ion paramagnétique de ces agents est la plupart du temps un lanthanide (exceptés La3+, Gd3+,
et Lu3+). Actuellement, les agents de contraste utilisés restent pour la plupart des complexes
de gadolinium.
D’autres types de développements sont également à l’étude. Une façon d’améliorer le fonc-
tionnement des complexes classiques de gadolinium utilisés actuellement consiste à ralentir la
rotation du complexe. Des chercheurs ont réussi à ralentir cette rotation en fonctionnalisant
le ligand avec des macromolécules encombrantes. Ces groupements peuvent également donner
un caractère site-spécifique à l’agent, c’est-à-dire qu’ils vont permettre de cibler certains tissus
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de manière spécifique, permettant d’augmenter la concentration d’agent de manière locale [28].
Le ciblage spécifique de l’agent de contraste est aussi étudié dans le cas d’une nanoparticule
agissant comme un agent IRM [29, 30]. Le principe est d’encapsuler le gadolinium dans une na-
noparticule perméable à l’eau. Cette nanoparticule peut alors être fonctionnalisée pour devenir
site-spécifique sans perte d’un site de coordination sur le gadolinium.
Mon travail de thèse s’inscrit dans cette optique d’amélioration de l’efficacité des agents
de constraste. Ceci passe par une connaissance précise des grandeurs physiques en lien avec la
relaxation. Au cours de ces trois dernières années, je me suis intéressée à mieux appréhender
différentes grandeurs magnétiques de ces complexes de gadolinium.
J’ai étudié en particulier l’interaction hyperfine existant entre le spin électronique du ga-
dolinium et le spin nucléaire de chacun des atomes de la molécule d’eau se coordinant à l’ion
métallique. Les fluctuations de ces interactions induisent les transitions de spin du proton qui
amènent à la relaxation. Il est donc important de comprendre l’origine des fluctuations de ce
terme. J’ai également étudié une autre grandeur physique intervenant dans la modulation des
niveaux électroniques du gadolinium : le Zero-Field Splitting. L’étude de ces deux termes doit
permettre de retrouver les composantes du temps de relaxation de l’agent considéré. L’objectif
de cette thèse a donc été de déterminer les conditions permettant de modéliser de manière
précise ces termes, et dans le cas de l’interaction hyperfine, de comparer les résultats à une
approximation couramment utilisée dans la communauté.
La solvatation des ions lanthanides est largement étudiée en dynamique moléculaire clas-
sique ou ab initio, mais peu d’études se sont intéressées au gadolinium. Le faible nombre de
publications s’explique par la complexité de description de cet ion qui possède sous sa forme
ionisée sept électrons non appariés dans sa couche 4f . Des pseudopotentiels ont été developpés
[31, 32] afin de répondre aux exigences de description d’un tel système où les effets relativistes
doivent être pris en compte mais sont très coûteux en temps de calcul. Les études concernant la
dynamique même des agents de contraste sont très peu répandues. Yazyev et al. ont réalisé une
dynamique moléculaire classique de l’agent de contraste commercial Dotarem®[33]. Concer-
nant la dynamique moléculaire ab initio, Pollet et al. ont modélisé la dynamique de l’agent
ProHance®sur laquelle s’appuie mon travail de thèse [34].
Mon approche a été de coupler des dynamiques moléculaires ab initio avec des calculs de
structure électronique, permettant ainsi l’étude de grandeurs physiques d’intérêt pour la re-
laxation d’un agent de contraste. Cette approche par couplage de méthodes a déjà été utilisée
par Asher et al. [35], mais sur un système très différent d’un complexe de gadolinium : un anion
radical benzosemiquinone.
Les interactions hyperfines impliquant le gadolinium ont été étudiées dans des systèmes
simples par Glendening et Petillo [36] qui ont cherché à évaluer l’interaction entre le spin élec-
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tronique du gadolinium et le spin nucléaire des protons de l’eau. Glendening et Petillo ont
considéré pour leur étude l’ion gadolinium en interaction avec H2O ou NH3. Concernant des
agents de contraste IRM, des études ont été menées par Yazyev et al. [37] et par Esteban-Gomez
et al. [38]. Yazyev et al. se sont penchés sur le ligand DOTA et ont, après une dynamique clas-
sique de l’agent, extrait des configurations le long de leur trajectoire et réalisé des calculs de
structure électronique sur les systèmes. Ces calculs leur ont permis d’estimer la validité de l’ap-
proximation du dipôle ponctuel utilisée dans la communauté [39]. Esteban-Gomez et al. ont eux
étudié pour différents complexes de gadolinium un seul des termes de l’interaction hyperfine.
Ils n’ont pas réalisé de dynamique moléculaire en amont et se sont concentrés sur des calculs
ponctuels sur des géométries équilibrées. Ce domaine reste donc relativement inexploré et la
combinaison d’une dynamique moléculaire ab initio (DMAI) à ce type de calcul n’a pas encore
été réalisée. La DMAI va nous permettre non seulement de prendre en compte la structure élec-
tronique du système au cours de la dynamique, et ainsi intégrer directement tout changement
dans celle-ci mais aussi de considérer de manière explicite les molécules d’eau du solvant.
Beaucoup de questions restent en suspens. L’approximation du dipôle ponctuel validée par
Yazyev et al. pour les hydrogènes mais mise en défaut pour l’oxygène de la molécule d’eau
coordinée est-elle toujours applicable sur ce type de systèmes, et avec quelles approximations ?
Quelle est la dépendance des variables géométriques du système au tenseur hyperfin ? Mon
étude tentera de répondre notamment à ces questions.
Un autre volet de mon travail de thèse a été de m’intéresser au Zero-Field Splitting. La
modulation de ce ZFS qui provient de perturbation du champ de ligands est une des causes
principales de la relaxation électronique, et selon la théorie de Solomon-Bloemberger-Morgan,
la relaxation nucléaire est liée à cette relaxation électronique, ce qui fait du ZFS une grandeur
physique importante pour l’étude de la relaxation pour l’IRM. Différents formalismes existent
afin de tenir compte de ce phénomène, le plus communément utilisé étant l’approximation de
Redfield. L’utilisation de cette approximation est rarement (a priori) légitime du fait des lentes
fluctuations du ZFS statique induites par la rotation Brownienne du complexe. Un suivi du
terme ZFS par calcul de structure électronique semble donc la solution adéquate à l’étude de
cette grandeur. L’approche choisie dans le cadre de cette thèse consiste à suivre l’évolution du
tenseur ZFS le long de la dynamique précédemment réalisée, de la même manière que pour
l’étude des interactions hyperfines.
Ce manuscrit présente mes travaux sur l’étude de propriétés magnétiques de systèmes as-
similables à des agents de contraste utilisés en IRM. Il se divise en cinq chapitres. Le premier
chapitre revient sur la technique d’IRM et la nature des agents de contraste. Dans le second
chapitre, je présente les méthodes de simulation que j’ai utilisées, et expose les fondements des
théories employées. Le troisième chapitre me permet de décrire les dynamiques moléculaires
ab initio réalisées au cours de ma thèse, et les analyses qui en découlent. Dans le quatrième
chapitre, j’aborderai les résultats que j’ai obtenus par étude des interactions hyperfines en jeu
dans la relaxation, je présenterai une approximation couramment utilisée et discuterai sa vali-
dité pour les systèmes que j’ai étudiés. Enfin, dans le dernier chapitre, je me suis intéressée au
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Zero-Field Splitting et je présente une étude statistique de ce terme permettant d’en faire une
modélisation probabiliste.






De la RMN à l’IRM
La technique d’Imagerie par Résonance Magnétique (IRM) permet d’obtenir une image tri-
dimensionnelle de la répartition de l’eau, et plus généralement des espèces hydrogénées (lipides,
etc...) dans le corps d’un patient. Nous verrons plus loin que cette technique repose sur le phé-
nomène de résonance magnétique nucléaire (RMN) où l’on observe l’onde électromagnétique
émise par des noyaux d’hydrogène (protons) dans un champ magnétique extérieur aprè les avoir
soumis à un champ magnétique extérieur et à une excitation électromagnétique radiofréquence.
1.1 Quelques dates
Le principe physique de la RMN a été découvert par Félix Bloch et Edward Purcell en 1946
[40–42]. Cette découverte leur a valu le prix Nobel de Physique en 1952.
Juste 25 ans plus tard (1971), Raymond Damadian mit en évidence que les tissus malades
(tumeurs) et les tissus sains se comportaient de manière différente vis-à-vis d’une excitation
magnétique [43]. En effet, les molécules d’eau présentes dans les tissus malades avaient un temps
de relaxation magnétique plus long que celles contenues dans les tissus sains : les premiers pas
vers l’imagerie médicale étaient franchis. Ensuite les choses s’accélérèrent puisqu’en 1973 Paul
Lauterbur et Peter Mansfield [44–46] suggérèrent tous deux l’utilisation de gradients de champ
magnétique afin de déterminer les positions des noyaux émetteurs, donc des molécules qui les
portent. Leurs travaux ne furent récompensés qu’en 2003 par un prix Nobel de Physiologie ou
Médecine.
Le premier scan IRM d’un corps humain date de 1977 et fut réalisé par Raymond Damadian.
1.2 La résonance magnétique nucléaire
Les moments magnétiques des spins des noyaux s’orientent parallèlement à un champ ma-
gnétique directeur extérieur constant de manière préférentielle pour donner naissance à une
aimantation nucléaire macroscopique locale. Cette aimantation est une grandeur vectorielle
animée d’un mouvement de précession autour de l’axe du champ. Lorsque ces noyaux sont sou-
mis à un champ radio-fréquence perpendiculaire au champ directeur de fréquence appropriée,
ils peuvent, sous certaines conditions, entrer en résonance.
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Chapitre 1 : De la RMN à l’IRM
1.2.1 Principes de base
La résonance magnétique nucléaire s’appuie sur la notion de spin nucléaire. Le spin nucléaire
génère un moment magnétique qui dépend du nombre de protons et de neutrons du noyau. Les
atomes possèdant un nombre pair de protons et de neutrons ont un spin nul et n’interagissent
pas avec un champ magnétique. Tous les autres présentent une résonance mais dans des condi-
tions différentes.
Lorsque le spin I d’un noyau est soumis à un champ magnétique B0, sa projection peut
prendre 2I + 1 valeurs différentes qui définissent ses états quantiques possibles et donnent nais-
sance à autant de valeurs du moment magnétique associé. Les noyaux interagissent de manière
différente selon leur état de spin et prennent des énergies différentes. On parle de levée de dé-
générescence du niveau d’énergie de spin.
Dans ce manuscrit, nous nous intéressons particulièrement au cas du proton. Son spin nu-
cléaire étant I = 1
2
, une fois un champ magnétique appliqué, deux orientations sont possibles,
correspondant à un état énergétique fondamental favorable, et à un autre état dit défavorable,
correspondant à un état excité (Figure 1.1). Ces protons vont, à température ambiante et pour
un champ
−→
B 0 classique en RMN (de quelques Teslas à une dizaine de Teslas), se répartir entre
les états fondamentaux (N1 noyaux) et excités (N2 noyaux) selon une loi de répartition de
Boltzmann (l’augmentation de l’intensité du champ
−→






Figure 1.1 – Résonance magnétique nucléaire : état fondamental et état excité.
Chaque ensemble local des spins donne naissance à un aimantation nucléaire qui précesse
autour du champ magnétique directeur
−→
B 0, à la fréquence angulaire ω0 = 2piν0. ν0 correspond
à la fréquence en Hz de précession du noyau et a une valeur proportionnelle à l’intensité du
champ
−→
B 0 (ν0 = γB02pi , γ étant le rapport gyromagnétique du noyau, c’est-à-dire le rapport entre
le moment magnétique et le moment cinétique du noyau).
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Une impulsion radio-fréquence (RF) peut alors fournir un apport d’énergie permettant le





B 0, telle que la fréquence νB1 soit égale à la fréquence de Larmor (fréquence de précession)
du noyau, la transition entre deux états d’énergies adjacentes est grandement facilitée et on
parle de résonance.
L’arrêt de l’impulsion RF va permettre le retour à l’équilibre des noyaux, via le phénomène
de relaxation. C’est ce phénomène qui nous intéresse et que nous allons suivre.
1.2.2 Définition des temps de relaxation
Comme exposé auparavant, l’application d’un champ magnétique
−→
B 0 va induire une réparti-
tion des noyaux selon les différentes valeurs possibles des projections de leurs spins et moments
magnétiques sur la direction du champ. La somme des moments magnétiques des noyaux sou-
mis au champ correspond à l’aimantation
−→
M . La distribution des populations de Boltzmann
des noyaux d’hydrogène entraîne une légère prédominance de ces noyaux dans l’état fondamen-
tal, amenant l’aimantation à s’orienter selon la direction du champ
−→
B 0 : l’aimantation est dite
longitudinale.
En appliquant pendant une durée appropriée un deuxième champ électromagnétique, de
type radio-fréquence
−→
B 1, perpendiculaire au champ
−→
B 0 et ayant sa fréquence égale à celle de la






Les noyaux sont alors dans un état excité, et vont tendre à revenir vers leur état d’origine.
Une fois l’impulsion RF terminée, le retour à l’équilibre des composantes longitudinale et trans-
verse de l’aimantation se fait avec des temps caractéristiques différents T1 et T2.
Figure 1.2 – Magnétisation
−→
M : longitudinale et transversale.
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Au cours du temps, la norme de la projection du vecteur magnétisation sur le plan xOy
(Mxy) diminue et on associe à cette décroissance le temps de relaxation T2 qui correspond au
temps nécessaire pour que l’aimantation Mxy décroisse d’environ deux tiers de sa valeur initiale
afin d’atteindre la valeur de 1
e
M0. Simultanément, la composante de l’aimantation selon l’axe z
(Mz) augmente en norme au cours du temps et on y associe le temps de relaxation T1 (Figure
1.3).
Figure 1.3 – Décomposition de l’aimantation en Mz et Mxy.
Les équations liant les différentes composantes de l’aimantation avec les temps de relaxation
associés sont :






avec M0 la valeur initiale de l’aimantation.
D’un point de vue expérimental, l’oscillation des noyaux induit un champ électromagnétique
qui est capté par un récepteur situé selon l’axe y. Le signal récupéré correspond à une décrois-
sance d’induction libre, et la transformée de Fourier de ce signal va permettre de récupérer
l’ensemble des signaux associés aux différents types de noyaux du système [47].
1.3 L’imagerie par résonance magnétique : Principes
La résonance magnétique nucléaire a pris une importance considérable dans l’élaboration
de diagnostics par imagerie. Ces diagnostics se font par étude des informations morphologiques
recueillies grâce aux contrastes observés sur des coupes tomographiques de bonne résolution
du corps humain [48, 49]. Actuellement, la résolution spatiale qui peut être atteinte est d’ordre
submillimétrique (voir Figure 1.4). L’imagerie par résonance magnétique est une technique per-
mettant d’étudier des tissus de nature différente, des tissus dits "mous" tels que le cerveau, la
moelle épinière, les muscles ...
Elle permet d’en connaître la structure anatomique (IRM anatomique) mais également d’en
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Figure 1.4 – IRM d’un corps entier.
suivre le fonctionnement ou le métabolisme (IRM fonctionnelle).
Une analyse par IRM est fondée sur le principe de la RMN [50, 51], la fréquence des im-
pulsions radio-fréquence est choisie selon la fréquence de Larmor des noyaux considérés afin
d’entraîner le phénomène de résonance (voir Eq.1.2).
L’eau étant le composant principal des tissus biologiques, ce sont les protons constituant
les molécules d’eau qui servent de cible pour les études IRM. En effet, leur abondance permet
une optimisation du rapport signal/bruit et l’obtention d’une meilleure résolution. De plus, le
moment magnétique de l’hydrogène étant fort, il permet d’obtenir un phénomène de résonance
très intense et donc facile à détecter.
Lorsque la RMN sert à l’analyse chimique, il est souhaitable d’avoir un champ magnétique
directeur le plus homogène possible. Dans le cadre de l’IRM, il est préférable d’appliquer un gra-
dient connu de champ magnétique qui permettra de localiser dans l’espace le volume contenant
les noyaux à étudier.
L’organisme du patient est, dans un premier temps, soumis à un champ magnétique statique
avec, de manière courante, des champs de l’ordre de 0.5 à 3 T ∗. Puis, un gradient de champ
magnétique est appliqué pour coder la position de chaque noyau.
Ainsi, pour chaque élément de volume de la zone à étudier, une intensité de réponse sera rele-
vée : celle-ci dépendra de la concentration de l’eau à l’endroit sondé, permettant de reproduire
une image tridimensionnelle de la répartition de l’eau dans le corps du patient.
Les intensités observées sur les images IRM sont principalement déterminées par la relaxa-
tion des spins des protons de l’eau vers leur état d’équilibre à la suite d’une excitation RF.
Cette relaxation est sensible à l’environnement moléculaire des molécules d’eau, lequel varie
d’un tissu à l’autre, ce qui donne un contraste d’image entre les différents tissus permettant la
visualisation.
Un contraste supplémentaire apparaîtra lorsque la relaxation sera différente dans deux éléments
d’un même tissu, permettant d’observer son altération que le praticien pourra interprêter comme
∗. Pour rappel, le champ magnétique terrestre est de l’ordre de 5× 10−5 Tesla.
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pathologique ou non.
Les temps de relaxation d’intérêt sont : le temps de relaxation longitudinale T1, associé au
retour à l’équilibre de la composanteMz de l’aimantation, et le temps de relaxation transversale
T2, associé à la diminution de la composanteMxy (Eq.1.3). Ces temps de relaxation varient pour
un tissu donné selon la quantité d’eau environnante : ils augmentent avec l’augmentation de
la concentration de molécules d’eau. Dans le cas de lésions dans les tissus mous, il est observé
une augmentation de la concentration de molécules d’eau. Ainsi, les temps de relaxation T1 et
T2 seront plus importants dans ces tissus, ce qui permet de les identifier par contraste avec les
tissus non atteints environnants.
En pratique, cette différence de comportement selon les tissus est souvent insuffisante et
on n’observe pas de différence notable entre des zones saines et malades de l’organisme. Pour
augmenter les différences d’intensité du signal entre différentes zones de l’image, c’est-à-dire
améliorer le contraste, beaucoup d’examens se font aujourd’hui avec une injection préalable
d’un agent de contraste.
1.4 Les agents de contraste en imagerie médicale
1.4.1 Rôle des agents de contraste
L’injection intraveineuse d’un agent de contraste aux patients permet de modifier localement
les paramètres intrinsèques des tissus [7, 52]. Leur action consiste à influencer le signal RMN
en augmentant dans leur voisinage la vitesse de relaxation magnétique des spins des protons
des molécules d’eau, ce qui aura pour effet l’augmentation du contraste de l’image (Figure 1.5).
Il faut noter que ce n’est pas l’agent lui-même qui est observé mais son impact sur l’aiman-
tation des noyaux voisins d’hydrogène qui se trouvent dans son environnement. Comme c’est
l’intensité de cette aimantation qui est suivie, et non la concentration de l’agent, le signal n’est
pas proportionnel à cette concentration et une augmentation de concentration en un lieu par
rapport à son environnement. Ces agents doivent être efficaces à faible concentration, se révéler
non toxiques pour l’homme et être éliminés par les voies naturelles.
Il est possible de mettre en relief l’effet de l’un ou l’autre des deux phénomènes gouvernant
la relaxation des protons explicités précédemment que sont l’effet T1 associé à la relaxation
longitudinale, ou l’effet T2 associé à la relaxation transversale.
L’efficacité d’un agent de contraste est alors jugée selon sa relaxivité ri=1,2 [53–56] (exprimée










avec [X] la concentration d’ion métallique.
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Nous allons nous intéresser à la relaxivité r1, reliée au temps de relaxation T1, et qui s’ex-
prime dans le cadre de la relaxivité en sphère interne comme :
r1 =
q
[H2O]× (T1 + τm) (1.5)
avec τm le temps de résidence des molécules d’eau en première sphère de coordination, q le
nombre d’hydration, c’est-à-dire le nombre de molécules d’eau coordonnant l’ion Gd(III), et T1
le temps de relaxation longitudinal (dans les tissus biologiques T1 est de l’ordre de 500 à 1000
ms). Une des conséquences indirecte du gain de précision obtenu grâce à l’agent de contraste
est le raccourcissement de la durée de l’examen pour le patient.
Figure 1.5 – Dommages à la barrière hémato-encéphalique après un AVC vus en IRM. Images
pondérées en T1. Avec produit de contraste à droite et sans à gauche.
1.4.2 Différentes classes d’agents de contraste
Agents paramagnétiques vs super-paramagnétiques
Concernant les produits de contrastes, deux grandes classes peuvent être distinguées : les
agents dits paramagnétiques et ceux dits super-paramagnétiques.
Les agents de type paramagnétiques sont aujourd’hui les plus couramment utilisés. Dans
le cas de ces agents, un cation métallique central possède des électrons non appariés qui vont
conférer au composé des propriétés paramagnétiques. Plus le nombre d’électrons non appariés
est grand, plus l’interaction entre le spin électronique de l’ion métallique et le spin nucléaire
des protons de l’eau est forte. Du point de vue du moment magnétique, les cations potentiels
appartiennent à la classe des métaux de transition (Fer, Manganèse, Chrome)[57–59] ou des
lanthanides (Gadolinium) [60–66]. Les ions Gd(III) ou Mn(II) sont deux exemples de cations
paramagnétiques couramment utilisés comme agents de contraste en IRM, le plus répandu étant
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le gadolinium, et nous nous concentrerons dans la suite sur ce dernier.
Les agents de type super-paramagnétiques sont constitués de nanoparticules d’oxyde de fer,
et sont appelés SPION (SuperParamagnetic Iron Oxide Nanoparticles) ou USPION (UltraSmall
SuperParamagnetic Iron Oxide Nanoparticles). Ces nanoparticules qui ont un diamètre compris
entre quelques nanomètres et quelques dizaines de nanomètres, vont être surtout utilisées dans
le cadre de la détection des tumeurs du foie car elles sont captées préférentiellement par ce
dernier.
Agents de contraste T1 vs T2
Comme cela a été détaillé plus haut, au cours du phénomène de relaxation, deux types
de temps de relaxation peuvent être mis en évidence, les temps T1 et T2 à l’origine d’images
sensibles aux différences de valeurs de ces deux temps et dites respectivement pondérées T1 et
T2. Des agents de contraste permettent de pouvoir agir sur l’un ou l’autre des temps [67–70].
Leur principe est d’accélérer le taux de relaxation longitudinale 1/T1 et transversale 1/T2 des
protons, qui sont associés aux relaxivités r1 et r2.
Il faut savoir que quels que soient les tissus observés, le temps de relaxation T1 (on parle de
relaxation spin-réseau) associé à l’aimantation selon l’axe du champ magnétique (z), sera plus
long que le temps T2, associé à la relaxation spin-spin selon le plan xOy.
Nous nous concentrerons dans la suite sur les agents de contraste permettant d’agir sur le
temps de relaxation longitudinale T1 [71].
1.5 Les agents à base d’ions paramagnétiques : cas des
complexes de Gadolinium
1.5.1 Le Gadolinium
Grâce à la présence de ses sept électrons non appariés, Gd(III) a un moment magnétique
théorique très élevé, de 7.94 magnétons de Bohr (µB), alors que celui de Fe(III) (haut spin)
n’est que de 5.92 µB. Plus le nombre d’électrons non appariés est grand et plus l’interaction
magnétique entre le spin nucléaire des protons de l’eau et le spin électronique du gadolinium
sera forte. Ainsi, la configuration électronique de Gd(III) ( [Xe]4f 7) en fait une espèce de choix
[72] parmi les cations métalliques susceptibles d’accélérer la relaxation nucléaire en IRM. Le
gadolinium, comme les autres éléments dits 4f, perd facilement trois électrons pour donner l’ion
Gd3+. C’est sous cette forme qu’il est utilisé dans le cadre de l’IRM.
Malheureusement, Gd3+ est extrêmement toxique sous sa forme libre. En effet, son rayon
ionique de 1.02 Åest très proche de celui de Ca2+ égal à 0.99 Å. Le gadolinium peut donc
entrer en compétition avec le calcium dans des processus calcium-dépendants du corps humain,
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et créer ainsi de graves dommages. Le gadolinium peut aussi remplacer d’autres métaux par
réactions de transmétallation, comme le zinc, présents dans le corps humain.
Il est donc primordial d’utiliser Gd3+ sousorme complexée [73], afin d’en annihiler les effets
toxiques, tout en gardant les électrons célibataires disponibles, nécessaires dans le cadre de
l’IRM.
1.5.2 Les agents chélatants
La toxicité de Gd3+ rend indispensable sa complexation, plus précisément sa chélation afin
de pouvoir l’utiliser sans risque pour le patient. Les agents chélatants sont des ligands orga-
niques qui peuvent appartenir à deux types de familles : les polyaminocarboxylates linéaires
et les macrocycliques [74–84]. Les chélates de gadolinium ainsi obtenus sont aussi appelés des
contrastophores.
La plupart des agents de contraste cliniquement approuvés et utilisés dans le monde sont à
base de gadolinium (Gd3+) et varient selon le ligand chélatant [2].
Certains agents chélatants sont linéaires, comme dans le cas de l’espèce neutre [Gd(DTPA−




















Figure 1.6 – Ligands linéaires DTPA et DTPA-BMA
D’autres ligands sont des macrocycles qui donnent l’espèce chargée [Gd(DOTA)(H2O)]−
(Dotarem, chez Guerbet) et neutre [Gd(HP −DO3A)(H2O)] (ProHance, chez Bracco).
Les agents de contraste utilisés doivent répondre à deux critères principaux. Ils doivent
tout d’abord être extrêmement stables afin de prévenir tout effet dû au relargage de l’ion pa-
ramagnétique, mais ils doivent aussi être le plus efficace possible car la précision de l’examen
en dépend. L’enjeu est donc de réussir à combiner au mieux ces deux contraintes. Pour cela,
il est important de connaître les critères permettant de moduler l’efficacité de l’agent. Il est
nécessaire de bien en comprendre les origines, les impacts, et les limites.
Dans cette optique, nous avons au cours de ma thèse étudié en particulier les propriétés
magnétiques d’un agent de contraste commercial : le ProHance [85, 86]. Cet agent est un
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Figure 1.7 – Ligands macrocycliques DOTA et HP-DO3A
complexe macrocyclique de Gd3+, ce qui lui permet d’être stable thermodynamiquement et
cinétiquement. De plus, le complexe est neutre, ce qui évite de possibles désagréments de va-
riation d’osmolalité lors de l’injection.
Concernant les contributions magnétiques permettant d’augmenter le temps de relaxation
T1, elles sont classiquement réparties en deux catégories [87] :
- les contributions de sphère interne, qui résultent des molécules d’eau coordinées au métal
et dépendent du temps de diffusion rotationnelle du complexe, du temps de résidence
d’une molécule d’eau coordinée au cation et des temps de relaxation électronique T1e et
T2e. Ces contributions de sphère interne vont bien sûr dépendre du nombre de molécules
d’eau coordinées, appelé nombre d’hydration du complexe. Or, les ligands utilisés pour
les agents de contraste sont multidentates laissant peu de sites de fixation disponibles sur
le cation métallique. Ainsi le nombre de molécules d’eau impliquées dans le phénomène
de sphère interne est faible de sorte que la contribution de sphère externe est significative.
- les contributions de sphère externe [88, 89] qui sont généralement moins importantes.
Les interactions de type longue portée de Gd3+ avec les molécules d’eau du solvant ani-
mées d’un mouvement de diffusion translationnelle définissent la contribution de sphère
externe. En effet, la diffusion des molécules d’eau autour du complexe entraîne des fluc-
tuations du champ magnétique local ressenti par les atomes d’hydrogène de l’eau. Tout
paramètre influant sur ces interactions a donc un impact sur la contribution de sphère
externe.
1.5.3 Propriétés du ligand et paramètres d’influence de la relaxation
Le ligand qui chélate le cation métallique joue un rôle primordial car c’est principalement
sur ce ligand que des améliorations peuvent être réalisées concernant la relaxation. En effet,
l’efficacité de l’agent dépend de plusieurs facteurs, qui dépendent tous (au-delà du choix du
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cation) des propriétés du ligand [76, 90–96].
Un bon ligand doit donc conduire à une bonne solubilité du complexe formé dans l’eau, une
bonne stabilité thermodynamique et cinétique de ce complexe, et la coordination d’un maxi-
mum de molécules d’eau (une au minimum) à l’ion pour maximiser la contribution de sphère
interne.
De nombreux paramètres influencent la relaxivité des complexes de gadolinium, et beaucoup
sont liés à l’architecture du complexe [79]. Aujourd’hui, les agents de contraste utilisés sont loin
d’optimiser tous ces paramètres et ne donnent donc pas accès à la meilleure relaxivité possible.
Il est donc nécessaire de se pencher sur chaque paramètre impactant le temps de relaxation et
de définir les meilleures stratégies permettant d’améliorer ces agents.
Ces paramètres, importants pour l’optimisation du temps de relaxation, et sur lesquels les
chercheurs ont commencé à apporter des solutions, sont :
- une optimisation de la constante de vitesse d’échange de la molécule d’eau coordinée au
cation métallique avec le bulk[97–103]. Pour l’instant cet échange est trop lent chez les
agents commerciaux ; l’optimisation du paramètre passe donc par une accélération de la
vitesse d’échange de la molécule d’eau coordinée. Mais l’échange ne doit pas non plus
se faire de manière trop rapide afin de laisser le temps à la relaxation de s’effectuer, un
compromis doit donc être trouvé.
- une augmentation du nombre d’hydratation du cation. En effet, plus le nombre d’hydra-
tation est élevé et plus la relaxation est importante. Or, le cation devant déjà être chélaté
pour être stabilisé et éviter ainsi les problèmes de toxicité, il reste peu de place pour la
coordination de molécules d’eau à l’ion. Le choix du ligand doit donc prendre en compte
cet objectif et permettre d’atteindre la stabilité du complexe en laissant libre un ou des
sites de coordination. Actuellement, la plupart des agents ont un nombre d’hydratation
de un, et très peu vont au delà ; une marge de progression est donc envisageable.
- le coefficient de diffusion rotationnelle du complexe va aussi jouer un grand rôle dans
l’efficacité. Il faut en effet optimiser la vitesse de rotation en jouant sur la taille du
ligand pour obtenir la relaxivité maximale dans le champ de l’imageur utilisé. Dans les
imageurs standards opérant à 1.5 T, une rotation lente est nécessaire [94].
- les temps de relaxation électronique de spin T1e et T2e ont aussi un impact sur la relaxa-
tion [104].
1.6 Conclusion
Dans la suite de cette étude, nous nous intéresserons principalement à un agent de contraste
commercialisé sous le nom de ProHance, qui est un complexe de gadolinium. Cet agent permet
donc de profiter des points positifs du gadolinium, à savoir les sept électrons non appariés qui
permettent une forte interaction entre le spin électronique du gadolinium et le spin nucléaire
des protons de l’eau. Ce cation possède aussi un nombre de coordination élevé de neuf qui
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Figure 1.8 – Agent de contraste solvaté, différentes contributions à la relaxation.
permet dans le cas du ProHance une chélation de huit des sites de coordination par le ligand,
laissant un site libre pour la fixation d’une molécule d’eau.
Notre étude sur le ProHance est basée sur les fluctuations de certaines de ses propriétés
magnétiques, comme l’interaction hyperfine et le ZFS (Zero-Field Splitting). Nous verrons quelle
est l’origine des fluctuations rapides de l’interaction hyperfine et nous nous intéresserons à la
valeur et aux fluctuations du ZFS, qui est une quantité liée au temps de relaxation électronique




relaxation et simulation moléculaire
En chimie quantique, des approximations sont nécessaires pour simplifier les calculs. La plus
couramment utilisée est l’approximation de Born-Oppenheimer qui consiste à supposer que les
électrons vont instantanément s’adapter aux mouvements des noyaux, ce qui est valide dans
notre cas puisque les électrons et les noyaux ont des masses très différentes.
Dans les molécules organiques, les électrons ont des vitesses faibles devant la vitesse de la lu-
mière de sorte que leur dynamique est non relativiste. En revanche, dans le cas des atomes et des
ions lourds comme Gd3+, les électrons de coeur, fortement accélérés par l’attraction de Coulomb
des noyaux, ont un comportement relativiste. Ce comportement rejaillit sur celui des électrons
magnétiques 4f de Gd3+ et donc sur leur interaction avec les spins des protons, laquelle donne
la relaxivité. La manière directe de rendre compte des vitesses électroniques relativistes est
d’utiliser le formalisme de Dirac où les mouvements de tous les électrons sont explicitement
décrits par des équations relativistes. Une procédure allégée est de se limiter à la dynamique
des électrons externes incluant ceux de la sous-couche 4f de Gd3+. Les mouvements de ces
électrons sont suffisamment lents pour être décrits par la théorie quantique non relativiste et
les effets qu’ils subissent de la part des électrons relativistes de coeur sont traités de manière
approchée dans leur hamiltonien par un terme d’énegie effective, appelé pseudopotentiel.
Dans ce chapitre, je développe brièvement l’introduction des effets relativistes [105] dans
les équations fondamentales de la mécanique quantique et nous verrons comment apparaissent
dans ces équations les différents termes auxquels nous nous intéresserons par la suite.
2.1 Les hamiltoniens relativistes
Une des équations fondamentales en mécanique quantique est l’équation de Schrödinger qui
permet de décrire l’évolution de particules non relativistes.
La mise en évidence de la dualité onde-corpuscule de la lumière, permettant de considérer la
lumière comme une particule (le photon) ou comme une onde électro-magnétique, a amené à une
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généralisation de cette approche à tout type de particule. Ainsi, le physicien Erwin Schrödinger
établit en 1925 une équation permettant de calculer l’évolution spatiale et temporelle de la
fonction d’onde φ(r, t) associée à toute particule. Ainsi pour une particule soumise à une énergie
potentielle V (−→r ), Schrödinger écrit :
−~2
2m




Dans sa version indépendante du temps, cette équation s’écrit de manière abrégée sous la
forme :
Hφ = Eφ, (2.2)
avec le couple (H,E) dont les termes renvoient respectivement à l’hamiltonien et à l’énergie du
système considéré.
2.1.1 Équations de Klein-Gordon
L’équation de Schrödinger étant non invariante Lorentzienne et ne prenant pas en compte
les aspects relativistes, une version relativiste de cette équation fut établie par les physiciens
Oskar Klein et Walter Gordon en 1926.
Ainsi, l’équation relativiste donnant l’énergie d’une particule isolée devient :
E2 = c2p2 +m2c4, (2.3)





et la quantité de mouvement p comme
p = −i~5 . (2.5)
En partant de l’expression de l’énergie relativiste (Eq.2.3), on établit l’équation suivante,




= −h2c2∆φ(r, t) +m2c4φ(r, t). (2.6)
Pour établir cette dernière équation, il suffit de partir de l’expression de l’énergie relativiste
et d’introduire les relations d’énergie et de quantité de mouvement :
E2 = c2p2 +m2c4
⇒ (i~∂φ
∂t






2.1 Les hamiltoniens relativistes
L’approche de Klein-Gordon présentée ici ne tient pas compte de différents problèmes. Tout
d’abord, cette équation possède une dérivée seconde en t, ce qui suppose donc de connaître
non seulement la fonction d’onde φ(r, t), mais aussi sa dérivée première, afin de pouvoir en
déterminer son évolution. De plus, la densité qui peut être associée à cette équation peut
prendre des valeurs négatives du fait de la relation moment-énergie, ce qui nous empêche donc
de la rapprocher de la notion de densité de probabilité. Enfin, la notion de spin est absente de
cette définition, ce qui en fait une approche compatible avec des systèmes de spin nul, mais pose
problème pour les autres systèmes. Par exemple, une fonction d’onde d’un électron ne pourra
pas être représentée par cette équation.
2.1.2 Equation de Dirac
Jusqu’alors, les particules étaient considérées comme ponctuelles, sans structure ou degrés
de liberté interne. On pouvait donc les exprimer à l’aide d’une fonction d’onde ne dépendant
que de la position et du temps, φ(−→r , t). Or cette description est insuffisante puisque l’électron
possède un moment magnétique propre, indépendant de tout mouvement de rotation dans l’es-
pace. De l’existence de ce moment magnétique découle un moment cinétique dit intrinsèque
que l’on appelle spin.
En 1928, Dirac formula donc une équation linéaire qui s’appliquait dans le cadre de la
mécanique relativiste de l’électron :
HDiracφ = (cαip+ βmc
2)φ, (2.8)
avec les facteurs αi (i = 1, 2, 3) et β définis tels que la relation relativiste moment-énergie soit






























Dans le cas d’une particule soumise à un champ magnétique, cas qui nous intéresse, il suffira
donc de bien exprimer l’hamiltonien HDirac.
Les solutions de l’équation 2.8 sont des vecteurs à 4 composantes, compte-tenu des rangs
des matrices αi et β. On peut écrire ces solutions sous la forme de fonctions d’onde φi=1,2,3,4
associées respectivement à des énergies Ei=1,2,3,4, telles que :
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Résoudre l’équation de Dirac dans le cas d’une particule isolée revient à définir quatre
solutions dégénérées deux à deux à partir de quatre équations à quatre inconnues. Deux de ces
solutions seront alors reliées à une valeur de l’énergie E+ positive et les deux autres solutions
à une énergie négative E−. Il est d’usage de regrouper ces solutions afin de définir l’ensemble







φ+ faisant référence aux solutions dites "larges composantes" et φ− aux solutions "petites com-
posantes".
Une fois le système soumis à un potentiel vecteur A, on peut alors réécrire l’équation de
Dirac sous la forme :
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V cσpi











Avec pi = p − A le moment généralisé dépendant du champ appliqué et σ les matrices de
Pauli définies précédemment, et V le potentiel externe. Comme précédemment, les fonctions
d’onde φ+ et φ− sont associées respectivement à une fonction d’onde "large composante" liée
aux énergies positives, et à une fonction d’onde "petite composante" liée aux énergies négatives.
2.1.3 Equation de Dirac-Coulomb-Breit
Afin de pouvoir traiter des systèmes à plusieurs particules, il peut être intéressant de cher-
cher à introduire une manière de traiter l’interaction électronique.
La première étape de cette correction consiste à introduire les interactions de Coulomb de



















où rij décrit la distance entre les électrons i et j, et Rk la position du noyau k. Or, les inter-
actions décrites dans ce cas sont en fait instantanées, ce qui implique une perte de l’invariance
par transformation de Lorentz.
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Le terme de Coulomb ne correspond qu’à une première approche de l’interaction électro-
nique. Afin d’apporter des corrections d’ordre supérieur, une correction dite de Breit peut être




























2.2 Hamiltonien à deux composantes
Numériquement parlant, il est actuellement possible de résoudre de façon approchée l’équa-
tion de Dirac et donc de travailler avec des fonctions d’onde à quatre composantes. Mais ces
calculs sont très coûteux et, dans le cadre de la chimie quantique, seules les solutions d’énergie
positives sont nécessaires.
Il est intéressant de chercher à approximer l’équation de Dirac afin d’obtenir des équations
à deux composantes, en gardant uniquement les grandes composantes de la fonction d’onde
associées à une énergie positive. Pour cela, il est possible de diagonaliser en bloc l’hamiltonien
de Dirac initial en passant par une transformation unitaire permettant de séparer la partie
associée aux énergies positives de la partie associée aux énergies négatives et ainsi isoler les
composantes d’intérêt pour le système étudié. La deuxième solution pour simplifier l’équation,
est d’éliminer les petites composantes de la fonction d’onde pour ne garder dans la résolution
que les grandes composantes.
2.2.1 Transformation de Foldy - Wouthuysen
Afin d’établir l’hamiltonien de Breit-Pauli, la transformation unitaire de Foldy-Wouthuysen [106]
peut être appliquée.
Foldy et Wouthuysen ont mis au point une transformation permettant de découpler les
grandes et petites composantes de la fonction d’onde à l’aide d’une transformation unitaire qui
va diagonaliser en bloc les quatre composantes de l’hamiltonien. Ainsi, avec D̂ l’hamiltonien
de Dirac-Coulomb-Breit, et U la transformation unitaire, l’application de la transformation
donne :






L’idée de la transformation unitaire repose, après la séparation des termes, en un dévelop-
pement en v
c
de l’expression en série de Taylor. Ainsi, tant que la série de Taylor n’est pas
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tronquée, mais définie de manière complète, l’expression est exacte, et conduit aux mêmes va-
leurs propres de l’énergie que l’expression non développée.
Différents hamiltoniens peuvent alors être définis selon la troncature effectuée dans le déve-
loppement limité. D’autres approches utilisent d’autres types de développements limités, c’est
le cas de ZORA qui sera abordé dans la dernière section du Chapitre.
2.2.2 Hamiltonien de Pauli-Breit
Afin d’obtenir l’hamiltonien de Breit-Pauli (BP), il est nécessaire d’appliquer la transfor-
mation de Foldy - Wouthuysen et de s’arrêter à un développement de Taylor en v2
c2
.
Dans le cas d’un système en contact avec un potentiel vecteur Aext, l’hamiltonien de Breit-









Il peut être décomposé en différents termes :
HBP = HNR +HMV +HD1 +HD2 +HSO1 +HSO2 +HSS +HOO (2.19)























|Rk −Rl| . (2.20)
L’opérateur masse-vitesse HMV permet d’appliquer une correction à l’énergie cinétique des
électrons, reliée à la variation de la masse électronique, qui elle est liée à la vitesse c :





Les termesHD1 etHD2 sont les hamiltoniens de Darwin mono-électroniques et bi-électroniques.
L’hamiltonien HD1 induit une correction à la distance entre les électrons et le noyau, et l’ha-












Ces quatre premiers termes de l’hamiltonien de Breit-Pauli sont des corrections relativistes
dites scalaires. Les deux derniers termes suivants, HSO1 et HSO2, sont les termes de couplage
Spin-Orbite mono-électronique et bi-électronique. Enfin, les deux derniers termes correspondent
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aux interactions de type Spin-Spin HSS et Orbite-Orbite HOO.
L’avantage de cet hamiltonien de Breit-Pauli est qu’il s’écrit sous une forme simple et que
chaque terme est associé à un effet physique. Cet hamiltonien va donc nous permettre de nous
pencher sur les termes associés à la relaxation, comme cela sera explicité dans le paragraphe
suivant.
2.3 Hamiltonien total
Notre hamiltonien total va être réécrit à partir de l’hamiltonien de Breit-Pauli en fonction
de l’origine physique des différents termes. A l’hamiltonien de Breit-Pauli développé précédem-
ment, il faut ajouter les termes issus de l’effet du champ magnétique qui est appliqué dans le
cas des études liées à la résonance magnétique nucléaire. Ce champ magnétique va alors induire
des termes dit de Zeeman qui vont comporter toutes les interactions possibles entre le champ
et le spin.
Cet hamiltonien va donc comporter :
- un terme de base non relativiste HNR,
- des termes scalaires relativistes : corrections masse-vitesse et de Darwin HSC ,
- des termes de couplages Spin-Orbite : mono et bi-électronique HSO,
- des termes d’interaction entre le spin et le champ : termes de Zeeman nucléaire, Zeeman
spin-orbite et Zeeman spin-électron HZeeman,
- des termes d’interaction spin-spin : interaction électronique de type spin-spin, interaction
de type dipôle-dipôle entre le noyau et le spin électronique, terme de contact de Fermi
HSS.
H = HNR +HSC +HSO +HZeeman +HSS (2.24)
L’hamiltonien décrivant les interactions de type Spin-Spin va nous permettre de mettre en
avant les termes d’intérêt pour notre étude : l’interaction entre deux spins électroniques dans
le cas du Zero-Field Splitting et l’interaction entre le spin nucléaire du noyau (proton) et le
spin électronique (du gadolinium) pour l’interaction hyperfine. Ces termes seront détaillés par
la suite.
2.4 Hamiltonien effectif : vers les hamiltoniens de Spin
En RMN, il est courant de définir un hamiltonien effectif pour décrire les interactions en
jeu entre des spins électroniques Seff et des spins nucléaires Ieff dits "effectifs". Cette notion
de spins effectifs permet de séparer l’hamiltonien initial en une somme d’hamiltoniens mono-
électroniques ou regroupés en paquet d’électrons interagissant fortement entre eux.
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Notre étude s’intéresse aux effets des interactions entre moments magnétiques de spin ayant
un impact sur la relaxation IRM. Nous allons donc définir un hamiltonien effectif Heff permet-
tant de prendre en compte ces interactions.
2.4.1 Principe de l’hamiltonien effectif
Considérons pour un système, un hamiltonien H0 associé à une fonction d’onde φ0. Cet
hamiltonien est associé à l’état non perturbé du système. En appliquant une perturbation H ′
liée à l’application d’un champ magnétique, on prend en compte les spins électroniques et
nucléaires du système qui induisent une levée de dégénérescence des niveaux énergétiques du
système.
H = H0 +H
′ (2.25)
Dans le cadre de cette thèse, nous nous sommes intéressés aux petites levées de dégéneres-
cence induites par l’application de l’hamiltonien perturbatif H ′ sur les niveaux d’énergie non
perturbés. Le but est d’isoler les niveaux énergétiques qui sont d’intérêt pour une étude RMN.
L’idée est alors de partitionner la matrice de l’hamiltonien pour faire ressortir les niveaux














ce qui est équivalent à :
HAACa +HABCb = ECa (2.27)
HBACa +HBBCb = ECb (2.28)
La construction d’un hamiltonien effectif consiste à définir un hamiltonien ne dépendant que
du groupe d’états a mais tenant compte de l’impact du groupe b à travers les coefficients de a.
Heff (Ca) = E(Ca) (2.29)
Ensuite, en développant les termes selon la théorie des perturbations, on fait ressortir les rela-
tions importantes pour le groupe d’états a :




Ea − Eb + ... (2.30)
Nous nous arrêterons dans l’expression précédente au développement au second ordre en per-
turbation.
Il s’agit ensuite d’exprimer les termes obtenus en tant qu’hamiltonien de spin. Pour cela, il
faut projeter les termes sur les opérateurs de spin que sont S et I en ne gardant que les termes
bilinéaires. Ceci nous permet d’obtenir au premier ordre, dans le cas de notre système, les termes
48
2.4 Hamiltonien effectif : vers les hamiltoniens de Spin
d’hamiltonien Zeeman : Zeeman nucléaire (interaction du champ
−→
B avec le moment magnétique
nucléaire I) et Zeeman électronique (interaction du champ
−→
B avec le moment magnétique de
spin S). Au deuxième ordre, on obtient les termes hyperfin et le zero-field splitting.
Ainsi, l’utilisation de l’hamiltonien effectif permet de retrouver les hamiltoniens de spin d’intérêt
pour l’étude de phénomènes physiques entrant en jeu dans l’IRM.
2.4.2 Application à l’équation de Breit-Pauli : hamiltoniens de spin
Une fois le principe de l’hamiltonien effectif appliqué, les notions de spins électroniques Seff





Nucléaire +HHyperfin +HZFS +HQuadrupolaire +Hnoyaux-noyaux (2.31)
On retrouve les termes d’effet Zeeman électronique, d’effet Zeeman nucléaire, l’interaction
hyperfine et le ZFS (Zero-Field Splitting). Enfin, les deux derniers termes correspondent aux
interactions de type nucléaire quadrupolaire et aux interactions agissant entre deux spins nu-
cléaires, et seront négligés par la suite. Les différents termes obtenus permettent de définir les
hamiltoniens de spin des interactions nous intéressant particulièrement dans le cadre de l’IRM.
Ainsi, en prenant en compte les notations :
- Sˆ l’opérateur de spin électronique,
- Iˆ l’opérateur de spin nucléaire,
- β le magnéton de Bohr (β = 1.3316× 10−4 MHz T−1),
- βN le magnéton nucléaire (βN = 7.2521× 10−8 MHz T−1),
- ge la valeur de g pour l’électron libre (ge = 2.002319),
- gN la valeur de g pour le noyau,
on peut exprimer les différentes parties de l’hamiltonien effectif.
Le ZFS (Zero-Field Splitting) représente l’interaction de deux spins électroniques effectifs :
HZFS = S
eff .D.Seff , (2.32)
où le tenseur D permet d’exprimer le couplage entre les deux électrons effectifs et contient les
contributions de type spin-spin et spin-orbite.
L’interaction entre un spin effectif Seff et le spin nucléaire Ieff du noyau M correspond à





La somme exprimée en équation 2.33 permet de prendre en compte l’intégralité des noyaux
dits "magnétiques" de la molécule. Le tenseur A permet de prendre en compte les orientations-
dépendances du champ magnétique produit par les noyaux. Ce terme peut être décomposé en
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deux contributions : une dite isotropique, qui est orientation-indépendante, et une autre, dite
anisotropique :
A = Aiso + Aaniso (2.34)
Ces deux termes correspondent aux constantes de couplage hyperfin sur lesquels nous revien-
drons dans le Chapitre 4.
Enfin, deux termes font référence à l’effet Zeeman. Cet effet peut se décomposer en une











A B︸ ︷︷ ︸
Zeeman nucléaire
(2.35)
L’effet Zeeman a pour conséquence une levée de dégénérescence des niveaux électroniques.
2.4.3 Hamiltoniens d’intérêt : HHyperfin et HZFS
Les deux hamiltoniens qui vont nous intéresser dans cette thèse sont l’hamiltonien hyperfin
et l’hamiltonien associé au Zero-Field Splitting.
Hamiltonien associé à l’interaction hyperfine
Ce terme lié à l’interaction hyperfine peut être écrit comme :
HHyperfin = S
eff .A.Ieff , (2.36)
avec A le tenseur hyperfin :
A =
Axx Axy AxzAyx Ayy Ayz
Azx Azy Azz
 (2.37)
Ce tenseur peut être diagonalisé pour donner Adiag qui est alors décomposable en deux termes
distincts, un terme scalaire isotropique et une matrice diagonale faisant ressortir les axes prin-
cipaux du tenseur, associée à la composante anisotropique :
Adiag = Aiso1 + T. (2.38)
Le terme Aiso, constante de couplage hyperfin isotropique, est un terme de contact. On parle







La constante isotropique peut être assimilée à un champ magnétique généré par le moment
magnétique électronique au centre même du noyau.
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La matrice T de l’équation 2.38 correspond à la contribution dipolaire anisotropique qui elle,
est non locale, et liée à une intégrale sur tout l’espace de la densité électronique (extension de la
densité de spin). Ce tenseur est assimilable à une interaction magnétique de type dipôle-dipôle







(r −RN)2δij − 3(ri −RNi)(rj −RNj)
(r −RN)5 dr (2.40)
Dans chacune des dernières équations, βe et βN correspondent respectivement aux magnétons
de Bohr et Nucléaire, ge et gN sont les valeurs g des électrons libres et nucléaire, S est le spin
total de la molécule, µ0 est la perméabilité du vide. Ces différentes composantes sont aussi
fonctions de la densité de spin notée ρα−β(r) = ρα(r)− ρβ(r).
Hamiltonien associé au Zero-Field Splitting
Le zero-field Splitting (ZFS) correspond à une levée de dégénérescence des niveaux électro-
niques à champ nul. Son expression correspond à un terme d’ordre 2 issu du couplage spin-orbite.
Ce phénomène est décrit alors par l’hamiltonien :
HZFS = Sˆ
effDSˆeff (2.41)
où Seff est l’opérateur de spin sur la fonction d’onde effective du système, et D est la matrice
tensorielle :
D =
Dxx Dxy DxzDyx Dyy Dyz
Dzx Dzy Dzz
 . (2.42)
Cette matrice D est diagonalisable, ce qui permet de faire ressortir les axes principaux du
tenseur et de définir trois couples de vecteurs propres - valeurs propres :
Ddiag =
Dx 0 00 Dy 0
0 0 Dz
 . (2.43)







S(S + 1)] + E(S2x − S2y) +
1
3
Tr(D)S(S + 1) (2.44)
où le facteur D correspond à D = Dz − 12(Dx +Dy), et le facteur E vaut E = 12(Dx −Dy). Le
terme Tr(D) correspond quant à lui à la trace du tenseur D :
Tr(D) = Dx +Dy +Dz. (2.45)
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Le dernier terme, fonction de la trace du tenseur ne contribue pas à la levée de dégéneres-
cence, il est donc souvent exclu des considérations et nous ferons de même dans l’étude qui
suivra.
Ainsi, l’approche par l’hamiltonien effectif, nous permet d’avoir accès aux expressions des
contributions spin-spin :
HSpin-Spin = H
Zeeman +HHyperfin +HZFS. (2.46)
Les termes qui vont nous intéresser dans le cadre de l’étude sur la relaxation en IRM vont être
les termes hyperfins et ZFS. Ce sont eux que nous étudierons dans la suite.
2.5 La relaxation magnétique
Dans le cadre de cette thèse, nous nous sommes intéressés à la relaxivité des protons des
molécules d’eau qui est le phénomène d’intérêt pour l’IRM. Pour cela, nous nous sommes
penchés sur les fluctuations de grandeurs physiques ayant un impact sur ces temps de relaxation.
Cette relaxivité résulte de la dynamique des molécules, et de la relaxation des états de spin
électronique du gadolinium [39]. Dans la suite, les termes de relaxation issus de la théorie de
Solomon, Bloembergen et Morgan (SBM) sont brièvement détaillés [107, 108].
2.5.1 Décomposition du temps de relaxation
La première étape de la théorie de la relaxation a été introduite par Solomon et Bloembergen.
Selon eux, les taux de relaxation longitudinaux et transversaux d’un atome dans un milieu
considéré ont pour origine différentes contributions. Les contributions de types diamagnétique















avec i = 1, 2. Le terme diamagnétique a pour origine la relaxation des noyaux en l’absence
d’un composé paramagnétique, tandis que la composante paramagnétique provient de la fluc-
tuation temporelle de l’interaction entre le moment magnétique des électrons non appariés du
gadolinium et le moment magnétique du noyau du proton. C’est donc à cette composante pa-
ramagnétique que nous allons nous intéresser, puisqu’elle permet de définir la relaxivité dans
le cas des complexes de gadolinium que nous allons étudier.
Plusieurs mécanismes d’interaction agissent sur le terme de relaxation paramagnétique,




















Le mécanisme principal de relaxation, dit mécanisme de sphère interne (Inner Sphere (IS)),
est dû à la coordination directe de molécules d’eau au centre métallique paramagnétique. Un
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deuxième mécanisme est dit de sphère externe (Outer Sphere (OS)), il implique les molécules
d’eau se trouvant à proximité du centre métallique, car celles-ci subissent également l’impact
de l’ion paramagnétique, mais par des phénomènes de diffusion translationnelle. Enfin, le mé-
canisme de relaxation de seconde sphère (Second Sphere (SS)) est aussi impliqué dans la re-
laxation, car les molécules d’eau, liées par liaisons hydrogènes au ligand, subissent aussi l’effet
de l’ion.
Dans la suite, nous nous intéresserons aux composantes longitudinales (i = 1) du temps de
relaxation puisqu’il s’agit du terme prépondérant et d’intérêt pour l’IRM.
2.5.2 Mécanisme de sphère interne
La contribution paramagnétique de sphère interne est liée à la rotation du complexe, à
l’échange des molécules d’eau situées en première sphère de coordination avec le solvant, à la
relaxation électronique et aux fluctuations du terme hyperfin. Dans le cadre de notre étude,
nous ne parlerons que des éléments influant le mécanisme de sphère interne qui est le mécanisme
principal de relaxation, et que je décris dans le paragraphe suivant.
Le mécanisme de relaxation IS est décrit par les équations de Solomon-Bloembergen-Morgan
(SBM), qui s’appuient sur les approximations suivantes :
→ le spin électronique de l’ion paramagnétique est assimilé à un dipôle ponctuel localisé
en son centre. Cette approximation a fait l’objet d’une procédure de validation dans le
cadre de notre étude, à partir des propriétés du tenseur hyperfin (voir Chapitre 4).
→ le facteur de Landé g est supposé isotrope.
→ la rotation Brownienne du complexe est supposée isotrope.
→ les fonctions de corrélation associées à la rotation du complexe et à l’échange de molécules
d’eau ont des décroissances mono-exponentielles, associées aux temps de corrélation τr
(rotation du complexe) et τm (échange de la molécule d’eau coordinée).
→ seule la levée de dégénérescence transitoire des niveaux électroniques du gadolinium est
prise en compte.









- Pm la fraction molaire de molécules d’eau liées au centre métallique paramagnétique
(celle-ci peut être reliée à la concentration de l’espèce),
- τm le temps de résidence des molécules d’eau en première sphère de coordination,
- T1M le temps de relaxation longitudinale d’une molécule d’eau si elle était coordinée de
manière permanente à l’ion Gd(III),
- q le nombre d’hydration.
La relaxation T1M est gouvernée par une interaction de type dipôle-dipôle et une interaction
de contact dépendant du champ magnétique.
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Dans le cas général, la relaxivité associée peut se décomposer selon une partie scalaire (SC) et

























× [6J(ωS + ωI , τc2) + 3J(ωI , τc1) + J(ωI − ωS, τc2)] (2.50)
Dans notre cas, le gadolinium est lié à l’oxygène de la molécule d’eau par une interaction de
type charge-paire libre, impliquant une position relativement éloignée des atomes d’hydrogène,











× [6J(ωS + ωI , τc2) + 3J(ωI , τc1) + J(ωI − ωS, τc2)] (2.51)
où la densité spectrale J(ω, τ) et les temps τci, τei (i = 1, 2) sont définis comme :
J(ω, τ) =
τ














Ici, S est le nombre quantique de spin, ge est le facteur de Landé de l’électron, gN est le facteur
de Landé nucléaire. Les rapports gyromagnétiques γI et γS sont reliés à βe et βN , les magnétons
de Bohr et nucléaire. ωS et ωI sont les fréquences de Larmor électronique et nucléaire, rMX est
la distance entre l’ion paramagnétique (M) et l’atome (X) étudié par cette approche, les temps
de corrélation (τc1, τc2) sont liés à la dynamique du couplage spin nucléaire-spin électronique.
Ces temps renvoyant à la corrélation de l’interaction entre deux spins sont en fait reliés au
temps de corrélation rotationnel du complexe τR, au temps de résidence de la molécule d’eau
coordinée τm, et au temps de relaxation électronique Tie.
Comme les temps de relaxation nucléaires, les temps de relaxation électroniques Tie sont
fonction du champ magnétique. Dans le cas des complexes de Gadolinium utilisés en IRM, cette
relaxation électronique est liée à la levée de dégénérescence des niveaux énergétiques de spin
du gadolinium (ZFS). Plus précisément, nous verrons plus loin que le ZFS peut être décomposé
selon une valeur moyenne appelée ZFS statique, liée à la rotation brownienne du champ moyen
du complexe, et que les vibrations autour de cette valeur moyenne seront associées au ZFS
transitoire. Afin de décrire de manière simplifiée le temps de relaxation électronique, seule la
composante transitoire est prise en compte dans la théorie de Bloembergen et Morgan.
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4S(S + 1)− 33J(0) + 5J(ωS) + 2J(2ωS) (2.56)
J(ω) =
τc
1 + ω2τ 2c
(2.57)
où ∆ est l’amplitude du ZFS, et τv le temps de corrélation associé à la modulation vibrationnelle




D2 + 2E2 (2.58)
Il est à noter que la fonction d’onde de l’état fondamental du Gadolinium étant majoritai-
rement 8S
7
2 , la distribution électronique est de symétrie sphérique, ce qui a pour effet une levée
de dégénérescence quasi nulle en présence d’un champ cristallin. La relaxation électronique est
donc lente.
2.6 La dynamique moléculaire ab initio
Dans cette partie, je décris plus en détail la méthode de simulation que j’ai utilisée au cours
de ma thèse : la dynamique moléculaire ab initio (DMAI) de type Car-Parrinello. L’utilisation
de ce type de dynamique m’a permis d’étudier l’évolution de différentes propriétés d’un agent
de contraste commercial, ainsi que de plusieurs variantes de cet agent. Je présente ici entre
autres les intérêts de ce type de dynamique, puis les principes de base des dynamiques de type
Born-Oppenheimer et Car-Parrinello [109]. J’aborde également l’utilisation de la théorie de la
fonctionnelle de la densité (DFT) et des pseudopotentiels.
2.6.1 Intérêts de la DMAI
La dynamique moléculaire consiste à résoudre l’équation de la dynamique de Newton pour
un ensemble de particules. Lorsqu’elle est de type classique, la dynamique moléculaire utilise
des potentiels et des champs de forces prédéfinis basés sur des données empiriques ou sur des
calculs de structures électroniques. Elle est connue pour être un puissant outil servant à l’inves-
tigation des propriétés des systèmes condensés, comme les biomolécules. Elle montre néanmoins
ses faiblesses lorsque le système étudié se retrouve au coeur de changements électroniques au
cours de son évolution.
La dynamique moléculaire ab initio tend à amener une solution à ces problèmes. En effet, il
s’agit de calculer les forces agissant sur les noyaux à partir de calculs quantiques de structures
électroniques qui sont réalisés pas à pas en même temps que le calcul de la trajectoire. Ainsi,
selon cette méthode, la structure électronique n’est pas représentée de manière figée mais évolue
bien en même temps que les noyaux. Grâce à cela, tout changement de structure électronique
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peut être intégré dans la dynamique moléculaire. La dynamique ab initio permet de prédire dif-
férents comportements car des phénomènes intervenant au fur et à mesure des calculs peuvent
être intégrés à la dynamique.
Cette méthode est très fortement indiquée dans le cadre de ma thèse car la structure élec-
tronique des systèmes d’utilité pour l’IRM est complexe. En effet, les agents de contraste sont
souvent (et c’est le cas dans notre étude) des complexes de gadolinium. L’atome de gadolinium,
dont la structure électronique correspond à la configuration [Xe] 4f 75d16s2 est présent sous
la forme chargée Gd+3, les sept électrons de la couche 4f sont donc considérés comme des
électrons de valence. De plus, les atomes de type lanthanide ou actinide sont très difficiles à
modéliser classiquement. Actuellement, des champs de forces polarisables ont été développés
afin de pouvoir les décrire dans l’eau, mais le potentiel correspondant au gadolinium avec un
ligand comme celui de notre agent de contraste n’a pas encore été construit.
Afin d’obtenir une bonne description de notre système, il faut donc passer par une dyna-
mique moléculaire de type ab initio avec un pseudopotentiel adapté, permettant une bonne
description des effets électroniques.
2.6.2 La dynamique moléculaire de type Born-Oppenheimer
En mécanique quantique non relativiste, un système qui comporte K noyaux de masse Mj,
de numéro atomique Zj, en position Rj où (1 ≤ j ≤ K), et N électrons de masse me en position
ri où (1 ≤ i ≤ N) est entièrement décrit par sa fonction d’onde φ(R, r, t). Celle-ci est régie par
l’équation de Schrödinger dépendante du temps, où R définit l’ensemble des Rj et r l’ensemble




= Hˆφ(R, r, t), (2.59)























|ri − rl| . (2.60)
Cet hamiltonien ne dépendant pas explicitement du temps, l’équation de Schrödinger peut
donc s’écrire sous la forme suivante :
Hˆφ(R, r) = Eφ(R, r), (2.61)
avec :
φ(R, r, t) = e−
i
~Et × φ(R, r). (2.62)
Afin de résoudre l’équation de Schrödinger, pour un système dans son état fondamental, il
faut se placer dans l’approximation de Born-Oppenheimer [110]. Les électrons ayant une masse
beaucoup plus faible que les noyaux, le mouvement des électrons va être beaucoup plus rapide
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que celui des noyaux. L’approximation consiste alors à séparer le mouvement des atomes en
une partie électronique φe´lec(r, R), qui permet de suivre les électrons, et en une partie nucléaire
φnucl(R), qui permet de suivre l’évolution des noyaux. Le mouvement des électrons dans le
champ des noyaux figés va donc être décrit par :















|ri − rl| . (2.64)
Et le mouvement des noyaux dans le champ créé par les électrons est décrit par :











|Rj −Rk| + Ee´lec(R) (2.66)
Les noyaux étant beaucoup plus lourds que les électrons, leur mouvement peut être géné-
ralement traité de manière classique. Dans ce cas, l’équation (2.65) se simplifie pour prendre






|Rj −Rk| + Ee´lec(R) (2.67)
La dynamique de type Born-Oppenheimer correspond donc à une dynamique classique des
noyaux, ceux-ci se déplaçant sur une surface d’énergie potentielle quantique décrite par l’équa-
tion (2.67). Ainsi, une fois la position des noyaux R(t) connue à chaque instant t, une évaluation
de l’énergie électronique peut être réalisée à l’aide du théorème d’Hellmann-Feynmann. Cette
simplification a un impact très fort, et correspond au fondement de la dynamique de Born-
Oppenheimer. Une des limites de la dynamique Born-Oppenheimer vient de la nécessité de
faire converger la fonction d’onde à chaque pas de dynamique, où une minimisation de la fonc-
tion d’onde doit être réalisée.
2.6.3 La dynamique moléculaire de type Car-Parrinello
En 1985, Car et Parrinello [111] proposèrent une alternative combinant certains avantages
des dynamiques moléculaires Born-Oppenheimer et Ehrenfest. Cette autre méthode repose éga-
lement sur la séparation de la fonction d’onde en une partie électronique et une partie nucléaire
et sur un traitement classique des noyaux.
L’avantage de la dynamique CP est l’utilisation de la technique de propagation simultanée
des positions des noyaux et de la fonction d’onde électronique où la dynamique des électrons
est rendue suffisamment lente pour pouvoir utiliser un pas de temps d’intégration relativement
grand (δt ≈ 0.1 fs) par rapport au temps caractéristique électronique.
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Afin de décrire la dynamique Car-Parrinello, plaçons nous dans la description lagrangienne
de la mécanique classique. Dans cette description, l’état d’un système physique de K particules
de masses mα est intégralement décrit par K coordonnées notées q˙α. Le lagrangien du système,
L, s’écrit de manière classique L = T − V , où T est l’énergie cinétique du système et V son






mα ‖ R˙α ‖2 −V(R) (2.68)








⇐⇒ mαR¨α = − ∂V
∂Rα
(2.69)
Ce lagrangien classique a été étendu par Car et Parrinello pour prendre en compte de ma-
nière classique la dynamique des électrons, dans un système où la fonction d’onde électronique
totale dans l’état fondamental Ψ0 peut être construite à partir d’un jeu d’orbitales à un électron
{φi}. Le terme d’énergie potentiel devient alors 〈Ψ0|Hˆél|Ψ0〉. Concernant le terme d’énergie ci-





µ〈φ˙i|φ˙i〉 où µ est
une masse fictive associée au système électronique. De plus, les fonctions d’ondes monoélec-
troniques devant être normalisées (〈φj|φi〉 = δij), le lagrangien proposé par Car et Parrinello
comporte également un terme de contrainte (les multiplicateurs de Lagrange Λij), qui assure
cette orthonormalisation.














Λij(〈φj|φi〉 − δij). (2.70)
A l’aide de ce lagrangien, on peut définir les équations du mouvement suivantes :
mαR¨α = − ∂
∂Rα






Ces équations sont identiques à celles de la dynamique Born-Oppenheimer si la fonction
d’onde Ψ0 propagée par ces équations est celle de l’état fondamental du système dans le cas
µ = 0. En pratique, la dynamique Car-Parrinello reste proche de celle Born-Oppenheimer de
référence si la masse fictive µ des électrons est petite, ce qui implique malheureusement un pas
de temps δt petit. En effet, plus la masse fictive µ choisie est grande, plus les fréquences des
mouvements électroniques et des noyaux sont proches. Les systèmes électroniques et nucléaires
sont donc couplés, ce qui a pour conséquence un éloignement de la surface de Born-Oppenheimer
que l’on cherche à suivre.
Afin d’utiliser un pas de temps δt le plus grand possible, quelques astuces peuvent être utili-
sées. Tout d’abord, les atomes les plus légers, les hydrogènes, sont remplacés par des deutériums,
ce qui permet de bien séparer les fréquences des mouvements électroniques des fréquences de ces
noyaux, afin de bien découpler les systèmes d’énergies électroniques et nucléaires. Ensuite, on
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peut imposer un thermostat électronique afin d’éviter tout transfert d’énergie entre les noyaux
et les électrons. Ces deux techniques ont été utilisées pour les dynamiques présentées dans ce
manuscrit dans le Chapitre 3.
L’utilisation de la dynamique moléculaire ab initio de type Car-Parrinello va nous per-
mettre d’étudier des complexes de gadolinium dans des boîtes d’eau contenant une centaine
de molécules d’eau, ce qui correspond à des systèmes de taille importante pour de l’ab initio,
et d’obtenir des temps de dynamique après équilibration allant jusqu’à quelques dizaines de
picosecondes.
2.6.4 La théorie de la fonctionnelle de la densité
Dans ces méthodes de dynamique moléculaire ab initio, la description du système est réduite
au calcul de la structure électronique dans le champ des noyaux, alors considérés comme fixes.
Une fonction d’onde Ψ(r), vérifiant l’équation de Schrödinger à plusieurs électrons, décrit donc

































où Vext(r) est le potentiel extérieur, correspondant dans le cas de la dynamique au champ créé
par les noyaux agissant sur les électrons, mais qui peut aussi renvoyer à n’importe quel champ
externe. L’équation polyélectronique 2.73 étant complexe, elle peut être approximée par plu-
sieurs sous-systèmes de type mono-électroniques, permettant ainsi de réduire de manière non
négligeable le nombre d’équations et d’intégrales à considérer pour sa résolution. La méthode
de Kohn-Sham [112] de la théorie de la fonctionnelle de la densité (DFT) est une de ces ap-
proximations.
La DFT, proposée en 1964 par Hohenberg et Kohn [113], introduit la densité électro-
nique n(r) comme grandeur fondamentale et non pas la fonction d’onde poly-électronique





d3rN |Ψ(r1, ...rN)|2 (2.74)
avec le nombre total d’électrons s’écrivant sous la forme N =
∫
d3r n(r).
La force de la théorie de la fonctionnelle de la densité réside dans le fait que l’état fon-
damental d’un sytème peut être associé à un seul et unique potentiel extérieur/externe Vext.
Ainsi, une fois ce potentiel calculé, la fonction d’onde peut être établie sans ambiguité. La fonc-
tion d’onde Ψ0[n0], le potentiel externe Vext[n0], et toutes les grandeurs caractérisant le système
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sont alors des fonctionnelles de la densité électronique de l’état fondamental dudit système (n0).
On définit alors une fonctionnelle de l’énergie totale du système dans son état fondamental
E[n] par :
E[n] = 〈Ψ[n]|T + Vext[n] + Ve´lec|Ψ[n]〉 (2.75)









|ri − rj| |Ψ[n]〉 (2.76)
où T correspond à l’opérateur énergie cinétique, et Ve´lec à l’opérateur énergie d’interaction
entre les électrons. Quelle que soit la densité électronique n(r) du système, l’énergie totale E[n]
vérifie :
E0 = E[n0] ≤ E[n] = 〈Ψ[n]|T + Vext[n] + Ve´lec|Ψ[n]〉 (2.77)
La minimisation du terme E[n] permet d’accéder à la densité électronique de l’état fondamental.





+ F [n] (2.78)
Ici, toute la difficulté de la théorie apparaît, puisque le premier terme est aisément calculable
contrairement au second pour lequel la forme explicite de la fonctionnelle F[n] est inconnue. Il
est donc nécessaire d’approximer la fonctionnelle F [n] pour accéder à la densité électronique
de l’état fondamental.
Kohn et Sham ont proposé une méthode qui repose sur le postulat d’existence d’un système
fictif de N électrons n’interagissant pas entre eux, et immergés dans un champ de potentiel
effectif. La densité électronique de ce système virtuel doit alors être la même que celle du
système réel : n0.
Le système fictif est décrit à l’aide d’une fonction d’onde qui est un déterminant de Slater,





Dans ce système virtuel, la fonctionnelle prend une forme explicite, composée entre autre














Comme je l’ai mentionné auparavant, la minimisation de l’énergie E[n] permet de retrouver
la densité électronique. Cette minimisation est équivalente au système d’équations différentielles
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dites de Kohn-Sham qui prend la forme :(
−1
2







φi = iφi (2.82)
où {φi} sont les orbitales mono-électroniques du système fictif.
A ce stade, un dernier terme reste à déterminer afin de pouvoir calculer l’énergie totale du
système. Il s’agit de l’énergie d’échange-corrélation Exc.
Exc[n] = F [n]− J [n]− Te[n] = E[n]− 〈Ψ[n]|Vext[n]|Ψ[n]〉 − J [n]− Te[n] (2.83)
La forme explicite de cette énergie d’échange-corrélation étant inconnue, en pratique, elle
est approchée selon différentes méthodes. La plus simple est l’approximation locale LDA (Local
Density Approximation) qui est calculée à partir de l’énergie d’échange-corrélation gazxc de
particules d’un gaz d’électrons de densité uniforme n :
Exc[n] =
∫
d3r n(r) gazxc (n(r)) (2.84)
Cette fonctionnelle est reconnue comme étant fiable pour le calcul des propriétés géométriques
de molécules isolées en phase gaz, elle est moins performante si le système est en phase conden-
sée, car les énergies de cohésion des solides et des liaisons faibles, comme les liaisons hydrogènes,
sont surestimées.
D’autres fonctionnelles ont été introduites afin de corriger ces défauts, comme les fonc-
tionnelles à correction de gradient (GC) qui se basent sur des approximations locales d’ordre
supérieur, et prennent la forme :
Exc[n] =
∫
d3r n(r) GCxc (n(r),On(r)) (2.85)
Comme on peut le voir en Eq 2.85, cette classe de fonctionnelle (GGA) permet d’inclure les
effets du gradient de densité dans l’énergie Exc, la rendant plus performante.
L’ajout des effets du Laplacien de la densité peut permettre d’améliorer encore la description,
on parle alors de fonctionnelles de type méta-GGA.
Une quatrième classe d’approximations existe : les fonctionnelles hybrides, qui combinent
une fonctionnelle LDA (ou GC) avec une partie d’échange de type Hartree-Fock. Ces fonction-
nelles sont beaucoup plus coûteuses en temps de calcul que les premières.
Dans les travaux présentés dans ce manuscrit, les dynamiques moléculaires ont été réalisées
en utilisant l’approche Car-Parrinello, à l’aide de la fonctionnelle PBE de type GGA [114]. Les
différents calculs de propriétés magnétiques ont été réalisés à l’aide des fonctionnelles hybride
PBE0 et méta-GGA TPSS. La justification du choix de ces fonctionnelles sera donnée au
début de chacun des chapitres correspondant (Chapitres 4 et 5).
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2.6.5 Conditions périodiques aux limites
Une des particularités de la dynamique ab initio, et plus largement des méthodes de si-
mulation moléculaire de la phase condensée (liquide et solide), est l’application de conditions
périodiques aux limites. En effet, chaque système réel est simulé comme un système de N
particules contenues dans une boîte de simulation de volume V . Le nombre de particules ca-
ractérisant le système simulé est nécessairement faible devant le nombre d’atomes du système
réel, et il varie généralement de quelques dizaines à quelques milliers de particules.
Ceci est dû à des considérations d’ordre pratique car en l’absence de conditions aux bords
périodiques, les interactions de N particules entre elles nécessitent un temps de simulation
variant comme Nα, où α dépend de la méthode employée et est généralement supérieur ou
égal à 2. Dans le cas solvaté, un grand nombre de particules se trouve forcément en surface de
l’échantillon numérique (c’est-à-dire très proche des parois de la boîte de simulation), les effets
de bords deviennent alors importants et ne peuvent pas être négligés.
Pour réduire l’influence des effets de bords, des conditions périodiques aux limites sont généra-
lement utilisées. Dans notre cas, c’est une symétrie cubique qui a été répliquée dans l’espace.
2.6.6 Ondes planes vs bases atomiques
Comme nous venons de le voir, la grande majorité des dynamiques ab initio utilise la théo-
rie de la fonctionnelle de la densité afin de permettre la résolution des équations décrivant la
structure électronique à chaque pas de dynamique.
Dans ce cadre, il est nécessaire de définir les orbitales de Kohn-Sham {φi}, qui numéri-
quement doivent être représentées à l’aide d’un nombre limité de valeurs. Pour cela, elles sont
décomposées à l’aide de fonctions de bases, qui correspondent souvent en chimie quantique à
un jeu de fonctions centrées sur chacun des atomes du système, d’où la notion de base atomique.
Ces fonctions de bases dépendent de la position des noyaux, elles sont donc déplacées en
même temps que ceux-ci, entraînant l’apparition de termes supplémentaires dans le calcul des
forces s’exerçant sur le système. Ces forces, appelées forces de Pulay [115], induisent un coût
calculatoire plus important et une complexité supplémentaire de la dynamique. Le choix d’une
base fixe ne se déplaçant pas au cours de la dynamique permet d’éviter le calcul de ces forces.
Un des choix possibles pour une base fixe, décrivant correctement les états électroniques délo-
calisés, est l’utilisation d’ondes planes.
De plus, lorsque l’on cherche à simuler la phase liquide, le système doit être reproduit de
manière périodique. Les ondes planes sont alors plus adaptées que les bases atomiques car la
construction du système est plus instinctive.
Les ondes planes sont définies pour une boîte de simulation périodique de volume V par
une fonction fk(r) = 1√V exp(ikr), où
−→
k est un vecteur du réseau réciproque associé à la boîte
de simulation. Les ondes planes forment alors une base répartie de manière uniforme dans tout
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l’espace, ne favorisant pas certaines régions ou atomes. La qualité d’une base d’ondes planes ne
dépend alors que de l’énergie de coupure utilisée (Ecutoff), qui correspond à l’énergie maximale




Le choix de la valeur de cette énergie de coupure dépend du système considéré et des atomes
mis en jeu.
La force de la méthode utilisant les ondes planes est de décrire uniformément le système,
mais c’est aussi une faiblesse, car pour les systèmes de grande taille ou de densité faible, l’uti-
lisation d’ondes planes devient beaucoup plus coûteuse que l’utilisation de bases atomiques.
Dans le cas des dérivés de Gd étudiés au cours de ma thèse, nous avons utilisé le logiciel
CPMD [109, 116] qui fait appel à des bases d’ondes planes. Les pseudopotentiels utilisés étant
des pseudopotentiels de type Vanderbilt (voir ci-dessous), l’énergie de coupure nécessaire est
faible (Ecutoff = 30 Ry).
2.6.7 Les pseudopotentiels
L’approche par pseudopotentiel permet de s’affranchir des électrons de coeur et de ne traiter
de manière explicite dans le calcul que les électrons de valence qui sont les seuls impliqués dans
les propriétés physico-chimiques d’un système. Les électrons de coeur sont remplacés par un
potentiel ionique effectif qui agit sur les électrons de valence.
L’utilisation du logiciel CPMD [109, 116] pour réaliser les dynamiques implique l’utilisation
d’une base d’ondes planes. Ainsi, l’utilisation de pseudopotentiels a été nécessaire afin de ré-
duire la valeur de l’énergie de coupure, sans pour autant nuire à la description du système.
Il existe trois classes de pseudopotentiels : les pseudopotentiels empiriques, ceux à norme
conservée et enfin les ultradoux. Contrairement aux pseudopotentiels empiriques, les pseudopo-
tentiels à norme conservée et ultradoux assurent une meilleure transférabilité, grâce à l’absence
de paramètres ajustables. Dans des cas particuliers, où les orbitales de valence sont très loca-
lisées, comme les orbitales 4f , un nombre très important de fonctions de bases est nécessaire
pour décrire correctement le système. Les pseudopotentiels ultradoux sont alors les plus adaptés.
L’approche des pseudopotentiels ultradoux garantit la transférabilité mais aussi la précision
des calculs, grâce à l’introduction d’une transformation permettant de reformuler le problème
dans une nouvelle base. Celle-ci est composée de fonctions lisses et augmentée par une fonction
auxiliaire autour de chaque noyau. Elle permet de reproduire les variations abruptes de la den-
sité.
Les pseudopotentiels choisis sont de types Vanderbilt [117] et sont standards, sauf pour le
gadolinium ([1s2− 4d10, 4f 7]5s25p65d3)pour lequel a été créé un nouveau pseudopotentiel utili-
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sable dans la dynamique. Celui-ci a été mis au point à partir d’un calcul de référence incluant
les effets relativistes scalaires. Ce calcul a été réalisé avec la fonctionnelle PBE prévue pour la
dynamique, sur la configuration du gadolinium doublement ionisé, ce qui revient à considérer
une configuration électronique [1s2 − 4d10, 4f 7]5s25p65d1. On peut ainsi tenir compte de l’effet
des orbitales d, même si elles n’apparaissent pas dans l’expression de la configuration de l’état
électronique fondamental de Gd3+.
Un rayon de coupure de 0.2 u.a a été choisis pour les orbitales s, p, d. Une correction de
coeur non linéaire d’une valeur de 0.9 u.a, permettant de tenir compte du couplage entre
les électrons de coeur et de valence, a également été ajoutée pour le gadolinium. Dans le
pseudopotentiel construit, les orbitales 4f ont été incluses dans le coeur du pseudopotentiel.
En effet, la distribution radiale de la charge en fonction de la distance montre que les orbitales
4f sont protégées des effets d’environnement par les 5s5p (voir Figure 2.1), elles sont donc
chimiquement inertes.
Figure 2.1 – Distribution radiale de la charge du gadolinium en fonction de la distance pour
les orbitales 4f (noir), 5s (bleu) et 5d (rouge).
2.7 Fonction d’autocorrélation & Densité spectrale
La dynamique moléculaire permet d’avoir accès à certaines propriétés d’un système et à
leur corrélation dans le temps. Dans le cas de l’étude de propriétés magnétiques de complexes
d’intérêt pour l’IRM, des calculs de structure électronique sur des configurations extraites des
dynamique permettent d’exprimer les grandeurs physiques d’intérêt. Ainsi, les tenseurs hy-
perfins ont été calculés pour un certain nombre de configurations d’une trajectoire selon une
stratégie qui sera développée dans le Chapitre 4. La même démarche a été choisie pour les
calculs concernant le Zero-Field Splitting. L’analyse des grandeurs physiques calculées s’effectue
à l’aide de fonctions d’autocorrélation et de densités spectrales.
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2.7.1 Fonction d’autocorrélation
Les phénomènes de relaxation auxquels nous allons nous intéresser sont très dépendants de
la fréquence moyenne des mouvements moléculaires, caractérisée par le temps de corrélation τc.
Nous avons donc effectué des calculs de fonctions d’autocorrélation de variables dynamiques
afin d’en analyser les propriétés.
Calculer une fonction d’autocorrélation permet, en couplant le signal avec lui-même, de
mettre en évidence les profils répétés, et de définir un temps de décorrélation, qui correspond
au temps nécessaire pour perdre toute corrélation du signal, c’est-à-dire obtenir la convergence
de la fonction vers zéro.
Afin de pouvoir calculer ces fonctions d’autocorrélation, nous nous plaçons dans l’hypo-
thèse ergodique, en considérant que la moyenne statistique d’une grandeur est équivalente à sa
moyenne temporelle.
Soit X(t) une grandeur physique, elle subit au cours du temps de petites fluctuations autour
de sa valeur moyenne 〈X〉. Notons x(t) la différence entre la valeur instantanée de la grandeur
considérée X(t) et sa valeur moyenne :
x(t) = X(t)− 〈X〉. (2.87)
Il existe alors une certaine corrélation entre les valeurs de x(t) à différents instants. La
corrélation temporelle peut être caractérisée comme la valeur moyenne du produit 〈x(t)x(t′)〉.
Cette corrélation est une moyenne statistique, c’est-à-dire une moyenne sur les probabilités de
toutes les valeurs que peut prendre la grandeur x aux instants t et t′. En régime stationnaire,
cette moyenne ne dépend que de la différence t − t′, il est donc possible de définir la fonction
d’autocorrélation F sous la forme :
F (τ) = 〈x(0)x(τ)〉, (2.88)








La valeur de x(t) est corrélée à celle de x(t + τ) quand τ est petit. Cette corrélation est
perdue quand τ devient plus grand que la période des fluctuations. La corrélation s’estompe
alors et la fonction F (τ) tend vers zéro lorsque la différence de temps tend vers l’infini.
2.7.2 Densité spectrale : théorème de Wiener-Kintchine
La grandeur suivie (X) étant stationnaire et ergodique, selon le théorème de Wiener-
Kintchine, la transformée de Fourier (TF) de la fonction d’autocorrélation permet de définir la
densité spectrale de puissance de X :
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Cette transformation permet d’associer un spectre de fréquences aux fluctuations de la gran-
deur physique d’intérêt, et d’en obtenir ainsi une analyse harmonique.
Nous utiliserons ce théorème afin d’identifier les fréquences associées aux différentes fluc-
tuations de grandeurs liées au tenseur hyperfin et au Zero-Field Splitting.
2.8 Calculs de structures électroniques : détails techniques
des simulations
L’objectif des différents calculs de structure électronique effectués est d’analyser les gran-
deurs physiques impactant la position des niveaux énergétiques, et dont les fluctuations ap-
portent une contribution aux temps de relaxation du système. Pour cela, il a donc fallu dans
un premier temps simuler les dynamiques moléculaires de l’agent de contraste à étudier, en
l’occurence ici le ProHance, et de deux de ses dérivés. Les détails de calcul de ces dynamiques
sont présentés dans le Chapitre 3, en même temps que leurs analyses.
Une fois les dynamiques obtenues, l’idée a consisté à calculer les grandeurs physiques in-
téressantes : les tenseurs hyperfins d’une part, et le Zero-Field Splitting d’autre part, le long
des trajectoires selon un espacement régulier des configurations. Le tout est de pouvoir suivre
l’évolution des grandeurs, mais surtout leurs fluctuations. Pour avoir la meilleure description
possible des systèmes, alliant précision et rapidité d’exécution, de nombreux tests ont été réali-
sés, et seront présentés dans les chapitres correspondants aux tenseurs hyperfins (Chapitre 4),
et au Zero-Field Splitting (Chapitre 5).
Les conditions de calcul de ces différentes grandeurs sont décrites dans la suite de cette
partie.
2.8.1 Tenseurs hyperfins
Les calculs de structures électroniques DFT ont été réalisés à l’aide du logiciel ADF [118,
119], qui utilise des fonctions de base de type Slater. L’ensemble des atomes a été décrit tous-
électrons, donc sans utiliser de pseudopotentiel ou une aproximation de coeur gelé. La fonc-
tionnelle DFT hybride d’échange-corrélation PBE0 [120–122] a été choisie pour les calculs, et
utilisée avec une base TZP pour le gadolinium, et une base TZVPP (base triple zeta sur la
valence) pour tous les autres atomes.
Les effets relativistes, indispensables dans le cadre de notre étude, du fait de notre intérêt
pour des termes qui en dérivent, et de la présence du gadolinium, ont été pris en compte à
l’aide d’une approximation de type ZORA. Seuls les effets relativistes de type scalaires ont été
introduits dans la description du système, comme cela sera explicité et justifié dans le Chapitre
4.
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Hamiltonien ZORA
L’approximation ZORA (Zeroth Order Regular Approximation) [123, 124] a été utilisée
afin de prendre en compte les effets relativistes dans nos calculs. Ce formalisme introduit une
approximation dans le terme d’énergie cinétique de Dirac, qui peut s’écrire :
TDirac = σp
c2
2c2 − E − V σp. (2.91)
Dans le cadre de l’approximation ZORA, ce terme devient :
TZORA = σp
c2
2c2 − V σp, (2.92)




2c2 − V .p (2.93)
TZORAspin−orbite =
c2
(2c2 − V )2σ(∇V × p). (2.94)
Le gadolinium étant de symétrie sphérique du fait de sa configuration 4f 7, et possédant
un large gap HOMO-LUMO, les effets relativistes de type spin-orbite peuvent être négligés.
De plus, les tests que j’ai menés en tenant compte des effets de type spin-orbite dans l’ap-
proximation ZORA ont montré que l’impact sur les résultats est faible pour une augmentation
très importante du temps de calcul, confirmant ainsi la validité de notre approximation (voir
résultats Chapitre 4).
Stratégie de simulation
Dans cette thèse, nous souhaitions pouvoir suivre au cours du temps les fluctuations des
tenseurs hyperfins afin d’isoler les mouvements du système à l’origine de ces fluctuations. Pour
cela, les calculs de structures électroniques doivent être réalisés à intervalles de temps réguliers
au cours de la dynamique. L’intervalle de temps choisi doit être suffisamment petit pour suivre
les fluctuations fines du tenseur et définir une fonction d’autocorrélation adéquate.
L’approche consiste à prendre des configurations espacées de 5.76 fs. De manière à bien
échantillonner la trajectoire, nous avons considéré 5 blocs de calculs de 100 configurations
successives, chaque bloc étant espacé de 2 ps. Cette stratégie permet d’échantillonner des valeurs
sur un peu moins de la moitié de la trajectoire (qui fait au total ' 23 ps), ce qui correspond à
un temps raisonnable de dynamique au vue des phénomènes que nous voulons suivre. Une autre
série de calculs a été réalisée sur le système ProHance, avec un espacement des configurations de
57.60 fs, cette fois sur toute la trajectoire. Le but étant ici de vérifier la perte d’informations au
niveau des fluctuations fines du tenseur que nous supposions. Cette approche sera approfondie
dans le Chapitre 4.
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2.8.2 Zero-Field Splitting
Les calculs concernant le zero-field splitting doivent permettre d’analyser les fluctuations de
cette quantité, ce qui permettra de définir un temps de relaxation associé au ZFS transitoire,
dont la définition sera donnée au Chapitre 5. Le calcul du ZFS a été réalisé avec le logiciel
ORCA [125, 126], celui-ci permettant d’obtenir des résultats précis et rapides.
Les calculs ont été menés sur des systèmes couches ouvertes (spin-unrestricted) à l’aide
d’orbitales naturelles, d’une base def2-SVP (discutée dans le Chapitre 5), et qui a été utilisée
sous sa forme décontractée, et de la fonctionnelle méta-GGA TPSS [127]. Les exigences en terme
de convergence ont été augmentées par rapport à la valeur par défaut, et une grille d’intégration
plus fine a également été utilisée. Les effets relativistes ont été pris en compte à l’aide de
l’approximation ZORA, et l’opérateur de couplage spin-orbite utilisé correspond à l’approche
de champ moyen SOMF, conformément aux recommandations des développeurs. Les calculs
effectués comprennent à la fois les composantes de spin-orbite et les composantes spin-spin.
Deux manières de calculer les contributions de type spin-orbite [128] sont implémentées dans
le logiciel ORCA[125, 126] : les méthodes Pederson-Khanna (PK) et Coupled-Perturbed (CP).
La méthode PK suggère l’utilisation d’une approximation simple au second ordre perturbatif
à partir du formalisme DFT de Kohn-Sham. La validité des résultats obtenus semble dépendre
du système, et elle sera discutée dans le Chapitre 5. L’approche Coupled-Perturbed est issue
de la théorie de la réponse linéaire et comporte une correction des préfacteurs du couplage
spin-orbite [129]. J’ai mené des calculs avec les deux types de méthodes, et les résultats seront
discutés dans le Chapitre 5.
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Chapitre 3
Simulations de dynamique moléculaire ab
initio
Durant ces dernières années, de nombreuses approches théoriques et expérimentales ont
permis d’explorer la solvatation d’ions lanthanides [130–145], mais très peu d’études ont porté
sur des complexes de gadolinium utilisés en imagerie médicale (IRM).
Yazyev et al. ont étudié par dynamique moléculaire ab initio de type Car-Parrinello la
structure et la dynamique de l’ion gadolinium dans l’eau [146]. Cette étude a mis en évidence
une distance moyenne Gd-O de 2.37 Å, ce qui est tout à fait en accord avec les valeurs obtenues
lors d’expériences de double résonance électronique et nucléaire (ENDOR) (2.4 ± 0.5 Å), et une
distance moyenne Gd-H de 3.04 Å, pour une valeur issue des expériences ENDOR de l’ordre
de 3.1 ± 0.1 Å. La distance moyenne Gd-H estimée par Yazyev et al. est aussi en accord avec
les observations expérimentales de Caravan [147] sur des agents de contraste, celui-ci estime la
distance moyenne Gd-H à 3.1 ± 0.1 Å. Les résultats issus de l’étude de Yazyev par dynamique
moléculaire ab initio sont proches de ceux obtenus par Ikeda et al. par métadynamique biaisée
sur l’ion diamagnétique Y+3 (où une distance moyenne Y-O avait été estimée à 2.38 Å). Les
ions yttrium et gadolinium ont les mêmes charges et des rayons ioniques similaires [148], leur
comportement en solvatation dans l’eau peut donc être comparé.
Malgré ces premières études sur l’ion libre, peu d’études de dynamique (classique ou ab
initio) ont été menées sur des complexes de gadolinium utilisés en tant qu’agents de contraste
en IRM. Pourtant l’ion libre est très toxique, et il est donc nécessaire de le complexer dans le
cas d’une utilisation médicale. De plus, l’agent étant solvaté dans une boîte d’eau, il est possible
d’avoir accès à des contributions de la relaxation dites de sphère interne et de sphère externe,
ce qui constitue un avantage pour la recherche dans le domaine [149]. Malgré les espoirs ap-
portés par la méthode ab initio dans l’étude de systèmes biologiques [150, 151], l’augmentation
de taille du système pose de nouvelles difficultées pour sa modélisation. Yazyev et al. [37] ont
étudié (par une approche de dynamique classique) un agent de contraste commercial connu
sous le nom de Dotarem qui est un complexe de gadolinium de ligand chélatant DOTA (voir
Chapitre 1). Les distances moyennes Gd-O et Gd-H obtenues par simulation sont respective-
ment de 2.56 ± 0.06 Å et 3.27 ± 0.14 Å. Nous comparerons ces distances, qui ne sont pas très
éloignées de celles que nous avons obtenues, dans le cas d’un autre ligand chélatant. Dans ce
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type de système, il est important de tenir compte de la polarisation, comme l’ont fait Clava-
guéra et al. [152] ou Villa et al. [153], qui ont respectivement obtenu par dynamique moléculaire
classique, en utilisant un champ de force polarisable, une distance Gd-O de 2.44 Å et de 2.55 Å.
Dans ce chapitre, le recours à la dynamique classique ne permet pas d’avoir accès à des
informations relatives à la structure électronique du métal, aux liaisons faibles se formant avec
son environnement.
Comme nous l’avons vu dans le chapitre précédent, afin d’avoir accès à ces différentes pro-
priétés électroniques, nous avons choisi d’avoir recours à la dynamique moléculaire ab initio
pour suivre le comportement de complexes de gadolinium d’intérêt pour l’IRM. Je rappelle
ici que les dynamiques ont été réalisées à l’aide du logiciel CPMD [109, 116], ce qui implique
l’utilisation de pseudopotentiels, standards pour les atomes présents dans la boîte de simula-
tion. La description du gadolinium pose quelques questions quant à la définition électronique
du coeur et de la valence. Les électrons 4f des lanthanides sont généralement inclus dans le
coeur des pseudopotentiels du fait de leur forte localisation dans la région du noyau [154, 155].
Un des membres de notre groupe de recherche a montré que les électrons 4f pouvaient être
insérés dans le coeur du pseudopotentiel, mais en gardant bien en mémoire que certains pro-
blèmes de structures peuvent en découler [32]. Ces résultats avaient conduit à l’implémentation
de pseudopotentiels de type Vanderbilt dans CPMD, et nous avons donc pu en profiter. La
construction du pseudopotentiel du gadolinium est abordée dans le Chapitre 2.
Dans ce chapitre, la procédure mise en place afin d’équilibrer les dynamiques que j’ai simu-
lées sera détaillée. Un agent de contraste commercial, le ProHance sera examiné, ainsi que deux
dérivés de ce système. Chacune des dynamiques sera étudiée, et des propriétés structurales et
dynamiques de ces trois systèmes seront discutées et comparées.
Les différentes dynamiques moléculaires ab initio présentées dans la suite ont été réalisées
à l’aide de la fonctionnelle PBE, et de pseudopotentiels de type Vanderbilt. Les autres détails
de calculs seront précisés dans chacun des cas.
3.1 Dynamique moléculaire ab initio d’un agent de contraste
solvaté
La première dynamique moléculaire ab initio (DMAI) qui a été réalisée par notre groupe
concerne l’agent ProHance solvaté [34, 156]. Pour cela, une structure cristallographique de
l’agent a été utilisée afin que la géométrie de départ de la dynamique concorde avec la géomé-
trie expérimentale du ProHance. La géométrie cristalline récupérée a été solvatée dans une boîte
d’eau, et une dynamique classique a été réalisée à l’aide du logiciel GROMACS afin de relaxer
le système, et d’obtenir une première répartition des couches de solvatation. Dans un premier
temps la dynamique classique a été effectuée dans l’ensemble canonique NPT afin d’identifier
le volume à l’équilibre du système. Puis la simulation s’est poursuivie dans l’ensemble NVT au
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volume choisi. Cette première étape permet d’obtenir à moindre coût une géométrie équilibrée
de l’agent de contraste ProHance solvaté. C’est à partir de cette configuration que la géométrie
de départ de la DMAI a été construite. Nous avons vérifié qu’une molécule d’eau était bien
coordinée au centre métallique gadolinium dès le début de la DMAI, et 98 autres molécules
d’eau sont contenues dans la boîte d’eau. Le système ainsi construit a permis de réaliser une
dynamique moléculaire ab initio, dont l’équilibre a été atteint et contrôlé au cours de différentes
étapes qui seront détaillées par la suite. Pour déterminer si le système est à l’équilibre thermo-
dynamique, il s’agit de suivre les fluctuations de l’énergie potentielle du système (énergie de
Kohn-Sham), mais aussi les fluctuations des distances dans le complexe. Enfin, la solvatation
des groupements carboxylates constitue aussi un indice de l’atteinte de l’équilibre thermody-
namique.
Deux autres dynamiques moléculaires ab initio ont été obtenues. Les géométries de départ
ont été construites à partir d’une configuration équilibrée du ProHance, et par changement de
la molécule coordinante ou modification du ligand. Des précautions particulières ont été prises
afin de relaxer de manière progressive ces nouveaux systèmes, elles seront détaillées dans les
paragraphes correspondants.
3.2 Etude du ProHance : Gd(HP-DO3A)
3.2.1 Description du système
L’agent de contraste ProHance est un complexe de gadolinium, dont le ligand est un dérivé
du cyclène [157] comportant trois bras acétate et un bras hydroxy-propyl. La géométrie est de
type anti-prisme à base carrée (voir Figure 3.1).
Figure 3.1 – Géométrie du ProHance : anti-prisme à base carrée
Il existe différents isomères du ProHance dont les géométries diffèrent par le positionnement
des bras (voir Figure 3.2 ∗).
Dans le cas du ligand DOTA (voir Chapitre 1), des études expérimentales ont permis d’iden-
tifier l’isomère majoritaire en solution [158]. Pour notre ligand HP-DO3A, nous nous sommes
intéressés à l’analogue de l’isomère majoritaire du DOTA : l’isomère que nous appellerons SA.
∗. Figure originale issue de l’article de Caravan [76]
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Figure 3.2 – Différents isomères du ligand type HP-DO3A (SA et TSA).
Ce chélate se caractérise par huit sites de coordination sur le gadolinium, laissant un site
vacant pour une molécule d’eau coordinante. En effet, les 4 atomes d’azote du complexe, ainsi
que les 4 atomes d’oxygène appartenant aux groupements hydroxyls et acétates, sont chélatants
(Figure 3.3). Cet agent de contraste est neutre, la triple ionisation du gadolinium étant contrée
par les charges négatives des trois oxygènes des groupements acétates.
Dans la suite de notre étude, nous nous intéresserons à la relaxivité du ProHance qui dépend
de l’isomère considéré. Dans notre cas, les temps nécessaires pour passer d’un isomère à un autre
sont au minimum de l’ordre de la dizaine de millisecondes (10 à 50 ms selon l’isomérisation).
Nous pouvons donc étudier la relaxivité d’un unique complexe de manière approfondie, sans
risque d’observer au cours de la dynamique une isomérisation, étant donnés les temps acces-
sibles en DMAI. La molécule d’eau coordinée possède un temps de résidence relativement long
(de l’ordre de 220 ns à 310 K [2]), ce qui nous permet également, à l’échelle de la dynamique ab
initio, d’échantillonner les positions dans l’espace d’une molécule d’eau coordinée, sans observer
d’échange avec l’environnement.
3.2.2 Equilibration de la dynamique
La géométrie de départ du complexe est tirée d’une structure cristalline à partir de laquelle la
dynamique classique a été lancée (voir Table 3.1). Pour la partie DMAI, le système a directement
été relaxé à partir d’une géométrie issue de la dynamique classique, sans contrainte particulière
sur le ligand ou la molécule d’eau coordinée [34].
Afin de vérifier l’équilibration du système, l’énergie de Kohn-Sham est observée le long de la
dynamique. Les temps d’équilibration nécessaires pour chaque dynamique sont détaillés dans
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Figure 3.3 – Agent de contraste ProHance et sa molécule d’eau coordinée, à gauche vue de
dessus et à droite vue de côté. Les atomes de carbone sont représentés en noir, ceux d’oxygène
en rouge, les atomes d’azote en bleu, et les hydrogènes en blanc.
le tableau 3.1 et une géométrie équilibrée du système solvaté est représentée en figure 3.4.
Au cours de la DMAI, différents pas de temps, différentes masses fictives, ainsi que quelques
autres options de calcul ont été utilisées, afin de contrôler l’adiabaticité du système et d’établir
les conditions permettant d’optimiser la précision et le temps de calcul.
Ainsi, pour cette dynamique, une fois le système équilibré, la propagation a été effectuée
avec une masse fictive de 700 u.a et un pas de temps de 6 u.a ( ≈ 0.15 fs). Ces deux paramètres
sont importants pour une dynamique de type Car-Parrinello (CP), le but étant de rester au
plus près de la surface de Born-Oppenheimer (BO). Ces paramètres ont été correctement choisis
puisque la conservation de l’énergie cinétique fictive des électrons a été vérifiée, ce qui indique
que le système reste proche de sa surface de Born-Oppenheimer. J’ai également utilisé l’astuce
de calcul qui consiste à remplacer les hydrogènes par des deutériums (voir Chapitre 2), ce qui
nous a permis d’utiliser une grande masse fictive et un grand pas de temps. Nous avons donc
pu avoir une dynamique rapide et stable du point de vue de la surface de Born-Oppenheimer.
La simulation de dynamique moléculaire a été réalisée avec un thermostat de Nosé pour
les électrons et les ions, ce qui a permis de contrôler la température thermodynamique du
système à 300 K pour une fréquence du thermostat de 2500 cm−1. L’énergie cinétique fictive
des électrons a été fixée à 0.03255 u.a pour une fréquence de 15000 cm−1, permettant d’éviter
un transfert d’énergie entre les sous-systèmes. La boîte de simulation est périodique cubique, de
côté 15.40 Å. L’énergie de coupure est de 30 Rydberg, ce qui est faible pour ce type de système
(l’énergie de coupure pour un système carboné étant en général d’environ 90 Rydberg), grâce
à l’utilisation de pseudopotentiels de Vanderbilt.
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Dynamique DMAI
classique non équilibré équilibré
1 ns 63 ps 23 ps
Table 3.1 – Temps d’équilibration nécessaires pour la dynamique du ProHance+H2O solvaté
Figure 3.4 – Géométrie équilibrée du système ProHance solvaté, visualisation d’un réseau de
liaisons hydrogènes en pointillés, les autres molécules d’eau sont en représentation bâton.
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3.2.3 Propriétés géométriques du complexe
Une fois la partie équilibrée de la dynamique obtenue, la géométrie moyenne du complexe
peut être analysée.
Géométrie du complexe
Dans le tableau suivant (Table 3.2), sont reportées les distances moyennes entre le gadoli-
nium et chacun des atomes chélatants (Figure 3.5). Cette moyenne est obtenue en parcourant
les 23 dernières picosecondes de la dynamique ab initio équilibrée.
Les oxygènes chélatant du complexe sont numérotés dans le sens indirect en terminant par celui
du groupe hydroxy-propyl. Les azotes sont relativement équivalents, et ils sont numérotés selon
le même principe.
Figure 3.5 – Indexation des atomes du système ProHance+H2O vu du dessus.
D’après les valeurs répertoriées dans le tableau 3.2, on remarque que les deux atomes d’hy-
drogène de la molécule d’eau coordinée n’adoptent pas des positions équivalentes le long de la
trajectoire. L’hydrogène situé en moyenne le plus loin du gadolinium sera nommé H1 dans la
suite tandis que l’autre sera nommé H2. Cette asymétrie n’est visible que du fait de la courte
durée de la dynamique générée. En effet, une dynamique plus longue aurait montré une inver-
sion des positions des hydrogènes. La distinction que nous observons ici est intéressante car elle
va nous permettre de déterminer indépendamment les propriétés de chacun des deux "types"
d’hydrogène.
Les distances Gd-N sont relativement équivalentes au sein du complexe. Concernant les dis-
tances Gd-O avec les oxygènes du ligand, on remarque que pour le groupement hydroxyle, la
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Liaisons Gd-H2O 〈 d 〉 ( Å) σd
Gd Ocoord 2.545 0.126
Gd H1 3.189 0.135
Gd H2 2.886 0.161
Liaisons Gd-ligand 〈 d 〉 (Å) σd
Gd O1 2.377 0.0796
Gd O2 2.385 0.0768
Gd O3 2.404 0.0814
Gd OH 2.426 0.0749
Gd HOH 3.107 0.0997
Gd N1 2.720 0.0951
Gd N2 2.734 0.0890
Gd N3 2.693 0.0908
Gd N4 2.695 0.0843
Table 3.2 – Distances moyennes 〈d〉 obtenues après analyse de la dynamique ab initio du
système ProHance+H2O, et écart-types σd. L’indexation des atomes est précisée en Fig.3.5
distance est un peu plus grande que pour les autres oxygènes du ligand. Cela peut être dû à un
effet d’encombrement stérique, mais aussi à la polarisation plus importante pour les trois atomes
d’oxygène des groupements carboxylates, entraînant une interaction électrostatique avec l’ion
gadolinium plus forte pour ces atomes.
De plus, la distance Gd-H obtenue dans ce complexe concorde avec les observations de
Caravan [147]. Celui-ci avait mesuré par spectroscopie de double résonance électronique et
nucléaire (ENDOR) les distances Gd-H présentes dans cinq complexes de gadolinium différents,
et obtenu des distances de l’ordre de 3.1 ± 0.1 Å. Cette valeur correspond aux résultats que
nous avons pu obtenir dans le cas du système ProHance.
Positionnement de la molécule d’eau coordinée dans l’espace
En s’intéressant à l’orientation de la molécule d’eau dans l’espace par rapport au plan du
ligand (contenant le gadolinium), on remarque que la molécule d’eau prend des positions très
diverses et décrit un angle important le long de la trajectoire.
L’histogramme de la figure 3.6 permet de visualiser la distribution des angles marquant le
positionnement de la molécule d’eau. L’écart-type de cette distribution est de 15.25˚(voir Table
3.3), cela permet de confirmer que la plupart des configurations vont avoir un angle proche de
l’angle moyen de 128˚.
Au cours de notre trajectoire, l’angle minimal correspond à une molécule d’eau quasi-couchée
formant un angle d’environ 83˚au dessus du gadolinium (voir Figure (a)3.7). Tandis que l’angle
maximal correspond à un alignement quasi-parfait entre le vecteur
−−−−−−→
Gd-Ocoord et le dipôle de la
molécule d’eau avec un angle d’environ 179˚(Figure (c)3.7).
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Figure 3.6 – Distribution des valeurs de l’angle pour le système ProHance+H2O
Angle moyen θmoy (˚) Ecart-type (σθ)
128 15.25
Table 3.3 – Angle moyen (θmoy) et écart-type (σθ) correspondant à la distribution représentée
en Fig.3.6 pour le système ProHance+H2O
La position moyenne de la molécule d’eau (Figure (b)3.7) est légèrement inclinée par rap-
port à l’axe vertical.
Selon l’orientation de la molécule d’eau, les liaisons hydrogènes entre l’atome d’oxygène
coordinant et les molécules d’eau environnantes vont être plus ou moins privilégiées. En effet,
dans le cas de l’angle minimal, les paires libres de l’oxygène pointent vers le solvant, favorisant
les liaisons hydrogènes, tandis que dans le cas de l’angle maximal, la molécule d’eau étant en
position apicale au dessus du gadolinium, les paires libres pointent vers le gadolinium : l’ap-
proche des molécules d’eau environnantes est alors très défavorable.
L’angle marquant la position de la molécule d’eau par rapport au gadolinium a aussi un
impact sur la nature des paires libres. Celles-ci ont en effet un caractère p-pur dans le cas d’un
angle de 90˚, et un caractère approximativement sp2 dans le cas d’un angle de 180˚. Cette
différence aura un impact sur la valeur du tenseur hyperfin au contact, et sera discutée dans le
Chapitre 4.
3.2.4 Fonctions de distribution radiale
La fonction de distribution radiale a pour but de sonder l’environnement d’un atome. L’uti-
liser permet donc d’analyser la structure spatiale autour de l’atome.
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Figure 3.7 – Angles minimum (a), moyen (b) et maximum (c) entre le vecteur
−−→
GdO et le
dipôle de la molécule d’eau pour le système ProHance+H2O
78
3.2 Etude du ProHance : Gd(HP-DO3A)
La fonction de distribution radiale des oxygènes de l’eau autour des hydrogènes de la molé-
cule d’eau coordinée, représentée en figure 3.8, permet d’apporter une explication à la différence
de comportement précédemment constatée entre les atomes H1 et H2.
Figure 3.8 – Fonction de distribution radiale des oxygènes du bulk autour des hydrogènes H1
(bleu) et H2 (rouge) pour le système ProHance+H2O.
Sur cette figure, on observe un pic à 1.8 Å, uniquement pour l’hydrogène H1, ce qui carac-
térise une liaison hydrogène. Ces fonctions de distribution radiale montrent donc que les deux
hydrogènes ont un environnement différent, avec une liaison hydrogène avec l’oxygène d’une
molécule d’eau ne s’établissant que dans le cas de l’hydrogène H1.
Cette constatation nous a amenés à quantifier le pourcentage de configurations présentant
une liaison hydrogène reliée à chacun des atomes de la molécule d’eau coordinée. Les pourcen-
tages obtenus, résumés dans le tableau 3.4, sont issus de l’analyse de la partie équilibrée de la
trajectoire.
Oxygène Ocoord Hydrogène H1 Hydrogène H2
28 % 91 % 5 %
Table 3.4 – Pourcentage de liaisons hydrogènes le long de la dynamique ab initio pour le
système ProHance+H2O
D’après ces données, l’hydrogène H1 est très fortement lié par liaison hydrogène à une autre
molécule d’eau, alors que le phénomène est très rare pour l’hydrogène H2. Cette observation est
en accord avec la fonction de distribution radiale obtenue précédemment. Les deux hydrogènes
ont donc des comportements et un environnement différents. L’hydrogène H1 étant plus éloigné
du gadolinium que l’hydrogène H2, il peut de manière plus favorable générer une liaison hydro-
gène avec d’autres partenaires, tandis que l’hydrogène H2, plus proche du gadolinium ne peut
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pas avoir le même type de liaison avec l’environnement. Concernant l’oxygène, le pourcentage
de liaisons hydrogènes est relativement élevé. Ce chiffre s’explique par le positionnement de la
molécule d’eau coordinée par rapport au gadolinium. En effet, le plan du ligand est principa-
lement penché par rapport à l’axe Gd-O, permettant aux autres molécules d’eau d’induire une
liaison hydrogène.
3.2.5 Densité de spin et population de Mulliken
La densité de spin du système représentée sur la figure 3.9 montre une polarisation des
orbitales non liantes de l’oxygène coordinant. De plus, des contributions sont visibles sur les
atomes du ligand chélatants le gadolinium. La densité de spin de couleur verte centrée sur le
gadolinium correspond à l’excès de spin β de l’atome dû à ses sept électrons non appariés. La
densité, représentée en violet, montre une polarisation des spins α sur les atomes coordinants.
Figure 3.9 – Densité de spin (α en violet, β en vert) pour le système ProHance+H2O. A
gauche vue de côté, à droite vue de dessus.
Le suivi de la charge de Mulliken portée par le gadolinium (voir Table 3.5) le long de la
trajectoire a révélé que la charge du gadolinium était en moyenne de +2.06, donc relativement
éloignée de la charge +3 attendue.
Charge attendue sur Gd Charge portée par Gd Ecart-type
3 2.06 0.026
Table 3.5 – Charge effective portée par Gd(III) le long de la trajectoire et écart-type à la
valeur pour le système ProHance+H2O.
Cette observation vient renforcer la conclusion précédente concernant l’interprétation des
densités du système. La figure 3.9 montre une densité de spin de signe opposé entre les contri-
butions du gadolinium et celles des autres atomes. Ceci suggère un transfert électronique pré-
férentiel des spins électroniques β de la paire libre de l’oxygène de la molécule d’eau coordinée
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vers les orbitales 5d du gadolinium. Le même mécanisme se produit pour les autres atomes
chélants le gadolinium (oxygènes des groupements caboxylates et azotes du ligand) et permet
donc d’expliquer la charge 2.06 portée par le gadolinium. Ce transfert électronique est favorisé
par la stabilisation des spin-orbitales 5dβ par interaction avec les spin-orbitales 4fβ, ce qui avait
été observé par Glendening et Petillo [36].
3.3 Dynamique moléculaire ab initio du ProHance avec
une molécule d’isopropanol
Une autre dynamique de l’agent de contraste ProHance a été réalisée. Le système étudié
dans le cadre de cette nouvelle dynamique est le ProHance solvaté mais, cette fois, la molé-
cule d’eau qui était coordinée au Gadolinium est remplacée par une molécule d’isopropanol. Le
changement de molécule coordinante induit un changement d’acidité dans le système, le pKa
de l’isopropanol (pKa = 16.5) étant plus grand que celui de l’eau (pKa = 15.74), la molécule
est moins acide. L’objectif de cette nouvelle dynamique est de pouvoir réaliser par la suite une
métadynamique qui permettra d’étudier la barrière d’échange de cette molécule d’isopropanol
et de la comparer à celle présente dans le cas de l’eau. L’étude de ce nouveau système est la
première étape d’une étude globale de suivi des variations des barrières d’échange en fonction
de l’acidité d’une molécule (eau, méthanol ou isopropanol) et de son encombrement.
Certaines propriétés qui ont pu être extraites de cette dynamique sont détaillées dans cette
partie, et les différentes étapes permettant d’établir la dynamique y sont explicitées.
3.3.1 Equilibration de la dynamique moléculaire ab initio
Pour créer la géométrie de départ de cette dynamique, une géométrie équilibrée du système
ProHance solvaté (avec molécule d’eau coordinée) a été utilisée. En partant de cette géométrie,
la molécule d’eau coordinée a été remplacée par une molécule d’isopropanol, en faisant attention
aux molécules d’eau de la boîte de solvatation pouvant se superposer à cette nouvelle molécule.
Ainsi, le système devient le ProHance solvaté, coordiné avec une molécule d’isopropanol (Figure
3.10) de formule [Gd(HP-DO3A)(C3H7OH)]aq.
La nouvelle boîte de solvatation ainsi établie possède 96 molécules d’eau, soit trois de moins
que dans le cas précédent.
La propagation de la dynamique s’est faite par étapes, le système devant être relaxé en
prenant soin de ne pas en briser la géométrie globale. Au total, après environ 25 ps d’équilibra-
tion, une dynamique d’environ 19 ps a été menée (Table 3.6). La première étape (A) a consisté
à équilibrer la boîte avec l’agent de contraste et la molécule d’isopropanol fixes au cours du
temps. On relâche ensuite la contrainte sur l’isopropanol (B) avant de décontraindre l’ensemble
du système (C). On a alors terminé la phase d’équilibration dont une géométrie est représentée
Figure 3.11, et la dynamique commence (D).
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Figure 3.10 – Système ProHance+Isopropanol coordiné, vue de dessus (à gauche) et de côté
(à droite).
DMAI
A B C D
5.2 3.3 18.46 19.32
Table 3.6 – Durée des dynamiques, en ps. A : Ligand+Isopropanol contraints. B : Ligand
contraint + Isopropanol décontraint. C : Ligand+Isopropanol décontraints. D : Dynamique
équilibrée (exploitable)
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Figure 3.11 – Géométrie équilibrée du système ProHance solvaté avec une molécule d’isopropa-
nol coordinée, visualisation d’un réseau de liaisons hydrogènes en pointillés, les représentations
bâton correspondent à des molécules d’eau.
Les conditions de calcul utilisées pour la propagation de la dynamique après équilibration
sont une masse fictive de 700 u.a, un pas de temps de 5 u.a, un thermostat de Nosé ionique
de 300 K pour une fréquence de 2500 cm−1, et un thermostat de Nosé électronique de 0.031 K
pour une fréquence de 15000 cm−1. L’énergie de coupure choisie est toujours de 30 Rydberg, et
la boîte de simulation de symétrie périodique cubique de côté 15.4 Å.
3.3.2 Propriétés géométriques du complexe
Géométrie complexe
Une fois la dynamique terminée, la géométrie moyenne du nouveau complexe est analysée
et peut être comparée au cas précédent.
Dans le cas de la molécule d’isopropanol (voir Table 3.7 et Figure 3.12), et en comparaison du
système ProHance solvaté précédent (voir 3.2 p76), les distances Gd-N sont légèrement allongées
et les distances Gd-Oligand sont dissymétrisées. La géométrie du ligand a donc perdu en symétrie,
ce qui doit être dû principalement à la présence de la molécule d’isopropanol qui génère un
encombrement stérique, plus important que l’eau. La distance Gd-Ois est légèrement allongée,
et l’hydrogène lié à cet oxygène est à une distance similaire à celle de l’hydrogène précédemment
nommé H1. De plus, la distance Gd-H obtenue pour ce complexe concorde toujours avec les
observations de Caravan [147].
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Liaisons Gd-isopropanol 〈 d 〉 ( Å) σd
Gd Ois 2.562 0.132
Gd H1is 3.101 0.1399
Gd Cis 3.633 0.123
Gd Ois 2.562 0.132
Gd H2′is 3.44 0.166
Liaisons O-isopropanol 〈 d 〉 ( Å) σd
Ois His 0.9955 0.026
Ois Cis 1.48 0.038
Liaisons Gd-isopropanol 〈 d 〉 ( Å) σd
Gd O1ligand 2.376 0.0787
Gd O2ligand 2.339 0.0727
Gd O3ligand 2.382 0.0804
Gd OHligand 2.493 0.08897
Gd HOHligand 3.135 0.124
Gd N1ligand 2.764 0.1092
Gd N2ligand 2.719 0.0979
Gd N3ligand 2.734 0.0907
Gd N4ligand 2.715 0.0928
Table 3.7 – Distances moyennes 〈d〉 obtenues après analyse de la dynamique ab initio du
système ProHance+Isopropanol, et écart-types σd. L’indexation des atomes est précisée en
Fig.3.12
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Figure 3.12 – Indexation des atomes du système ProHance+Isopropanol
Positionnement de la molécule d’isopropanol
Dans le cas précédent (voir paragraphe 3.2.3), la molécule d’eau coordinée au gadolinium
adoptait une position lui permettant de pouvoir être liée par liaison hydrogène à d’autres
molécules d’eau. Alors que l’on aurait pu penser que la molécule d’eau se positionne de manière
apicale au dessus du gadolinium, l’angle moyen observé était de 128˚(voir Table 3.3).
Angle moyen (θmoy) Ecart-type (σθ)
150.6˚ 11.88˚
Table 3.8 – Angle moyen (θmoy) et écart-type (σθ) correspondant à la distribution représentée
en Fig.3.13 pour le système ProHance+Isopropanol
Lorsque la molécule d’eau coordinée est remplacée par la molécule d’isopropanol, l’angle
équivalent correspond à l’angle entre le vecteur
−−−→
Gd-O et la bissectrice de l’angle ĤOC de l’iso-
propanol. La distribution des valeurs de cet angle est représentée en figure 3.13. L’amplitude de
variation de l’angle est moins importante que dans le cas du système ProHance+ H2O. La valeur
de l’écart-type reportée dans le tableau 3.8 le confirme, l’angle moyen est de 150˚. L’orientation
de la molécule d’isopropanol est donc similaire à celle de la molécule d’eau, l’angle moyen est
plus grand du fait de l’encombrement stérique plus important de la molécule d’isopropanol par
rapport à la molécule d’eau, limitant son mouvement dans l’espace. Cette nouvelle position
rend moins favorable la formation de liaisons hydrogènes à partir des paires libres de l’oxygène
coordinant.
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Figure 3.13 – Distribution des valeurs de l’angle pour le système ProHance+Isopropanol
3.3.3 Fonctions de distribution radiale
L’analyse des fonctions de distribution radiales de l’oxygène coordinant de l’isopropanol et
de l’hydrogène qui lui est lié, permet de sonder l’environnement de ces deux atomes.
Concernant l’hydrogène lié à l’oxygène coordinant, le pic autour de 1.8 Å correspond à la
présence d’une liaison hydrogène (voir Figure 3.14). La fonction radiale de distribution est peu
résolue car l’encombrement dû au ProHance écrante une partie des couches de solvatation.
Figure 3.14 – Fonction de distribution radiale moyennée sur les oxygènes du bulk autour de
l’hydrogène H1is du système ProHance+Isopropanol.
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La fonction de distribution radiale de l’oxygène coordinant ne montre aucune liaison hydro-
gène, cet oxygène n’est donc pas (ou peu) accepteur de liaison hydrogène.
Le suivi des liaisons hydrogènes le long de la dynamique (voir Table 3.9) confirme les pre-
mières observations liées aux fonctions radiales de distribution. En effet, le pourcentage de
liaison hydrogène est quasi nul pour l’oxygène, et cela malgré son orientation dans l’espace
proche du système ProHance+H2Ocoord. Or nous avons vu dans la distribution d’angle de la
figure 3.13 que la position de la molécule coordinante tendait en proportion plus vers une po-
sition apicale que dans le cas de la molécule d’eau, rendant donc le caractère des paires libres
plutôt de type s-p que p-pur. Par contre, le pourcentage de liaison hydrogène est très élevé pour
l’hydrogène, confirmant le pic observé sur la fonction radiale de distribution.
Atome O H
Pourcentage % 1.963 77.47
Nombre de configurations 316 12473
Table 3.9 – Pourcentage de liaisons hydrogènes le long de la dynamique ab initio pour le
système ProHance+Isopropanol
Ces valeurs montrent que l’hydrogène lié à l’oxygène coordinant de cette molécule d’isopro-
panol a un comportement similaire à l’hydrogène nommé H1 dans le cas précédent.
3.3.4 Densité de spin et population de Mulliken
De même que pour le système précédent (en 3.2.5), on observe la même polarisation de
la densité de spin. On retrouve donc le résultat de Glendening et Petillo, avec un transfert
électronique préférentiel des spins électroniques β des paires libres des atomes chélatants vers
les orbitales 5d du gadolinium.
Dans le cas du ProHance coordiné à une molécule d’eau, la charge de Mulliken du ProHance
était inférieure à celle attendue (≈ 2.06 au lieu de 3), ce qui s’expliquait par un transfert de
charge depuis les atomes du ligand et de la molécule coordinante vers le gadolinium.
charge moyenne écart-type
2.09 0.024
Table 3.10 – Charge effective portée par Gd(III) le long de la trajectoire et écart-type à la
valeur pour le système ProHance+Isopropanol
Dans le cas de l’isopropanol (voir Table 3.10), on observe une charge similaire sur le gado-
linium, le même phénomène de transfert de charge s’effectue donc.
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Figure 3.15 – Densité de spin (α en violet, β en vert) pour le système ProHance+Isopropanol.
A gauche vue de dessus, à droite vue de côté.
3.4 Etude d’un ligand dérivé du DOTA : DO3AP
Afin de créer des agents de contraste plus efficaces, un effort important est fait dans la
recherche de nouveaux ligands. La plupart des études réalisées sont principalement orientées
autour de modifications structurales du motif DOTA présenté au Chapitre 1. Différents grou-
pements, tels que par exemple des acides carboxyliques, des amides ou des alcools, ont ainsi
été ajoutés en bout de chaine, ce qui modifie la base DOTA. Une approche possible consiste à
introduire un groupement phosphonate sur une ou plusieurs des branches du DOTA. Différentes
structures peuvent alors être envisagées [81, 157, 159]. Une étude a montré que la relaxivité des
protons était élevée dans le cas d’un dérivé dit monophosphinate-bis(phosphonate) [82], ce qui
lui confère des propriétés intéressantes en vue d’une application en imagerie médicale.
Nous nous sommes intéressés à un autre dérivé du ligand DOTA, où un groupement acétate
est remplacé par un groupement phosphonate. Il sera appelé sous la forme DO3AP par la suite.
Contrairement aux deux systèmes précédents (ProHance-Eau, ProHance-Isopropanol), il n’est
pas neutre mais chargé −2.
Une dynamique moléculaire ab initio a été menée pour ce système, et nous avons réalisé
les calculs de structure électronique présentés aux Chapitre 4 et 5 sur ce nouveau système. Le
but est de mesurer l’impact de la modification du ligand sur les propriétés physiques que nous
explorons.
3.4.1 Equilibration de la dynamique
En partant d’une géométrie équilibrée du ProHance solvaté, coordiné à une molécule d’eau,
une branche du ProHance a été modifiée en ajoutant un groupement phosphonate afin de créer
le ligand DO3AP (Figure 3.16). A l’issue de cette manipulation, la boîte de solvatation contient
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le nouveau ligand, le gadolinium et 99 molécules d’eau (comme dans la dynamique effectuée en
3.2).
Figure 3.16 – Système DO3AP, vue de dessus (à gauche) et de côté (à droite).
L’équilibration de cette nouvelle boîte de simulation s’est faite par étapes afin de relaxer
le système progressivement. Etant donné la proximité structurale du DO3AP et du ProHance,
la première phase d’équilibration a consisté à relaxer toutes les molécules d’eau, à géométrie
du ligand constante, y compris la molécule d’eau coordinée au centre métallique (étape A’ de
la Table 3.11). Puis l’intégralité des atomes de la boîte de simulation a été relaxée, et une
fois la dynamique équilibrée (étape B’), elle a été propagée sur environ 18 ps (étape C’). Une
géométrie représentative de la phase équilibrée est représentée en figure 3.17. Les 18.12 ps de
la dynamique moléculaire ab initio seront exploitées dans les chapitres 4 et 5. Une analyse
préliminaire est proposée dans la suite de ce chapitre.
Etapes de DMAI en ps
A’ B’ C’
0.58 7.07 18.12
Table 3.11 – Durée des dynamiques en ps. A’ : Ligand contraint. B’ : Système décontraint.
C’ : Dynamique équilibrée (exploitable).
Une fois la phase d’équilibration atteinte, la propagation de la dynamique est effectuée avec
une masse fictive de 700 u.a, un pas de temps de 5 u.a (i.e. ' 1.20 fs), un thermostat de Nosé
pour les ions de 300 K avec une fréquence de 2500 cm−1, et un thermostat de Nosé électronique
de 0.0307 K avec une fréquence de 15000 cm−1. Le rayon de coupure utilisé est de 30 Rydberg.
La boîte de simulation reste de symétrie périodique cubique de côté 15.4 Å.
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Figure 3.17 – Géométrie équilibrée du système DO3AP solvaté, visualisation d’un réseau de
liaisons hydrogènes en pointillés, les autres molécules d’eau sont en représentation bâton.
3.4.2 Propriétés géométriques du complexe
Une fois la dynamique équilibrée, la géométrie du ligand DO3AP solvaté, tel que présenté
sur la figure 3.18, a été analysée et comparée avec les deux cas précédents (le ProHance coordiné
à H2O et coordiné à l’isopropanol).
Géométrie moyenne
Les distances Gd-N et Gd-Oligand restent similaires, comme indiqué dans le tableau 3.12.
Concernant la molécule d’eau coordinée, l’oxygène se positionne à une distance au gadolinium
plus grande, mais les distances Gd-H sont identiques. On remarque également que les deux hy-
drogènes de la molécule d’eau ont les mêmes propriétés que dans le cas du système ProHance,
avec la même définition H1 et H2 des hydrogènes. De plus, la distance Gd-H obtenue dans ce
complexe concorde toujours avec les observations de Caravan [147].
L’évolution des distances Gd-H1 et Gd-H2 en fonction du temps est tracée en figure 3.19. On
constate sur cette figure une inversion des deux atomes d’hydrogène, ce qui confirme l’hypothèse
qu’une inversion est possible dans le cas du ProHance même si elle n’a pas été observée dans le
cas de notre courte trajectoire. C’est pour cette raison que dans le tableau 3.12, les valeurs de
distances impliquant les hydrogènes ont été répertoriées sur la trajectoire complète équilibrée,
mais aussi sur les 17.16 premières ps (donc avant l’inversion) de la trajectoire.
Positionnement de la molécule d’eau
Une fois la géométrie du complexe étudiée le long de la dynamique, il est intéressant de
suivre la position de la molécule d’eau coordinée et de comparer l’angle de celle-ci par rapport
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Figure 3.18 – Indexation des atomes du système DO3AP
Figure 3.19 – Evolution des distances Gd-H pour les hydrogènes initialement identifiés H1
(bleu) et H2 (rouge).
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Liaisons Gd-H2O 〈 d 〉 ( Å) σd
Gd-Owater 2.667 0.2085
Gd H1w sur C’ 3.193 0.191
Gd H2w sur C’ 2.888 0.176
Gd H1w 17.16 ps 3.22 0.167
Gd H2w 17.16 ps 2.87 0.157
Liaisons Gd-ligand sur C’ 〈 d 〉 ( Å) σd
Gd P 3.504 0.0706
Gd O1 2.384 0.075
Gd O2 2.434 0.086
Gd O3 2.375 0.069
Gd OP1 2.309 0.0727
Gd OP2 4.485 0.0998
Gd OP3 4.565 0.108
Gd N1 2.73 0.094
Gd N2 2.734 0.0933
Gd N3 2.758 0.09387
Gd N4 2.697 0.085
Liaisons Ow-Hw sur C’ 〈 d 〉 ( Å) σd
Ow H1w 1.0111 0.033
Ow H2w 0.987 0.027
Table 3.12 – Distances moyennes 〈d〉 obtenues après analyse de la dynamique ab initio du
système DO3AP, et écart-types σd (sur la trajectoire C’, et sur les 17.16 premières ps de C’).
L’indexation des atomes est précisée en Fig.3.18
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au plan du complexe. La distribution de cet angle est tracée en figure 3.20, on constate que
l’angle moyen est plus faible que dans le cas du ProHance.
Figure 3.20 – Distribution des valeurs de l’angle pour le système DO3AP
Angle moyen (θmoy) Ecart-type (σθ)
113.3˚ 16.98˚
Table 3.13 – Angle moyen (θmoy) et écart-type (σθ) correspondant à la distribution représentée
en Fig.3.20 pour le système DO3AP.
Cela est confirmé par la valeur moyenne de l’angle de la molécule d’eau par rapport au
plan du complexe, tabulée en Table 3.13, d’environ 113˚. Par contre, la variation de l’angle est
similaire à celle relevée dans le cas du système ProHance+Eau. Cette position favorise donc la
formation de liaisons hydrogènes pour l’oxygène coordinant.
3.4.3 Fonctions de distribution radiale
Comme je l’ai mentionné auparavant, une inversion des deux types d’hydrogène impliquant
une inversion des propriétés des atomes se produit à la fin de la dynamique. Afin d’étudier
les propriétés découlant du comportement de chacun des deux types d’hydrogène, on considère
uniquement dans cette partie les 17.16 ps de dynamique qui précèdent l’inversion.
Les fonctions de distribution radiale obtenues par analyse de la dynamique des oxygènes du
bulk autour des hydrogènes H1 et H2 sont tracées en figure (à gauche)3.21. Un pic est observé
autour de 1.8 Å pour les hydrogènes de type H1 uniquement, ce qui montre que l’atome
d’hydrogène de type H1 induit des liaisons hydrogènes, contrairement à l’hydrogène de type H2.
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Figure 3.21 – Fonction de distribution radiale des oxygènes du bulk autour des hydrogènes
H1 (bleu) et H2 (rouge) (à gauche). Fonction de distribution radiale des hydrogènes du bulk
autour de l’oxygène coordinant (à droite).
La distribution radiale des hydrogènes du bulk autour de l’oxygène coordinant (Figure (à
droite)3.21) présente un pic caratéristique d’une liaison hydrogène à 1.8 Å. Il s’agit du premier
système où cette propriété de l’oxygène est relevée de manière suffisamment répétée pour appa-
raître dans la fonction de distribution radiale. Elle coïncide avec un allongement de la distance
Gd-O.
L’analyse des pourcentages de liaisons hydrogènes, présentés dans le tableau 3.14, confirme
les résultats obtenus à l’aide des fonctions de distribution radiale. L’oxygène est en effet lié
par liaison hydrogène pour environ 73 % des configurations, ce qui est bien plus important
que les 28 % obtenus dans le cas du ProHance. L’allongement (de l’ordre de 0.12 Å) de la
liaison Gd-O a donc pour effet de libérer l’espace autour de l’oxygène coordinant, et contribue
à une formation beaucoup plus importante de liaisons hydrogènes. De plus, l’angle marquant
le positionnement de la molécule favorise aussi la formation de liaisons hydrogènes d’après les
observations précédentes.
Atome O H1 H2
Pourcentage % 73.189 93.02 0.87
Nombre de configurations 10466 13302 124
Table 3.14 – Pourcentage de liaisons hydrogènes sur les premières 17.16 ps de la dynamique
moléculaire ab initio
3.4.4 Densité de spin et population de Mulliken
Comme pour les deux précédents systèmes (en 3.2.5 et 3.3.4), on retrouve la même polari-
sation de la densité de spin. Un transfert électronique préférentiel des spins électroniques β des
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paires libres des atomes chélatants vers les orbitales 5d du gadolinium s’effectue donc quelque
soit l’environnement (changement de molécule coordinante ou changement de ligand).
Figure 3.22 – Densité de spin (α en violet, β en vert) pour le système DO3AP. A gauche vue
de côté, à droite vue de dessus.
La charge portée par le gadolinium pour ce complexe DO3AP dérivé du ProHance est
similaire à celle qui a été relevée dans le cas du système ProHance (voir Table 3.15).
Charge moyenne Ecart-type
2.07 0.029
Table 3.15 – Charge effective portée par Gd(III) le long de la trajectoire et écart-type à la
valeur pour le système DO3AP
3.5 Conclusion
Les différentes dynamiques moléculaires ab-inito que j’ai réalisées, ont permis de suivre
l’évolution des structures géométriques de différents complexes du gadolinium, qui varient par
une modification du ligand ou le changement de molécule coordinante.
Les changements structuraux effectués ont créé une certaine dissymétrie dans les systèmes.
La distance entre le gadolinium et la molécule chélatante reste faible pour tous les systèmes,
avec une augmentation un peu plus importante de cette distance dans le cas du ligand DO3AP.
Dans la suite de l’étude, cela permettra de pouvoir mesurer l’impact de cette variation de
distance sur différentes grandeurs physiques qui vont être calculées.
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Les propriétés de solvatation de la molécule coordinée à l’ion métallique varient selon les
cas, mais on observe toujours une formation prépondérante de liaisons hydrogènes sur un des
atomes d’hydrogène, et une variation de ces liaisons sur l’oxygène coordinant selon que celui-ci
est fortement encombré, ou orienté de manière préférentielle par rapport aux molécules d’eau
environnantes.
Par ailleurs, on remarque que la charge du gadolinium est dans tous les cas plus faible
que celle attendue, puisqu’elle est proche de +2 alors qu’une charge +3 était prédite. Cette
différence est due à un transfert de charge des atomes chélatants vers le gadolinium, comme le
montrent les densités de spin des trois systèmes étudiés.
L’étude des dynamiques a permis de mettre en évidence le comportement bien particulier
de chacun des hydrogènes de la molécule d’eau coordinée, impliqués dans le phénomène de
relaxation en IRM. Nous verrons par la suite que les calculs de propriétés magnétiques, reliées
aux propriétés de relaxation de l’agent de contraste, montrent également un comportement




La relaxation des spins nucléaires des atomes constituant les molécules d’eau est accélérée
par leur forte interaction superhyperfine (ou hyperfine) avec le spin électronique de Gd3+. En
effet, les fluctuations temporelles de ce couplage hyperfin induisent des transitions de spins
qui vont accélérer la relaxation nucléaire. Pour étudier l’efficacité des agents de contraste, il
convient de connaître avec précision les constantes isotropiques et anisotropiques définissant le
couplage hyperfin. C’est l’objet du travail que je développerai dans ce chapitre.
Concernant les interactions hyperfines, peu d’études théoriques ont été réalisées sur les
agents de contraste à base de gadolinium. Stojanovic [160] parlait d’ailleurs récemment d’un
manque d’études systématiques des interactions hyperfines pour des molécules contenant des
éléments de structure électronique post-3d.
Glendening et Petillo [36] ont étudié les interactions du gadolinium avec H2O ou NH3, ils
se sont en partie intéressés aux constantes isotropiques portées par Gd dans ces deux systèmes
à l’aide de calculs de structure électronique Hartree-Fock (HF) et post-HF.
Yazyev et al. [37] sont les premiers à avoir étudié théoriquement le couplage hyperfin pour
un agent de contraste utilisé en IRM. Leur étude s’est portée sur le ligand DOTA (voir Figure
1.7 p 38). Ils ont dans un premier temps réalisé des calculs tests afin de vérifier la validité
de la théorie de la fonctionnelle de la densité (DFT) pour ce type de systèmes. Bien que la
plupart des calculs de structure électronique soient aujourd’hui réalisés à l’aide de la DFT,
ses performances quant à la description de la polarisation de spin des lanthanides n’ont pas
encore été explorées. Puis, Yazyev et al. ont réalisé une dynamique classique sur l’agent de
contraste de ligand DOTA, et ont extrait des configurations permettant des calculs de structure
électronique le long de leur trajectoire classique. Les résultats obtenus ont été comparés aux
valeurs expérimentales existantes, et à une approximation largement utilisée dans le domaine de
l’IRM : l’approximation du dipôle ponctuel. Cette approximation consiste à négliger les effets
de distribution de spin. Ainsi, la contribution dipolaire à l’interaction hyperfine, dont l’impact
est prépondérant dans la relaxation longitudinale d’intérêt pour l’IRM, peut être décrite par la
distance entre le centre paramagnétique et l’atome d’intérêt. Je me suis également intéressée
à sonder cette approximation et sa validité au cours de mon étude et mes conclusions sont
données dans ce chapitre.
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Plus récemment, Esteban-Gomez et al. [38] se sont intéressés aux constantes isotropiques
des atomes d’une molécule d’eau coordinée au gadolinium de différents agents de contraste.
Leurs résultats montrent un bon accord théorie-expérience et confirment la validité de la DFT
pour l’étude de ces systèmes.
Dans ce chapitre, je présenterai les résultats que j’ai obtenus concernant les interactions
hyperfines entre le gadolinium et les atomes de la molécule d’eau coordinée. Je reviendrai
sur l’approximation du dipôle ponctuel, et proposerai une nouvelle approximation basée sur
l’utilisation de variables collectives. L’étude que j’ai menée a porté principalement sur l’agent
de contraste ProHance, mais des calculs ont également été réalisés pour les deux autres systèmes
présentés au cours du Chapitre 3.
Nous avons donc mis en place un protocole permettant de déterminer l’interaction hyper-
fine entre le spin électronique du gadolinium et le spin nucléaire de chacun des atomes de la
molécule d’eau coordinée au centre métallique, le long de la trajectoire ab initio précédemment
établie. Une fois les conditions de calcul définies, nous avons exploité ces résultats pour étudier
les composantes fréquentielles rapides du tenseur anisotropique hyperfin, et relié nos valeurs à
celles obtenues lors de l’application de l’approximation dite du dipôle ponctuel.
Je commence cette partie par un court rappel théorique de ce qu’est l’interaction hyperfine,
déjà développée dans le Chapitre 2, afin de bien définir les termes qui seront abordés au cours
de ce chapitre. Puis une étude préliminaire sur un système test permettra, dans le contexte de la
DFT, de mettre au point les différents paramètres de calcul, en s’appuyant sur quelques résultats
expérimentaux disponibles dans la littérature. Enfin, les résultats obtenus seront développés et
comparés à plusieurs techniques d’approximation.
4.1 Approche théorique
Comme nous l’avons vu dans le Chapitre 2, le formalisme de l’hamiltonien de spin permet
d’écrire l’équation 4.1, qui fait directement intervenir l’interaction hyperfine.
Hspin = S.g.B0 + S.D.S + S.A.I (4.1)
Avec B0 le champ magnétique appliqué, I l’opérateur de spin nucléaire, et S l’opérateur de
spin électronique. Le premier terme décrit l’interaction Zeeman électronique, le second terme
renvoit à l’interaction ZFS (Zero-field Splitting) et sera abordé au Chapitre 5, et le troisième
terme correspond à l’interaction hyperfine (eq. 4.2).
La décomposition de l’hamiltonien hyperfin laisse apparaître deux contributions dans l’équa-
tion 4.3.
Hhyperfin = S.A.I (4.2)
A = Aiso1 + T (4.3)
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La constante de couplage isotropique Aiso est un terme de contact appelé aussi constante







avec βe et βN , respectivement les magnétons de Bohr et nucléaire, ge et gN les valeurs du facteur
de Landé de l’électron libre et nucléaire, et ST le spin total de la molécule. Cette constante de
contact de Fermi intervient principalement dans l’expression du temps de relaxation T2.
La théroie de la relaxation magnétique décrite au cours du Chapitre 2, permet de décom-
poser le temps de relaxation longitudinal T1 en une partie scalaire et une autre dipolaire. Dans





















× [6J(ωS + ωI , τc2) + 3J(ωI , τc1 + J(ωI − ωS, τc2)]. (4.5)
Dans cette expression, J(ω, τ) , τci et τei sont définis comme :
J(ω, τ) =
τ

















Cette expression permet de mettre en évidence la dépendance en 1
r6
du terme de relaxation.
Nous discuterons dans ce chapitre de cette approche dipôle ponctuel (DP).
La partie scalaire de cette expression (Eq. 4.5), que nous avions négligée dans le Chapitre






2S(S + 1)J(ωI − ωS, τe2) (4.9)











2S(S + 1)(J(0, τe1) + J(ωI − ωS, τe2)). (4.10)
L’expression 4.8 permet d’établir le lien entre la constante de Fermi et la constante d’échange
de la molécule d’eau kex, exprimée comme τ−1M . Nous discuterons brièvement des valeurs de
Aiso obtenues lors de nos calculs dans la suite de ce chapitre.
Le terme Tij correspond à la contribution dipolaire anisotropique. Ce terme est non local et







(r −RN)2δij − 3(ri −RNi)(rj −RNj)
(r −RN)5 dr (4.11)
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où µ0 correspond à la perméabilité du vide. Ce tenseur est assimilable à une interaction ma-
gnétique de type dipôle-dipôle entre des moments magnétiques nucléaires et électroniques.
Nous nous intéresserons principalement à la composante longitudinale du tenseur anisotro-
pique, Tzz étant en effet la composante impactant le plus le temps de relaxation T1. Par la
suite, ce sont donc principalement les valeurs du Tzz qui seront discutées et comparées.
4.2 Etude d’un système test : Gd(H2O)3+8
Dans un premier temps, un système test connu pour ses similarités structurales avec le
ProHance a été étudié afin de mesurer l’impact de différents paramètres de calculs : Gd(H2O)3+8 .
L’aqua-ion Gd(H20)3+8 , qui pourra être nommé Gd(H20)8 par la suite, présente un indice de
coordination proche de celui du ProHance (8 pour l’aqua-ion et 9 pour le ProHance), ainsi que
des distances de coordination proches de celles rencontrées pour le ProHance.
4.2.1 Description de l’aqua-ion Gd(H20)3+8
Figure 4.1 – Géométrie de l’aqua-ion Gd(H20)3+8 .
La structure de l’aqua-ion (voir Figure 4.1) a été utilisée sous sa forme statique, avec un
positionnement isotrope des molécules d’eau à 2.40 Å de l’ion métallique. La triple ionisation
du gadolinium amène la charge totale du complexe ainsi formé à +3. Ce dernier point permet
d’avoir une structure électronique de l’ion métallique identique à celle présente dans le cas du
ProHance ([Xe]4f 7).
4.2.2 Calculs de structure électronique sur l’aqua-ion Gd(H20)3+8
L’aqua-ion étant plus petit qu’un agent de contraste, il permet de vérifier la pertinence des
paramètres de calculs théoriques, en vue de l’étude du complexe. Ainsi, une série de calculs tests
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a été réalisée sur une géométrie unique, et le meilleur compromis entre précision et temps de
calcul a été recherché. Le but de ces calculs préliminaires est l’obtention d’informations relatives
à la précision des calculs afin d’appliquer les mêmes conditions aux complexes de gadolinium
extraits de la dynamique ab initio. La méthode DFT qui sera choisie doit alors permettre l’accès
à des résultats fiables pour un temps de calcul raisonnable. En effet, les calculs que l’on doit
mener sont coûteux en temps de calculs, et beaucoup de précautions doivent être prises à cause
des effets relativistes. Les tests préliminaires sont donc d’autant plus importants.
Dans ce complexe, chacun des oxygènes est situé à une distance de 2.40 Å de l’ion central,
et chaque hydrogène est à 3.10 Å du gadolinium. Les calculs d’interaction hyperfine réalisés
ont permis d’obtenir une valeur unique de tenseur pour les oxygènes, chacun étant considéré à
une position équivalente, et deux valeurs distinctes pour les hydrogènes, qui sont à associer aux
deux hydrogènes d’une même molécule d’eau coordinée au gadolinium. Chacun des deux types
d’hydrogène a été associé de manière arbitraire, mais avec un soucis de constance, à l’appelation
H1 ou H2 (voir Figure 4.2).
Figure 4.2 – Définition de la dénomination H1 et H2 des hydrogènes de la molécule d’eau
coordinée.
Oxygène Hydrogène 1 Hydrogène 2
Tzz (MHz) Aiso (MHz) Tzz (MHz) Aiso (MHz) Tzz (MHz) Aiso (MHz)
M06-L -1.38 0.772 5.28 0.0434 5.28 0.000670
TPSS -1.35 0.780 5.28 -0.00413 5.28 0.00307
BLYP -1.38 0.395 5.28 0.0528 5.28 0.0692
B3LYP -1.38 0.733 5.29 0.00120 5.28 0.0149
PBE -1.37 0.584 5.28 0.0236 5.28 0.0383
PBE0 -1.37 0.928 5.29 -0.0258 5.29 -0.0124
MP2 -1.37 1.37 5.29 -0.05 5.28 -0.03
expérience* -1.38 0.75 5.34 0.03 5.34 0.03
Table 4.1 – Influence de la méthode/fonctionnelle sur les valeurs de tenseurs anisotropique et
isotropique des trois atomes de la molécules d’eau coordinée pour le système Gd(H2O)3+8 . (*Les
résultats expérimentaux ont été obtenus à partir d’expériences ENDOR [1]
Je compare les valeurs de tenseur Tzz et Aiso obtenues pour différentes fonctionnelles dans le
tableau 4.1. Les fonctionnelles DFT sélectionnées permettent de balayer les différentes gammes
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possibles : les GGA (BLYP, PBE), méta-GGA (TPSS), hybrides (M06-L, PBE0, B3LYP). Un
calcul comparatif a été réalisé avec la méthode perturbative post-Hartree-Fock (MP2) et servira
de référence de calcul.
La valeur des tenseurs anisotropiques longitudinaux pour chacun des atomes est proche de
la valeur expérimentale relevée dans la littérature. Nous nous sommes donc basés à la fois sur
les valeurs expérimentales et sur celles obtenues en MP2 pour discuter des méthodes de DFT.
Les résultats du tableau 4.1 montrent que les valeurs du tenseurs anisotropique longitudinal
pour les deux hydrogènes sont très proches, et varient très peu. Les valeurs de Aiso étant très
faibles, nous ne les prendrons en compte dans la comparaison des différents résultats que dans
un deuxième temps. Les variations les plus fortes sont observées pour le tenseur anisotropique
longitudinal de l’oxygène Tzz, les différentes méthodes ont donc tout d’abord été discriminées
selon les résultats obtenus pour cet atome.
Les fonctionnelles hybrides sont celles qui reproduisent le mieux les propriétés du tenseur.
La fonctionnelle M06-L est une fonctionnelle paramétrée, ce qui pose un problème du point de
vue de la transférabilité des propriétés physiques d’un composé à l’autre, elle est donc peu fiable
pour l’étude de composés comportant un élément f , cette fonctionnelle ne sera pas choisie mais
nous testerons de nouveau son efficacité sur le système ProHance, afin de pouvoir comparer
les résultats obtenus. D’après cette première analyse, les fonctionnelles hybrides sont les plus
indiquées, et notamment PBE0 qui donne les résultats les plus proches de MP2.
Nous avons aussi vérifié l’importance des effets relativistes dans le cas du système test,
comme le montrent les résultats du tableau 4.2 établis avec la fonctionnelle PBE0.
Oxygène Hydrogène 1 Hydrogène 2
Nature de l’approximation Tzz Aiso Tzz Aiso Tzz Aiso
non relativiste -1.42 0.580 5.29 0.000660 5.28 0.0140
scalaire -1.37 0.928 5.29 -0.0258 5.29 -0.0124
Scalaire + couplage spin-orbite -1.36 0.930 5.27 -0.0290 5.27 -0.0170
Table 4.2 – Influence des effets relativistes sur le tenseur anisotropique longitudinal de chaque
atome de la molécule d’eau coordinée pour le système Gd(H2O)3+8 . Les calculs ont été réalisés
avec la fonctionnelle PBE0, et les résultats sont exprimés en MHz.
Ces calculs ont été effectués en incluant des effets relativistes de type scalaire et/ou spin-orbite
dans l’hamiltonien, et sont comparés avec les résultats issus d’un hamiltonien non relativiste. Les
valeurs du tenseur tabulées sont en meilleur accord avec les résultats MP2 pour un hamiltonien
relativiste : il est donc primordial de prendre en compte ces effets. Par contre, l’amélioration est
beaucoup plus faible lorsque l’on tient compte des effets relativistes de type spin-orbite dans la
description, alors que le temps de calcul est très fortement augmenté (4h de calcul monocoeur
pour les effets scalaires, et 84h monocoeur en ajoutant les effets de type spin-orbite).
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4.3 Calculs de structure électronique du ProHance
L’agent de contraste ProHance (voir Figure 4.3) étant un système électroniquement plus
gros que l’aqua-ion précédent, les différents niveaux de calcul ne sont pas tous envisageables ;
en effet, il n’a pas été possible de réaliser de calcul post-HF. Différents calculs DFT ont été
effectués, et sont comparés ici afin de déterminer les conditions de calcul adéquates pour l’étude
de ce système. Au delà de la précision, le temps de calcul est un facteur important pour la
modélisation, puisque l’objectif est de suivre une quantité le long de la trajectoire ab initio, un
grand nombre de calculs doit être réalisé.
4.3.1 Conditions de calcul et mise en place du protocole
Choix des conditions de calcul
Figure 4.3 – Géométrie de l’agent de contraste ProHance et sa molécule d’eau coordinée.
Les calculs statiques de tenseurs, présentés dans le tableau 4.3, ont été réalisés à partir d’une
configuration moyenne ProHance+H2O extraite de la dynamique ab initio.
Ce système ayant été peu étudié d’un point de vue expérimental, seules les valeurs du ten-
seur anisotropique longitudinal moyen entre les deux hydrogènes, et du tenseur isotropique de
l’oxygène sont disponibles dans la littérature. Ces deux valeurs confirment ce que nous avions
préssenti à l’issue de l’étude de l’aqua-ion : les fonctionnelles hybrides sont celles qui repro-
duisent le mieux les effets agissant sur le système. Les fonctionnelles GGA donnent aussi des
résultats satisfaisants pour ce qui est des valeurs des tenseurs anisotropiques longitudinaux. La
valeur de la constante de contact de Fermi pour l’oxygène est celle qui varie le plus selon le
choix de la fonctionnelle, il a été décidé de prendre la fonctionnelle permettant de la reproduire
au mieux : PBE0.
Une autre raison nous a amenés à choisir cette fonctionnelle : la dynamique ab initio du com-
plexe solvaté a été réalisée avec la fonctionnelle PBE, utiliser un dérivé de cette fonctionnelle
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Oxygène Hydrogène 1 Hydrogène 2
Tzz (MHz) Aiso (MHz) Tzz (MHz) Aiso (MHz) Tzz (MHz) Aiso (MHz)
M06-L -0.941 0.240 4.47 0.0784 7.33 0.108
TPSS -0.900 0.233 4.47 0.0600 7.31 0.0980
BLYP -0.983 0.0694 4.46 0.0719 7.27 0.102
B3LYP -0.942 0.212 4.48 0.0717 7.33 0.0961
PBE -0.942 0.142 4.46 0.0651 7.29 0.100
PBE0 -0.912 0.297 4.49 0.0683 7.35 0.0955
expérience* 0.462 5.5 5.5
Table 4.3 – Influence de la méthode/fonctionnelle sur les valeurs de tenseurs anisotropique et
isotropique des trois atomes de la molécules d’eau coordinée pour le système ProHance+H2O.
(*les résultats expérimentaux ont été obtenus à partir d’expériences ENDOR [1, 2]
pour les calculs de structure électronique est donc tout à fait cohérent. De plus, cette fonction-
nelle a déjà donné des résultats satisfaisants pour la description de complexes de lanthanides
et actinides [161].
On remarquera qu’expérimentalement, aucune différence n’est faite entre les deux hydro-
gènes de la molécule d’eau coordinée. Or les calculs effectués amènent à deux valeurs distinctes
pour les hydrogènes, qui sont tout à fait en accord avec la valeur expérimentale puisque l’on
retrouve cette dernière en moyennant les valeurs obtenues. Cette observation sera discutée lors
de l’analyse des résultats issus des calculs le long d’une trajectoire.
Comme pour le système test précédent, il est nécessaire de mesurer l’impact des effets
relativistes sur la valeur du tenseur, afin d’optimiser les conditions de calcul. Pour cela, les
tenseurs ont été calculés sur une même configuration en utilisant un hamiltonien non-relativiste,
et des hamiltoniens relativistes prenant en compte les effets relativistes scalaires et de type spin-
orbite.
Oxygène Hydrogène 1 Hydrogène 2
Approximation relativiste Tzz Aiso Tzz Aiso Tzz Aiso
non relativiste -0.163 -0.375 1.46 8.06 1.16 3.71
scalaire -0.912 0.297 4.49 0.0683 7.35 0.0955
scalaire + couplage spin-orbite -0.911 0.296 4.47 0.0678 7.33 0.0930
Table 4.4 – Influence des effets relativistes sur le tenseur anisotropique longitudinal de chaque
atome de la molécule d’eau coordinée pour le système ProHance+H2O. Les calculs ont été
réalisés avec la fonctionnelle PBE0, et les résultats sont exprimés en MHz.
Les résultats (voir Table 4.4) sont comparables à ceux mentionnés pour l’aqua-ion. Il est
nécessaire de prendre en compte les effets relativistes afin d’obtenir une bonne description du
système, et peu de différences sont observées entre les valeurs issues d’un hamiltonien relativiste
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de type scalaire et de type spin-orbite. Le temps de simulation étant très différent (environ 48
jours monocoeur avec les effets spin-orbite contre 64h monocoeur pour les effets scalaires seuls),
il s’est révélé plus raisonnable de recourir à un calcul n’incluant que les effets relativistes scalaires
pour l’échantillonnage de la trajectoire ab initio du ProHance.
Concernant les choix de bases et autres conditions de calcul, ils ne sont pas détaillés ici, mais
ont déjà été explicités dans le Chapitre 2.
Mise en place du protocole
Une fois les conditions de calculs fixées, deux dernières questions se posent : quels atomes
faut-il garder pour les calculs de structure électronique après extraction des configurations ? Et
quel écart temporel entre les configurations faut-il prendre pour suivre l’évolution de l’interac-
tion hyperfine ?
Concernant l’écart entre les configurations extraites de la dynamique, il faut que celui-ci soit
suffisamment faible pour suivre précisément l’interaction hyperfine, un espacement de 5.76 fs a
donc été choisi. Considérer toutes les configurations de la trajectoire espacées de 5.76 fs étant
beaucoup trop coûteux, une stratégie par blocs de calculs a été utilisée afin d’échantillonner au
mieux la trajectoire. Ainsi, 5 blocs de 100 calculs ont été réalisés, chacune des configurations
à l’intérieur d’un bloc étant espacées de 5.76 fs, et chaque bloc étant espacé de 2 ps (stratégie
nskip4 - voir Figure 4.4). Ce choix permet de créer de manière artificielle une décorrélation des
données et donc de travailler sur des séries de valeurs statistiquement indépendantes.
Figure 4.4 – Stratégie de calculs nskip4 : 5 blocs de 100 calculs espacés de 2 ps
Des résultats issus de calculs plus espacés temporellement, mais réalisés sur l’intégralité de
la trajectoire seront aussi présentés dans ce chapitre. Dans ce dernier cas, les configurations sont
espacées de 57.6 fs, permettant d’obtenir des moyennes de grandeurs physiques sur la totalité
de la trajectoire avec un coût de calcul raisonnable (stratégie nskip40).
Seule la définition des atomes à extraire pour chaque pas de dynamique reste à déterminer,
les calculs de structure électronique ne pouvant être réalisés sur la boîte de simulation entière
pour chaque configuration "brute" extraite de la dynamique. Pour cela, j’ai mené une étude
sur l’impact des différentes molécules d’eau de la boîte de solvatation sur les valeurs du tenseur
hyperfin. Différentes géométries tests ont été extraites pour une même géométrie de l’agent
ProHance (c’est-à-dire un même pas de dynamique), permettant de mesurer l’impact de diffé-
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rentes molécules d’eau de la boîte.
Pour chacune des géométries extraites, la molécule d’eau coordinée au ProHance est prise
en compte. Parmi les autres molécules d’eau de la boîte, certaines sont en liaison hydrogène
avec des atomes du ligand, d’autres avec les atomes de la molécule d’eau coordinée. Les tests
que nous avons effectués nous ont donc permis de définir l’impact sur les tenseurs hyperfins des
molécules d’eau environnantes.
Les résultats ont été comparés selon la valeur obtenue pour le tenseur anisotropique longitu-
dinal de l’oxygène, celui-ci variant de manière plus prononcée que pour les atomes d’hydrogène.
Figure 4.5 – Valeurs du tenseur anisotropique longitudinal Tzz de l’oxygène en fonction du
nombre de molécules d’eau inclues dans le système ProHance+H2O.
Les résultats, visibles sur la figure 4.5, montrent une convergence très rapide de la valeur
du tenseur lorsque le nombre de molécules d’eau pris en compte augmente. Les molécules pré-
sentant un réel intérêt dans le suivi des valeurs des constantes hyperfines sont celles liées par
liaisons hydrogènes à la molécule d’eau coordinée. Les liaisons hydrogènes se formant avec des
atomes du ligand, ou en deuxième sphère de la molécule d’eau coordinée, n’ont qu’un impact
très restreint, et ne seront donc pas prises en compte.
Dans la suite, l’extraction des géométries le long de la dynamique s’est donc faite en prenant
en compte, pour chaque configuration de la boîte, les coordonnées du ProHance, de la molécule
d’eau coordinée, et des molécules d’eau liées par liaisons hydrogènes à cette dernière à l’aide
d’une analyse pour chacune des configurations.
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Nous sommes maintenant en mesure d’établir de manière précise les valeurs des tenseurs
isotropiques et anisotropiques pour chacun des atomes de la molécule d’eau coordinée et per-
mettant ensuite de les analyser.
4.3.2 Comportement de la constante isotropique Aiso
Comme précisé au début de ce chapitre, le temps de relaxation transversal T2 est lié à la
constante isotropique Aiso. La valeur de la constante de Fermi présente donc un intérêt dans
l’étude de la relaxation, et les grandeurs obtenues sont brièvement commentées dans ce para-
graphe.
Les différents calculs préliminaires détaillés précédemment ont établi la forte sensibilité du
terme isotropique aux conditions de calculs, son exploitation est donc complexe. Néanmoins,
une comparaison des valeurs obtenues aux résultats expérimentaux permet d’établir quelques
observations.
Aiso (MHz)
Oxygène Hydrogène 1 Hydrogène 2
Moyenne Ecart-type Moyenne Ecart-type Moyenne Ecart-type
0.452 ± 0.220 0.0498 ± 0.0521 0.101 ± 0.0481
Moyenne des deux hydrogènes : 0.0754
Valeur expérimentale pour l’oxygène : 0.462*
Table 4.5 – Valeurs moyennes et écart-types du terme isotropique Aiso obtenu après calculs
de structure électronique par l’approche nskip40, à l’aide de la fonctionnelle PBE0 et en tenant
compte des effets relativistes de type scalaire pour le système ProHance+H2O. Les résultats
sont exprimés en MHz.(*Résultat expérimental tiré de [2]
La valeur de la constante isotropique moyenne obtenue pour l’oxygène (voir Table 4.5) est
tout à fait en accord avec la valeur expérimentale, ce qui permet de confirmer une nouvelle fois
la validité de la méthode de calcul utilisée. De plus, les comportements différents des hydrogènes
se retrouvent dans les valeurs de la constante isotropique.
L’expression de la constante isotropique de l’oxygène en fonction de la distance au gado-
linium Gd-O montre une dépendance quasi-linéaire entre ces deux paramètres (voir Figure
4.6-droite). Une dépendance est également observée dans le cas des hydrogènes (voir Figure
4.6-gauche), avec une légère diminution des valeurs des constantes de contact de Fermi lorsque
la distance au gadolinium Gd-H augmente. Cette dépendance est moindre que pour le cas de
l’oxygène, de même que la valeur de la constante est plus petite.
Dans le Chapitre 3, nous avons vu que la molécule d’eau coordinée était positionnée au
dessus de l’ion métallique de manière à former un angle moyen de 128˚avec l’axe Gd-O. Il peut
donc être intéressant d’étudier l’évolution de la constante de Fermi en fonction de cet angle
d’orientation (voir Figure 4.7).
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Figure 4.6 – Valeurs du terme isotropique des atomes O (noir), H1 (bleu) et H2 (rouge) en
fonction de la distance au gadolinium pour le système ProHance+H2O.
Figure 4.7 – Valeurs du terme isotropique des atomes O (noir), H1 (bleu) et H2 (rouge) en
fonction de l’angle d’orientation de H2O pour le système ProHance+H2O.
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Dans le cas de l’oxygène, la valeur du terme isotropique croît linéairement en fonction de
l’angle étudié (voir Figure 4.7-droite). La distance n’est donc pas le seul paramètre influençant
la valeur de la constante isotropique. Cette observation est à relier à la discussion concernant
les paires libres de l’atome d’oxygène du Chapitre 3. En effet, en faisant varier selon l’axe
Gd-O l’angle marquant le positionnement de la molécule d’eau, le caractère s de l’orbitale de
l’oxygène change, et plus le caractère s est prononcé, plus la valeur de la constante est forte.
Par contre, les hydrogènes ne sont pas sensibles à la variation de cet angle, aucune dépen-
dance n’est visible sur la figure 4.7-gauche.
Ces quelques résultats permettent de mettre en avant l’influence de la distance de la molécule
d’eau coordinée au gadolinium, et de son orientation, sur la valeur de la constante isotropique,
et donc sur le temps de relaxation T2.
4.3.3 Comportement du tenseur anisotropique
Nous avons extrait la matrice tensorielle hyperfine pour chacun des trois atomes de la
molécule d’eau coordinée (dite IS=Inner Sphere), et à partir de la moyenne de chacune de ces
matrices calculée sur l’intégralité de la trajectoire nous avons déterminé par diagonalisation les
valeurs propres de la matrice moyenne. Plus avant dans ce chapitre, nous nous intéresserons
à une approximation commune dans le cas de l’étude des tenseurs hyperfins : l’approximation
du dipôle ponctuel. Cette approximation sera détaillée en partie 4.5 (p 120), et suppose la
dégénérescence de deux valeurs propres issues de la diagonalisation de la matrice hyperfine. Le
tenseur hyperfin instantané peut être approximé selon cette hypothèse, mais les fluctuations
non axiales de la position des atomes de la molécule d’eau coordinée IS peuvent conduire à
un tenseur anisotropique vibrationnel qui ne présente pas cette propriété de valeurs propres
doublement dégénérées. Les valeurs propres de la matrice moyenne calculée dans le référentiel
du laboratoire vont nous permettre de valider ou non cette approche. En effet, dans cette
étude nous supposons une faible rotation du ProHance sur notre temps de simulation, ce qui
permet de considérer que le référentiel du laboratoire est une bonne approximation du référentiel
moléculaire.
Valeurs propres de Ddiag
Axe Oxygène Hydrogène 1 Hydrogène 2
XX 0.559 -2.46 -3.19
YY 0.530 -2.40 -3.29
ZZ -1.09 4.86 6.49
Valeur moyenne ZZ (H1+H2) 5.67
Table 4.6 – Moyenne des valeurs propres obtenues après diagonalisation du tenseur DHyperfin
pour chacun des atomes de la molécule d’eau coordinée pour le système ProHance+H2O. Les
valeurs sont reportées en MHz.
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Les valeurs propres moyennées du tenseur hyperfin vibrationnel, reportées dans le tableau
4.6, permettent de justifier l’approximation du dipôle ponctuel pour ce tenseur qui intervient
dans l’expression de la relaxivité. En effet, pour chacun des atomes deux des trois valeurs propres
sont très proches (selon les axes XX et YY). Les valeurs propres obtenues selon la direction ZZ
correspondent à la valeur du tenseur anisotropique longitudinal modulo la soustraction de la
valeur de la constante isotropique.
Le tableau 4.7 regroupe les valeurs moyennes du tenseur anisotropique longitudinal relevées
pour les atomes O, H1 et H2, une fois la constante isotropique soustraite.
Tenseur anisotropique longitudinal Tzz (MHz)
Oxygène Hydrogène 1 Hydrogène 2
-1.10 4.93 6.70
valeur moyenne Tzz (H1-H2) 5.82
Table 4.7 – Moyenne du tenseur anisotropique longitudinal obtenue pour chaque atome de
la molécule d’eau à partir des valeurs propres issues de la diagonalisation du tenseur DHyperfin
pour le système ProHance+H2O. Les valeurs sont données en MHz.
Valeurs du tenseur anisotropique longitudinal pour les hydrogènes
Figure 4.8 – Agent de contraste ProHance avec sa molécule d’eau coordinée et une molécule
en liaison hydrogène. Représentation des hydrogènes H1 et H2.
La figure 4.8 rappelle la définition des noms H1 et H2 des différents hydrogènes, décidée
selon la proportion de liaisons hydrogènes induites au cours de la trajectoire. L’hydrogène H1
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est lié pour plus de 90% des configurations à une autre molécule d’eau, comme cela a été dé-
veloppé au Chapitre 3. Le graphe 4.9 présente les valeurs du tenseur Tzz pour chacun des
Figure 4.9 – Valeurs du tenseur anisotropique pour chacun des deux hydrogènes H1 (bleu) et
H2 (rouge) le long de la dynamique pour le système ProHance+H2O. La valeur expérimentale
est reportée en vert.
deux atomes d’hydrogène le long de la trajectoire étudiée par la stratégie nskip40. La seule
valeur expérimentale connue pour le système est également indiquée (en vert) et correspond
au comportement moyen des deux hydrogènes, ceux-ci étant expérimentalement indiscernables.
Notre valeur théorique moyenne est tout à fait en accord avec l’expérience, puisque nous obte-
nons une valeur de 5.89 MHz pour une valeur expérimentale tabulée de 5.5 MHz. Par ailleurs,
on remarque que les hydrogènes considérés possèdent chacun une valeur moyenne du tenseur
anisotropique longitudinal, ainsi que des fluctuations différentes de ce tenseur. En effet, pour
l’hydrogène nommé H1, la valeur moyenne est non seulement plus basse, mais ses fluctuations
sont moins importantes que dans le cas de l’hydrogène H2.
L’approximation du dipôle ponctuel, qui sera détaillée par la suite, peut d’ores et déjà nous
aider à expliquer cette différence de comportement. Elle associe la valeur du tenseur hyperfin à
une fonction de l’inverse de la distance entre l’ion métallique (gadolinium) et l’atome considéré.
La distance moyenne Gd - H1 (3.19 Å) étant plus grande que la distance moyenne Gd - H2 (2.89
Å), le tenseur hyperfin de l’hydrogène H1 est donc plus faible que celui de l’hydrogène H2.
La différence d’amplitude des fluctuations peut être expliquée par la disproportion du
nombre de liaisons hydrogènes pour chacun des deux atomes. L’hydrogène H1 étant forte-
ment lié par liaison hydrogène, ses mouvements en solution sont beaucoup plus contraints que
ceux de H2, d’où une oscillation plus faible de la distance Gd-H, et donc une fluctuation moins
importante du terme anisotropique.
111
Chapitre 4 : Interactions hyperfines
4.3.4 Fonctions d’autocorrélation des atomes de la molécule d’eau
coordinée
Pour étudier les fluctuations rapides du tenseur, nous avons considéré cette fois les calculs
effectués sur 5 blocs espacés de 2 ps, comme cela a été détaillé précédemment (voir stratégie
nskip4 page 105). Nous avons calculé la fonction d’autocorrélation du signal Tzz(t) pour chaque
atome, ce qui nous permettra par la suite d’analyser les fréquences caractéristiques liées aux
fluctuations de ce terme. L’autocorrélation est calculée indépendamment sur chacun des 5 blocs
de résultats, et ensuite moyennée et normalisée de manière à ce que les valeurs à t = 0 soient









Figure 4.10 – Fonction d’autocorrélation temporelle du terme anisotropique Tzz pour cha-
cun des atomes O (noir), H1 (bleu), H2 (rouge) de la molécule d’eau coordinée du système
ProHance+H2O. La trajectoire a été étudiée avec la stratégie nskip4.
La décorrélation est marqué par l’oscillation autour de zéro aux temps longs. L’analyse des
fonctions d’autocorrélation de la figure 4.10 montre une décorrélation rapide du signal, en une
centaine de femtosecondes. Un problème statistique, dû au faible nombre de points calculés,
ne nous permet malheureusement pas de visualiser clairement la convergence vers zéro attendue.
Des temps de décorrélation peuvent en principe être obtenus par intégration des fonctions
d’autocorrélation. Mais ces temps n’ont pu être calculés directement à partir des courbes de la
figure 4.10, à cause de la faible statistique constatée. Nous évaluerons ces temps de décorrélation
par la suite, en utilisant des approximations adéquates.
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4.3.5 Fréquences de vibration des atomes de la molécule d’eau coor-
dinée
Une fois les fonctions d’autocorrélation obtenues, l’application du théorème de Wiener-
Khintchine (voir Chapitre 2 page 65) permet d’obtenir la densité spectrale de chacun des
signaux par transformée de Fourier. Avant d’analyser les fréquences ainsi calculées et tracées en
figure 4.11, il est important de rappeler que la dynamique moléculaire de type Car-Parrinello
a été réalisée en remplaçant les atomes d’hydrogène par des atomes de deutérium. Les valeurs
des fréquences observées sont donc caractéristiques de liaisons impliquant des deutériums.
Figure 4.11 – Densité spectrale pour chacun des atomes de la molécule d’eau coordinée pour
le système ProHance+H2O : O (noir), H1 (bleu), H2 (rouge).
Chaque pic présent en la figure 4.11 correspond à une composante du mouvement du sys-
tème. Les courbes bleue et rouge ont des pics autour de 2200 et 2600 cm−1, caractéristiques
de mouvements d’élongation symétrique et antisymétrique de la molécule d’eau. Le décalage
spectral de ces deux pics est lié aux liaisons hydrogènes dans lesquelles H1 est impliqué, celles-ci
induisent en effet un déplacement du pic vers des fréquences plus faibles.
En se référant à la littérature, il est possible d’attribuer les autres pics à des mouvements
caractéristiques de vibration et libration de la molécule d’eau. Le pic présent autour de 1100
cm−1, commun aux trois courbes, correspond à la vibration de l’angle de pliage (bend) de
la molécule d’eau, tandis que les pics présents vers 500 cm−1 correspondent aux différentes
librations connues de la molécule d’eau qui correspondent à des rotations d’ensemble atour des
différents axes de la molécule.
Mais le manque de résolution du spectre ne permet pas d’attribuer un pic à un mouvement
unique du système.
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4.4 Modèle de décomposition en modes vibrationnels
Rappelons que les fluctuations de l’hamiltonien de spin sont induites par la rotation molécu-
laire et les vibrations internes. Si l’on suppose que ces deux mouvements peuvent être découplés,
il est alors possible d’étudier l’influence des vibrations moléculaires en exprimant l’hamiltonien
Hhyp du système dans un référentiel fixe. Dans notre cas, la simulation étant relativement
courte par rapport aux temps caractéristiques d’isomérisation (centaine de ms) ou de rotation
du système (dizaine de ps), le référentiel choisi est celui du laboratoire.
4.4.1 Le modèle de décomposition
Afin de mieux comprendre quels mouvements impactent les fluctuations du tenseur aniso-
tropique, nous avons utilisé une méthologie développée récemment par un membre de notre
groupe de recherche [162]. Nous avons décomposé les fluctuations du tenseur hyperfin selon
une sélection de variables collectives, chacune étant associée à un mode vibrationel interne du
système. La dynamique de ces variables peut directement être extraite de la dynamique molé-
culaire ab initio. Nous avons choisi une série de coordonnées internes θi, i = 1...k, représentative
des modes de vibrations d’intérêt, et cherché à exprimer l’écart de la valeur instantannée du
tenseur à la valeur moyenne comme une combinaison linéaire de ces coordonnées internes :
δTn,zz(t) = cn,1δθ1(t) + ...+ cn,kδθk(t) (4.13)
où les δθi(t) = θi(t)− 〈θi〉 sont les écarts aux différentes valeurs moyennes des variables collec-
tives. Les coefficients cn,i sont définis pour chaque atome n, et sont déterminés à l’aide d’une







[δTn,zz(t)− (cn,1δθ1(t) + ...+ cn,kδθk(t))]2 (4.14)
où NI indique le nombre total de configurations.
Pour notre décomposition spectrale, nous avons choisi une base de variables collectives
incluant
— θ1 le mouvement hors du plan de la molécule d’eau (l’angle dièdre ̂GdOH1H2 )
— θ2 la distance Gd - O
— θ3 la différence entre les angles ĜdOH1 et ĜdOH2
— θ4 l’angle Ĥ1OH2
— θ5 la distance O - H1
— θ6 la distance O - H2
Les variables θ1, θ2 et θ3 correspondent à une description de la position de la molécule d’eau
dans l’espace, et θ4, θ5, θ6 sont associées à une description interne de cette molécule. Les fonc-
tions d’autocorrélation des variables θi ont été calculées à partir des valeurs relevées le long de
la dynamique ab initio, et la densité spectrale correpondante est représentée en figure 4.12. Les
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positions des différents pics observés sont reportés dans le tableau 4.8. Ces variables collectives
permettent de décrire les principaux mouvements internes, et sont faiblement couplées entre
elles.
Figure 4.12 – Densité spectrale des variables collectives θi obtenue à partir des valeurs extraites
de la dynamique moléculaire ab initio : θ1 (orange), θ2 (noir), θ3 (vert), θ4 (violet), θ5 (bleu),
θ6 (rouge).
Variable collective ν (cm−1)
θ1 Angle hors du plan 40
θ2 Distance Gd-O 143
θ3 Angle (ĜdOH1-ĜdOH2) 435
θ4 Angle Ĥ1OH2 1168
θ5 Distance O-H1 2281
θ6 Distance O-H2 2588
Table 4.8 – Fréquences ν (en cm−1) des modes de vibration des variables collectives θi
Nous aurions pu transformer les variables collectives choisies en une série de combinaisons
linéaires assurant un découplage complet, mais nous avons préféré garder le jeu de variables
collectives brutes afin de faciliter l’interprétation des résultats en terme de mouvements molé-
culaires.
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Il est intéressant de chercher à quantifier la contribution aux fluctuations du tenseur hyperfin
de chaque variable collective. Pour cela, il suffit de comparer les différents poids algébriques










w2n,i = 1. Ces poids sont indépendants du choix des unités des variables collectives.
Dans un deuxième temps, ces poids permettent aussi d’approximer la densité d’états de




I(ω) peut être reconstruite à partir des fluctuations des variables collectives.










4.4.2 Validation du modèle de décomposition
Avant d’utiliser le modèle de décomposition établi, il faut vérifier la validité du choix des
variables collectives pour décrire les fluctuations du tenseur anisotropique Tzz. Pour cela, les
valeurs du tenseur sont reconstruites à l’aide des poids obtenus par le modèle de décompo-
sition. Les résultats sont ensuite comparés aux valeurs initiales du tenseur, issues des calculs
quantiques, à la fois pour l’oxygène et pour les hydrogènes (voir Figure 4.13).
Pour l’ensemble des atomes, les tenseurs anisotropiques longitudinaux (TOzz, TH1zz et TH2zz )
sont correctement reproduits par la combinaison de variables collectives utilisée par le modèle.
Les valeurs reconstruites sont proches des valeurs initiales et les oscillations sont bien suivies,
malgré quelques écarts plus importants au niveau des valeurs extrêmes. Les variables collectives
choisies semblent donc tout à fait adéquates pour assurer le suivi du tenseur Tzz.
4.4.3 Analyse des poids des différentes variables collectives
Le modèle maintenant établi et validé, les poids issus de la décomposition en modes vibra-
tionnels peuvent être analysés.
Le tableau 4.9 indique les poids de chaque variable collective impliquée dans la description
des différents tenseurs. Pour les deux hydrogènes, les poids montrent que toutes les variables
collectives ont un impact non négligeable sur la description du tenseur. La distance à l’ion
métallique et le positionnement dans l’espace sont donc importants. Les deux hydrogènes n’ont
pas la même sensibilité à la distance O-H. Pour H1 cette distance a un impact important, et
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Figure 4.13 – Valeurs du tenseur Tzz de O (a), H1 (b) et H2 (c) pour différentes configurations
de la molécule d’eau coordinée au système ProHance. Les résultats SE (noir) sont comparés
aux grandeurs reconstruites (rouge).
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Atome I(θ1) I(θ2) I(θ3) I(θ4) I(θ5) I(θ6)
O 4.63 94.5 0.359 0.299 0.196 0.0411
H1 17.5 46.2 33.5 0.546 2.12 0.0750
H2 19.0 32.5 47.8 0.742 0.00413 0.0415
Table 4.9 – Intensités relatives des variables collectives θi dans l’expression du tenseur Tzz de
chaque atome de la molécule d’eau coordinée pour le système ProHance+H2O. Les valeurs sont
exprimées en pourcentage.
ce n’est pas le cas pour H2. Cette différence peut être expliquée par la proportion de liaisons
hydrogènes induites par chacun des deux atomes. En effet, H1 étant lié en grande majorité par
liaison hydrogène à son environnement, l’hydrogène sera très sensible aux variations de la dis-
tance O-H. Concernant l’oxygène, le poids prédominant correspond au mouvement d’élongation
de la distance Gd-O, laissant penser que cette distance peut suffire pour bien décrire l’évolution
du système (nous reviendrons sur cette observation lors de l’étude de l’approximation du dipôle
ponctuel).
4.4.4 Attribution des pics de la densité d’états aux modes de vibra-
tion
Le modèle de décomposition nous permet d’associer précisément chaque pic de la densité
d’état précédemment calculée dans la partie 4.3.5 à un mouvement de libration ou de vibration
de la molécule d’eau.
La tableau 4.10 reporte les positions des pics de la densité d’état issue des calculs de structure
électronique du tenseur hyperfin.
Atome ν (cm−1)
O 340 1135
H1 454 1135 2496
H2 454 1135 2610
Table 4.10 – Fréquences ν tirées de la densité spectrale issue de la fonction d’autocorrélation
des valeurs obtenues par calcul de structure électronique avec l’approche nskip4 pour le système
ProHance+H2O.
En s’appuyant alors sur les fréquences de vibration des variables collectives choisies (voir
Table 4.8), on peut attribuer le pic le plus vers le rouge aux vibrations de l’angle ̂GdOH1 −GdOH2
(θ3), le deuxième pic correspond lui aux variations de l’angle Ĥ1OH2 (θ4) de la molécule d’eau,
et enfin les deux derniers pics vers le bleu font référence respectivement aux vibrations des
liaisons OH1 (θ5) puis OH2 (θ6).
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Le modèle mis en place, permet l’attribution des différents pics de la densité d’états à des
vibrations associées à la molécule d’eau coordinée, mais les positions des différents pics du
spectre sont très approximatives du fait de la statistique.
4.4.5 Exploitation de la reconstruction du tenseur Tzz
Les poids des différentes variables collectives des fluctuations du tenseur hyperfin qui ont été
établis, permettent de reconstruire de façon approximée des valeurs du tenseur sur l’intégralité
de la trajectoire. Les valeurs reconstruites peuvent alors faire l’objet du même traitement que
précédemment : obtention de la fonction d’autocorrélation représentée en figure 4.14 (a), puis
de la densité spectrale (voir Figure (b)4.14). Cette fois, la statisque est améliorée et il est plus
aisé de faire ressortir les différentes contributions.
Figure 4.14 – Fonction d’autocorrélation (a) et densité spectrale (b) obtenue à partir des
valeurs de Tzz reconstruites le long de la dynamique ab initio pour le système ProHance+H2O.
En noir l’oxygène, en bleu H1 et en rouge H2.
La fonction d’autocorrélation ainsi obtenue converge en effet vers zéro aux temps longs. La
densité spectrale calculée à partir de cette fonction permet une décomposition plus précise des
contributions des variables collectives.
Atome ν (cm−1)
O 198 1168
H1 195 444 1168 2284 2590
H2 172 441 1168 2588
Table 4.11 – Fréquences ν tirées de la densité spectrale issue de la fonction d’autocorrélation
des valeurs obtenues par reconstruction du tenseur Tzz le long de la dynamique ab initio pour
le système ProHance+H2O.
Les positions des pics observés sont reportées dans le tableau 4.11. D’après les fréquences
de vibrations des variables collectives consignées dans le tableau 4.8, on peut associer à chacun
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de ces pics des fluctuations d’une variable collective précise. Cette attribution est réalisée dans
le tableau 4.12.
O 198 1168
H1 195 444 1168 2284 2590
H2 172 441 1168 2588
Variable collective θ2 θ3 θ4 θ5 θ6
Table 4.12 – Assignation aux variables collectives des fréquences ν tirées de la densité spectrale
issue de la fonction d’autocorrélation obtenue par reconstruction du tenseur Tzz le long de la
dynamique ab initio pour le système ProHance+H2O.
Ainsi, l’augmentation du nombre de configurations prises en compte par cette reconstruction
sur toute la trajectoire, permet une attribution plus précise des vibrations importantes pour le
phénomène de fluctuations rapides du tenseur anisotropique longitudinal.
D’autres variables collectives, telles que le nombre de liaisons hydrogènes, ont été ajoutées
afin de mesurer l’impact d’autres paramètres sur la description du tenseur, mais sans aucun
gain de précision.
4.5 Approximation du dipôle ponctuel (DP)
Les calculs de structure électronique précédents ont permis d’avoir accès à des valeurs pré-
cises du tenseur hyperfin, pour chacun des atomes de la molécule d’eau coordinée. Ces valeurs
relèvent de l’interaction dite superhyperfine du ligand avec le centre métallique. La façon la plus
simple de modéliser cette interaction est d’avoir recours à l’approximation du dipôle ponctuel.
Cette approximation consiste à négliger toute distribution de spin, ce qui revient à considérer










avec ‖−→r ‖ la distance entre le métal et le noyau à considérer (H ou O). En supposant que le







2 0 00 −1 0
0 0 −1
 (4.20)
Le fait de négliger toute distribution de spin présuppose une valeur de constante hyperfine
isotropique nulle. Tout écart à cette valeur rend l’approximation du dipôle ponctuel caduque,
le tenseur anisotropique calculé étant alors erroné.
120
4.5 Approximation du dipôle ponctuel (DP)
4.5.1 Comportement des tenseurs anisotropiques longitudinaux dans
l’approximation du DP
Valeurs moyennes des tenseurs
L’approximation du dipôle ponctuel a permis de calculer des valeurs de tenseurs anisotro-
piques pour chacun des trois atomes de la molécule d’eau coordinée au ProHance au cours de la
dynamique. La moyenne de ces tenseurs donne un premier aperçu des écarts aux valeurs issues
des calculs de structure électronique.
Valeurs issues de l’approximation DP
Tzz - O Tzz - H1 Tzz - H2
Moyenne Ecart-type Moyenne Ecart-type Moyenne Ecart-type
-1.32 ± 0.187 4.93 ± 0.629 6.70 ± 1.10
Moyenne des deux hydrogènes H1,H2 : 5.81
Valeur expérimentale pour l’hydrogène : 5.55
Table 4.13 – Valeurs moyennes et écart-types du terme anisotropique longitudinal Tzz obtenus
à partir de l’approximation du dipôle ponctuel pour le système ProHance+H2O. Les résultats
sont exprimés en MHz.
Les résultats, reportés dans le tableau 4.13, montrent des valeurs moyennes proches de celles
obtenues pour les hydrogènes par calcul de structure électronique (voir Table 4.7 page 110),
mais plus éloignées pour l’oxygène.
Comparaison des résultats issus des calculs de structure électronique et de l’ap-
proximation du DP
En isolant les valeurs de tenseur anisotropique issues de l’approximation du dipôle ponctuel
correspondant aux configurations sur lesquelles les calculs de structure électronique ont été
effectués, nous pouvons directement comparer les résultats obtenus par les deux méthodes de
calcul.
Le graphe 4.15 nous permet ainsi de visualiser l’évolution de la valeur du tenseur par rap-
port aux distances Gd-H et Gd-O. Dans le cas des hydrogènes, les valeurs du tenseur TDPzz se
superposent aux résultats issus des calculs de structure électronique, l’approximation est donc
correcte pour la description des hydrogènes. Pour l’atome d’oxygène, les résultats sont moins
satisfaisants. En effet, le graphe 4.15 montre un décalage pour l’oxygène entre les deux séries de
données. L’évolution croissante est préservée, mais la valeur intrinsèque pour le dipôle ponctuel
est fausse et semble décalée d’une constante. Nous reviendrons par la suite sur l’explication de
ces résultats.
Il est intéressant de noter que l’étendue des distances couvertes par la dynamique est assez
large ce qui permet de s’assurer du bon échantillonnage de la dynamique.
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Figure 4.15 – Valeurs de Tzz pour H1 (en haut), H2 (au milieu) et O (en bas) en fonction de
la distance au gadolinium. Cas du système ProHance+H2O. Les grandeurs en rouge sont issues
des calculs SE, et en noir de l’approximation DP.
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4.5.2 Notion de distance effective
Il est possible d’exprimer l’interaction de type dipôle-dipôle à l’aide d’une distance "effec-
tive". Pour cela, il faut réécrire le facteur d’interaction hyperfine dans les équations Solomon-
Bloembergen-Morgan sous une forme généralisée, en introduisant cette nouvelle notion de dis-
tance effective. On peut alors introduire chacune des valeurs du tenseur issue des calculs de
structure électronique dans l’expression de cette distance. La distance obtenue tient compte de
la distribution de spin, et peut alors être comparée à l’approximation du dipôle ponctuel. On














Mais cette nouvelle définition est artificielle car elle correspond à une expression ad hoc de
la distance. De plus, il est nécessaire d’évaluer les tenseurs par calcul de structure électronique
pour chaque configuration, ce qui est très coûteux en temps de calcul.
Cette réécriture de l’interaction hyperfine [39] va nous permettre de comparer les valeurs
de r−6eff et r
−6 en fonction de la distance Gd-X, soit respectivement une fonction de la distance
effective issue des calculs de structure électronique, et une fonction de la distance pour le cas
de l’approximation dipolaire.
Ces nouvelles expressions sont tracées pour les distances Gd-H sur les graphes 4.16. On
constate que pour les hydrogènes les valeurs de distance concordent.
Figure 4.16 – Valeurs de r−6 (en noir) et r−6eff (en rouge) pour H1 (à gauche) et H2 (à droite)
en fonction de la distance au gadolinium. Cas du système ProHance+H2O.
Concernant l’oxygène, un décalage entre les deux séries de valeurs est encore observé en
figure 4.17, l’allure décroissante de la courbe est similaire.
On peut réaliser un ajustement de l’approximation du dipôle ponctuel dans le cas de l’oxy-
gène. En utilisant un modèle de régression non linéaire appliqué sur les valeurs de f(r) = r−6eff ,
un facteur de correction peut être déterminé, permettant donc de relier directement r−6 à la
distance Gd-O, avec une précision tenant compte de la structure électronique.
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Figure 4.17 – Valeurs de r−6 (en noir) et r−6eff (en rouge) pour l’oxygène en fonction de la dis-
tance au gadolinium. Correction à l’approximation DP en vert. Cas du système ProHance+H2O.
Cette nouvelle relation est donc établie comme :
f(r) = 0.7× r−6 (4.22)
Cette régression, tracée en figure 4.17, confirme que les deux courbes sont décalées globale-
ment d’un facteur 0.7. Cet écart est dû à la non prise en compte de la structure électronique
de l’oxygène dans l’approximation du dipôle ponctuel.
Je rappelle en effet que dans ce cadre, la densité de spin est supposée centrée sur le noyau,
en négligeant toute polarisation de l’atome considéré. Or, ne pas prendre en compte cette po-
larisation pour les atomes d’hydrogène semble cohérent avec la structure électronique de ces
atomes, mais dans le cas de l’oxygène, cette approximation est trop grossière. Cela explique
que l’approximation du dipôle ponctuel est correcte dans le cas de hydrogène et montre ses
limites pour l’oxygène. Rappelons aussi que l’approximation DP suppose une valeur nulle pour
la constante isotropique, or d’après les calculs que nous avons effectués, et reportés dans le
tableau 4.5 (page 107), les valeurs de la constante sont très petites pour les hydrogènes, mais
la valeur est beaucoup plus forte pour l’oxygène.
Dans le cas du ProHance solvaté, nous venons d’obtenir un ajustement de l’approximation
du dipôle ponctuel pour l’atome d’oxygène. Le coefficient déterminé en travaillant à partir de la
notion de distance effective nous permet de redéfinir les valeurs de tenseurs dans une correction












4.5 Approximation du dipôle ponctuel (DP)
Le terme de tenseur pour l’oxygène ainsi calculé est porté sur le graphe 4.18 pour différentes
distances Gd-O. Les valeurs ainsi obtenues reproduisent les grandeurs issues de calculs de
structure électronique. On peut donc mieux approximer les valeurs du tenseur pour l’oxygène,
les valeurs pour l’hydrogène n’étant pas modifiées, et restant donc correctes.
Figure 4.18 – Valeurs de Tzz pour l’oxygène en fonction de la distance au gadolinium. Cas
du système ProHance+H2O. Les grandeurs en rouge sont issues des calculs SE, en noir de
l’approximation DP, et la correction à DP est représentée en vert.
4.5.3 Fonctions d’autocorrélation issues de l’approximation DP
Dans l’approximation du dipôle ponctuel, les valeurs de tenseur obtenues nous permettent
de définir une fonction d’autocorrélation. Dans le cas de l’oxygène, nous avons conclu précédem-
ment à un décalage global des valeurs du tenseur pour différentes configurations par rapport
aux calculs de structure électronique. Cela n’a donc aucune incidence sur les fluctuations des
valeurs, ni sur la fonction d’autocorrélation résultante.
Les fonctions d’autocorrélation du graphe 4.19 convergent vers zéro aux temps longs, ce
qui résulte d’une bonne statistique, puisque les configurations utilisées sont séparées de 1.44 fs
tout le long de la trajectoire (16175 points). Le temps de décorrélation semble similaire à celui
obtenu pour le calcul de la fonction d’autocorrélation issue des valeurs de tenseurs reconstruits
à l’aide de la décomposition en variables collectives.
L’intégration de ces courbes, nous donne accès aux temps de décorrélation, et nous revien-
drons dans un paragraphe ultérieur sur ce point. En première observation, l’oxygène semble être
l’atome présentant le plus long temps de décorrélation. L’hydrogène H2 semble se décorréler
plus vite que l’hydrogène H1, avec une amplitude d’oscillation plus forte au début, mais qui
tend plus vite vers zéro. L’hydrogène H1 étant lié par liaisons hydrogènes, son mouvement est
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Figure 4.19 – Fonction d’autocorrélation temporelle du terme anisotropique Tzz obtenu par
approche DP pour chacun des atomes O (noir), H1 (bleu) et H2 (rouge) de la molécule d’eau
coordinée du système ProHance+H2O.
beaucoup plus contraint que l’hydrogène H2, exacerbant ainsi la corrélation par rapport à un
hydrogène libre.
4.5.4 Densité spectrale issue de l’approximation DP
La figure 4.20 présente une densité d’états issue des fonctions d’autocorrélation liées à l’ap-
proximation du dipôle ponctuel. On retrouve les mêmes gammes spectrales que celles obtenues
précédemment à partir des calculs de structure électronique, mais avec une meilleure précision.
Ce gain de précision est principalement visible pour l’oxygène, comme le montre la comparai-
son avec la densité obtenue à partir des calculs de structure électronique, beaucoup plus large
notamment à basse fréquence.
Le tableau 4.14 donne les positions des différents pics dans le cadre de cette approximation,
et on retrouve typiquement les mêmes fréquences que précédemment.
Atome ν (cm−1)
O - SE 340 1135
O - DP 249 1162
H1 - DP 541 1168 2281
H2 - DP 424 1165 2588
Table 4.14 – Fréquences ν tirées de la densité spectrale issue de la fonction d’autocorrélation
obtenue par l’approche DP pour le système ProHance+H2O.
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Figure 4.20 – Densité spectrale pour chacun des atomes de la molécule d’eau coordinée pour
le système ProHance+H2O. Les courbes en traits pleins correspondent à l’approche DP, et la
courbe en pointillés correspond à l’approche SE nskip4. La densité spectrale de l’oxygène est
en noir, H1 en bleu, H2 en rouge.
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Le gain de précision est mis en exergue pour l’oxygène, la position du pic à basse fréquence
étant décalée vers le rouge d’environ 100 cm−1 par rapport à la position SE.
4.6 Temps de décorrélation
On souhaite ensuite extraire à partir des fonctions d’autocorrélation obtenues un temps de
décorrélation pour chaque atome. Or, nous avons vu que les fonctions d’autocorrélation issues
des calculs de structure électronique sont mal définies à cause du manque de statistique, ce qui
rend impossible leur intégration directe. Dans le cas des fonctions issues de l’approximation du
dipôle ponctuel, des oscillations parasites apparaissent aux temps longs à cause du bruit nu-
mérique, et une exploitation directe s’avère insatisfaisante. Des expressions mathématiques ont
donc été utilisées pour approximer ces fonctions et en déduire ensuite les temps de décorrélation
souhaités.
Fonctions approximantes utilisées
La fonction d’autocorrélation du tenseur anisotropique longitudinal de l’oxygène a été ap-
proximée à l’aide d’une fonction analytique contenant une exponentielle décroissante pour les
temps très courts et une fonction oscillante. Les comportements des atomes d’hydrogène sont
par contre un peu plus complexes et nécessitent d’utiliser des combinaisons linéaires d’expo-
nentielles décroissantes. De plus, dans le cas de l’hydrogène H1, deux fonctions sinusoïdales
(cosinus) ont été utilisées, contre une seule pour H2, la fonction supplémentaire ayant été in-
troduite afin de traduire l’épaulement supplémentaire visible dans la fonction d’autocorrélation
pour H1. Les expressions analytiques, explicitées dans les équations 4.24 à 4.26 permettent de












































Ce principe d’approximation a été appliqué aux courbes d’autocorrélation obtenues dans
le cadre des calculs de structure électronique (SE), et de l’approximation du dipôle ponctuel.
Pour la méthode du dipôle ponctuel, deux cas ont été étudiés : la convergence en tenant compte
du nombre total de configurations (DP), et celle ne tenant compte que des 0.5 premières pi-
cosecondes de la fonction d’autocorrélation (DP-extrait). La seconde analyse permet d’avoir
accès à un temps restreint, similaire au temps accessible par l’approche des calculs de structure
électronique. Cette double approche permet de distinguer l’impact sur la décorrélation de la
statistique de celui venant de la méthode.
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Les valeurs ajustées des différents paramètres présents dans les expressions 4.24 à 4.26 sont
regroupées dans le tableau 4.6 pour les trois approches mentionnées ci-dessus (SE, DP et DP-
extrait).
Méthode Atome a0 a1 a2 a3 a4
DP
O 0.0910 0.230
H1 0.111 0.0989 0.0330 0.493 0.184
H2 0.116 0.0780 0.0300 0.462
SE
O 0.104 0.266
H1 0.996 0.116 0.0170 0.248 0.223
H2 0.162 0.0730 0.0210 0.330
DP-Extrait
O 0.0910 0.225
H1 0.112 0.0990 0.0330 0.492 0.184
H2 0.116 0.0780 0.0300 0.463
Table 4.15 – Coefficients ai des fonctions d’ajustement pour chaucn des atomes de la molécule
d’eau coordinée du système ProHance+H2O.
Les fonctions approximantes calculées de cette manière sont comparées aux fonctions ini-
tiales en figure 4.21. Pour le dipôle ponctuel, l’écart semble faible, tandis qu’il apparait plus
important dans le cas SE.
Figure 4.21 – Fonctions d’autocorrélation des atomes de la molécule d’eau coordinée (O en
noir, H1 en bleu, H2 en rouge). En traits pleins sont représentées les fonctions d’autocorrélation
issues de l’approche DP (à gauche) et des calculs SE (à droite), et en pointillés les fonctions
approximantes correspondantes. Cas du système ProHance+H2O.
Fonctions approximantes : écart-type et estimation du bruit
Afin de juger de la qualité de l’approximation obtenue à l’aide des fonctions mathématiques,
composées d’exponentielles décroissantes et de modulations sinusoïdales, les écart-type associés
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aux différentes fonctions ont été calculés, et comparés au bruit du signal. L’amplitude du bruit
a été estimée à partir de la déviation standard calculée uniquement sur la partie convergée du
signal (non montré en en Figure 4.21) pour chacun des trois atomes et est consignée en Table
4.16 pour l’approche DP.
O H1 H2
Estimation du bruit - DP 0.053 0.043 0.042
Ecart-type - DP (11.6 ps) 0.063 0.030 0.037
Ecart-type - DP-extrait 0.14 0.11 0.19
Ecart-type - SE 0.19 0.12 0.12
Table 4.16 – Ecarts aux fonctions approximantes obtenus pour chaque approche de calcul, et
estimation du bruit du signal dans l’approche DP pour le système ProHance+H2O.
Les résultats reportés dans le tableau 4.16 correspondent aux écarts types des fonctions ap-
proximantes par rapport aux fonctions d’autocorrélation issues de l’approximation du dipôle
ponctuel et des calculs SE. Les valeurs obtenues calculées à partir des 0.5 première ps des
courbes sont également tabulées pour les trois atomes, ce qui permet de se rapprocher du
temps de décorrélation accessible à partir des calculs de structure électronique.
Dans le cas de l’approximation sur l’intégralité des fonctions issues du dipôle ponctuel,
l’ordre de grandeur de l’écart-type sur les 11.6 ps est bien le même que celui du bruit. Etant
donné le bruit présent, les fonctions approximantes sont donc tout à fait satisfaisantes pour la
reproduction du signal, et l’écart à l’approximation observé est donc tout à fait acceptable.
Dans les deux autres cas, on remarque un écart d’un facteur 2-3 entre les valeurs d’écart-type sur
la décroissance. Les valeurs d’écart-type restant très faibles, l’approximation est aussi correcte.
En s’appuyant sur ces résultats, on en déduit que d’un point de vue statistique, les approxima-
tions réalisées sur une courte partie de la fonction d’autocorrélation du dipôle ponctuel et sur
celle issue des calculs SE sont comparables, et l’ordre de grandeur de l’écart-type est acceptable.
En conclusion, le faible nombre de points considérés dans le cas des calculs de structure
électronique n’est pas un obstacle à l’étude de la fonction approximée.
Temps de décorrélation
Les temps de décorrélation sont obtenus par intégration des fonctions et sont consignés dans
le tableau 4.17 pour les trois approches mentionnées précédemment.
De manière générale, les différents temps de décorrélation calculés sont très proches pour les
trois méthodes. Les calculs de structure électronique étant plus précis, les temps qui en sont
issus pourraient être considérés comme plus justes, mais le faible nombre de points considérés
met en doute ce gain de précision. Pour tenter de conclure sur ce point, la même approche a
été réalisée sur les 0.5 première picoseconde de la fonction d’autocorrélation DP, permettant de
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τO (fs) τH1 (fs) τH2 (fs)
Approximation DP (11.6 ps) 12.2 19.3 16.9
Approximation DP-extrait (0.5 ps) 12.3 19 17
Calculs SE (0.3ps) 12.3 16.2 14.2
Table 4.17 – Temps de décorrélation obtenus par intégration des fonctions d’approximantes
pour chaque atome de la molécule d’eau coordinée du système ProHance+H2O.
se rapprocher de la précision accessible à l’aide des calculs de structure électronique au niveau
de la convergence de la fonction.
Que la courbe considérée dans le modèle du dipôle ponctuel soit complète ou partielle, les
résultats sont semblables. Le comportement des atomes est donc déjà bien déterminé dès le
début de la courbe (0.5 ps). L’écart entre les temps issus de l’approximation DP et des calculs
de structure électronique n’est dû qu’au faible nombre de points considérés, qui entraîne une
mauvaise convergence de la fonction d’autocorrélation, et les fonctions approximantes définies
ne permettent pas de combler complètement cette différence.
Dans l’ensemble des cas une décorrélation légèrement plus rapide de l’hydrogène H2 par
rapport à l’hydrogène H1 est constatée. L’explication, je le rappelle, est la forte proportion de
liaisons hydrogènes impliquant H1, ce qui contraint ses mouvements, et ralentit donc légèrement
sa décorrélation. L’oxygène, lui se décorrèle plus vite que les hydrogènes, en une dizaine de fs.
Ces temps sont uniquement indicatifs car la trajectoire Car-Parrinello obtenue est trop courte,
et ils ne peuvent pas être reliés à une donnée expérimentale.
4.7 Analyse des poids relatifs issus de la décomposition en
modes effectifs
Comme nous l’avons vu en partie 4.4 , l’application du modèle de décomposition permet de
définir des poids pour chacune des variables collectives choisies, et donc de discuter de l’impact
de ces différentes variables sur les tenseurs. Le modèle de décomposition a été appliqué aux
valeurs de tenseurs issues des calculs de structure électronique, et l’opération a été également
réalisée pour les valeurs issues de l’approximation du dipôle pontuel. Les poids obtenus, regrou-
pés dans le tableau 4.18, vont nous permettre de comparer les différences d’impact des variables
collectives selon la méthode de calcul du tenseur utilisée.
Afin de mesurer l’influence de la statistique sur ces poids, le modèle a été appliqué à la tra-
jectoire complète dans le cas de l’approximation du dipôle ponctuel, mais aussi à l’ensemble des
504 points correspondant aux 504 configurations sur lesquelles les calculs SE ont été effectués.
Les différences observées sont minimes pour la description des hydrogènes, et cela quelque
soit l’approche utilisée. Par contre, on remarque que pour l’atome d’oxygène, les poids des va-
riables collectives diffèrent beaucoup entre les résultats SE et DP.
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Atome ω(Tzz) ω1 ω2 ω3 ω4 ω5 ω6
O
SE -0.215 0.972 -0.0599 0.0547 0.00443 0.0203
DP -0.00282 0.99995 0.0063 -0.00187 -0.00736 -0.000329
DP 504 pts 0.00137 0.99998 -0.00155 0.00336 -0.0049 0.00111
H1
SE -0.42 -0.68 -0.58 0.074 -0.146 0.0273
DP -0.47 -0.688 -0.53 0.01299 -0.14 0.0734
DP 504 pts -0.42 -0.6832 -0.575 0.0749 -0.147 0.0274
H2
SE -0.44 -0.57 0.69 0.086 0.00643 -0.0204
DP -0.53 -0.613 0.576 0.0903 -0.000407 -0.0496
DP 504 pts -0.43 -0.57 0.688 0.0854 0.00642 -0.0216
Table 4.18 – Poids de chacune des variables collectives dans l’expression du tenseur Tzz pour
le système ProHance+H2O. Le modèle de décomposition a été appliqué à partir des valeurs
issues des calculs SE, DP et DP-extrait.
Pour pouvoir comparer de manière plus aisée les poids obtenus, l’intensité relative des
bandes, définie selon l’équation 4.15 (page 116), a été calculée.
Atome I(Tzz) I(θ1) I(θ2) I(θ3) I(θ4) I(θ5) I(θ6)
O
SE 4.63 94.5 0.359 0.299 0.196 0.0411
DP 0.000798 100 0.00397 0.000349 0.00543 0.0000108
DP 504 pts 0.000187 100 0.000240 0.00113 0.00243 0.000122
H1
SE 17.5 46.2 33.5 0.546 2.12 0.0750
DP 22.2 47.3 27.9 0.539 1.98 0.0169
DP 504 pts 17.5 46.7 33.1 0.561 2.17 0.00751
H2
SE 19.0 32.5 47.8 0.742 0.00413 0.0415
DP 28.2 37.6 33.2 0.816 0.0000166 0.246
DP 504 pts 18.8 33.0 47.4 0.730 0.00412 0.0468
Table 4.19 – Intensité relative de chacune des variables collectives dans l’expression du tenseur
Tzz pour le système ProHance+H2O. Le modèle de décomposition a été appliqué à partir des
valeurs issues des calculs SE, DP et DP-extrait.
L’étude des intensités relatives confirme que, quel que soit le mode de calcul du tenseur
hyperfin anisotropique, pour les hydrogènes H1 et H2 les mêmes contributions sont observées.
Certaines différences constatées entre les calculs SE et DP sont vraisemblablement attribuables
aux différentes statistiques, puisque les poids attribués pour la série de 504 configurations issues
de l’approximation du dipôle pontuel sont beaucoup plus proches des calculs SE.
Pour les trois atomes, les intensités prépondérantes sont dues à la distance gadolinium-
oxygène (θ2) et aux variables faisant appel au positionnement de la molécule dans son envi-
ronnement. L’hydrogène H1 conserve une particularité en ayant un fort poids sur la distance
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oxygène-hydrogène (θ5), conséquence des liaisons hydrogènes multiples dont il est acteur.
Dans le cadre de l’approximation du dipôle ponctuel, la distance considérée dans le calcul du
tenseur hyperfin est la distance ion-atome, donc dans le cas des hydrogènes la distance Gd-H.




OH, la distance GdH contient donc en partie
une idée de la géométrie du complexe, de sa position dans son environnement. Ceci explique
que l’approximation DP donne de bons résultats.
Pour l’atome d’oxygène, les différents résultats montrent tous l’importance prépondérante
de la distance gadolinium-oxygène (θ2), et les poids issus des calculs de structure électronique
montrent que la variable ayant le plus fort impact après la distance Gd-O est la prise en compte
de la position dans l’espace de la molécule d’eau à travers l’angle hors du plan (θ1). L’approxi-
mation du dipôle ponctuel, même avec la statistique de 504 points ne permet pas de retrouver
ce dernier résultat.
Ceci nous montre que la définition de l’oxygène est bien la plus difficile, du fait de la
polarisation de l’atome et de l’effet non négligeable de cette dernière sur le tenseur. Nous
essaierons dans la partie suivante, d’avancer des éléments permettant d’expliquer les erreurs
obtenues en appliquant l’approximation DP.
4.8 Etude de l’écart au dipôle ponctuel
Dans le cadre de cette étude, différentes méthodes d’approximation du tenseur anisotro-
pique longitudinal ont été traitées. L’approximation du dipôle ponctuel apparaît comme une
bonne alternative permettant de décrire de manière précise le comportement des hydrogènes
de la molécule d’eau coordinée avec un coût de calcul qui correspond seulement au coût de la
dynamique. Mais des difficultés ont été rencontrées pour la description de l’oxygène, et je me
suis attachée à essayer de comprendre quelles en sont les origines.
Le modèle de décomposition qui a été mis au point semble tout indiqué pour tenter d’ap-
porter un élément de réponse à ce problème. Pour cela nous avons appliqué la méthode de
décomposition à la différence entre les tenseurs issus de l’approximation du dipôle ponctuel et
des calculs de structure électronique pour en déterminer l’origine.
La courbe 4.22 présente les résultats de l’application de la méthode de décomposition. On
remarque que même si les fluctuations sont globalement bien reproduites par la méthode, une
meilleure précision était attendue aux vues des résultats précédents.
Malgré tout, l’analyse des poids des différentes variables collectives issues de la décompo-
sition permettent de discuter l’origine de la différence DP/SE. Les poids les plus importants
(voir Table 4.20) correspondent à des variables collectives de position (θ1, θ2, θ3), les variables
collectives correspondant à la géométrie interne de la molécule d’eau présentent un impact uni-
quement secondaire. Pour bien décrire l’oxygène, il semble donc primordial de tenir compte de
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Figure 4.22 – Différence entre le tenseur TDPzz et le tenseur T SEzz pour différentes configurations
de l’atome d’oxygène de la molécule d’eau coordinée au ProHance. Les valeurs calculées par le
modèle de décomposition (en rouge) sont comparées aux valeurs initiales (en noir).
l’orientation de la molécule d’eau.
Variable collective θ1 θ2 θ3 θ4 θ5 θ6
ω (TDPzz -T SEzz ) 0.613 0.744 0.164 -0.143 -0.142 -0.0535
Intensité relative (%) 38 55 2.7 2.0 2.0 0.28
Table 4.20 – Poids de chacune des variables collectives dans l’expression de la différence des
valeurs du tenseur anisotropique longitudinal issues de DP et de SE pour l’oxygène. Cas du
système ProHance+H2O.
Le poids prépondérant est porté par θ2 qui correspond à la distance Gd-O. Or le poids
lié à θ2 devrait être nul car la variable est déjà prise en compte dans l’approximation DP. La
correction de 0.7 sur la distance Gd-O était nécessaire mais aussi suffisante, il semble donc
qu’il manque quelque chose dans la description DP. Le deuxième poids le plus important de
la décomposition correspond à l’angle hors du plan de la molécule d’eau (θ1). L’orientation de
la polarisation de spin est prise en compte dans les calculs SE et dépend de θ1. Il est donc
important d’apporter une correction au modèle DP pour tenir compte de cet effet.
Pour ce faire, il pourrait être intéressant d’essayer d’inclure dans les variables collectives,
une nouvelle variable de type électronique et non plus géométrique. En effet, les variables prises
en compte dans le modèle ne répondent qu’à des critères géométriques, et peuvent donc être
dites de type "nucléaires". Une idée serait donc de définir une variable basée sur la position
des doublets non liants de l’oxygène, pour tenir compte de la polarisation. Une telle étude
134
4.9 Interaction hyperfine de Gd3+ avec les molécules d’eau de la boîte de solvatation
demanderait donc par exemple de collecter la position des centres de Wannier le long de la
dynamique pour décrire cette nouvelle variable collective.
4.9 Interaction hyperfine de Gd3+ avec les molécules d’eau
de la boîte de solvatation
Les molécules d’eau de la boîte de solvatation autres que de la molécule d’eau coordinée à
Gd, vont aussi interagir avec l’ion métallique gadolinium par interaction hyperfine. Pour écrire
l’impact de cette interaction, on peut exprimer le terme de corrélation dipolaire de sphère







La relation entre la relaxivité de sphère externe (OS) et le taux de relaxation de spin des
protons des molécules d’eau a été utilisée pour la détermination structurelle utilisant l’accélé-
ration de la relaxation paramagnétique. Il a été montré en particulier que si l’ion gadolinium
était remplacé pour un autre lanthanide de moment L non nul, la rapide relaxation électronique
de spin rendait la quantité gOS2 directement accessible par expérience [163]. Nous avons calculé
cette quantité à partir de notre dynamique ab initio qui comporte des molécules d’eau expli-
cites, et nous avons trouvé une valeur de 1.73× 10−3 Å−6. Il est intéressant de noter que cette
quantité est du même ordre de grandeur que l’amplitude de la moyenne de 1
r6
pour les deux
protons H1 et H2, puisque ces quantités sont respectivement de 9.87× 10−4 Å−6 et 1.84× 10−3
Å−6.
Le terme hyperfin issu de l’interaction entre le moment magnétique de spin du gadolinium
et les protons des molécules d’eau de la boîte de solvatation n’est donc pas négligeable par
rapport à celui engendré par chacun des protons de la molécule d’eau coordinée.
4.10 Etude des interactions hyperfines dans le cas d’une
molécule d’isopropanol coordinante
Des calculs de structure électronique ont été réalisés sur des géométries extraites des confi-
gurations tirées de la dynamique de la même manière que pour le système ProHance+Eau,
c’est-à-dire en conservant le gadolinum, le ligand, la molécule d’eau coordinée et les molécules
d’eau en liaisons hydrogènes avec celle-ci. Afin de limiter le coût de ces calculs, 161 configura-
tions ont été extraites toutes les 144 fs le long de la trajectoire. L’évaluation du tenseur hyperfin
sur ces configurations a permis de revenir sur les propriétés du tenseur pour l’atome d’oxygène
coordinant et l’atome d’hydrogène qui lui est lié, et de comparer les résultats à ceux obtenus
dans le cas de l’eau.
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4.10.1 Evolution du tenseur isotropique
Les valeurs du tenseur isotropique local sont reportées Table 4.21. Pour rappel, la distance
Gd-O est en moyenne de 2.55 Å dans le cas de l’eau, et de 2.56 Å pour la coordination par
l’isopropanol. La distance Gd-H est en moyenne de 3.1 Å pour chacun des deux systèmes
(moyenne de H1 et H2 pour l’eau).
Aiso - ProHance + Isopropanol
O H
Moyenne Ecart-type Moyenne Ecart-type
0.5997 ± 0.224 0.0381 ± 0.0456
Aiso - ProHance + H2O
O H1 H2
Moyenne Ecart-type Moyenne Ecart-type Moyenne Ecart-type
0.452 ± 0.220 0.0498 ± 0.0521 0.101 ± 0.0481
Table 4.21 – Valeurs moyennes et écart-types du terme isotropique Aiso obtenus après calculs
de structure électronique par l’approche nskip100, à l’aide de la fonctionnelle PBE0 et en
tenant compte des effets relativistes de type scalaire pour le système ProHance+Isopropanol.
Les résultats sont exprimés en MHz.
Pour l’oxygène coordinant de l’isopropanol, la valeur Aiso est un peu plus élevée que dans
le cas de l’eau, ce qui est lié à une plus forte densité de spin ρα−β. De plus, comme nous l’avons
vu dans le Chapitre 3, l’angle moyen d’orientation de la molécule d’isopropanol est plus grand
que dans le cas de l’eau (respectivement 150˚contre 128˚). Cela implique un caractère s plus
fort de l’orbitale de l’oxygène coordiné au gadolinium, et conduit donc à une valeur isotropique
plus grande. Pour l’hydrogène, la valeur est à peu près égale à celle obtenue précédemment
pour H1.
La figure 4.23 représente la dispersion des valeurs de constante de contact de Fermi en
fonction des distances à l’ion métallique des atomes O et H. Des dépendances similaires à celles
obtenues pour le système ProHance+H2O y apparaissent.
Les évolutions du terme de contact en fonction de la valeur de l’angle entre l’axe Gd-O et
la bissectrice de ĤOC sont tracées en figure 4.24. Elles exhibent toutes deux une dépendance
à la valeur de l’angle, ce qui n’était pas le cas pour le système précédent (voir figure 4.7 p 108).
4.10.2 Evolution du tenseur anisotropique
Nous avons également déterminé les valeurs propres moyennes du tenseur hyperfin pour ce
nouveau système et j’ai reporté ces valeurs dans le tableau 4.22. Pour obtenir les valeurs de
tenseur anisotropique à partir des valeurs propres, il suffit de soustraire le terme isotropique
(voir Table 4.23 pour la valeur du Tzz).
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Figure 4.23 – Valeurs du terme isotropique des atomes O (à gauche) et H (à droite) en fonction
de la distance au gadolinium pour le système ProHance+Isopropanol.
Figure 4.24 – Valeurs du terme isotropique des atomes O (à gauche) et H (à droite) en fonction
de l’angle d’orientation de H2O pour le système ProHance+Isopropanol.
ProHance + Isopropanol ProHance + H2O
Axe O H O H1 H2
XX 0.55 -2.57 0.56 -2.46 -3.19
YY 0.53 -2.67 0.53 -2.40 -3.29
ZZ -1.08 5.23 -1.09 4.86 6.49
Table 4.22 – Moyenne des valeurs propres obtenues après diagonalisation du tenseur DHyperfin.
Cas du système ProHance+Isopropanol. Les valeurs sont reportées en MHz.
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Comme décrit dans la partie 4.3.3 p 109, la diagonalisation de la moyenne des matrices du
tenseur permet d’extraire les valeurs propres pour l’oxygène et l’hydrogène de l’isopropanol, et
d’attribuer ces valeurs propres à des axes propres du tenseur dans le référentiel de la molécule.
On obtient pour tous les atomes deux valeurs propres quasi dégénérées, associées aux di-
rections XX et YY. Les valeurs propres obtenues pour l’oxygène sont très proches de celles
du cas de l’eau. Le passage d’une molécule d’eau à un isopropanol n’a donc pas de grande
influence sur le tenseur anisotropique longitudinal. Pour l’hydrogène, la valeur selon l’axe ZZ
(voir Table 4.23) se rapproche de la valeur moyenne entre les deux hydrogènes observée pour
l’eau. Le tenseur n’est donc pas impacté par le changement d’environnement dû à l’introduction
de l’isopropanol.
Tenseur anisotropique longitudinal Tzz
Oxygène Hydrogène
-0.501 5.43
Table 4.23 – Moyenne du tenseur anisotropique longitudinal obtenue à partir des valeurs
propres issues de la diagonalisation du tenseur DHyperfin pour le système ProHance+Isopropanol.
Les valeurs sont reportées en MHz.
4.10.3 Dépendance du tenseur anisotropique à la distance Gd-X :
Comparaison avec l’approximation du dipôle ponctuel
L’étude de ce nouveau système permet de revenir sur l’approximation du dipôle ponctuel,
et d’en tester la validité avec la nouvelle molécule coordinante.
Les figures reportées en 4.25 montrent pour les résultats issus des calculs de structure
électronique une dépendance du tenseur anisotropique longitudinal à la distance Gd-X pour le
cas de l’hydrogène. Concernant l’oxygène, la dépendance à la distance à l’ion semble disparaître
avec la nouvelle molécule coordinante. Contrairement au cas ProHance+H2O, l’évolution du
terme anisotropique issu des calculs de structure électronique ne suit pas celle des valeurs issues
de l’approximation du dipôle ponctuel. L’approximation du dipôle ponctuel reste tout à fait
valable pour l’hydrogène, mais ne peut pas être appliquée à l’oxygène, puisque même pour la
tendance générale l’évolution du tenseur n’est pas reproduite alors que c’était le cas pour le
système ProHance+H2O. Dans le cas du système ProHance+isopropanol, le terme isotropique
porté par l’oxygène est de même plus fort que dans le cas de la coordination par l’eau. Or,
l’approximation du dipôle pontuel négligeant l’effet de la distribution de spin, elle n’est valide
que pour une constante de contact de Fermi proche de zéro. La perte d’évolution du terme
anisotropique est peut être une conséquence directe de ce contact de Fermi plus important. La
polarisation sur l’atome d’oxygène est probablement aussi plus forte que dans le cas de l’eau,
ce qui pourrait expliquer cette différence de comportement du tenseur anisotropique.
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Figure 4.25 – Valeurs de Tzz pour O (à gauche) et H (à droite) en fonction de la distance
au gadolinium. Cas du système ProHance+Isopropanol. Les grandeurs en rouge sont issues des
calculs SE, et en noir de l’approximation DP.
On remarque que nous avons un très bon échantillonnage des distances Gd-X, et dans le
cas de l’hydrogène, nous avons une concordance entre les résultats des calculs SE et ceux issus
de DP.
4.10.4 Utilisation du modèle de décomposition en variables collectives
Dans le cas du système ProHance+H2O, nous avons construit un modèle permettant de
reconstruire des valeurs de tenseur anisotropique longitudinal issues des calculs de structure
électronique à partir de variables collectives de type géométrique. En appliquant le même choix
de variables, nous avons essayé de reproduire les valeurs de tenseurs pour ce nouveau système.
Dans les différentes variables décrites précédemment, les atomes H1 et H2 sont à remplacer
respectivement par H et C les deux atomes liés à l’oxygène de l’isopropanol coordinant Gd.
Le tenseur reconstruit pour l’oxygène à partir des variables ainsi choisies ne reproduit pas
correctement les valeurs évaluées par les calculs SE, comme montré en figure 4.26. Il manque
dans les variables collectives un mode fortement corrélé à la constante isotropique. Par contre,
les Tzz pour l’hydrogène sont bien reproduits (voir Figure 4.26), avec toujours quelques écarts
plus importants pour les valeurs extrêmes.
J’ai donc analysé uniquement le tenseur anisotropique de l’hydrogène en terme de contri-
bution des différentes variables collectives. Les intensités attribuées à chacune des variables
collectives pour la définition du tenseur de l’hydrogène sont données en Table 4.24.
I(θ1) I(θ2) I(θ3) I(θ4) I(θ5) I(θ6)
H 11.0 54.5 30.6 2.77 0.305 0.835
Table 4.24 – Intensités relatives des variables collectives θi dans l’expression du tenseur Tzz
pour le système ProHance+Isopropanol. Les valeurs sont exprimées en pourcentage.
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Figure 4.26 – Valeurs du tenseur Tzz de O (à gauche) et H (à droite) pour différentes configura-
tions du système ProHance+Isopropanol. Les résultats SE (noir) sont comparés aux grandeurs
reconstruites (rouge).
Les poids estimés sont d’une importance similaire pour les trois premières variables collec-
tives (θ1, θ2, θ3), ce qui diffère des poids obtenus dans le cas du ProHance+H2O. La connaissance
du placement dans l’espace de la molécule par rapport au gadolinium est donc primordiale.
4.11 Etude des interactions hyperfines dans le cas du li-
gand DO3AP
La dynamique moléculaire ab initio d’un ligand phosphoré DO3AP a été détaillée au cours
du Chapitre 3. Des configurations ont été régulièrement extraites le long de cette dynamique,
et des calculs de structure électronique ont été réalisés sur des géométries choisies selon les
mêmes critères que pour le ProHance. Afin de limiter le coût de ces calculs, 142 configurations
ont été extraites toutes les 144 fs le long de la trajectoire (approche nskip 100). Ce parti pris
permettra d’échantillonner suffisamment la dynamique, mais il ne sera pas possible de retrouver
sur l’origine des fluctuations rapides du tenseur anisotropique.
4.11.1 Evolution du tenseur isotropique
Les valeurs du terme de contact pour le système DO3AP sont reportées dans le tableau
4.25. Le terme isotropique est moins fort sur l’oxygène coordinant que dans le cas du système
ProHance, et la valeur moyenne du terme porté par les hydrogènes est par contre plus impor-
tante, ce qui implique une densité de spin moins forte sur l’oxygène, mais mieux répartie sur
les deux hydrogènes. La diminution du terme isotropique de l’oxygène s’explique par un angle
d’orientation de la molécule d’eau coordinée moins grand que dans le cas du ProHance. En effet,
nous avons vu au Chapitre 3 que cet angle était en moyenne de 113˚, ce qui implique une plus
forte contribution de type p-pur de l’oxygène, et donc une diminution du terme isotropique.
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Aiso - DO3AP + H2O
O H1 H2
Moyenne Ecart-type Moyenne Ecart-type Moyenne Ecart-type
0.259 ± 0.187 0.0551 ± 0.0348 0.0771 ± 0.0379
Aiso - ProHance + H2O
O H1 H2
Moyenne Ecart-type Moyenne Ecart-type Moyenne Ecart-type
0.452 ± 0.220 0.0498 ± 0.0521 0.101 ± 0.0481
Table 4.25 – Valeurs moyennes et écart-types du terme isotropique Aiso obtenus après calculs
de structure électronique par l’approche nskip100, à l’aide de la fonctionnelle PBE0 et en
tenant compte des effets relativistes de type scalaire pour le système DO3AP. Les résultats
sont exprimés en MHz.
Une dépendance du terme isotropique à la distance à l’ion métallique est toujours observée,
pour l’oxygène comme pour les deux hydrogènes de la molécule d’eau (voir Figure 4.27).
Figure 4.27 – Valeurs du terme isotropique des atomes O (noir), H1 (bleu) et H2 (rouge) en
fonction de la distance au gadolinium pour le système DO3AP.
Le terme de contact de Fermi est également dépendant de l’angle entre l’axe Gd-O et la bis-
sectrice de la molécule d’eau, mais aucune dépendance n’est observée dans le cas des hydro-
gènes (voir Figure 4.28). Nous retrouvons ici les tendances obtenues dans le cas du système
ProHance+H2O.
4.11.2 Evolution du tenseur anisotropique
Les calculs réalisés permettent d’extraire les valeurs propres et les vecteurs propres du
tenseur anisotropique.
Comme défini précédemment, la diagonalisation de la moyenne des matrices du tenseur
permet d’extraire les valeurs propres pour l’oxygène et les hydrogènes de la molécule d’eau
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Figure 4.28 – Valeurs du terme isotropique des atomes O (noir), H1 (bleu) et H2 (rouge) en
fonction de l’angle d’orientation de H2O pour le système DO3AP.
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DO3AP + H2O ProHance + H2O
Axe O H1 H2 O H1 H2
XX 0.506 -2.41 -3.33 0.560 -2.46 -3.19
YY 0.479 -2.33 -3.40 0.530 -2.40 -3.29
ZZ -0.985 4.74 6.73 -1.09 4.86 6.49
Table 4.26 – Moyenne des valeurs propres obtenues après diagonalisation du tenseur DHyperfin
pour les trois atomes de la molécule d’eau coordinée. Cas du système DO3AP. Les valeurs sont
reportées en MHz.
coordinée, et d’attribuer ces valeurs propres à des axes propres du tenseur. Les résultats sont
reportés dans le tableau 4.26. On obtient deux valeurs propres quasi dégénérées dans chacun
des cas, qui sont associées aux directions XX et YY. Les valeurs propres obtenues pour les trois
atomes sont proches de celles du ProHance, le changement de ligand avec l’introduction d’un
groupe phosphoré n’a pas de grande influence sur le tenseur anisotropique longitudinal.
Après soustraction du terme Aiso, pour les trois atomes, les valeurs selon l’axe ZZ (voir
Table 4.27) se rapprochent des valeurs des deux hydrogènes pour le ProHance, de même, le
tenseur n’est donc pas impacté par le changement d’environnement dû à l’introduction du
groupe phosphoré.
Tenseur anisotropique longitudinal Tzz
Oxygène Hydrogène 1 Hydrogène 2
-0.75 4.9 6.9
Table 4.27 – Moyenne du tenseur anisotropique longitudinal obtenue à partir des valeurs
propres issues de la diagonalisation du tenseur DHyperfin pour le système DO3AP. Les valeurs
sont données en MHz.
4.11.3 Comparaison avec l’approximation du dipôle ponctuel
L’étude de ce nouveau ligand permet de revenir sur l’approximation du dipôle ponctuel, et
d’en tester la validité dans le cas de l’introduction d’un groupement phosphoré. Pour ce faire,
nous avons comparé (voir Figure 4.29) les valeurs du tenseur Tzz obtenues pour différentes
configurations des hydrogènes de la molécule coordinée par les approches DP et SE.
Ces figures montrent la validité de l’approximation du dipôle ponctuel pour les hydrogènes.
Ainsi, cette approximation reste valide dans le cas des hydrogènes que l’on change le ligand, ou
que l’on change la nature de la molécule coordinante.
On s’intéresse également au cas de l’oxygène en figure 4.30, qui montre un comportement
très différent du tenseur anisotropique pour les distances Gd-O comprises entre 2.3 et 3 Å. Le
comportement est alors semblable à celui qui avait été obtenu dans le cas du ProHance coordiné
à l’isopropanol. Mais pour des distances Gd-O au-delà de 3 Å, on observe une concordance des
résultats obtenus pour l’approche DP et les calculs SE qui n’avait été observée pour aucun
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Figure 4.29 – Valeurs de Tzz pour H1 (à gauche) et H2 (à droite) en fonction de la distance
au gadolinium. Cas du système DO3AP. Les grandeurs en rouge sont issues des calculs SE, et
en noir de l’approximation DP.
Figure 4.30 – Valeurs de Tzz pour l’oxygène en fonction de la distance au gadolinium. Cas du
système DO3AP. Les grandeurs en rouge sont issues des calculs SE, et en noir de l’approximation
DP.
144
4.11 Etude des interactions hyperfines dans le cas du ligand DO3AP
autre système. Le terme de Fermi est moins fort sur l’oxygène que dans les cas précédent
ce qui peut expliquer la concordance observée. Ce système est le premier où les calculs de
structure électronique et l’approche DP donnent les mêmes valeurs (pour une distance Gd-O
supérieure à 3 Å), il s’agit d’ailleurs du premier système où une telle distance est observée. Une
étude approfondie de la structure électronique du système pourrait permettre d’expliquer ce
phénomène.
4.11.4 Utilisation du modèle de décomposition en variables collectives
En appliquant le choix de variables collectives définies précédemment dans le cadre du mo-
dèle du tenseur anisotropique, nous avons essayé de reproduire les valeurs de tenseurs pour
ce nouveau système. Les résultats sont présentés en figure 4.31 pour les deux hydrogènes de
la molécule d’eau coordinée. Les variables collectives, qui sont les mêmes que pour le système
ProHance+H2O, ne permettent pas de reproduire les valeurs de tenseur anisotropique pour
l’oxygène.
Par contre, le tenseur longitudinal de chaque hydrogène est bien reproduit, malgré quelques
écarts pour les valeurs extrêmes.
Figure 4.31 – Valeurs du tenseur Tzz de H1 (à gauche) et H2 (à droite) pour différentes
configurations de la molécule d’eau coordinée au système DO3AP. Les résultats SE (noir) sont
comparés aux grandeurs reconstruites (rouge).
Pour les hydrogènes par contre, nous pouvons analyser les poids attribués à chacune des
variables collectives pour les tenseurs longitudinaux. La méthode de décomposition donne accès
à des intensités relatives qui permettent de reconstruire les tenseurs correctements. Ces valeurs
sont tabulées en 4.28.
Ce modèle de décomposition en variables collectives donne un poids prépondérant aux va-
riables de position de la molécule d’eau (θ1, θ2, θ3). Les intensités obtenues ici sont comparables
aux poids donnés aux variables pour le système ProHance+H2O. Ce qui est naturel étant donné
que l’approximation du dipôle ponctuel est correcte, ce qui implique que seules les géométries
du complexe et de la molécule d’eau interviennent dans l’évaluation du tenseur.
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I(θ1) I(θ2) I(θ3) I(θ4) I(θ5) I(θ6)
H1 25.0 67.5 5.93 0.0565 0.00291 1.51
H2 23.7 48.6 27.6 0.116 0.00954 0.0241
Table 4.28 – Intensités relatives des variables collectives θi dans l’expression du tenseur Tzz
pour le système DO3AP. Les valeurs sont exprimées en pourcentage.
4.12 Conclusion
Cette étude concernant l’évolution et les valeurs du tenseur hyperfin le long d’une dyna-
mique Car-Parrinello, a permis d’établir plusieurs résultats intéressants, et a aussi fait ressortir
certaines limites de la dynamique ab initio.
En effet, la dynamique, bien que relativement longue pour une dynamique ab initio (puisque
nous avons pu travailler sur une simulation de quelques 25 ps), n’a pas permis de conclure sur
les mouvements du composé ayant un impact significatif sur la relaxation de spin des protons
de la molécule d’eau, phénomène qui nous intéresse dans le cadre de l’imagerie médicale.
Par contre, les petits mouvements internes de la molécule d’eau coordinée ont pu être ob-
servés. Ainsi, nous avons pu isoler les mouvements de vibration et de libration de la molécule
d’eau, en les identifiant clairement à l’aide d’une décomposition selon des variables collectives
choisies. Nous avons alors pu déterminer le poids de chacun des mouvements dans l’expression
du tenseur anisotropique.
De plus, les résultats concernant la comparaison entre l’approximation dipolaire et les cal-
culs de structure électronique sont aussi intéressants. Tout d’abord, notre dynamique étant
pour cela suffisamment longue, nous avons un très bon échantillonnage des structures du sys-
tème, le recours à l’approximation DP permet alors d’améliorer la statistique. Nos résultats ont
pu confirmer que l’approximation du dipôle ponctuel était tout à fait correcte dans le cas de
l’hydrogène pour chacun des systèmes étudiés. Il semble donc raisonnable de l’appliquer pour
définir l’interaction hyperfine des protons avec l’ion métallique. Par contre, cette méthode est
mise en défaut pour modéliser l’interaction entre Gd et l’oxygène coordinant. Dans le cas du
ProHance+H2O, nous avons généré une nouvelle approximation dérivée de l’approximation du
dipôle ponctuel, qui permet de la corriger par application d’un simple facteur multiplicatif.
Pour les autres systèmes étudiés, l’approximation du dipôle ponctuel ne permet pas de récupé-
rer l’évolution du tenseur. D’ailleurs, un tel écart à l’approximation n’avait encore jamais été
observé. L’écart au dipôle ponctuel pour l’oxygène peut en partie être expliqué par l’absence
de prise en compte de la polarisation dans l’approximation, mais cela n’explique pas les com-
portements différents observés pour les systèmes ProHance+Isopropanol et DO3AP+H2O.
Pour le système ProHance+H2O, une méthode de décomposition a permis de conclure
qu’une définition du tenseur à l’aide de variables géométriques permettait de reproduire de
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manière fiable les valeurs du tenseur anisotropique. Ces variables font intervenir la notion de
structure interne de la molécule d’eau grâce aux distances oxygène - hydrogène et à l’angle
de pliage (bend) de la molécule. Mais ces mêmes variables se sont révélées insuffisantes pour
décrire les oxygènes coordinants des autres systèmes étudiés.
Au delà de la correction apportée par la prise en compte de la structure interne, il semble indis-
pensable d’avoir comme objectif d’introduire l’effet de polarisation dans l’étude. Son adjonction
pourrait être envisagée à l’aide d’une étude parallèle permettant de suivre les centres de Wan-
nier le long de la trajectoire, et d’en tirer une nouvelle variable collective dite "électronique"
qui pourrait rendre compte de cet effet.
Nous avons également pu définir un tenseur moyen longitudinal, ainsi que la constante de
contact de Fermi moyenne pour chacun des atomes mis en jeu dans la relaxation, à partir des
valeurs issues des calculs de structure électronique. De plus, nous avons pu isoler une différence
de comportement pour les deux hydrogènes de la molécule d’eau coordinée tout au long de
la trajectoire. En effet, chacun de ces deux hydrogènes a sa propre dynamique, et il est donc
important de décrire l’un et l’autre, et de différencier leur comportement. L’hydrogène que
nous avons communément appelé H1, se situe plus loin du gadolinium, il subit donc moins
d’effets de sa part, permettant la formation de liaisons hydrogènes de manière plus régulière
que pour l’hydrogène nommé H2. Ce phénomène a un impact direct sur la relaxation aux temps
courts puisque la fréquence de vibration de chaque liaison O-H est différente, et la décorrélation
s’effectue en des temps différents pour chacune de ces liaisons.
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Comme je l’ai expliqué au cours du Chapitre 2, en l’absence de champ magnétique, les
niveaux énergétiques de spin des atomes subissent une levée de dégénerescence, et cet effet se
nomme Zero-Field Splitting (ZFS). Celui-ci est très largement étudié dans le cadre de com-
plexes métalliques (principalement pour les complexes de nickel et de manganèse) [164–185].
La modulation du ZFS qui provient de la perturbation du champ de ligand par rotation, vibra-
tion ou d’autres mouvements de l’environnement est une des causes principales de la relaxation
électronique.
Selon la théorie Solomon-Bloemberger-Morgan [107, 108, 186], la relaxation nucléaire est
liée à la relaxation de spin électronique. La relaxation électronique agit comme une source de
la modulation de l’interaction hyperfine électron-noyau.
Parmi les grandeurs servant à caractériser la relaxation électronique, le temps de relaxa-
tion électronique longitudinale (T1e) joue un rôle prépondérant dans l’efficacité de l’agent de
contraste[184]. Malheureusement, elle n’est pas accessible expérimentalement puisque la RPE
en onde continue ne permet que l’étude du terme de relaxation électronique transverse (T2e).
A bas champ, la relaxation RMN des complexes de Gadolinium utilisés en imagerie médicale
est fortement influencée par la relaxation de spin des électrons non appariés du gadolinium. Il
est donc intéressant de chercher à expliquer l’impact du ligand sur ce phénomène.
Dans le cadre de l’imagerie médicale, le gadolinium est utilisé de manière privilégiée dans les
agents de contraste IRM car son temps de relaxation électronique longitudinale (> 10−8 s aux
champs usuels de l’imagerie) est relativement long par rapport aux temps caractéristiques des
mouvements moléculaires. Malgré l’impact important de ce temps de relaxation, les facteurs
structuraux de l’agent de contraste gouvernant sa valeur ne sont pas encore bien connus. Le
ZFS qui détermine ce temps de relaxation verrait son amplitude et ses fluctuations temporelles
influencées respectivement par la symétrie et la rigidité du complexe selon des travaux menés
par Koenig et al. sur des complexes de Gd(III) [103, 187, 188].
Borel et al. [179] ont déjà étudié l’influence de l’isomérisation du ligand DOTA, et ont re-
marqué une amplitude du ZFS très proche pour les deux isomères dit SA et TSA du DOTA.
Le ZFS peut être décomposé en deux contributions, associées à deux temps caractéris-
tiques, qui correspondent à un terme de ZFS statique et un terme transitoire. La première des
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contributions résulte de la fluctuation du champ de ligand moyen (dans un référentiel lié au
complexe) résultant du mouvement de rotation brownien de ce complexe [189], la seconde est
due aux fluctuations du champ de ligand dues aux collisions du complexe avec les molécules
d’eau environnantes. Souvent, les données expérimentales concernant le ZFS ne permettent pas
de distinguer ces deux contributions et proposent une valeur globale du ZFS. Néanmoins, des
approches récentes théoriques ou combinant expérience et théorie [190], permettent de mettre
en évidence l’un ou l’autre des deux termes. Merbach et al. ont étudié différents complexes
[191, 192] par RMN 17O, RPE et dispersion de relaxation magnétique nucléaire. Cela permet
d’aborder le problème de la relaxation électronique de différentes manières, en vue de combiner
les informations récoltées. Les auteurs ont alors postulé des expressions empiriques (ad hoc)
de la relaxation électronique permettant de reproduire leurs données expérimentales. Ces dif-
férentes études ont amené à supposer un temps de décorrélation du ZFS statique supérieur à
une cinquantaine de picosecondes, et un temps de décorrélation du ZFS transitoire estimé à
quelques picosecondes [8]. Odelius et al. ont réalisé une étude théorique sur les fluctuations du
ZFS d’un complexe de Ni(II) en solution [193], et ont obtenu des temps beaucoup plus courts
que ceux qui avaient été précédemment postulés, la décorrélation étant effective en moins de
0.1 ps.
Plusieurs chercheurs ont pointé le fait que la relaxation électronique doit encore être étudiée
[33], tant d’un point de vue expérimental que théorique afin de distinguer l’impact de chacune
des contributions : statique et transitoire. De plus, il est intéressant de chercher à prédire
l’évolution de ce temps relaxation électronique en fonction des ligands utilisés comme chélatants
dans le cadre de l’IRM. Mais nos systèmes étant de symétrie quasi-sphérique, le ZFS est très
petit, ce qui rend son étude difficile et nous offre un véritable challenge. Dans ce chapitre, nous
commencerons par un rappel rapide des équations liées au ZFS, puis les résultats obtenus seront
présentés pour chaque système étudié.
5.1 Approche théorique
Le zero-field Splitting (ZFS) correspond à la levée de dégénérescence à champ nul des niveaux
d’énergie électronique. Ce phénomène est décrit par un hamiltonien de spin :
HZFS = S.D.S (5.1)
où S est l’opérateur de spin électronique sur la fonction d’onde effective du système, et D est
une matrice correspondant au tenseur du zero-field splitting.
Dans le cadre de la théorie des perturbations au second ordre, le ZFS possède deux contribu-
tions : un terme de premier ordre qui implique l’interaction dipolaire directe de type spin-spin
entre des paires d’électrons, et un terme du second ordre découlant du couplage spin-orbite.
Plusieurs équipes se sont intéressées à la contribution de type spin-spin du ZFS [175, 194, 195].
Le terme de couplage spin-orbite, découlant de calculs au second ordre en théorie des perturba-
tions en fait un terme plus difficile à calculer [196, 197]. Michl et al. ainsi que Vahtras et al. ont
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développé une méthode permettant de calculer les contributions du ZFS avec une grande préci-
sion à l’aide de calculs d’interaction de configuration (CI) ou multiconfigurationnels (MCSCF).
Ces calculs étant très coûteux, la méthode ne peut être appliquée à de gros systèmes. Dans le
cadre de la DFT, un traitement perturbatif du couplage spin-orbite a été suggéré par Pederson
et Khanna (PK) [198]. L’énergie perturbative au second ordre du couplage spin-orbite (SOPT2)





E0 − Eb (5.2)
avec Ψ0 et Ψb les configurations mono-électroniques fondamentale et excitées, et E0 et Eb les
énergies fondamentale et excitées correspondantes. Cette expression peut être réécrite sous
forme d’un hamiltonien de spin :
HZFS = S.D.S (5.3)
avec D la matrice ZFS et S la matrice de spin dans le référentiel du laboratoire. Nous discute-
rons par la suite l’efficacité de la méthode PK qui a été contestée pour plusieurs systèmes.
Une autre méthode de calcul des contributions spin-orbite a été implémentée dans le logiciel
ORCA [125, 126] que nous avons utilisé. Il s’agit de la méthode aux équations couplées (Coupled-
Perturbed) [128], dans laquelle les préfacteurs des termes du spin-flip sont corrigés et un jeu
d’équations couplées pour la perturbation spin-orbite est résolu. Le traitement du terme spin-
orbite reste encore très controversé [128, 199]. Les résultats obtenus pour chacune de ces deux
méthodes seront détaillés et commentés dans la suite de ce chapitre pour l’agent de contraste
ProHance.
Dans le cas des deux méthodes mentionnées, l’hamiltonien de spin HZFS (eq.5.4) peut être
réécrit dans un référentiel permettant la diagonalisation de la matrice D :
HZFS = S
′.Ddiag.S ′ (5.4)
avec S ′ la matrice de spin dans un référentiel approprié. Les valeurs propres issues de la dia-
gonalisation de la matrice du tenseur ZFS sont associées aux axes x, y, z selon la conven-
tion |Dzz| > |Dyy| > |Dxx|. On introduit deux paramètres du ZFS, qui sont définis comme
D = Dzz − 12(Dxx +Dyy) et E = 12(Dxx −Dyy). Le paramètre D ainsi construit correspond au
paramètre axial du ZFS, et le paramètre E renvoit au facteur de rhombicité du système étudié.
Ce terme E est donc très faible quand les systèmes considérés sont de symétrie axiale, nous
rediscuterons ce point pour chaque système étudié. Concernant la levée de dégénérescence des
niveaux énergétiques, le terme D induit la levée de dégénérescence en décomposant en terme
de doublets de Kramer, et le terme E induit une seconde levée de dégénérescence cette fois en
séparant les doublets de Kramer.





D2 + 2E2. (5.5)
Dans cette étude, nous avons considéré que le repère du laboratoire était assimilable au
repère moléculaire, ce qui est justifié pour nos systèmes puisque le temps de simulation est
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assez court pour négliger la rotation du complexe. Ainsi, nous avons pu décomposer le ZFS
en une contribution statique et une contribution transitoire. La contribution statique du Zero-
Field Splitting est définie comme la moyenne Dstatique = Dréf molmoy du tenseur ZFS représenté dans
le référentiel lié à la molécule. La contribution transitoire peut alors être définie pour chaque
configuration comme l’écart instantané à la contribution statique Dtransitoire = Dinstantané −
Dstatique.
5.2 Détermination de l’environnement de calcul
Comme pour les calculs d’interaction hyperfine, des calculs préliminaires ont été réalisés
afin de définir au mieux les conditions de calculs, et de connaître les paramètres influençant
de manière notable la valeur du ZFS. L’utilisation de la DFT pour décrire différents systèmes
a été validée par différentes études préalables [199–201]. Une autre étude, réalisée par Kubica
et al. [202], a mis en évidence des problèmes liés à l’utilisation de la DFT pour plusieurs
complexes de nickel(II). Dans l’ensemble de ces études, les systèmes pour lesquels la DFT a
donné des résultats raisonnables ont une structure électronique de type d5, l’orbitale d étant
donc à moitié pleine. Dans notre cas, le gadolinium possède une structure analogue avec la
moitié de sa couche 4f remplie (4f 7), ce qui nous permet de penser que la DFT est pertinente
pour l’étude de nos complexes de gadolinium. Il faut en premier lieu choisir une fonctionnelle
DFT permettant de reproduire au mieux la physique du système. Ensuite, il faut choisir une
base suffisamment grande pour décrire correctement les atomes. Enfin, les deux méthodes de
calcul du ZFS développées précédemment étant implémentées dans ORCA [125, 126], il faut
évaluer les différences qu’impliquent chacune des deux méthodes. Les résultats obtenus vont
nous donner accès aux deux paramètres du ZFS : le paramètre D qui renvoie à la composante
axiale du ZFS, et le paramètre E qui renvoie à la composante de rhombicité du système.
5.2.1 Système Gd(H2O)3+8
La première étude que j’ai réalisée a porté sur notre système test : le gadolinium entouré de
huit molécules d’eau situées chacune à une distance de 2.40 Å(voir Figure 4.1 p100).
Effet du choix de la fonctionnelle
Le premier test porte sur l’influence de la fonctionnelle choisie. Nous avons ici accès uni-
quement aux valeurs de la composante D du tenseur. Puisque le système a un axe de symétrie
d’ordre supérieur ou égal à 3, la composante E est nulle. Les calculs effectués permettent la dé-
composition de la composante D en une composante résultant des interactions spin-spin (Dss),
et une autre venant des interactions spin-orbite (Dso). Les valeurs obtenues pour chacune des
deux contributions sont comparées pour chaque fonctionnelle étudiée dans le tableau 5.1.
Elles montrent une similarité des valeurs de la composante spin-spin pour chaque fonc-
tionnelle testée. Par contre, les valeurs varient beaucoup pour la composante spin-orbite. Les
fonctionnelles GGA et méta-GGA donnent des résultats semblables, mais les fonctionnelles
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Fonctionnelle Dss Dso
PBE (GGA) 0.012 -0.027
PBE0 (Hybride) 0.012 -7.5
BLYP (GGA) 0.012 -0.020
B3LYP (Hybride) 0.013 -7.2
TPSS (méta-GGA) 0.013 -0.0070
Table 5.1 – Influence de la fonctionnelle DFT sur le calcul des composantes spin-spin et spin-
orbite de la composante axiale du ZFS (valeurs exprimées en cm−1). Les calculs ont été réalisés
sur une configuration moyenne avec une base TZVPP, des orbitales naturelles, et la méthode
PK sur le système Gd(H2O)3+8
hybrides donnent une valeur de la composante spin-orbite qui semble très surestimée. Pour-
tant, Zein et Neese [129] n’ont pas observé de différence sur les systèmes de manganèse qu’ils
ont étudiés. Les résultats étant analogues pour les fonctionnelles GGA et également pour la
fonctionnelle méta-GGA utilisée, il semble raisonnable de considérer que les calculs GGA et
méta-GGA sont les plus proches de la réalité. De plus, l’ion Gd3+ ayant un moment cinétique
orbital total L= 0, on s’attend à un ZFS faible, ce qui n’est pas le cas au vu des valeurs du pa-
ramètre D obtenues à l’aide des fonctionnelles hybrides. On peut penser que ces fonctionnelles
ne sont pas adaptées au calcul de ZFS pour notre système.
Influence du choix de la méthode de calcul : CP vs PK
Le calcul du ZFS a été implémenté de deux manières différentes dans le logiciel ORCA
[125, 126] que nous avons utilisé. La méthode PK (Pederson et Khanna) consiste à développer de
manière perturbative au second ordre les composantes de type spin-orbite du ZFS. La méthode
CP (Coupled-Perturbed) est une méthode aux équations perturbatives couplées, dérivant de
la théorie de la réponse linéaire. L’efficacité de l’une ou l’autre des deux méthodes semble
système dépendant. En effet, Pederson et Khanna semblent avoir obtenu des résultats de haute
précision avec leur méthode, mais cette dernière a ensuite été critiquée par Reviakine et al.. Ils
ont constaté un écart de facteur 2 à 4 par rapport aux valeurs obtenues avec la méthode CP
sur des métaux de transition. Par ailleurs, plusieurs auteurs ont ensuite remarqué des écarts
entre les deux méthodes pour des complexes de Mn(II), où le ZFS est faible et sous-estimé par
l’approche PK. Les préfacteurs des contributions spin-flip du spin-orbite sont différents dans
l’approche CP, contrairement à l’approche PK pour laquelle certaines contributions résiduelles
sont manquantes. Théoriquement, l’approche CP devrait donc donner les meilleurs résultats,
mais en pratique, des compensations peuvent rendre l’approche PK meilleure.
Les valeurs obtenues pour le système Gd(H2O)8 avec les deux méthodes sont tabulées (Table
5.2). Les résultats montrent que les deux approches donnent les mêmes valeurs pour les contribu-
tions spin-spin, mais que les contributions spin-orbite sont différentes. Quelque soit la méthode
utilisée, on retrouve des valeurs très différentes pour les fonctionnelles hybrides, et l’écart entre
les grandeurs GGA et méta-GGA tend à se réduire avec le passage de la méthode PK à la
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Coupled-Perturbed CP Pederson-Khanna PK
Fonctionnelle Dss Dso Dtotal Dss Dso Dtotal
PBE 0.0121 -0.316 -0.304 0.0121 -0.0270 -0.0149
PBE0 0.0123 -9.25 -9.24 0.0123 -7.50 -7.49
BLYP 0.0123 -0.326 -0.314 0.0123 -0.0200 -0.00770
B3LYP 0.0126 -8.78 -8.77 0.0126 -7.17 -7.15
TPSS 0.0121 -0.283 -0.271 0.0121 -0.00700 0.00507
Table 5.2 – Influence de l’approche de calcul (CP vs PK) sur les valeurs des composantes
axiales du ZFS pour le système Gd(H2O)3+8 . Différentes fonctionnelles ont été utilisées avec une
base TZVPP.
méthode CP. Une valeur expérimentale a été relevée par Rast et al. [203] sur Gdaq, avec une
estimation du ZFS statique à 0.0203 cm−1, et une valeur transitoire de 0.0347 cm−1.
5.2.2 Système Gd(H2O)3+9 : D3 vs D3h
Un autre système test a été utilisé pour compléter l’étude préliminaire de l’influence de
paramètres de calculs sur le ZFS. Le système Gd(H2O)8 ayant une symétrie axiale d’ordre
4, le paramètre E est nul. Considérer Gd(H2O)9 permet d’avoir accès aux valeurs de E. Nous
avons étudié deux géométries possibles pour ce complexe, afin de pouvoir discriminer l’influence
du système et de la géométrie prise en compte. La géométrie de type D3 correspond à une
répartition équidistante des molécules d’eau, positionnées à 2.47 Å, tandis que la structure D3h
correspond à un positionnement des molécules d’eau axiales à 2.46 Å et à 2.55 Å pour celles
en position équatoriale (voir Figure 5.1).
Figure 5.1 – Géométries D3 (à gauche) et D3h (à droite) du système Gd(H2O)3+9 .
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Structure D3 Structure D3h
Dss Dso Ess Eso Dss Dso Ess Eso
PBE -0.0046 0.099 -0.000010 0 -0.0029 0.17 - 0.00016 0.0070
PBE0 -0.0042 -0.26 0 -0.0030 -0.0033 -3.74 -0.000080 -0.032
TPSS -0.0046 0.087 -0.000010 0 -0.0031 0.144 -0.00016 0.0070
MP2 -0.00333 1.93 0 0.0060 -0.0027 22.7 -0.00011 0.27
Table 5.3 – Influence de la géométrie du système Gd(H2O)3+9 (D3 vs D3h) sur les valeurs du
ZFS. Différentes fonctionnelles ont été utilisées avec une base TZVPP et l’approche CP.
Structure D3 Structure D3h
Dss Dso Ess Eso Dss Dso Ess Eso
PBE -0.0046 0.044 -0.000010 0 -0.0029 0.099 -0.00016 0.0020
PBE0 -0.0042 -0.36 0 -0.0030 -0.0033 -3.4 -0.00011 -0.033
TPSS -0.0046 0.032 0 0 -0.0031 0.0070 -0.00016 0.0010
MP2 -0.00333 1.46 0 0.0060 -0.0028 21.4 -0.00010 0.24
B2PLYP -0.0038 -0.24 0 -0.0050 -0.0030 -2.92 -0.00014 -0.012
Table 5.4 – Influence de la géométrie du système Gd(H2O)3+9 (D3 vs D3h) sur les valeurs du
ZFS. Différentes fonctionnelles ont été utilisées avec une base TZVPP et l’approche PK.
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Les valeurs des paramètres D et E sont comparées dans le cadre des approches CP et
PK pour différentes fonctionnelles dans les tableaux 5.3 et 5.4. Ces résultats montrent que
les fonctionnelles hydrides continuent de donner des valeurs pour les contributions spin-orbite
très différentes des résultats GGA et méta-GGA. La fonctionnelle B2PLYP (double hybride)
présente les mêmes symptômes. L’introduction d’échange exact semble donc à l’origine de ce
fort écart dans les contributions spin-orbite. Concernant la composante E, la valeur spin-spin
est très faible, et peut donc être considérée quasi identique pour les différentes fonctionnelles
utilisées. L’étude de ce système test nous permet d’affirmer que le paramètre E du ZFS est
impacté de la même manière que le paramètre D par le choix de la fonctionnelle. En outre, des
résultats expérimentaux établis par Rast et al. [203] proposent une amplitude du ZFS pour le
gadolinium dans l’eau de 0.38 ×1010 s−1. Rast a tabulé cette valeur comme correspondant à celle
de Gd(H2O)3+8 , mais plusieurs auteurs s’accordent à dire que la coordination du gadolinium dans
l’eau est de 9 et non de 8 [204, 205]. Pour notre étude du système Gd(H2O)3+8 , nous obtenons
une amplitude de 0.0780 ×1010 s−1 (TPSS/PK) (4.17 ×1010 s−1 pour TPSS/CP), et pour
le système Gd(H2O)3+9 (TPSS/PK) une amplitude de 0.422 ×1010 s−1 pour la symétrie D3 et
0.0640 ×1010 s−1 pour la symétrie D3h (avec l’approche CP les valeurs de 1.27 ×1010 s−1 pour la
symétrie D3 et 1.75 ×1010 s−1 pour la symétrie D3h sont obtenues). La valeur reportée par Rast
est donc beaucoup plus proche de celle obtenue par nos calculs pour le système Gd(H2O)3+9 , ce
qui tend à prouver que la coordination du gadolinium dans l’eau est bien de 9. Une autre valeur
expérimentale a été obtenue par Powell et al. [191], celle-ci indique une valeur de 1.09 ×1010
s−1 pour le gadolinium dans l’eau pour une distance GdO estimée à 2.76 Å. Les variations
d’amplitude du ZFS sont donc très sensibles à la distance GdO et les écarts peuvent être très
importants pour des systèmes proches.
Il semble donc raisonnable de préférer l’utilisation d’une fonctionnelle GGA ou méta-GGA,
plutôt qu’une fonctionnelle hybride. L’étude du système ProHance nous permettra de vérifier
cette hypothèse.
5.2.3 Système ProHance
Après avoir évalué l’impact de quelques uns des paramètres de calcul sur des systèmes tests,
nous avons procédé de même sur notre système d’intérêt : le ProHance. Afin de déterminer
les conditions de calculs à appliquer pour notre étude, nous avons testé à nouveau différentes
fonctionnelles, et différentes bases atomiques, et nous avons évalué l’impact du choix de la
méthode de calcul des interactions (CP vs PK).
Effet du choix de la fonctionnelle
Le tableau 5.5 permet de rendre compte des écarts possibles entre les valeurs des paramètres
D et E pour différentes fonctionnelles. De nouveau, deux classes de fonctionnelles se forment :
les GGA/méta-GGA et les hybrides. Les résultats des fonctionnelles hybrides sont plus proches
des résultats GGA/méta-GGA que dans le cas des systèmes tests, mais elles sont les seules
à donner un signe différent pour les contributions spin-spin. Sans valeur expérimentale, il est
difficile de porter un jugement sur les valeurs obtenues pour les fonctionnelles GGA et méta-
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Fonctionnelle Dss Dso Dtotal Ess Eso Etotal
PBE 0.0172 -0.292 -0.275 -0.000990 -0.0320 -0.0330
PBE0 -0.00481 -4.78 -4.78 0.00643 -1.42 -1.42
BLYP 0.0173 -0.304 -0.287 -0.00110 -0.0330 -0.0341
B3LYP -0.00519 -2.75 -2.76 0.00690 -0.0660 -0.0591
TPSS 0.0167 -0.196 -0.180 -0.00143 -0.0250 -0.0264
Table 5.5 – Influence de la fonctionnelle DFT sur le calcul des composantes spin-spin et spin-
orbite des composantes axiale et rhombique du ZFS (valeurs exprimées en cm−1). Les calculs
ont été réalisés sur une configuration moyenne avec une base TZVPP, des orbitales naturelles,
et la méthode PK sur le système ProHance+Eau.
GGA. Néanmoins, une valeur expérimentale a été mesurée pour le ligand DOTA [203], qui
est très similaire au ligand du ProHance (HP-DO3A). Les valeurs mesurées donnent un ZFS
statique de 0.12 cm−1 et un ZFS transitoire de 0.14 cm−1. On peut considérer que la valeur
mesurée peut être comparée à la somme des contributions spin-spin et spin-orbite pour le
paramètre D qui est prépondérant pour le système. Les fonctionnelles GGA et méta-GGA
donnent les valeurs les plus proches du résultat expérimental. Par ailleurs, la fonctionnelle
méta-GGA TPSS contient le laplacien de la densité dans l’énergie d’échange-corrélation Exc,
permettant une meilleure description de l’énergie. Comme le ZFS est lié à la description des
niveaux énergétiques, une meilleure description de l’énergie semble particulièrement importante
dans notre cas. La fonctionnelle TPSS a donc été choisie pour l’étude du ProHance.
Impact de la contraction des bases atomiques
Dans les calculs DFT, la fonctionnelle choisie impacte les calculs, mais pas seulement. Les
bases atomiques utilisées sont également importantes, et deux choses sont à considérer : la taille
de la base atomique et sa contraction.
Dss Dso Ess Eso Temps de calcul monocoeur
SVP contracté 0.0178 -0.238 0.00162 -0.0480 ≈ 15h
SVP decontracté 0.0170 -0.333 0.00267 -0.0680 ≈ 17h
TZVP contracté 0.0178 -0.247 0.00160 -0.0490 ≈ 38h
TZVP decontracté 0.0171 -0.330 0.00269 -0.0680 ≈ 46h
Table 5.6 – Influence de la taille et de la contraction/décontraction des bases atomiques sur le
système ProHance+Eau. Les calculs ont été réalisés avec la fonctionnelle TPSS et l’approche
CP.
Les valeurs des différentes contributions pour les paramètres D et E reportées dans le
tableau 5.6, nous indiquent que le gain réalisé en passant d’une base SVP à une base TZVP est
très faible. Par contre, la décontraction des bases permet d’améliorer sensiblement les valeurs
obtenues pour les différentes contributions. Les résultats (Table 5.6) nous indiquent également
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des temps de calcul beaucoup plus importants pour la grande base, mais un effet faible de la
décontraction des bases atomiques. Au vu de ces résultats, nous avons donc choisis d’utiliser
des bases atomiques SVP décontractées pour nos calculs.
Impact de la méthode de calcul : CP vs PK
TPSS Dss Dso Ess Eso
CP-SVP 0.0170 -0.333 0.00267 -0.0680
PK-SVP 0.0165 -0.204 -0.00129 -0.0250
CP-TZVPP 0.0171 -0.332 0.00271 -0.0690
PK-TZVPP 0.0167 -0.196 -0.00143 -0.0250
Table 5.7 – Influence de l’approche de calcul (CP vs PK) sur les valeurs des composantes
axiale et rhombique du ZFS pour le système ProHance+Eau.
Pour mesurer l’impact de la méthode de calcul choisie pour le ProHance, j’ai calculé les
contributions spin-spin et spin-orbite des paramètres D et E avec deux bases décontractées dif-
férentes. Ces valeurs, reportées dans le tableau 5.7, sont quasiment identiques pour une même
méthode de calcul mais changent avec la taille de la base. Une différence plus importante est
visible dans le cas d’un passage de la méthode CP à la méthode PK pour une même base. Les
valeurs des contributions spin-orbite sont légèrement différentes, et on observe un changement
de signe pour la contribution spin-spin du paramètre E.
La différence entre les deux méthodes est un calcul différent des facteurs des différentes
contributions du spin-flip. On peut donc décomposer les termes de spin-flip en fonction des
différentes excitations, pour comprendre lesquelles sont responsables des différences observées.
Nous nous sommes donc intéressés aux contributions du spin-flip, ORCA [125, 126] permet-
tant une analyse de l’impact des excitations αα (SOMO→ VMO), ββ (DOMO→ SOMO), αβ
(SOMO→ SOMO) et βα (DOMO→ VOMO). Ici, SOMO, DOMO et VMO renvoient respecti-
vement à des orbitales simplement occupées, doublement occupées, et à des orbitales virtuelles.
Kubica et al. [202] ont remarqué dans le cas de complexes de nickel(II) que les contributions αα
et ββ étaient identiques pour les approches CP et PK, mais que les termes αβ diffèrent d’un
facteur 2, et les termes βα d’un facteur 1/3. Ces écarts avaient déjà été observés précédemment
par Neese [128] dans le cas du dioxygène.
Dans les tableaux 5.8 et 5.9 sont reportés les termes d’excitations pour les deux approches
de calcul respectivement, avec une base SVP et TZVPP. On constate tout d’abord que le
changement de base ne produit aucun effet sur les valeurs des différents termes, ce qui tend
à confirmer que la base SVP est suffisante pour décrire le système. Ensuite, les disparités
observées entre les deux méthodes dans le cas de notre système sont différentes de celles qui
avaient été relevées dans d’autres systèmes (Ni(II), O2). Pour les contributions αα et ββ du
terme D, les différences observées entre les méthodes sont très faibles. Pour les excitations de
type αβ un facteur 0.87 sépare les méthodes, et un facteur 1.45 sépare les résultats obtenus
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Coupled-Perturbed (CP) Pederson-Khanna (PK)
Excitations D E ∆ D E ∆
αα -1.00 -0.237 0.883 -1.01 0.00200 0.825
ββ -1.14 -0.257 0.999 -1.14 -0.0100 0.931
αβ 1.16 0.244 1.01 1.01 -0.0370 0.826
βα 0.646 0.182 0.587 0.938 0.0200 0.766
Table 5.8 – Comparaison des méthodes CP et PK pour les valeurs du spin-flip sur une confi-
guration moyenne du système ProHance+Eau. Les calculs ont été réalisés avec la fonctionnelle
TPSS et une base TZVPP décontractée. Les valeurs sont données en cm−1.
Coupled-Perturbed (CP) Pederson-Khanna (PK)
Excitations D E ∆ D E ∆
αα -0.982 -0.233 0.867 -0.988 -0.00700 0.807
ββ -1.12 -0.253 1.01 -1.12 -0.0190 0.916
αβ 1.14 0.240 0.991 0.996 -0.028 0.814
βα 0.625 0.178 0.569 0.909 0.0300 0.743
Table 5.9 – Comparaison des méthodes CP et PK pour les valeurs du spin-flip sur une confi-
guration moyenne du système ProHance+Eau. Les calculs ont été réalisés avec la fonctionnelle
TPSS et une base SVP décontractée. Les valeurs sont données en cm−1.
pour les excitations βα. Les excitations de type βα sont les seules surestimées dans le cas de la
méthode PK, alors que toutes les autres donnent des résultats plus faibles avec cette approche
qu’avec l’approche CP. Cette dernière observation va dans le même sens que celle effectuée par
Kubica pour le Nickel. Concernant le terme E, l’écart observé est beaucoup plus important,
et est quasi constant entre les différentes excitations, on remarque d’ailleurs que l’écart de
valeur est beaucoup plus marqué entre les méthodes CP et PK pour une excitation donnée
qu’entre les valeurs totales. Les différences sont donc très marquées entre chaque terme pris
séparemment, mais l’amplitude correspondant est proche. La comparaison des amplitudes ∆ des
différentes excitations confirme que l’écart entre les approches CP et PK vient principalement
du traitement des termes αβ et βα. Schmitt et al. [199] ont établi que la méthode PK est
implémentée avec de mauvais coefficients du spin-flip, et que les valeurs du spin-orbite doivent
être corrigées d’un facteur 2S/(2S − 1), ce qui correspond au facteur 7
6
= 1.167 (facteur de
correction de van Wullen : VWC), proche de 1 dans le cas de notre système, l’impact est donc
relativement faible. Nous discuterons des résultats issus de la méthode PK simple et corrigée.
Au vu du faible gain de précision lié à l’augmentation de la base, l’étude sur le ProHance a
été réalisée avec la base SVP, plusieurs séries de calculs ont été réalisées avec les méthodes CP
et PK.
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5.2.4 Système DO3AP
Pour ce système, seuls quelques calculs préliminaires ont été réalisés, afin de définir la taille
de base nécessaire à une bonne description du système, et de comparer la méthode de calcul
des termes du second ordre (CP ou PK) à appliquer.
TPSS Dss Dso Ess Eso
CP-SVP 0.0221 -0.443 0.00228 -0.0780
PK-SVP 0.0210 -0.273 0.00131 -0.0610
CP-TZVPP 0.0223 -0.437 0.00236 -0.0720
PK-TZVPP 0.0214 -0.259 0.00127 -0.0540
Table 5.10 – Influence de la taille des bases atomiques et de la méthode de calcul (CP vs PK)
sur les composantes spin-spin et spin-orbite des paramètres du ZFS pour le système DO3AP.
Les calculs ont été réalisés avec la fonctionnelle TPSS, les résultats sont exprimés en cm−1.
J’ai donc mené pour ce ligand des calculs des contribtions spin-spin et spin-orbite des
paramètres D et E pour les deux approches CP et PK avec deux bases décontractées différentes.
Les résultats reportés dans le tableau 5.10 montrent des écarts comparables à ceux obtenus
dans le cas du système ProHance. Ils confirment que la base SVP est suffisante pour décrire
le système DO3AP. Les approches de calcul CP et PK donnent des résultats proches pour les
contributions spin-spin, et plus importants pour les contributions spin-orbite. Comme pour le
système ProHance+H2O, les résultats seront établis pour les deux approches CP et PK.
5.2.5 Système ProHance + Isopropanol
La même approche a été réalisée pour l’isopropanol, afin de déterminer la base et la méthode
la plus adaptée au système.
TPSS Dss Dso Ess Eso
CP-SVP 0.0151 -0.324 0.00514 -0.0770
PK-SVP 0.0138 -0.222 0.00548 -0.0380
CP-TZVPP 0.0152 -0.320 0.00519 -0.0780
PK-TZVPP 0.0138 -0.211 0.00556 -0.0370
Table 5.11 – Influence de la taille des bases atomiques et de la méthode de calcul (CP vs
PK) sur les composantes spin-spin et spin-orbite des paramètres du ZFS pour le système Pro-
Hance+Isopropanol. Les calculs ont été réalisés avec la fonctionnelle TPSS, les résultats sont
exprimés en cm−1.
Les résultats du tableau 5.11 amènent aux mêmes conclusions qu’au paragraphe précédent.
La base SVP est suffisante pour décrire le système, et les mêmes écarts sont observés entre les
approches de calcul CP et PK. Nous avons choisi de réaliser les calculs à l’aide de la méthode
CP.
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5.3.1 Stratégie de calculs
L’étude du ZFS s’est faite de la même manière que celle des interactions hyperfines (voir
Chapitre 4). Des configurations ont été extraites à partir des trajectoires de dynamique mo-
léculaire ab initio, et les calculs de structure électronique ont été réalisés pour des géométries
issues de 5 blocs de 100 configurations, chaque bloc étant séparé de 2 ps et chaque calcul de
5.76 fs. Quelques résultats seront aussi établis pour des configurations espacées de 57.60 fs sur
l’intégralité de la trajectoire.
5.3.2 Comportement des paramètres D et E du ZFS
Valeurs moyennes des contributions spin-spin et spin-orbite des paramètres D et
E
Les valeurs moyennes des différents termes du ZFS calculés le long de la dynamique toutes
les 5.76 fs (nskip4), sur 500 configurations qui correspondent à 5 blocs de 100 calculs, et toutes
les 57.60 fs le long de l’intégralité de la trajectoire (nskip40), sont tabulées en Table 5.12.
Dss Dso Ess Eso
nskip4-PK 0.0124 (±0.004) -0.214 (±0.05) 0.00414 (±0.0034) -0.0272 (±0.017)
nskip40-PK 0.0127 (±0.005) -0.211 (±0.06) 0.00398 (±0.0033) -0.0261 (±0.018)
nskip4-CP 0.0117 (±0.008) -0.286 (±0.16) 0.00366 (±0.0032) -0.0442 (±0.039)
Table 5.12 – Valeurs moyennes des termes spin-spin et spin-orbite des composantes axiale
et rhombique du système ProHance. Les calculs ont été réalisés selon une approche nskip4
combinée aux méthodes CP et PK, et selon une approche nskip40 combinée à la méthode PK.
Les valeurs sont exprimées en cm−1.
On peut constater que le fait de réaliser les calculs sur 5 × 100 configurations ou sur l’inté-
gralité de la trajectoire n’engendre pas de différence sur la précision des termes D et E. L’ap-
proche nskip4 permet donc de suffisamment bien échantillonner les différentes configurations.
Cette approche devrait nous permettre de mieux suivre les fluctuations rapides du tenseur ZFS
par rapport à l’approche nskip40. Les valeurs obtenues par les méthodes CP et PK montrent
des écarts relativement faibles pour les contributions spin-spin, et plus importants pour les
contributions spin-orbite. En appliquant la correction VWC, on obtient Dso = 0.25 cm−1 et
Eso = 0.032 cm−1, ce qui tend donc à se rapprocher des valeurs obtenues par la méthode CP,
mais un écart subsiste toujours. Le terme Eso est celui qui varie le plus selon la méthode de cal-
cul utilisée, comme le confirme le pourcentage d’écart des différents termes entre les approches
CP et PK, reportés dans le tableau 5.13. Ce terme est toutefois plus faible que Dso.
La composante axiale du ZFS (D) reste relativement cohérente entre les deux méthodes.
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Dss Dso Ess Eso
Ecart de PK à CP 6.4 34 12 62
(% en valeur absolue)
Table 5.13 – Pourcentage d’écarts entre les méthodes CP et PK pour chaque composante
spin-spin et spin-orbite du ZFS du système ProHance+Eau. Ces écarts ont été calculés pour
l’approche nskip4.
Valeurs moyennes des termes D et E
En additionnant les différentes contributions de D et E, on retrouve les valeurs totales de
ces paramètres, et on calcule aussi le facteur de rhombicité E/D, définit tel que 0 ≤ E/D ≤ 1
3
.
Plus la valeur de E/D est proche de 1
3
, plus le caractère rhombique du système est accentué.
D E E/D ∆
nskip4-PK -0.201 -0.0231 0.120 0.173
nskip40-PK -0.199 -0.0221 0.120 0.173
nskip4-CP -0.274 -0.0406 0.167 0.269
Table 5.14 – Valeurs moyennes des paramètres D et E du ZFS obtenues à partir des moyennes
des contributions spin-spin et spin-orbite, facteur de rhombicité et amplitude du ZFS pour le
système ProHance+Eau. Les valeurs sont reportées en cm−1.
L’ensemble des valeurs est présenté dans le tableau 5.14 pour les approches CP et PK. Les
écarts observés précédemment entre les résultats des deux méthodes de calculs se traduisent ici
par un facteur de rhombicité plus fort pour la méthode CP, et une amplitude du ZFS (∆) plus
importante. On remarque aussi que le fait de ne considérer qu’une partie de la trajectoire par
l’approche nskip4 ne change pas les valeurs moyennes des différents termes (par comparaison
avec les moyennes obtenues par prise en compte de l’intégralité de la trajectoire par l’approche
nskip40). L’approche nskip4 permet donc de bien échantillonner la trajectoire.
Le signe du terme D induit un positionnement des niveaux énergétiques en accord avec la
théorie, ce qui est une avancée par rapport aux résultats obtenus par Senn et al. [185] qui avaient
obtenus des termes D positifs. Une valeur expérimentale du terme D (D = −0.019 cm−1) a
été publiée par Benmelouka et al. [176] pour le DOTA. Un ordre de grandeur d’écart sépare
cette valeur expérimentale et nos résultats, et cet écart est le même que celui relevé par Senn et
al. [185]. L’écart entre les valeurs expérimentales et théoriques de D est donc important, mais
l’expérience dont est tirée cette valeur a été réalisée à 4 K en milieu vitreux, ce qui pourrait
l’expliquer.
En outre, nous pouvons comparer l’amplitude du ZFS obtenue (4.35 ×1010 s−1 pour l’ap-
proche nskip4/CP et 3.15 ×1010 rad× s−1 pour l’approche nskip4/PK) avec la valeur expéri-
mentale reportée pour le DOTA par Rast et al. [203] qui est de 0.35 ×1010 rad× s−1. La valeur
obtenue par Rast est proche de celle obtenue par Benmelouka et al. [176] qui est de 0.29 rad×
×1010 s−1. Ces deux valeurs expérimentales sont proches et séparées d’un facteur 10 de notre
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valeur théorique. Mais nous avons travaillé sur le ligand HP-DO3A (ProHance) et non sur le
DOTA, la grande différence entre les deux agents venant d’une symétrie plus marquée pour le
DOTA dont les 4 bras chélatants sont identiques. Etant donné les écarts de valeurs observés
précédemment pour les aqua-ions, nous pouvons supposer que l’écart que nous obtenons vient
de la différence de géométrie.
Dans le cadre de cette étude, nous avons réalisé le calcul du ZFS sur une configuration
moyenne du ligand NOTA représenté en figure 5.2. Dans ce système, les azotes sont à 2.48
Å du gadolinium, les oxygènes coordinant à 2.47 Å et l’oxygène de la molécule d’eau coordinée
à 2.46 Å, le système est donc globalement symétrique d’un point de vue des distances et de
l’environnement. Le calcul du ZFS nous a permis de définir une amplitude de l’ordre de 0.85
×1010 s−1 (TPSS/CP), ce qui se situe entre la valeur expérimentale du DOTA et celle théorique
du ProHance, et tend à prouver que l’environnement ainsi que la distance séparant les atomes
jouent un rôle important dans le ZFS et induisent des variations importantes de l’amplitude.
Figure 5.2 – Système NOTA, vue de côté (à gauche) et de dessus (à droite).
5.3.3 Etude de la composante statique du ZFS
Les calculs effectués permettent d’obtenir la matrice tensorielle totale du ZFS. Nous avons
décomposé cette matrice en considérant sa moyenne sur toutes les configurations comme rele-







Cette approximation nécessite que le repère du laboratoire soit assimilable au repère molécu-
laire, et est justifiée pour notre dynamique puisque le temps de simulation est assez court pour
négliger la rotation du complexe.
Le tableau 5.15 présente les valeurs D et E du ZFS statique obtenues, ainsi que la valeur
de rhombicité et l’amplitude du ZFS correspondant. Le terme D est largement prépondérant
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D E E/D ∆
nskip4-PK -0.200 -0.0186 0.0929 0.166
nskip4-CP -0.296 -0.0257 0.0868 0.244
Table 5.15 – Valeurs des paramètres statiques D et E, les facteurs de rhombicité et amplitudes
correspondants pour le système ProHance+Eau. Les valeurs sont exprimées en cm−1.
comparé au terme E, l’aspect axial du tenseur est donc le paramètre le plus important dans la
contribution statique du ZFS. On observe donc la même importance des deux termes dans la
partie statique que dans le ZFS total.
5.3.4 Etude de la composante transitoire du ZFS
Par soustraction de la partie statique à chaque matrice instantanée, on obtient les matrices
transitoires instantanées du tenseur ZFS. Pour étudier les propriétés de la matrice instantanée
du ZFS DZFS, nous nous sommes intéressés à la distribution des coefficients de la matrice
transitoire, puis nous avons calculé la moyenne des fonctions d’autocorrélation des coefficients
de la matrice. Le fait de calculer la moyenne des fonctions d’autocorrélation offre une meilleure
statistique comparé à l’étude de la corrélation de chacun des termes séparés.
Distribution des valeurs des coefficients de la matrice instantanée
La matrice instantanée (Eq. 5.7) est symétrique, l’analyse de la corrélation des coefficients







Les distributions des valeurs des coefficients de la matrice transitoire apparaissent quasi
gaussiennes (voir Figure 5.3), la variance et l’écart-type de chacun des coefficients sont reportés
dans le tableau 5.16.
di d1 d2 d3 d5 d6 d9
〈X2〉 0.0018 0.0014 0.0011 0.0017 0.0013 0.0030√〈X2〉 0.042 0.037 0.033 0.041 0.036 0.055
Table 5.16 – Variance (〈X2〉) et écart-type des coefficients di pour le système ProHance+Eau.
Ensuite, la figure 5.4 reporte chacun de ces coefficients di tracé en fonction d’un coefficient
dj (i et j appartenant à I).
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Figure 5.3 – Histogrammes de distribution des valeurs des coefficients di de la matrice tran-
sitoire pour le système ProHance.
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Figure 5.4 – Corrélations entre les coefficients (1) d5 et d1, (2) d9 et d1, (3) d9 et d5, (4) d2 et
d1, (5) d3 et d1, (6) d6 et d1, (7) d2 et d5, (8) d3 et d5, (9) d6 et d5, (10) d2 et d9, (11) d3 et d9,
(12) d6 et d9, (13) d3 et d2, (14) d6 et d2, (15) d6 et d3 pour le système ProHance+Eau
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En analysant cette figure, on peut voir une absence de corrélation des différents coefficients
visible par la distribution quasi circulaire des points. Une exception concerne la faible corrélation
des coefficients d1 et d5 (pente très faible).
Pour quantifier la corrélation existant entre deux coefficients X et Y, nous avons calculé le
coefficient de corrélation linéaire de Bravais-Pearson, qui s’exprime :
dcorr(X, Y ) =
〈XY 〉√
(〈X2〉〈Y 2〉)
Pour interpréter ces résultats reportés dans le tableau 5.17, il faut savoir que la corrélation
est dite faible pour des valeurs de dcorr comprises entre -0.5 et 0.5, alors que ceux compris entre
-1.0 et -0.5 ou 0.5 et 1.0 font référence à une corrélation forte des variables X et Y.
X Y dcorr(X,Y) X Y dcorr(X,Y) X Y dcorr(X,Y)
d5 d1 -0.414 d9 d1 0.102 d9 d5 -0.0983
d2 d1 0.277 d3 d1 -0.0110 d6 d1 -0.125
d2 d5 -0.244 d3 d5 0.234 d6 d5 0.228
d2 d9 -0.101 d3 d9 -0.0514 d6 d9 0.183
d3 d2 -0.250 d6 d2 0.0851 d6 d3 -0.104
Table 5.17 – Coefficients de corrélation de Pearson pour le système ProHance+Eau.
Les valeurs reportées dans le tableau 5.17 confirment la décorrélation de tous les coefficients.
De plus, une faible corrélation était envisagée entre les coefficients d1 et d5, le coefficient dcorr
correspondant est de -0.41, ce qui est effectivement assimilable à une faible corrélation.
Fonction d’autocorrélation des coefficients du ZFS transitoire
Une fois les fonctions d’autocorrélation de chacun des coefficients calculées, la moyenne de








Les courbes de la Figure 5.5 montrent qu’une description du tenseur avec un écart de 57.6
fs entre les configurations ne permet pas une définition intéressante de la fonction d’autocorré-
lation. En effet, les fluctuations de la matrice transitoire sont beaucoup trop rapides pour être
suivies par cette approche. Un écart de 5.76 fs reproduit correctement l’évolution du système
(voir Figure 5.6 - gauche), et permet de comparer pour une même description temporelle du
système les résultats issus des méthodes CP et PK. Les courbes permettent de confirmer que
bien que les valeurs du ZFS obtenues par le biais des deux méthodes soient différentes, on
obtient une fonction d’autocorrélation pour la partie transitoire similaire avec une décroissance
en moins de 100 fs. Les fluctuations du tenseur sont donc correctement reproduites par les deux
méthodes, mais la fonction d’autocorrélation est moins bien définie dans le cas de la méthode
PK. Le choix de la méthode CP facilite l’ajustement de la courbe par une fonction du type
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Figure 5.5 – Fonction d’autocorrélation C(t) pour le système ProHance+Eau. C(t) est obtenue









(voir Figure 5.6 - droite). La fonction ajustée permet de définir le
temps de décorrélation τc = 95.3 fs, et le paramètre ν = 171.82 cm−1. En approximant la
fonction d’autocorrélation dans le cas PK, par une fonction similaire à celle utilisée dans le cas
CP, on obtient un temps de décorrélation τc = 53.4 fs, et le paramètre ν = 162.35 cm−1. On en
déduit que la décorrélation est effective en moins de 100 fs, et ceci apparaît indépendant de la
méthode utilisée lorsqu’on observe la figure 5.6 -gauche.
Densité spectrale
La fonction d’autocorrélation obtenue par la méthode CP permet de définir une densité
spectrale associée grâce au théorème de Wiener-Kintchine (voir paragraphe 2.7.2 p 65) (voir
Figure 5.7).
La courbe montre une distribution large des fréquences entre 50 et 450 cm−1. La définition
du pic n’est pas très bonne à cause de la faible statistique disponible, mais le maximum du
pic semble être entre 100 et 250 cm−1, ce qui est en accord avec la fréquence obtenue dans
l’expression de la fonction d’ajustement ν = 171.82 cm−1, et correspond à des mouvements
internes du système.
Au vu de ces résultats, nous proposons une modélisation du ZFS dynamique par une ma-
trice aléatoire gaussienne dont les coefficients seraient décorrélées entre eux. Chaque coefficient
indépendant est alors décrit par un processus aléatoire gaussien avec un temps de décorrélation
de 95 fs.
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Figure 5.6 – Fonction d’autocorrélation C(t) obtenues par l’approche nskip4 pour le système
ProHance+Eau. A gauche C(t) est représentée en noir pour la méthode CP et en rouge pour
la méthode PK. A droite C(t) est représentée en noir pour la méthode CP et la courbe orange
correspond à l’ajustement de la fonction.
Figure 5.7 – Densité spectrale obtenue par transformée de Fourier de la fonction d’autocorré-
lation C(t) (nskip4-CP) pour le système ProHance+Eau.
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5.4 Etude statistique du ZFS : cas du ProHance coordiné
à l’isopropanol
L’étude que je viens de présenter a été reproduite sur le système ProHance+Isopropanol. Le
Zero-Field Splitting étant une quantité physique locale, le changement de molécule coordinant
le gadolinium aura un impact sur la grandeur. Les résultats obtenus dans cette partie nous
permettrons de mesurer l’impact de la molécule coordinante.
5.4.1 Etude du comportement des termes D et E
Nous avons suivi l’évolution des composantes D et E du ZFS comme expliqué au paragraphe
5.3.1. Cela permet de comparer les contributions spin-spin et spin-orbite, ainsi que le facteur
de rhombicité et l’amplitude du terme ZFS aux valeurs calculées par le système précédent
(ProHance+H2O).
Valeurs moyennes des contributions spin-spin et spin-orbite
Les différentes contributions spin-spin et spin-orbite des paramètres D et E du ZFS sont
présentées dans le tableau 5.18. On remarque des écarts très faibles entre les valeurs calculées
Dss Dso Ess Eso
nskip4-CP 0.0117 ±0.013 -0.295 ±0.16 0.00310 ±0.0038 -0.0421 ±0.036
Table 5.18 – Valeurs moyennes des termes spin-spin et spin-orbite des composantes axiale et
rhombique du système ProHance+Isopropanol. Les calculs ont été réalisés selon une approche
nskip4 avec la méthode CP, la fonctionnelle TPSS et une base SVP. Les valeurs sont exprimées
en cm−1.
pour les différentes contributions du ZFS (voir Table 5.12). Le changement de molécule coor-
dinant le gadolinium ne semble donc pas avoir un impact très important sur les contributions
spin-spin et spin-orbite.
Valeurs moyennes des termes D et E
Nous avons évalué les termes D et E à partir de la décomposition en contributions spin-
spin et spin-orbite donnée par ORCA [125, 126]. Les valeurs, reportées dans le tableau 5.18,
confirment l’observation précédente : le passage de la molécule d’eau à la molécule d’isopropanol
n’apporte pas de modification particulière, le facteur de rhombicité ainsi que l’amplitude du
ZFS sont quasi-identiques à ceux obtenus dans la Table 5.14.
5.4.2 Etude de la composante statique du ZFS
La décomposition en terme statique et transitoire du ZFS, selon la méthode développée
précédemment (dans le paragraphe 5.3.3), permet de déterminer l’influence de l’environnement
indépendamment pour chacun des termes.
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D E E/D ∆
nskip4-CP -0.283 -0.0390 0.157 0.274
Table 5.19 – Valeurs moyennes des paramètres D et E du ZFS obtenues à partir des moyennes
des contributions spin-spin et spin-orbite, facteur de rhombicité et amplitude du ZFS pour le
système ProHance+Isopropanol. Les valeurs sont reportées en cm−1.
Les valeurs de la composante statique du système sont reportées dans le tableau 5.20.
D E E/D ∆
nskip4-CP -0.302 -0.0333 0.110 0.251
Table 5.20 – Valeurs des paramètres statiques D et E, facteurs de rhombicité et amplitudes
correspondants pour le système ProHance+Isopropanol. Les valeurs sont exprimées en cm−1.
Nous avons déduit des analyses précédentes que les valeurs moyennes globales sont très
proches pour les deux systèmes comparés (ProHance+H2O, ProHance+Isopropanol). L’étude
du terme statique permet de remarquer que le terme axial D est en effet proche pour les
deux systèmes, mais que le terme E, renvoyant à la rhombicité, est plus fort dans le cas de
l’isopropanol. L’amplitude du ZFS statique est aussi plus forte dans le cas de l’isopropanol.
5.4.3 Etude de la composante transitoire du ZFS
Distribution des valeurs des coefficients de la matrice instantanée
En procédant toujours de manière équivalente à celle de la partie 5.3.4, nous avons analysé la
corrélation entre les différents termes de la matrice transitoire, afin de déterminer si le principe
d’un jeu de matrices aléatoires était également applicable au système avec isopropanol.
Les images de la figure 5.8, sont obtenues en projetant les valeurs d’un coefficient en fonc-
tion d’un autre. La matrice transitoire est encore symétrique, les coefficients d’intérêt restant
(d1, d2, d3, d5, d6, d9). Les figures de corrélation indiquent une décorrélation des coefficients de
la matrice transitoire. La faible corrélation qui avait été observée dans le système précédent
entre les coefficients d1 et d5 de la matrice est toujours présente, et une nouvelle corrélation est
à envisager entre les coefficients d1 et d2.
Pour confirmer ces dires, nous avons estimé la corrélation existante entre chaque coefficients
à l’aide des coefficients de corrélation linéaire de Bravais-Pearson (voir paragraphe 5.8), qui
sont tabulés en Table 5.21.
Les valeurs obtenues sont du même ordre de grandeur que dans le cas du système Pro-
Hance+eau (voir Table 5.17), et correspondent à de faibles corrélations, que nous allons donc
pouvoir négliger dans le cadre d’une simulation par matrices aléatoires des matrices transitoires
instantanées.
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Figure 5.8 – Corrélations entre les coefficients (1) d5 et d1, (2) d9 et d1, (3) d9 et d5, (4) d2 et
d1, (5) d3 et d1, (6) d6 et d1, (7) d2 et d5, (8) d3 et d5, (9) d6 et d5, (10) d2 et d9, (11) d3 et d9,
(12) d6 et d9, (13) d3 et d2, (14) d6 et d2, (15) d6 et d3 pour le système ProHance+Isopropanol
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X Y dcorr(X,Y) X Y dcorr(X,Y) X Y dcorr(X,Y)
d5 d1 -0.387 d9 d1 -0.158 d9 d5 0.252
d2 d1 0.405 d3 d1 0.0600 d6 d1 -0.0543
d2 d5 -0.212 d3 d5 0.188 d6 d5 0.176
d2 d9 -0.223 d3 d9 0.0257 d6 d9 0.0322
d3 d2 -0.00924 d6 d2 0.0184 d6 d3 0.162
Table 5.21 – Coefficients de corrélation de Pearson pour le système ProHance+Isopropanol.
Fonction d’autocorrélation des coefficients du ZFS transitoire
Afin de pouvoir par la suite modéliser la matrice transitoire du système ProHance + Iso-
propanol par une succession de matrices obtenues par tirages aléatoires des coefficients, nous
avons moyenné les fonctions d’autocorrélation des coefficients di. Cela nous permettra de dé-
finir un temps de décorrélation pour le système. Cette fonction tracée en figure 5.9 est moins
Figure 5.9 – Fonction d’autocorrélation C(t) obtenue par l’approche nskip4-CP pour le sys-
tème ProHance+Isopropanol.
bien définie que précédemment (voir Figure 5.5 p168). Différentes fonctions d’ajustement ont
été testées, mais nous n’avons pas réussi à approximer cette fonction. De manière globale, la
décorrélation semble toutefois similaire à celle obtenue dans le cas du système ProHance+H2O.
5.5 Etude statistique du ZFS : cas du DO3AP
L’étude du ZFS est reproduite ici pour le dernier système présenté dans le Chapitre 3 : le
ligand phosphoré de type DO3AP.
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5.5.1 Etude du comportement des termes D et E du ZFS
Valeurs moyennes des contributions spin-spin et spin-orbite
Les différentes contributions spin-spin et spin-orbite des paramètres D et E du ZFS pour le
nouveau système étudié sont présentées dans le tableau 5.22. Les calculs ont été réalisés avec les
deux méthodes permettant d’exprimer les contributions SO : CP et PK. Pour chacune de ces
méthodes, le même écart entre les configurations a été considéré : 5.76 fs. Les valeurs obtenues
Dss Dso Ess Eso
nskip4-PK 0.0148 (±0.006) -0.305 (±0.09) 0.00136 (±0.0029) -0.0480 (±0.030)
nskip4-CP 0.0145 (±0.009) -0.395 (±0.24) 0.00234 (±0.0025) -0.0563 (±0.060)
Table 5.22 – Valeurs moyennes des termes spin-spin et spin-orbite des composantes axiale et
rhombique du système DO3AP. Les calculs ont été réalisés selon une approche nskip4 combinée
aux méthodes CP et PK. Les valeurs sont exprimées en cm−1.
nous permettent de comparer les approches CP et PK. L’écart pour la composante Dss est
faible. Pour les autres contributions, l’écart observé est plus important. Ces écarts apparaissent
dans le tableau 5.23. L’écart de plus de 70 % obtenu pour la contribution Ess peut paraître
surprenant, mais le terme Ess est très petit, les valeurs CP et PK sont en fait tout simplement
très faibles. Si l’on compare les résultats à ceux obtenus pour les autres systèmes (tableaux 5.12
Dss Dso Ess Eso
Ecart de PK à CP 1.6 30 72 17
(% en valeur absolue)
Table 5.23 – Pourcentages d’écart entre les méthodes CP et PK pour chaque composante
spin-spin et spin-orbite du ZFS du système DO3AP.
p161 et 5.18 p170), on remarque que les termes de contributions spin-spin ou spin-orbite pour
les composantes D et E sont plus forts pour le ligand DO3AP.
Valeurs moyennes des termes D et E
En reconstruisant les termes D et E à partir des différentes contributions, nous pouvons
obtenir le facteur de rhombicité E/D et l’amplitude ∆ du ZFS. Les résultats reportés dans le
tableau 5.24 confirment des valeurs plus fortes de D et E pour le système DO3AP.
Le facteur de rhombicité est par contre similaire, tandis que l’amplitude du terme de ZFS est
beaucoup plus importante dans le cas du ligand DO3AP (on observe presque un doublement de
la valeur). La décomposition en terme statique et transitoire va permettre de mesurer l’impact
de ces écarts sur le terme moyen et le terme fluctuant.
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D E E/D ∆
nskip4-PK -0.290 -0.0467 0.163 0.259
nskip4-CP -0.380 -0.0540 0.167 0.381
Table 5.24 – Valeurs moyennes des paramètres D et E du ZFS obtenues à partir des moyennes
des contributions spin-spin et spin-orbite, facteur de rhombicité et amplitude du ZFS pour le
système DO3AP. Les valeurs sont reportées en cm−1.
5.5.2 Etude de la composante statique du ZFS
La partie statique du ZFS (Table 5.25) possède une amplitude beaucoup plus importante
que dans le cas du ProHance. Les termes D et E ont également des valeurs moyennes plus
importantes en valeur absolue.
D E E/D ∆
nskip4-PK -0.285 -0.0488 0.171 0.243
nskip4-CP -0.418 -0.0582 0.139 0.351
Table 5.25 – Valeurs des paramètres statiques D et E, facteurs de rhombicité et amplitudes
correspondants pour le système DO3AP. Les valeurs sont exprimées en cm−1.
Cette observation est valable quelque soit la méthode choisie. Le facteur de rhombicité E/D
est aussi plus fort que dans le cas du ProHance, ce qui est dû à l’asymétrie plus importante du
système du fait de la présence du groupement phosphoré sur le ligand.
5.5.3 Etude de la composante transitoire du ZFS
Distribution des valeurs des coefficients de la matrice instantanée
En procédant toujours de manière équivalente à celle de la partie 5.3.4, nous avons analysé
la corrélation entre les différents termes de la matrice transitoire, afin de déterminer si le prin-
cipe d’un jeu de matrices aléatoires était également applicable au système DO3AP.
Dans le cas du ligand phosphoré (voir Figure 5.10), les coefficients sont toujours globalement
décorrélés . Une faible corrélation est observée entre les coefficients d5 et d6, d5 et d9, d6 et d9.
Les coefficients de corrélation obtenus par la méthode développée précédemment (voir 5.8)
montrent une forte corrélation (> 0.5) entre les coefficients (d9,d5), (d6,d9) et (d5,d6). En pre-
mière approximation, l’approche par modélisation de la matrice transitoire sous forme de ma-
trices aléatoires semble applicable. En effet, les corrélations observées, dites "fortes", sont à la
limite "forte-faible", et le nombre de coefficients à prendre en compte dans la moyenne permet
de diminuer l’impact de ces corrélations. Une approche plus complète pour la modélisation
du ZFS transitoire serait de biaiser les matrices "aléatoires" construites afin de reproduire les
corrélations observées.
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Figure 5.10 – Corrélations entre les coefficients (1) d5 et d1, (2) d9 et d1, (3) d9 et d5, (4) d2
et d1, (5) d3 et d1, (6) d6 et d1, (7) d2 et d5, (8) d3 et d5, (9) d6 et d5, (10) d2 et d9, (11) d3 et
d9, (12) d6 et d9, (13) d3 et d2, (14) d6 et d2, (15) d6 et d3 pour le système DO3AP
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X Y dcorr(X,Y) X Y dcorr(X,Y) X Y dcorr(X,Y)
d5 d1 0.0789 d9 d1 0.0284 d9 d5 0.576
d2 d1 0.353 d3 d1 0.381 d6 d1 -0.0189
d2 d5 0.264 d3 d5 0.00734 d6 d5 0.501
d2 d9 0.235 d3 d9 0.189 d6 d9 0.521
d3 d2 0.0231 d6 d2 0.220 d6 d3 0.307
Table 5.26 – Coefficients de corrélation de Pearson pour le système DO3AP.
Fonction d’autocorrélation des termes de la matrice instantanée transitoire
La fonction d’autocorrélation de la moyenne des coefficients di est tracée en figure 5.11
pour l’approche CP. Elle est moins bien définie que dans le cas du système ProHance+H2O,







Figure 5.11 – Fonctions d’autocorrélation C(t) pour le système DO3AP. En noir la courbe
correspond à l’approche nskip4-CP, la courbe orange correspond à l’ajustement de la fonction.
La fonction ajustée permet de définir le temps de décorrélation τc = 89.52 fs, et le para-
mètre ν = 124.15 cm−1. Le temps de décorrélation semble équivalent à celui du ProHance. En
comparant la fonction d’autocorrélation obtenue par l’approche PK pour ce système avec celle
pour le système ProHance (voir Figure 5.12), on remarque que les deux fonctions ont des temps
de décorrélation similaires que l’on peut estimer à une centaine de fs.
Les différences observées entre le ligand DO3AP et le ProHance se retrouvent surtout dans
la partie statique, la décorrélation de la partie transitoire pouvant être modélisée en première
approximation par un temps de décorrélation similaire à celui utilisé pour le système ProHance.
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Figure 5.12 – Fonction d’autocorrélation C(t) dans l’approche nskip4-CP. Système Pro-
Hance+Eau en noir et DO3AP en rouge.
On retrouve toutefois que la modification d’un des bras conduit à un changement notable de
l’amplitude du ZFS.
5.6 Facteur de Landé : geff
L’approche de Clarkson et al. [190, 206, 207], pour la détermination expérimentale des
paramètres du ZFS, est basée sur la détermination des amplitudes du ZFS à partir du spectre
RPE du gadolinium sous la forme Gd+3 complexée. En présence d’un champ externe, l’état
électronique fondamental S8 de Gd+3 subit une levée de dégénérescence en huit niveaux Zeeman,
définis par un nombre quantique magnétique Ms tel que −72 ≤ Ms ≤ 72 . Le spectre RPE en




, qui en absence d’effet ZFS est centré
autour du champ idéal Bid = ~ω/(gνB) où g est le facteur de Landé de l’ion Gd3+ libre, et νB le
magnéton de Bohr. Les effets ZFS entraînent une perturbation supplémentaire du champ que
l’on peut considérer comme une variation δB du champ magnétique (Eq. 5.9). Cette variation









Les calculs effectués permettent de récupérer les valeurs effectives du facteur de Landé
geff du système. Ceux-ci correspondent aux facteurs g qui tiennent compte des effets ZFS, et
permettent donc de retrouver le déplacement du champ induit. Cette donnée peut donc aider




geff 2.00386 2.00387 2.00446
g électron libre : 2.0023193
Table 5.27 – Facteurs de Landé des trois systèmes étudiés : ProHance+Eau, Pro-
Hance+Isopropanol, DO3AP.
Pour chacun des systèmes étudiés au cours de cette thèse, les valeurs de g ont été calculées
(voir Table 5.27) et sont légèrement supérieures à celle de l’électron libre. On remarque que
l’impact du ligand sur cette grandeur est plus fort que l’impact du changement de molécule
coordinante (passage H2O - Isopropanol).
Mais en comparant les facteurs de Landé obtenus pour différentes fonctionnelles sur une
configuration donnée du système ProHance+Eau, nous avons remarqué que ce terme était
très fonctionnelle dépendant (voir Table 5.28), et pouvait prendre des valeurs supérieures ou
inférieures à ge selon la fonctionnelle utilisée. L’étude doit donc être approfondie sur ce terme
avant de pouvoir l’utiliser.
Fonctionnelle DFT PBE TPSS PBE0
geff 2.00131 2.00398 2.00578
Table 5.28 – Impact du choix de la fonctionnelle DFT sur le facteur de Landé pour le système
ProHance+Eau. Calculs effectués sur une configuration fixée avec la base SVP
5.7 Conclusion
Afin d’étudier le ZFS de nos systèmes d’intérêt médical, nous avons dû déterminer les condi-
tions de calcul adéquates pour chaque système. Les calculs de structure électronique ont été
réalisés à l’aide de la théorie de la fonctionnelle de la densité (DFT). Différents types de fonc-
tionnelles ont été testées dans ce cadre, et nous avons mis en avant la faiblesse des fonctionnelles
hybrides pour le calcul du ZFS sur nos systèmes. Le problème lié aux fonctionnelles hybrides
peut être dû à un problème fondamental avec l’introduction d’échange pur qui pourrait avoir
tendance à surestimer largement les résultats, ou à un problème d’implémentation. Nous avons
aussi utilisé les deux approches de calculs CP et PK des composantes spin-orbite du ZFS.
Les différences entre les méthodes sont faibles au vu des écarts précédemment observés dans
la littérature [128, 202], et la correction proposée par Schmitt et al. [199] tend à obtenir une
valeur très proche de celle obtenue par la méthode CP, ce qui suggère un traitement adéquat
des contributions spin-orbite par la méthode CP.
Nous avons différencié les composantes statiques et transitoires du ZFS, et mesuré l’impact
de chacune des contributions sur le terme global. Il est apparu que le terme statique était
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prépondérant pour chacun des systèmes. La proportion de statique/transitoire varie selon les
systèmes étudiés, et le ligand chélatant DO3AP possède la plus grande contribution statique
au ZFS total. De plus, une étude ultérieure [178] avait établi une influence du ligand sur le ZFS
statique, le ZFS transitoire en étant indépendant. Nous avons confirmé ce point, nos temps de
décorrélation obtenus pour le ZFS transitoire, ainsi que l’amplitude du terme étant très proches
entre les systèmes. Le ZFS statique s’est quant à lui révélé plus fort pour le ligand DO3AP que
pour les autres systèmes.
Concernant le terme transitoire, nous avons étudié la distribution des valeurs et mis en
évidence la décorrélation des différents coefficients de la matrice pour le cas du ProHance, et
une corrélation un peu plus marquée entre quelques uns des coefficients dans le cas du ligand
chélatant DO3AP. Nous avons calculé le temps de décorrélation de la matrice transitoire de
chacun des systèmes, et l’avons estimé à moins de 100 fs, ce qui est rapide compte tenu des
temps de rotation (plusieurs dizaines de ps) et de résidence (plusieurs centaines de ns) de ce
type de systèmes. Nous obtenons une valeur de décorrélation du terme transitoire beaucoup
plus rapide que ce qui avait été supposé précédemment par d’autres approches.
Une perspective de ce travail est de construire un programme permettant de reproduire les
effets du ZFS pour des durées de simulation beaucoup plus longues. La contribution statique
du ZFS peut être prise en compte à l’aide d’un terme moyen ne dépendant pas du temps, le
terme n’étant lié qu’à l’environnement permanent. La contribution transitoire peut elle être
reproduite en propageant des matrices aléatoires, obtenues par tirage des différents coefficients,
tout en respectant les propriétés globales de la matrice et son temps de décorrélation. Ainsi,
chacun des deux effets pourra être inclu dans une simulation qui permettra de mieux estimer
le temps de relaxation électronique total.
Une autre perspective de ce travail consiste à reproduire les spectres RPE de nos systèmes
et de directement les comparer aux spectres obtenus expérimentalement, ce qui permet de
s’affranchir des approximations effectuées à partir du spectre expérimental pour en tirer les
paramètres du ZFS.
Les problèmes de comparaison entre valeurs théoriques et valeurs expérimentales que nous
avons rencontrés peuvent être dus aux approximations effectuées sur les spectres expérimentaux
pour définir les paramètres, ou à des problèmes liés aux conditions de calcul que nous avons
utilisées. Il serait donc intéressant d’avoir recours à des calculs de type multiconfigurationnels
afin de mieux comprendre les écarts que nous avons observé.
Enfin, il serait intéressant de mieux comprendre l’origine des faibles corrélations observées
entre certains coefficients de la matrice ZFS transitoire.
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L’objectif de cette thèse était d’étudier les propriétés magnétiques permettant de com-
prendre la relaxation IRM pour différents agents de contraste à base de gadolinium. La théorie
de Solomon-Bloembergen-Morgan relie la relaxation des spins nucléaires des atomes d’hydro-
gène et d’oxygène de la molécule d’eau à leurs interactions hyperfines avec le spin électronique
de l’ion Gd3+ et au Zero-Field Splitting de cet ion. Ce sont donc sur ces termes que nos ef-
forts se sont portés. En effet, les fluctuations de l’interaction hyperfine existant entre le spin
électronique du gadolinium et le spin nucléaire des protons de l’eau provoquent des transitions
de spin qui induisent la relaxation. Le deuxième terme intervenant dans la relaxation nucléaire
est la relaxation électronique. Celle-ci agit comme une source de la modulation de l’interaction
hyperfine électron-noyau. Il est donc primordial d’étudier les interactions hyperfines et le ZFS
pour décrire précisement le système. Dans le cadre de cette thèse, la description électronique
apportée par la dynamique moléculaire ab initio a été couplée à des calculs de structure élec-
tronique réalisés sur des configurations extraites de la dynamique et régulièrement espacées,
afin de pouvoir suivre les fluctuations des différents termes.
Dans un premier temps, nous avons réalisé des dynamiques moléculaires ab initio sur plu-
sieurs systèmes. Le premier système étudié est le ProHance, qui est un agent de constraste
commercial, puis nous nous sommes intéressés à une variante de ce système, en introduisant
une molécule d’isopropanol coordinante à la place d’une molécule d’eau (ce qui nous permet
de changer le pKa du système). Enfin, nous avons considéré un dérivé du ligand DOTA, pour
lequel un groupement phosphonate est introduit : le DO3AP.
Pour les systèmes ProHance+Eau et ProHance+Isopropanol, une analyse de la dynamique
a montré que les deux hydrogènes de la molécule d’eau coordinée étaient non équivalents. Cette
observation nous a permis de réaliser une étude du comportement de chacun des deux atomes
d’hydrogène, et ainsi de mettre en avant leur spécificité. L’hydrogène que nous avons appelé H1
est plus éloigné du gadolinium que l’hydrogène nommé H2, et nous avons relié cette propriété à
la forte implication de H1 dans des liaisons hydrogènes, tandis que H2 n’est que très faiblement
lié. La densité de spin du système nous a permis de conclure sur un transfert électronique
préférentiel des spins électroniques β des paires libres des atomes chélatants l’ion métallique
vers des orbitales 5d du gadolinium, transfert favorisé par la stabilisation des spin-orbitales 5dβ
par interaction avec les spin-orbitales 4fβ.
L’étude du système ProHance+Isopropanol a permis d’induire un changement d’acidité dans
le système mais également d’augmenter l’encombrement. Dans ce système, il n’y a plus deux,
mais un seul atome d’hydrogène à considérer pour la relaxation. Nous avons montré que cet
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atome suivait les mêmes propriétés que celles établies pour l’atome H1 dans le système pré-
cédent (ProHance+Eau). Cet hydrogène est en effet fortement lié par liaisons hydrogènes aux
molécules d’eau de la boîte de solvatation. La densité de spin calculée présente les mêmes ca-
ractéristiques que précédemment.
J’ai ensuite étudié l’interaction hyperfine entre le gadolinium et les spins nucléaires des atomes
coordinés, ainsi que le ZFS, par calculs de structure électronique sur des configurations extraites
de la dynamique ab initio.
Deux termes du tenseur hyperfin ont pu être calculés : un terme de contact isotropique,
aussi appelé constante de contact de Fermi, ainsi qu’un terme anisotropique dont la composante
principale est longitudinale.
Pour les trois systèmes étudiés, nous avons confirmé la validité de l’approximation du dipôle
ponctuel dans le cadre de la description des hydrogènes, elle est donc adaptée pour décrire des
hydrogènes dans les agents de constraste. Par contre, cette approximation donne des résultats
erronés pour l’oxygène, les écarts observés par rapport à la description électronique étant plus
importants pour les systèmes DO3AP et ProHance+Isopropanol. L’absence de prise en compte
de la polarisation semble être problématique pour une bonne description du tenseur de l’oxy-
gène par l’approche dipôle ponctuel. Une description correcte de l’oxygène est particulièrement
importante même si celui-ci n’est pas utilisé en IRM car cela constitue une autre voie expéri-
mentale d’accès aux propriétés des agents de contraste, et il apparaît alors primordial d’utiliser
une méthode quantique de calcul du tenseur hyperfin.
Concernant le système ProHance+Eau, nous avons identifié les fluctuations fines du tenseur
anitropique en ayant recours à une décomposition en variables collectives géométriques. Cela
nous a permis d’associer les fluctuations fines du tenseur aux mouvements de vibrations et de
librations de la molécule d’eau. Cette technique de décomposition n’a pas donné de résultats
satisfaisants pour les deux autres systèmes, laissant penser qu’une description géométrique n’est
pas suffisante pour évaluer le tenseur anisotropique de l’oxygène. Il serait donc intéressant de
prendre en compte un paramètre électronique dans les variables collectives.
Cette étude concernant les interactions hyperfines du système a fait l’objet d’une publication
en cours d’évaluation :
Lasoroski et al., "Hyperfine interactions in a gadolinium-based MRI contrast agent : high-
frequency modulations from ab initio simulations", J. Chem. Phys, soumis (2013).
Nous avons poursuivi notre étude en nous penchant sur l’interaction du spin électronique,
qui agit sur le positionnement des niveaux énergétiques. Nous avons établi les valeurs des deux
paramètres du ZFS : le terme D qui en détermine la propriété axiale, et le terme E qui renvoie à
la rhombicité du système. Nous avons également décomposé le ZFS en une composante statique
et une composante transitoire, ce qui nous a permis d’évaluer l’ampleur de chacun de ces termes
environnement-dépendants, puis de mesurer l’impact du ligand et de la molécule coordinante.
Pour chacun des trois systèmes étudiés, la composante axiale (D) du ZFS est beaucoup plus
importante que la composante rhombique (E), mais une valeur expérimentale de D obtenue
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sur un complexe DOTA est dix fois plus faible que nos valeurs théoriques calculées. Il est donc
nécessaire de comprendre cet écart afin d’estimer l’erreur de nos calculs, et d’affiner au besoin
notre description. La composante statique des différents systèmes est très forte, et nous avons
remarqué une variation des valeurs selon le ligand impliqué dans le complexe. La molécule
coordinante ayant elle un impact beaucoup moins fort sur les termes D et E ainsi que sur le
ZFS statique.
Je conclurai cette thèse en développant brièvement quelques perspectives de ce travail. Tout
d’abord, notre étude des propriétés magnétiques de complexes de gadolinium nous a permis
d’avoir accès à la valeur du tenseur hyperfin ainsi qu’à la description du Zero-Field Splitting.
Nous avons donc maintenant accès à toutes les informations permettant d’exprimer la relaxa-
tion nucléaire des niveaux d’énergie de spin. Nous pouvons donc reproduire les différents termes
de l’hamiltonien de spin indépendant du champ pour les systèmes. En ajoutant, en première
approximation un terme de rotation brownienne pour le mouvement de rotation du complexe,
nous pouvons déterminer le temps de relaxation nucléaire du système, qui correspond à l’ob-
servable utilisée en IRM.
Lors de l’étude des interactions hyperfines, nous avons vu que le modèle du dipôle ponctuel
était mis en défaut pour la description de l’oxygène et cela de manière plus ou moins prononcée
selon le système étudié, ce qui nous montre que son utilisation doit être très prudente et contrôlée
au préalable par calculs de structure électronique. Il faudrait développer une nouvelle approche
qui permettrait d’estimer de manière simple l’interaction hyperfine impliquant l’oxygène afin
de s’affranchir du coût de calcul d’une estimation à plus haute précision.
Concernant la matrice transitoire du terme de Zero-Field Splitting, nous avons mainte-
nant les informations nécessaires afin de la reproduire et la propager. En effet, nous pouvons
propager des matrices aléatoires, obtenues à l’aide d’un tirage des différents coefficients de la
matrice, et les propager en respectant les propriétés de la matrice et son temps de décorrélation.
Cette approche nous permet de modéliser les différentes contribution du ZFS et nous pouvons
les inclure dans une simulation de la relaxation nucléaire des niveaux d’énergie de spin. Une
orientation future de l’étude du Zero-Field Splitting serait de réaliser des calculs de structure
électronique multiconfigurationnels à deux composantes, et de comparer les résultats à ceux que
nous avons à l’heure actuelle. Cela nous permettra peut être d’expliquer l’écart observé entre
valeur expérimentale et théorique pour le ZFS. Ensuite, la plupart des expériences réalisées
fournissent un spectre RPE, pour confronter nos données à l’expérience, il faudrait reconstruire
ce spectre. Cette comparaison directe nous permettra de mieux juger des différences entre les
deux approches. Un autre axe de recherche serait d’étudier d’autres systèmes, en faisant varier
de manière notable la géométrie, avec par exemple le ligand NOTA dont le cycle comporte trois
et non plus quatre atomes d’azote.
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Ainsi, nous avons par notre étude, établi une procédure permettant de décrire chacun des
termes fins impactant la relaxation nucléaire, nous laissant envisager une étude systématique
d’agents de contraste potentiels afin d’en établir l’efficacité. De manière plus globale, l’expertise
établie dans l’étude du gadolinium et de son environnement permettra de travailler sur les
propriétés magnétiques de nombreux systèmes impliquant ce lanthanide.
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