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It is known that a nonsingular, nonscalarmatrixA, over the complex
ﬁeld, may be factored as A = BC, in which the spectra of B and C are
arbitrary, subject to det B det C = det A, and that B and C may be
taken to be nonderogatory. The purpose of this paper is to establish
this result over a general ﬁeld with at least four elements.
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1. Introduction
In [3] it was shown that a nonsingular, nonscalar matrix A ∈ Mn(F), over a general ﬁeld F , may
be factored as A = BC, in which the respective eigenvalues β1,β2, . . . ,βn and γ1, γ2, . . . , γn of B and
C (repeats allowed) are arbitrary, subject to the determinantal condition det A = ∏ni=1βiγi. As a ﬁrst
major step towards answering the broader question of how arbitrary the Jordan forms of B and C may
be, given their target spectra, it was shown in [2] that, over the complex ﬁeld, B and C may be taken
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to be nonderogatory, for any allowed spectra speciﬁed for them. Our purpose here is to show that this
result is also valid over any ﬁeld with at least four elements.2
Based on the fact that the possible Jordan forms for B and C, given their eigenvalues, are a similarity
invariant of A, as S−1BCS = (S−1BS)(S−1CS), the general approach in [2] is to show that A is similar to
a matrix with a special kind of LU factorization. This approach will be followed here as well, although
the proof will be independent of theirs, being constructive and starting from the rational canonical
form of A. The cases for which the general approach fail, and which need to be treated in another way,
are the same as in [2]. In fact, for those cases the treatment in [2, Lemma 1.10] applies here as well, as
the proof of that result is valid over any ﬁeld with at least three elements.
The special kind of LU factorization referred to is deﬁned as one inwhich all the subdiagonal entries
(li+1,i , 1 i n − 1) of the lower triangular matrix L are nonzero and all the superdiagonal entries
(ui,i+1, 1 i n − 1) of the upper triangular matrix U are nonzero. L and U are also referred to as
special lower and upper triangular matrices.
If any repeats among β1,β2, . . . ,βn or γ1, γ2, . . . , γn are labelled consecutively, as is assumed
from now on, and if A is similar to a special LU factorization with β1,β2, . . . ,βn on the diagonal
of L and γ1, γ2, . . . , γn on the diagonal of U, then L and U are nonderogatory, and A has the required
factorization (for β1,β2, . . . ,βn, γ1, γ2, . . . , γn). A necessary condition for A to be similar to such a
special LU factorization (for β1,β2, . . . ,βn, γ1, γ2, . . . , γn) is that no αi = βiγi is an eigenvalue of A
such that rank(A − αiI) 1 [2, Lemma 1.2]. The purpose with the general approach is to show that
this condition is also sufﬁcient for A nonsingular and nonscalar.
In what follows, F will denote a ﬁeld with at least four elements, ei the ith column vector of the
identity matrix (the order of which will be clear from the context), v ∈ Fn the column vector
⎡
⎣c1..
.
cn
⎤
⎦,
[v]i the ith entry of v, and Cn(v) ∈ Mn(F) the companion matrix with last column v, i.e.
Cn =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 c1
In−1
c2
...
cn
⎤
⎥⎥⎥⎥⎥⎥⎦
.
2. Strategy for the general case
LetA ∈ Mn(F)benonsingularandnonscalar, such thatdet(A − αiI) > 1 foreachαi = βiγi, 1 i n,
and let
A ∼ Cn1 ⊕ Cn2 ⊕ · · · ⊕ Cns (∼ denotes similarity)
denote the rational canonical form of A, where Cni denotes a companion matrix of order ni
(n1  n2  · · · ns  1) with characteristic polynomial pi(x), and pi+1(x) divides pi(x), 1 i s − 1.
A special LU factorization similar to A in which the diagonal elements of L are all equal to 1 and
those of U are α1, . . . ,αn will be constructed iteratively by starting with Cn1 , and, repeatedly using
any of eight factorization procedures, constructing a special LU factorization for A by incorporating
the summands in the canonical form one (or sometimes two) at a time. Each iteration will result in a
factorization of the form
A ∼
⎡
⎣L 0 0Y I 0
0 0 I
⎤
⎦
⎡
⎣U Z 00 C 0
0 0 R
⎤
⎦
2 The above factorization problem falls under a more general problem widely studied in the literature in recent years: Given
similarity classes C1 , . . . Ck , determine whether or not the equation A1 · · · Ak = I can be solved with Ai ∈ Ci. A weaker version
of this problem was solved by Crawley-Boevey [1] over the complex ﬁeld in which the matrices Ai belong to the closures of the
similarity classes Ci .
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where L is a special lower triangular matrix with only 1’s on the diagonal, U is a k × k special upper
triangular matrix with diagonal elements α1, . . . ,αk , C is a companion matrix (not necessarily one of
the Cni ’s) onwhich the next iterationwill operate andwhichwill be referred to as the edge, and R is the
remainder of the canonical form that has not yet been incorporated into the special LU factorization.
The last column of Y will be referred to as a left critical vector and denoted by cl , and, similarly, the last
row of Z will be referred to as a right critical vector and denoted by cr . The next iteration
A ∼ (Ik ⊕ X)−1
⎡
⎣L 0 0Y I 0
0 0 I
⎤
⎦
⎡
⎣U Z 00 C 0
0 0 R
⎤
⎦ (Ik ⊕ X)
∼ (Ik ⊕ X−1)
⎡
⎣L 0 0Y I 0
0 0 I
⎤
⎦ (Ik ⊕ X)(Ik ⊕ X−1)
⎡
⎣U Z 00 C 0
0 0 R
⎤
⎦ (Ik ⊕ X)
∼
⎡
⎣ L 0
X−1
[
Y
0
]
I
⎤
⎦
⎡
⎣U
[
Z 0
]
X
0 X−1
[
C 0
0 R
]
X
⎤
⎦
will be so designed that the ﬁrst entries of X−1
[
cl
0
]
and [cr 0]X are nonzero, to ensure the LU
factorization stays special. These entries will be referred to as critical left and right elements. In what
follows, X and cr will always be chosen so that the ﬁrst column of X is equal to e1 and the ﬁrst entry
of cr is nonzero; so that we only have to focus on the nonzero left critical elements.
3. Iterative factorization procedures
In this and the next section, we list a number of constructive procedures without proof which may
be veriﬁed by direct computation.
The ﬁrst procedure will enable us to iteratively reduce the order of the edge by one on each
application.
Iterative Procedure 1 (IP1). For given v =
⎡
⎣c1..
.
cn
⎤
⎦ ∈ Fn (n 3) and 0 /= α ∈ F , we have
X−1Cn(v)X =
[
1 0
cl In−1
] [
α cTr
0 Cn−1(w)
]
where cl = 1α e1, cr = −α2e1 + (c1 + αc2)en−1,
X−1 =
[
1 αeT1
0 In−1
]
and w =
⎡
⎢⎢⎢⎢⎣
− c1
α
c3
...
cn
⎤
⎥⎥⎥⎥⎦ .
The second procedure enables us to incorporate a summand of order at least three in the canonical
form into the LU factorization.
Iterative Procedure 2 (IP2). For given v =
⎡
⎣c1..
.
cn
⎤
⎦ ∈ Fn (n 3), u = [c′1
c′2
]
∈ F2, and nonzero elements
α,α′ ∈ F , we have
X−1(C2(u) ⊕ Cn(v))X =
⎡
⎢⎢⎢⎢⎣
1 0
α′
α
1
0
1
α
x cl In
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎣
α −α
0 α′
yT
cTr
0 Cn(w)
⎤
⎥⎥⎦
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where cl = 1α′ e1, y = αα′e1 + c1en−1 − 1α c1(c′1 + αc′2 − αcn)en, cr = −α′2e1 +[(
1 − α′
α
)
c1 + α′c2
]
en−1 +
[
α′c1
α2
(α2 + c′1 − αcn) + cn(c1 + α′c2)
]
en,
X−1 =
⎡
⎢⎢⎢⎣
1 α
0 α′
eT1
eT1 + α′eT2
0 x CTn (0)
⎤
⎥⎥⎥⎦ , x = 1c1
⎡
⎢⎢⎢⎢⎢⎢⎣
α′−α
α′ c1
αc3
...
αcn−α
⎤
⎥⎥⎥⎥⎥⎥⎦
, and w =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−1
α′α c1c
′
1
1
α
c3c
′
1 +
(
1
α
− 1
α′
)
c1
1
α
c4c
′
1 + c3
...
1
α
cnc
′
1 + cn−1
−1
α
c′1 + cn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
The third procedure enables one to incorporate a summand of order two in the rational canonical form
into the LU factorization.
Iterative Procedure 3 (IP3). For given v =
[
c1
c2
c3
]
∈ F3, u =
[
c′1
c′2
]
∈ F2 and nonzero elementsα,α′ ∈ F ,
we have
X−1(C3(v) ⊕ C2(u))X =
⎡
⎢⎢⎣
1 0
1 1
0
x cl I3
⎤
⎥⎥⎦
⎡
⎢⎢⎣
α −α′
0 α′
yT
cTr
0 C3(w)
⎤
⎥⎥⎦ ,
where, for arbitrary t ∈ F , x = 1
α
e1,
X−1 =
⎡
⎢⎢⎢⎢⎢⎢⎣
1 α t 0 −α′
0 α t 1 0
0 1 t
α
0 0
0 0 1 0
α′(t−αc3)
αc1
0 0 0 0 α
′
c1
⎤
⎥⎥⎥⎥⎥⎥⎦
, cl = 1
αc1
⎡
⎣ c1t − αc3
α
⎤
⎦ ,
cr =
⎡
⎢⎣
−αα′
−c1
c1
(
t
α
− c3 + c′2 + 1α′ c′1
)
⎤
⎥⎦ , w = 1
αα′
⎡
⎣ −c1c
′
1
c′1(αc3 − t)
α(α′c3 − c′1) − α′t
⎤
⎦ ,
and y =
⎡
⎢⎢⎣
t − α2 + αα′
c1 + αc2 + tc3 − t2α
c1(α − tα − c′2 + c3) + c2(αc3 − t) + tc3
(
c3 − 2tα
)
+ t3
α2
⎤
⎥⎥⎦ .
The fourth procedure enables one to incorporate a summand of order one in the rational canonical
form into the LU factorization.
Iterative Procedure 4 (IP4). For given v =
[
c1
c2
c3
]
∈ F3 and nonzero elements α, a ∈ F , we have
X−1(C3(v) ⊕ [a])X =
[
1 0
cl I3
] [
α cTr
0 C3(w)
]
,
where, for arbitrary t /= a in F ,
X−1 =
⎡
⎢⎢⎢⎢⎢⎣
1 α tα α
0
−αa(c3−t)
c1
−a − tαa(c3−t)
c1
−1 − αa(c3−t)
c1
0
α(c3−t+a)
c1
1 + tα(c3−t+a)
c1
α(c3−t+a)
c1
0 −α
c1
−tα
c1
−α
c1
⎤
⎥⎥⎥⎥⎥⎦ , cl =
−1
c1
⎡
⎢⎣
a(c3 − t)
−(c3 + a − t)
1
⎤
⎥⎦ ,
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w =
⎡
⎢⎣
ac1
α
− c1
α
− a(c3 − t)
c3 + a − t
⎤
⎥⎦ , and
cr =
⎡
⎢⎣
α(t − a)
c1 + α(c2 − a2) + tα(c3 + a − t)
(c3 − t + a)(c1 + αc2 + tαc3 − t2α) + (α − t)c1 + αa2(t − a)
⎤
⎥⎦ .
The ﬁfth procedure enables one to create an edge of order three if the rational canonical form does not
contain a summand of order greater than two.
Iterative Procedure 5 (IP5). For given v =
[
c1
c2
]
∈ F2, u =
[
c′1
c′2
]
∈ F2 and nonzero α ∈ F , we have
X−1(C2(u) ⊕ C2(v))X =
[
1 0
cl I3
] [
α cTr
0 C3(w)
]
, where
X−1 =
⎡
⎢⎢⎢⎢⎣
1 α α 0
0 1 1 0
0
c2
c1
0 1
0 −1
c1
0 0
⎤
⎥⎥⎥⎥⎦ , cl =
1
α
⎡
⎢⎣
1
c2
c1−1
c1
⎤
⎥⎦ , w =
⎡
⎢⎢⎢⎢⎣
c1c
′
1
α
c1 + c2c
′
1
α
c2 − c
′
1
α
⎤
⎥⎥⎥⎥⎦ , and
cr =
⎡
⎣ −α2αc1
−c1(c′1 + αc′2 − αc2)
⎤
⎦ .
The sixth procedure enables one to incorporate a summand of order one in the rational canonical form
into the LU factorization if the edge is of order two.
Iterative Procedure 6 (IP6). For given v =
[
c1
c2
]
∈ F2 and nonzero α ∈ F , we have
X−1(C2(v) ⊕ [a])X =
[
1 0
cl I2
] [
α cTr
0 C2(w)
]
, where
X−1 =
⎡
⎢⎣1 α α0 1 1
0 −1
a
0
⎤
⎥⎦ , cl = 1
α
[
1
−1
a
]
, w =
[
ac1
α− c1
α
+ a
]
, and
cr =
[
α(a − α)
a(αa − c1 − αc2)
]
.
If a is an eigenvalue of C2(v), and rank(A − αI) > 1, then a /= α since rank(A − aI) = 1; hence[cr]1 /= 0.
4. Ending factorization procedures
The ﬁrst procedure is used when the ﬁnal edge is of order three.
Ending Procedure 1 (EP1). For given v =
[
c1
c2
c3
]
∈ F3 and nonzero elements α,α′ ∈ F , we have
X−1C3(v)X =
⎡
⎢⎣
1 0 0
1
α
1 0
0 1
α′ 1
⎤
⎥⎦
⎡
⎣α αt k10 α′ k2
0 0
c1
αα′
⎤
⎦ , where X−1 =
⎡
⎣1 α α(α + t)0 1 α + α′ + t
0 0 1
⎤
⎦ ,
t ∈ F is arbitrary, k1 = c1 + αc2 + α(α + t)c3 − αt(t + 2α + α′) − α3 and k2 = −c1α + α′(c3 − t− α′ − α).
The factorization is special if
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t /= 0, −1
αα′
c1 + c3 − α − α′.
The second ending procedure is used when the ﬁnal edge is of order two.
Ending Procedure 2 (EP2). Given v =
[
c1
c2
]
∈ F2 and nonzero α ∈ F , we have
X−1C2(v)X =
[
1 0
1
α
1
] [
α c1 + αc2 − α2
0
−c1
α
]
, where X−1 =
[
1 α
0 1
]
.
The factorization is special if rank(C2(v) − αI) = 2, since then c1 + αc2 − α2 /= 0.
5. Special LU factorization
In this section the strategy described in Section 2 will be implemented, and this will result in
the characterization of nonsingular matrices similar to special LU factorizations for β1,β2, . . . ,βn,
γ1, γ2, . . . , γn.
Theorem 1. LetA ∈ Mn(F)denote anonsingular, nonscalarmatrix over aﬁeld F withat least four elements,
and let β1,β2, . . . ,βn, γ1, γ2, . . . , γn denote nonzero elements in F (repeats among the β ’s or γ ’s are la-
belled consecutively) such thatdet A = ∏ni=1βiγi.Then there exists amatrix similar toAwhichhas a special
LU factorization for β1,β2, . . . ,βn, γ1, γ2, . . . , γn (i.e. the diagonals of L and U consist of β1,β2, . . . ,βn
and γ1, γ2, . . . , γn, respectively) if and only if rank(A − βiγiI) > 1 for each i (1 i n).
Proof. The necessity of the condition was established in [2, Lemma 1.2], the proof of which is valid
over any ﬁeld.
To establish the sufﬁciency, we show that A is similar to a special LU factorization in which all
diagonal elementsof L areone, and thoseofU areα1 = β1γ1, α2 = β2γ2, . . . ,αn = βnγn, respectively.
Let
A ∼ Cn1 ⊕ Cn2 ⊕ · · · ⊕ Cns
denote the rational canonical form of A, where Cni denotes a companion matrix of order ni
(n1  n2  · · · ns  1) with characteristic polynomial pi(x), and pi+1(x) divides pi(x), 1 i s − 1.
We separate the proof into the following cases:
(Case A) n1  3.
Apply IP1 n1 − 3 times to Cn1 and the resulting edges until the edge becomes of order three:
X
−1
1 Cn1X1 =
[
1 0
cl1 In−1
] [
α1 c
T
r1
0 Cn−1
]
,
then
(I1 ⊕ X−12 )(X−11 Cn1X1)(I1 ⊕ X2)
=
⎡
⎣ 1 0 0[X−12 cl1 ]1 1 0
0 cl2 In−2
⎤
⎦
⎡
⎢⎣α1 [c
T
r1
X2]1 yT2
0 α2 c
T
r2
0 0 Cn−2
⎤
⎥⎦ ,
so that
(I2 ⊕ X−13 )(I1 ⊕ X−12 )(X−11 Cn1X1)(I1 ⊕ X2)(I2 ⊕ X3)
=
⎡
⎢⎢⎢⎣
1 0 0 0
[X−12 cl1 ]1 1 0 0
0 [X−13 cl2 ]1 1 0
0 0 cl3 In−3
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎣
α1 [cTr1X2]1 ∗ ∗
0 α2 [cTr2X3]1 ∗
0 0 α3 c
T
r3
0 0 0 Cn−3
⎤
⎥⎥⎥⎦ ,
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and so on. The left and right critical elements
[X−12 cl1 ]1 =
1
α1
, [X−13 cl2 ]1 =
1
α2
, . . . , and [cTr1X2]1 = −α12, [cTr2X3]1 = −α22, . . .
respectively, are all nonzero.
If n2 ≥ 3, apply IP1 once more to reduce the edge to order two, and then apply IP2 to create a new
edge of order n2. Continue by applying IP1 until this edge is reduced to order three.
Incorporating in this way the summands of order at least three into the factorization, we are left
with a situation where the edge (of order three) meets no more summands (case A.1), or a summand
of order two (case A.2), or a summand of order one (case A.3). In order to simplify the notation in what
follows, we restart numbering our variablesα, X, w, cl , cr from 1, setting the critical vectors obtained
last equal to
cr0 , cl0 =
1
α0
e1, and w = w0 =
⎡
⎢⎢⎣
c
(1)
1
c
(1)
2
c
(1)
3
⎤
⎥⎥⎦ .
(Case A.1) n1  n2  · · · ns  3.
Apply EP1, setting t = t1, α = α1, α′ = α′1, X = X1, and choosing
t1 /= 0, −1
α1α′1
c
(1)
1 + c(1)3 − α1 − α′1.
Note that
[X−11 cl0 ]1 =
1
α0
/= 0 and [cTr0X1]1 = −α02 /= 0.
(Case A.2) n1  3, and at least one ni = 2, 2 ni  s.
Apply IP3, setting α = α1, α′ = α′1, t = t1, X = X1,
cl = cl1 =
1
α1c
(1)
1
⎡
⎢⎣ c
(1)
1
t1 − α1c(1)3
α1
⎤
⎥⎦ , and w = w1 =
⎡
⎢⎢⎣
c
(2)
1
c
(2)
2
c
(2)
3
⎤
⎥⎥⎦ .
Repeat IP3 k times, until the edge meets no more summands of order two:
cl2 = 1
α2c
(2)
1
⎡
⎢⎣ c
(2)
1
t2 − α2c(2)3
α2
⎤
⎥⎦ , w2 =
⎡
⎢⎢⎣
c
(3)
1
c
(3)
2
c
(3)
3
⎤
⎥⎥⎦ , . . . ,
clk = 1αkc(k)1
⎡
⎢⎢⎣
c
(k)
1
tk − αkc(k)3
αk
⎤
⎥⎥⎦ , wk =
⎡
⎢⎢⎢⎣
c
(k+1)
1
c
(k+1)
2
c
(k+1)
3
⎤
⎥⎥⎥⎦ .
Thus
[
X
−1
1 cl0
]
1
= 1
α0
,
[
X
−1
2 cl1
]
1
= 1
α1c
(1)
1
[
c
(1)
1 + α2(t1 − α1c(1)3 ) + α1t2
]
, . . . ,
[
X
−1
k clk−1
]
1
= 1
αk−1c(k−1)1
[
c
(k−1)
1 + αk
(
tk−1 − αk−1c(k−1)3
)
+ αk−1tk
]
.
Choose t1, . . . , tk such that [X−11 cl0 ]1, . . . , [X−1k clk−1 ]1 are all nonzero (t1 = 0 will sufﬁce in this case).
We now have a situation where the edge (of order three) meets no more summands (case A.2.1), or a
summand of order one (case A.2.2).
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(Case A.2.1) n1  3, ns = 2.
Apply EP1, setting t = tk+1, α = αk+1, α′ = α′k+1, X = Xk+1, and choosing
tk+1 /= 0, −1
αk+1α′k+1
c
(k+1)
1 + c(k+1)3 − αk+1 − α′k+1
such that
[X−1k+1clk ]1 =
1
αkc
(k)
1
[
c
(k)
1 + αk+1tk − αk+1αk
(
c
(k)
3 − αk+1 − tk+1
)]
/= 0.
(Case A.2.2) n1  3, ns = 1, and at least one ni = 2, 2 ni  s − 1.
Apply IP4, setting α = αk+1, t = tk+1 /= a, X = Xk+1,
cl = clk+1 =
−1
c
(k+1)
1
⎡
⎢⎣ a(c
(k+1)
3 − tk+1)
−(c(k+1)3 − tk+1 + a)
1
⎤
⎥⎦ , and w = wk+1 =
⎡
⎢⎢⎣
c
(k+2)
1
c
(k+2)
2
c
(k+2)
3
⎤
⎥⎥⎦ .
Repeat IP4m times, until no more summands are left:
. . . , clk+m =
−1
c
(k+m)
1
⎡
⎢⎣ a(c
(k+m)
3 − tk+m)
−(c(k+m)3 − tk+m + a)
1
⎤
⎥⎦ , wk+m =
⎡
⎢⎢⎣
c
(k+m+1)
1
c
(k+m+1)
2
c
(k+m+1)
3
⎤
⎥⎥⎦ .
Thus
[
X
−1
k+1clk
]
1
= 1
αkc
(k)
1
[
c
(k)
1 + αk+1
(
tk − αkc(k)3 + αktk+1
)]
,
[
X
−1
k+2clk+1
]
1
= −1
c
(k+1)
1
[
a(c
(k+1)
3 − tk+1) − αk+2
(
c
(k+1)
3 + a − tk+1 − tk+2
)]
, . . . ,
[
X
−1
k+mclk+m−1
]
1
= −1
c
(k+m−1)
1
[
a
(
c
(k+m−1)
3 − tk+m−1
)
− αk+m
(
c
(k+m−1)
3 + a − tk+m−1 − tk+m
)]
.
Choose tk+1 /= a, . . . tk+m /= a such that these left critical elements are all nonzero. Then apply EP1,
setting t = tk+m+1, α = αk+m+1, α′ = α′k+m+1, X = Xk+m+1, and choosing
tk+m+1 /= 0, −1
αk+m+1α′k+m+1
c
(k+m+1)
1 + c(k+m+1)3 − αk+m+1 − α′k+m+1
such that[
X
−1
k+m+1clk+m
]
1
= −1
c
(k+m)
1
[
a
(
c
(k+m)
3 − tk+m
)
− αk+m+1
(
c
(k+m)
3 + a − tk+m − αk+m+1 − tk+m+1
)]
/= 0.
(Case A.3) n1  3, ns = 1, and ni /= 2, 2 ni  s − 1.
Apply IP4, setting α = α1, t = t1 /= a, X = X1,
cl = cl1 =
−1
c
(1)
1
⎡
⎢⎣ a(c
(1)
3 − t1)
−(c(1)3 − t1 + a)
1
⎤
⎥⎦ , and w = w1 =
⎡
⎢⎢⎣
c
(2)
1
c
(2)
2
c
(2)
3
⎤
⎥⎥⎦ .
Repeat IP4m times, until nomore summands are left. The rest of this argument is as in case A.2.2 with
k = 0, except that, in this case, [X−11 cl0 ]1 = 1α0 .
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(Case B) n1 = n2 = 2.
Apply IP5 to Cn1 ⊕ Cn2 , setting X = X0,
cl = cl0 =
1
α0
⎡
⎢⎢⎢⎣
1
c
(0)
2
c
(0)
1−1
c
(0)
1
⎤
⎥⎥⎥⎦ , and w = w0 =
⎡
⎢⎢⎣
c
(1)
1
c
(1)
2
c
(1)
3
⎤
⎥⎥⎦ .
We consider the following cases separately: n3 = 0, i.e. no summands left (case B.1), n3 = 1 (case B.2),
and n3 = 2 (case B.3).
(Case B.1) n1 = n2 = 2, n3 = 0
Apply EP1, setting t = t1, α = α1, α′ = α′1, X = X1, and choosing
t1 /= 0, −1
α1α
′
1
c
(1)
1 + c(1)3 − α1 − α′1
such that
[X−11 cl0 ]1 =
1
α0
⎛
⎝1 + α1 c
(0)
2
c
(0)
1
− α1(α1 + t1) 1
c
(0)
1
⎞
⎠ /= 0.
(Case B.2) n1 = n2 = 2, n3 = 1
Apply IP4, setting α = α1, t = t1 /= a, X = X1,
cl = cl1 =
−1
c
(1)
1
⎡
⎢⎣ a(c
(1)
3 − t1)
−(c(1)3 − t1 + a)
1
⎤
⎥⎦ , and w = w1 =
⎡
⎢⎢⎣
c
(2)
1
c
(2)
2
c
(2)
3
⎤
⎥⎥⎦ .
Repeat IP4m times, until nomore summands are left. The rest of this argument is as in case A.2.2 with
k = 0, except that, in this case,
[X−11 cl0 ]1 =
1
α0
⎛
⎝1 + α1 c
(0)
2
c
(0)
1
− α1t1 1
c
(0)
1
⎞
⎠ .
(Case B.3) n1 = n2 = n3 = 2.
Apply IP3 to the edge, together with Cn3 , to create a new edge of order three, setting α = α1, t =
t1, X = X1,
cl = cl1 =
1
α1c
(1)
1
⎡
⎢⎣ c
(1)
1
t1 − α1c(1)3
α1
⎤
⎥⎦ , and w = w1 =
⎡
⎢⎢⎣
c
(2)
1
c
(2)
2
c
(2)
3
⎤
⎥⎥⎦ .
Repeat IP3 k times, until the edge meets no more summands of order two. The rest of this argument
is as at the beginning of case A.2, except that, in this case,
[X−11 cl0 ]1 =
1
α0
⎛
⎝1 + α1 c
(0)
2
c
(0)
1
− t1
c
(0)
1
⎞
⎠ .
We now have a situation where the edge (of order three) meets no more summands (case B.3.1), or a
summand of order one (case B.3.2).
(Case B.3.1) n1 = · · · = ns = 2, s 3.
Apply EP1. The argument is as in case A.2.1.
(Case B.3.2) n1 = n2 = n3 = 2, ns = 1.
Apply IP4. The argument is as in case A.2.2.
(Case C) n1 = 2, n2 = 0 or 1.
Then
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A ∼ C2(v) ⊕ aIk (k 0),
where
a is an eigenvalue of C2(v) and det(A − αiI) > 1, 1 i n.
We separate the cases k = 0 (case C.1) and k > 0 (case C.2).
(Case C.1) n1 = 2, n2 = 0.
Apply EP2, noting that rank(C2(v) − αiI) = 2, 1 i 2.
(Case C.2) n1 = 2, n2 = 1.
Apply IP6 k times:
cl1 =
1
α1
[
1
− 1
a
]
, w1 =
[
ac1
α1
a − c1
α1
]
, . . . , clk =
1
αk
[
1
− 1
a
]
, wk =
⎡
⎣ akc1α1···αk
a − ak−1c1
α1···αk
⎤
⎦ .
Thus [
X
−1
2 cl1
]
1
= 1
aα1
(a − α2), . . . ,
[
X
−1
k clk−1
]
1
= 1
aαk−1
(a − αk).
Since a is an eigenvalue of C2(v), it follows that rank(A − aI) = 1. Hence αi /= a, 1 i n, and
therefore each of these critical left elements is nonzero.
Now apply EP2, noting that[
X
−1
k+1clk
]
1
= 1
aαk
(a − αk+1) /= 0.
The eigenvalues of C2(wk) are
a and − a
k−1c1
α1 · · ·αk .
We know that αk+1 /= a. But also
αk+1 /= − a
k−1c1
α1 · · ·αk ,
since otherwise
det A = −akc1 = α1 · · ·αk+1a = α1 · · ·αk+2,
so that αk+2 = a, which is impossible. Thus rank(C2(wk) − αk+1I) = 2, and therefore the factoriza-
tion is special. 
6. Exceptional cases
An exceptional case occurs for a nonsingular, nonscalar matrix A and
β1,β2, . . . ,βn, γ1, γ2, . . . , γn ∈ F
such that det A = ∏ni=1βiγi if A has an eigenvalue a ∈ F such that rank(A − aI) = 1 and, no matter
how theβ ’s or γ ’s are re-ordered (labelling repeats among either group consecutively), there is always
a pair whose product is a. Even in these exceptional cases it is possible to factor A = BC such that
B ∈ Mn(F) has eigenvalues β1,β2, . . . ,βn and C ∈ Mn(F) has eigenvalues γ1, γ2, . . . , γn and both B
and C are nonderogatory.
For n = 2, the result can be established as follows: Suppose A ∈ F is nonsingular and nonscalar and
rank(A − β1γ1I) = 1, where det A = β1β2γ1γ2. Then
A ∼
[
β1γ1 1
0 β2γ2
]
=
[
β1 x
0 β2
] [
γ1 y
0 γ2
]
, where β1y + γ2x = 1.
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Choosing
x /= 0, 1
γ2
and y = 1 − γ2x
β1
ensures that both factors are nonderogatory.
For n 3, we may use the proof of [2, Lemma 1.10] which is valid over any ﬁeld with at least three
elements.
7. Main result
The following result has now been established.
Main Theorem. Let A ∈ Mn(F) be an n-by-n nonsingular, nonscalar matrix over a ﬁeld with at least
four elements, and suppose
β1,β2, . . . ,βn, γ1, γ2, . . . , γn
are elements in F , repetitions allowed, such that det A = ∏ni=1βiγi. Then there exist nonderogatory
matrices B ∈ Mn(F), with eigenvalues β1,β2, . . . ,βn, and C ∈ Mn(F), with eigenvalues γ1, γ2, . . . , γn,
such that A = BC.
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