Replicate velocity observations using conventional equipment under typical field conditions are used to evaluate the precision of different methods for estimating local boundary shear stress from velocity measurements. The bed shear velocity u, can be estimated within 3% using the depth-averaged velocity in the vertically averaged logarithmic velocity profile. To be accurate, this method is limited to relatively simple flow geometries which may be expected to have the appropriate velocity structure. Estimates of u, made using a single near-bed velocity observation are less precise by a factor of 3 because of the larger uncertainty associated with a single observation. Accuracy of this method requires appropriate flow conditions only near the bed, so it may be applied in a wider range of flow conditions, including spatially variable flow. Estimates of u, from the slope of the near-bed velocity profile are the least precise and require the most restrictive flow conditions for accuracy but offer the advantage that they may be made without independent knowledge of the bed roughness.
Introduction
Boundary shear stress in rivers cannot be measured directly but is estimated from observations of velocity or flow geometry and their relation with the boundary shear stress. Values of local shear stress roe (corresponding approximately to a bed area containing a few dozen of the coarser grains on the bed surface) are most directly estimated from observations of velocity above that portion of the bed. With no direct measurement the accuracy of roe estimates cannot be evaluated directly but can be assessed using empirical and theoretical analogy with similar flow geometries for which 'o is known. Evaluation of the precision of roe estimates is possible using replicate observations made under constant conditions, although such measurements are rarely made due, in part, to logistical restrictions and the typical variation of flow and sediment transport in time and space.
The clearest reason for reliable estimates of roe is to calculate the transport field and the related scour, deposition, and channel change. Because rates of sediment transport increase in a rapid and nonlinear fashion with roe, even apparently modest error in roe can produce substantial error in calculated transport rates, particularly at conditions near the onset of grain motion. The same problem applies to spatial variability in roe: the sum of local transport rates (calculated from roe) across a section may be substantially different from the total load calculated using the section-averaged shear stress, even for sections with simple prismatic topography. Reliable estimates of roe are needed not only to resolve the local transport field but to determine spatially integrated transport rates.
In this paper, replicate observations are used to evaluate the precision of different methods for estimating roe from velocity observations. Conventional equipment was used under typical field conditions on a large gravel-bed river. Repeat observations under identical conditions were made possible by a constant discharge reservoir release that produced negligible bedmaterial transport. Information on the error associated with Copyright 1996 by the American Geophysical Union.
Paper number 96WR02277. 0043-1397/96/96WR-02277509.00 different methods for estimating roe should be useful in judging the precision of estimates made under similar conditions. These estimates of precision, together with considerations of convenience and model accuracy, provide the basis for selecting the most appropriate or advantageous method for different conditions and purposes.
Available Methods
A number of methods are available for estimating roe from field observations (see review by Dietrich and Whiting [1989] ). Some of these methods, such as measurement of the near-bed turbulence or the divergence of the depth-averaged velocity field, require precision or techniques that are not generally feasible under typical field conditions [e.g., Whiting and Dietrich, 1991] . Estimates of roe are most commonly made using local velocity observations in the familiar logarithmic relation between the shear velocity u, and the variation of velocity u with height z above the bed ----In (1) /,/, K where u, = (roe/p) •/2, p is fluid density, • is von Karman's constant (taken to be 0.40), and Zo is the bed roughness length corresponding to u -0. Dimensional arguments and empirical observation show that (1) applies within a near-bed region that is both well below the free surface and above the local influence of individual bed roughness elements. Approximating this region as 3Dp < z < h/5 (Dp is the grain size for which p percent of the bed is finer, with p typically ->84), it is seen that the log region becomes small or nonexistent for h/Dp < 15. For steady uniform subcritical flow in wide straight channels with roughness dominated by grains on the bed surface a log profile is found to closely approximate velocity throughout the flow depth [e.g., Ferro and Baiamonte, 1994] (also data of Tominaga and Nezu [1992] ). In these cases, the region to which (1) is applied may be extended to larger z for the typical precision of field data, provided observations of u throughout the flow depth confirm that a log profile exists. Single observations of u may be used in (1) to estimate u ,, WILCOCK: ESTIMATING LOCAL BED SHEAR STRESS Replicate observations were made at identical locations on consecutive days with little or no change in stage and discharge (Table 1) . Therefore, the calculated error includes that effect of relocating the wading rod on an uneven bed. where Vat (u,1 -u,2 -As) is the variance of the scaled differences. Because Vat (X -const) = Vat (X), (3) applied to all observations on a replicate pair of days gives a(u ,) for that day. When applied to all replicate observations the scaled difference adjusts for slight mean differences between replicate days when combining all observations in a single estimate of For each of the three estimates, a(u,) appears to be relatively insensitive to the magnitude of u, over the threefold range of u, (Figure 1). For U,h the standard error a(U,h) 
Depth-averaged velocity U was calculated as the depth average of a least squares line fitted between u and In (z) for

Sources of Error
The smaller error for u, h is presumably due to smaller error in U or h relative to u or z. Standard errors of u, U, and h may be estimated from the replicate obse•ations and the corresponding forms of (3). The scaled differences for u, U, and h are shown in Figure 2, and the standard errors a,, as, and a h are given in Table 2 
. The sample size for u is increased by including all replicate obse•ations at identical elevations in the lower one half of the flow. The point veloci• error a, is nearly 3 times as, which is consistent with the larger sample size used to determine U and supports the conclusion that a(U,h) is smaller than a(u,•) because of the corresponding error associated with single obse•ations of u.
The contribution of each of these errors to uncertain• in u, may be appro•mated using the linear error propagation formula [e.g., Topping, 1972 Table 2 . There is little difference aMean a(U,z), using (4) with observed u, z, 0 , , • , , , , , , , , , . ... Figures 3a, 3c, and 3e) gives proportional error a(u,z)/u,• for z = 0.15 m, calculated from (4), along with individual terms on the right side of (4). Right column (Figures 3b, 3d,  and 3f) gives proportional error a(U,h)/U,h calculated from (5), along with individual terms on the right side of (5). Values of a,, au, and O• h are from replicate observations (see Table   2 ); a z --Oth/2; OtDp --Dp/1 6. Error in u dominates a(u,•)
which is approximately 2. 2-3.7 times larger than a(U,h) .
between the two estimates of error in u ,, suggesting that the component errors and the form of (4) and (5) are correct. It may be seen from (4) and (5) that the values of a(u ,•)  and a (u, h) depend not only on the error associated with u, U, z, h, and Dp but also on their magnitude. Figure 3 presents the  variation of a(u,•) and a(u,h) 
Discussion and Summary
The standard error a(U,h) for estimates of u, using flow depth and depth-averaged velocity in (2) is 2 to 3 times smaller than the standard error a(u,•) for estimates using single velocity observations and (1). The primary reason for this difference is the comparable difference in error associated with using a single observation of u as opposed to using multiple observations to find U. An additional factor is that the proportional error in h is likely to be much smaller than that in z.
The standard error a(U,p) for u, estimated from the slope Ou/O(lnz) is 2 to 3 times larger than the standard error a(u,z) based on (1). The difficulty in obtaining precise u, estimates from the slope of a velocity profile has been noted previously [Wilkinson, 1984; Dietrich and Whiting, 1989 ].
Using Although estimates of u, from (2) are the most precise, the range of conditions under which this method may be used are limited to cases of wide, shallow flow in straight channels with simple roughness, for which (1) may be expected to hold approximately throughout the flow depth. If only grain-scale roughness exists, (2) provides an estimate of the local skin friction. If bed forms exist (and take up a small fraction of the flow depth), (2) may be used to estimate the total roe, and a drag partition is needed to estimate the local skin friction. Uncertainty in the magnitude of the form drag can be a significant and poorly known source of error in roe. Although the applicable conditions for U,h appear restrictive, they are not uncommon. Such flow conditions are sought for the purpose of gaging stream discharge from measurements of U and h across the section. For these cases, (2) may be used to determine roe, and from that the local and section-integrated transport rates may be determined. It is important that U be determined from a number of (u, z) observations throughout the water column (rather than, for example, a single observation at 0.4h) in order to decrease the error in estimating U and provide a check on the appropriateness of (2).
Estimates of u,z using a single velocity observation in (1) have a larger error than U,h, primarily because the error associated with a single observation of u is roughly 3 times larger than that associated with measurement of U from many individual (u, z) observations. The principle advantages of this method are that it is quick, allowing many observations in spatially or temporally variable flows, and that u can be measured close to the bed within a log layer dominated by grain roughness [Whiting and Dietrich, 1990 ]. The precision of this estimate can be improved by making repeated or lengthy observations of u, thereby decreasing its uncertainty. Although this eliminates much of the advantage of having a quick method, it preserves the advantage of making measurements only very close to the bed.
Estimates of u, from the slope of the velocity profile are the least precise of the three methods examined here. Nonetheless, this method has the advantages that an independent estimate of the bed roughness z0 is not required and an estimate of the error in U,p can be routinely developed using the standard error of the fitted regression between u and In (z). Beyond its lack of precision the main disadvantage of this method is that velocity observations are required over a finite range of z within the log layer, which can be vanishingly small in flows with large relative roughness. The requirement for a finite log layer also makes the method less adaptable to flows that vary rapidly in space or time.
The methods discussed here do not apply under all conditions. Of particular importance is the case of large relative roughness (Dp/h greater than approximately 0.2), for which wakes dominate the entire flow field, making the vertical velocity profile non log linear so that (1) no longer holds [e.g., Jarrett, 1990; Pitlick, 1992] . Interestingly, it has been observed that (2) may apply to conditions of large relative roughness for which (1) clearly does not hold. In applying their velocity model to a wide range of D84/h and sediment sorting, Wiberg WILCOCK: ESTIMATING LOCAL BED SHEAR STRESS and Smith [1991] found U/u, to be accurately represented by an expression essentially identical to (2) for D 84/h -< 1.0, even though the predicted velocity profiles for D a4/.h > 0.1 were distinctly curved in the near-bed region. This result is for a spatially averaged velocity profile, however. No simple relation between U and roe exists for the strongly spatially variable flow with large relative roughness. Both U,h and u,z require an independent estimate of the boundary roughness Z o. If the size distribution of the bed is unknown, neither can be used to estimate roe, leaving u,p as the only alternative. In this case, it is necessary to measure the velocity profile as accurately as possible (e.g., by using multiple observations with an array of small current meters), although the resulting uncertainty may still be too large to make useful calculations of sediment transport rates.
