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1. Introduction
Let F 〈X〉 and F˜ 〈X〉 be respectively the free associative algebra and the free associative alge-
bra with trace over a field F generated by a countable set X (char F = 0 or char F  5, F is infi-
nite); Mn(F) be the matrix algebra of order n over F . We consider 1 ∈ F 〈X〉 and F 〈X〉 ⊂ F˜ 〈X〉.
A polynomial f (x1, . . . , xn) ∈ F 〈X〉 is called a trace-killer for Mn(F) if f (x1, . . . , xn)T r(z) =
h(x1, . . . , xn, z) is a trace identity of Mn(F) for some h(x1, . . . , xn, z) ∈ F 〈X〉. It is obvious that
trace-killers for Mk(F) form a T -ideal, we denote it by Γ (k). Sometimes this ideal is called the
conductor ideal. For any algebra A we also denote by Tn[A] the ideal T [A] ∩ F 〈x1, . . . , xn〉 of
F 〈x1, . . . , xn〉, x1, . . . , xn ∈ X. We put Γ (3)n = Γ (3) ∩ F 〈x1, . . . , xn〉. In this paper we describe
Γ
(3)
n .
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In this section we describe the T -ideal Γ (2). We denote by {f1, . . . , fn}T the T -ideal gener-
ated by the polynomials f1, . . . , fn.
Lemma 1.
Γ (2) = {[x1, x2, x3], [x1, x2][x3, x4]}T .
Proof. Let X2(y1, y2) be the linearisation of the Hamilton–Caley polynomial. Since X2(y1,
y2) = 0 is an identity of M2(F ), [X2([x1, x2], z), x3] = 0 is also an identity. It can be rewrit-
ten in the form
[x1, x2, x3]T r(z) = h(x1, x2, x3, z),
where h ∈ F 〈X〉, hence [x1, x2, x3] ∈ Γ (2).
Let S4(x1, x2, x3, x4) be the standard polynomial. M2(F ) satisfies the identity S4(x1, x2,
x3, x4) = 0, hence S4(x1, x2, x3, x4) ∈ Γ (2). Modulo {[x1, x2, x3]}T the polynomial S4(x1, x2,
x3, x4) is equal to [x1, x2][x3, x4] with nonzero coefficient.
By simple calculations it may be shown that [x, y] is not a trace-killer for M2(F ). Since trace-
killers are generated by proper polynomials, the lemma is proved. (We call a polynomial proper
if it can be represented as a sum of products of long commutators.) 
3. General description of the algebras generating Γ (3)
We recall that a finite dimensional algebra B is called classical if
B = D +RadB, D ∩RadB = (0), (1)
D is a direct sum of a finite family of algebras D(i) = Mni (F ), i = 1, . . . , s. We put a(B) =∑s
i=1 ni .
By the result of A.R. Kemer [1] for each n there exist a finite dimensional classical algebra A,
such that Γ (3)n = Tn[A]. Since trace killers are generated by proper polynomials, we may assume
1 ∈ A.
Now we need the following lemma.
Lemma 2.
[[s1, t1, y][s2, t2, y], y, y]+ [[s2, t2, y][s1, t1, y], y, y] ∈ Γ (3). (2)
Proof. Let X3(x) be the Hamilton–Caley polynomial of degree 3. We consider the following
identity of M3(F ): [X3([x, y], [x, y], x), y, y] = 0. It has the form
[[x, y][x, y], y, y]T r(x)+ α[x, y, y]T r([x, y]2)= h(x, y),
h(x, y) ∈ F 〈X〉, α ∈ F . On the other hand, the identity [X3([x, y], [x, y], [x, y]), y] = 0 has the
form
[x, y, y]T r([x, y]2)= h1(x, y), h1(x, y) ∈ F 〈X〉.
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[[x, y][x, y], y, y]T r(x)− h3(x, y) = 0, h3(x, y) ∈ F 〈X〉.
We denote the polynomial from the left side of it by g(x, y). Taking the linear in s1, t1, s2, t2, z
component of the identity g([s1, t1] + [s2, t2] + z, y) = 0, we obtain the statement of the lemma.
The lemma is proved. 
Everywhere below we denote by G(s1, t1, s2, t2, y1, y2, y3, y4) the linearisation of the poly-
nomial (2). We have G ∈ T [A].
Let e1, e2, e3 be arbitrary orthogonal idempotents of A. Then, making substitution s1 = e1ue2,
t1 = e2, s2 = e2ve3, t2 = e3, y1 = e1, y2 = y3 = y4 = e3 into the identity G = 0, we obtain
that e1ue2ve3 = 0 in A for arbitrary u,v ∈ A. Using this observation we show that Tn[A] =⋂m
i=1 Tn[A(i)] for some finite dimensional classical algebras A(i) with a(A(i)) 2.
Indeed, Let A = D+RadA, D∩RadA = (0), D is a direct sum of a finite family of algebras
D(i) = Mni (F ), i = 1, . . . , s. We consider the set η = {e1, e2, . . . , ea(A)} of all matrix units e(i)jj
from all D(i). Then e1 + e2 + · · · + ea(A) = 1 and A = ∑a(A)i,j=1 eiAej . Let {A(i)} be the set of
all subalgebras of A of the form (er1 + er2)A(er1 + er2), er1, er2 ∈ η, er1 = er2 . We show that
Tn[A] =⋂i Tn[A(i)].
Inclusion Tn[A] ⊆ ⋂i Tn[A(i)] is obvious. We prove the reverse one. Since each a ∈ A can
be represented in the form a = ∑a(A)i,j=1 eiaej , it is sufficient to show that if f (x1, . . . , xr ) ∈⋂
i Tn[A(i)], f is homogeneous, then g(ei1a1ej1, . . . , eis asejs ) = 0 for each partial linearisation g
of the polynomial f for all ai, eik , ejl .
If among the elements eik , ejl from the substitution there are at least three different ones, the
equality g(ei1a1ej1, . . . , eis asejs ) = 0 holds since e1ue2ve3 = 0 in A for arbitrary orthogonal
idempotents e1, e2, e3 and u,v ∈ A. If among the elements eik , ejl from the substitution there
are no three different ones, then all ei1a1ej1, . . . , eis asejs belong to one of the algebras A(i), and
since g ∈⋂i Tn[A(i)], the equality g(ei1a1ej1, . . . , eis asejs ) = 0 also holds.
Hence, Tn[A] =⋂i Tn[A(i)]. Obviously, a(A(i)) 2 so the semisimple part of A(i) is M2(F ),
F ⊕ F or F . So we may assume that Γ (3)n = Tn[A1] ∩ Tn[A2] ∩ Tn[A3] where Ai are finite-
dimensional classical algebras with unit and
A1 = F +RadA1,
A2 = M2(F )+RadA2,
A3 = F ⊕ F +RadA3.
4. Description of A2
It is well known that any finite-dimensional algebra of the form A = D + RadA, where
D = Mn(F) is the semisimple part of A and D ∩ RadA = (0), is isomorphic to Mn(C), where
C = F +RadC. So we may assume that A2 = M2(F )⊗F C. We show that C is commutative.
Let
C3(x1, x2, x3, y1, y2) =
∑
(−1)σ xσ(1)y1xσ(2)y2xσ(3),
σ∈S3
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C3(X3(x), x,1, a, b) = 0 also holds. It can be rewritten in the form
[[x, a][x, b], x]T r(x) = h(x, a, b), h ∈ F 〈X〉.
Let f (x1, x2, x3, x4, a, b) = 0 be the linearisation of the identity [[x, a][x, b], x]T r(x) −
h(x, a, b) = 0 in x. After substitution xi = [si , ti], i = 1,2,3; x4 = z we obtain an identity of
the form
∑
σ∈S3
[[[sσ(1), tσ (1)], a][[sσ(2), tσ (2)], b], [sσ(3), tσ (3)]]T r(z) = h1, h1 ∈ F 〈X〉.
Hence,
g(t1, s1, t2, s2, t3, s3, a, b) =
∑
σ∈S3
[[[sσ(1), tσ (1)], a][[sσ(2), tσ (2)], b], [sσ(3), tσ (3)]] (3)
is a trace-killer and A2 satisfies the identity g = 0. We substitute a = b = e21 ⊗ 1, s1 = e12 ⊗ 1,
s2 = e12 ⊗ s, s3 = e21 ⊗ r , t1 = t2 = t3 = e11 ⊗ 1 (eij are the matrix units from M2(F ); s, r ∈ C).
After substitution we obtain that e21 ⊗ (sr − rs) = 0.
We proved that C is commutative, since C is non-nilpotent we may consider A2 = M2(F ).
5. Description of A3
In this section we need the following lemma.
Lemma 3. Let f (x1, . . . , xk)[y1, y2] be a trace-killer, variables y1, y2 be different from
x1, . . . , xn. Then [f (x1, . . . , xk), y1] is also a trace-killer.
Proof. Since the identity f (x1, . . . , xk)[y1, y2]T r(z) − h(x1, . . . , xk, y1, y2, z) = 0 holds for
some h ∈ F 〈X〉, then the identity T r(f (x1, . . . , xk)[y1, y2]T r(z) − h(x1, . . . , xk, y1, y2, z)) = 0
also holds. It can be transformed into the identity T r(y2([f (x1, . . . , xk), y1]T r(z) − h1(x1, . . . ,
xk, y1, z))) = 0, h1 ∈ F 〈X〉, and, since the bilinear form T r(xy) is non-degenerate, we ob-
tain the following identity: [f (x1, . . . , xk), y1]T r(z) − h1(x1, . . . , xk, y1, z) = 0. The lemma is
proved. 
Now we find some relations for the algebra A3. We recall that A3 = D3 + RadA3, D3 =
e1F ⊕ e2F , e1, e2 are idempotents.
Lemma 4. Any elements u,v,w,a, b, c, d of A3 satisfy the following equalities:
(a) e1ue2[e2ve1we2, e2ae2] = 0, [e1ue2ve1, e1ae1]e1we2 = 0;
(b) e1ue2ve1we2[e2ae2, e2be2] = 0, e1ue2[e2ae2, e2be2]e2ve1we2 = 0, [e1ae1, e1be1]e1ue2ve1
we2 = 0, e1ue2ve1[e1ae1, e1be1]e1we2 = 0;
(c) [e1ue2ve1, e1ae2be1] = 0;
(d) e1ue2S4(e2ae2, e2be2, e2ce2, e2de2) = 0, S4(e2ae2, e2be2, e2ce2, e2de2)e2ue1 = 0;
(e) e1ue2[e2ae2, e2be2, e2ce2] = 0, [e2ae2, e2be2, e2ce2]e2ue1 = 0;
(f) e1ue2[e2ae2, e2be2][e2ce2, e2de2] = 0, [e2ae2, e2be2][e2ce2, e2de2]e2ue1 = 0;
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(h) [e1ue2ve1, [e1ae1, e1be1]] = 0;
(i) [e1ue2ve1, e1ae1, e1be1] + [e1ue2ve1, e1be1, e1ae1] = 0;
(j) [e1ue2ve1, e1ae1, e1be1] = 0.
Proof. (a) We prove the first equality, the second may be obtained analogously. Since
G(s1, t1, s2, t2, y1, y2, y3, y4) is a trace-killer, the algebra A3 satisfies the identity G = 0. For the
idempotents e1, e2 are orthogonal, the equality G(e1ue2, e2, e2ve1, e1we2, e2ae2, e2, e2, e2) = 0
proves statement (a).
(b) Direct consequence of (a).
(c) Let g be the polynomial from (3). Since g is a trace-killer, g = 0 is an identity of A3.
Hence, e1g(e1ue2, e2, e2ve1, e1, e1ae2, e2be1, e1, e1) = 0, and this proves the statement.
In statements (e)–(f) we again prove only the first equalities.
(d) The standard polynomial S6(x1, . . . , x6) is obviously a trace-killer. Hence, the equality
S6(e1, e1ue2, e2ae2, e2be2, e2ce2, e2de2) = 0 holds.
(e) We consider the substitution G(e1ue2, e2, e2ae2, e2be2, e2ce2, e1, e1, e1).
(f) As we have noted, the polynomial S4(x1, x2, x3, x4) is equal to [x1, x2][x3, x4] with
nonzero coefficient modulo {[x1, x2, x3]}T , so the desired equality follows from (d) and (e).
(g) We consider the substitution S6(e1ae1, e1be1, e1ue2, e2ce2, e2de2, e2).
(h) We consider the substitution g(e1ae2, e2, e2ve1, e1, e1ae1, e1be1, e1, e1).
(i) We make substitution G(e1ue2, e2, e2ve1, e1, e1ae1, e1be1, e1, e1).
(j) Immediately follows from (h) and (i).
The lemma is proved. 
Elements from A3 of the form e1ae2 and e2ae1 we will call mixed, and elements of the form
e1ae1 and e2ae2 we will call non-mixed. Any element a ∈ A3 can be represented as e1ae1 +
e1ae2 + e2ae1 + e2ae2.
Lemma 5. We may assume that m1m2m3m4m5 = 0 for any mixed mi ∈ A3.
Proof. The equality S6(e1a1e2, e2b1e1, e1a2e2, e2b1e1, e1a3e2, e2) = 0 holds, since S6 is a trace-
killer. Using the equality [e1ue2ve1, e1ae2be1] = 0 (the previous lemma), we can rewrite it in the
following forms:
e1a1e2b1e1a2e2b2e1a3e2 − e1a1e2b2e1a2e2b1e1a3e2 = 0,
e1a1e2b1e1a2e2b2e1a3e2 − e1a2e2b1e1a1e2b2e1a3e2 = 0,
e1a1e2b1e1a2e2b2e1a3e2 − e1a1e2b1e1a3e2b2e1a1e2 = 0. (4)
Let M be the ideal of A3 generated by all the elements m1m2m3m4m5 where mi are mixed.
To prove the statement of the lemma it is sufficient to show that T [A3/M] ∩ T [M2(F )] ⊂
T [A3]∩T [M2(F )](the reverse inclusion is obvious). To prove this, it is sufficient to prove the fol-
lowing statement: if f (x1, . . . , xk, y1, . . . , yl, z1, . . . , zm, t1, . . . , ts) is a partial linearisation of a
homogeneous polynomial g ∈ T [M2(F )], degx1f +· · ·+degxkf +degy1f +· · ·+degyl f > 4,
then g vanishes after substitution
xi = e1aie2, yj = e2bj e1, zr = e1cre1, tq = e2dqe2 (5)
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We denote degx1f + · · · + degxkf and degy1f + · · · + degyl f by k′ and l′ respectively.
In cases l′ > k′ + 1 or l′ < k′ − 1 this statement is obvious. Let l′ = k′ − 1. Then f may be
represented in the form
f =
∑
I,J,U,V
αI,J,U,V u1xi1v1yj1u2xi2 · · ·xi′k v′k + g
(some indices ir may be equal, and so do jr ), where I = (i1, . . . , i′k), J = (j1, . . . , j ′l ),U =
(u1, . . . , u
′
k), V = (v1, . . . , v′k), ui ∈ 〈z1, . . . , zm〉, vi ∈ 〈t1, . . . , ts〉, and g belongs to the ideal of
F 〈X〉 generated by the following elements:
yiyj , xixj , ziyi, xizj , tixj , yi tj , tizj , zi tj .
Obviously g vanishes after substitution (5).
Let I1 be the ideal of F 〈X〉 generated by the polynomials xi1v1yju1xi2v2 − xi2v2yju1xi1v1
and yj1u1xiv1yi2u2 − yj2u2xiv1yi1u1, ui ∈ 〈z1, . . . , zm〉, vi ∈ 〈t1, . . . , ts〉. Then f may be repre-
sented in the form
f =
∑
U,V
βU,V u1x1v1y1u2x1 · · ·xk′v′k + g + g1,
U = (u1, . . . , u′k), V = (v1, . . . , v′k), ui ∈ 〈z1, . . . , zm〉, vi ∈ 〈t1, . . . , ts〉, and g1 ∈ I1 (we have
arranged the variables xi and yi by their indices in ascending order). After substitution (5) g1
vanishes in virtue of (4).
Let I2 be the ideal of F 〈X〉 generated by the polynomials [ti , tj ], [zi, zj ], [xivyj , zr ],
[yiuxj , tr ], u ∈ 〈z1, . . . , zm〉, v ∈ 〈t1, . . . , ts〉. We can represent f in the form
f = γ zα11 · · · zαmm x1y1x1y1 · · ·y′lx′ktβ11 · · · tβss + g1 + g2 + g,
where g2 ∈ I2. From statements (a) and (b) of Lemma 4 we obtain that g2 vanishes after substi-
tution (5). Now we consider the substitution xi = e12, yj = e21, zr = e11, tq = e22, where eij are
matrix units from M2(F ). Obviously g,g1, g2 vanish after this substitution, and so does f , since
f ∈ T [M2(F )]. Hence, γ = 0 and the required statement is proved in case l′ = k′ − 1. The cases
l′ = k′ and l′ = k′ + 1 are considered analogously.
Let E = e1F + e2F , e2i = ei , eiej = 0 if i = j ; we consider the free product A˜ =
E ∗F F 〈X〉. 
Lemma 6. If f (z1, z2, y, x1, . . . , xk) is a multilinear proper polynomial, d1, d2, b are different
variables from X and f (e1d1e2, e1d2e2, e2be1, e1, e1, . . . , e1) = 0 in A˜, then for any u,v,w ∈ A3
and for any non-mixed elements a1, a2, . . . , ak ∈ A3 f vanishes after substitution
z1 = e1ue2, z2 = e1ve2, y = e2we1, xi = ai, 1 i  k. (6)
Proof. First we note, that since f is proper and multilinear and e2 = 1 − e1 in A˜, then
f (e1d1e2, e1d2e2, e2be1, ei1, ei2, . . . , eik ) = 0 in A˜ for any iq ∈ {1,2}. Without loss of gener-
ality we may assume that a1 = e1b1e1, a2 = e1b2e1, . . . , al = e1ble1, al+1 = e2c1e2, al+2 =
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t1, . . . , tm, m = k− l. Variables x1, . . . , xl (in which we substitute e1bie1) we denote by s1, . . . , sl .
Then polynomial f can be represented in the form
f =
∑
U,V
αU,V u1z1v1yu2z2v2 +
∑
U,V
βU,V u1z2v1yu2z1v2 + g,
U = (u1, u2), V = (v1, v2), ui ∈ 〈s1, . . . , sl〉, vi ∈ 〈t1, . . . , tm〉 where g belongs to the ideal of
F 〈X〉 generated by the elements
siyj , zisj , si tj , tisj , yti , tizj , zizj .
Obviously g vanishes after substitution (6). Let I1 be the ideal of F 〈X〉 generated by all the
polynomials of the form
[ti , tj ], [si , sj ], [yuzi, tj ], [zivy, sj ], u ∈ 〈s1, . . . , sl〉, v ∈ 〈t1, . . . , tm〉.
Then f can be represented in the form
f = γ s1s2 · · · slz1yz2t1t2 · · · tm + δs1s2 · · · slz2yz1t1t2 · · · tm + g + g1, g1 ∈ I1.
In virtue of statements (a) and (b) of Lemma 4, g1 vanishes after substitution (6). Now we con-
sider the following substitution of elements from A˜: si = e1, tj = e2, z1 = e1d1e2, z2 = e1d2e2,
y = e2be1. As we have noted, f vanishes after this substitution, and so do g and g1. Hence,
γ = δ = 0 and the lemma is proved. 
Lemma 7. For each of the following elements of A3 there exist a, b, c, d ∈ A3 such that the
element is nonzero:
(a) e1ae2[e2ce2, e2de2]e2be1;
(b) e1ae2be1[e1ce1, e1de1];
(c) [e1ce1, e1de1]e1ae2be1.
Proof. We consider a polynomial
[s, t, . . . , t︸ ︷︷ ︸
m
][[z1, y][z2, y, y], y].
Let h(s, t, z1, z2, y1, y2, y3, y4) be its linearisation in y.
Assume that e1ae2[e2ce2, e2de2]e2be1 = 0 for any a, b, c, d ∈ A3. We prove that then h is
a trace-killer for sufficiently large m. Let d(A) denote the index of nilpotency of the radical of
an arbitrary algebra A, and let d1 = d(A1), d2 = d(e1A3e1), d3 = d(e2A3e2). We show that if
m>max(d1, d2, d3) then h is a trace-killer.
Indeed, h ∈ T [A1] since h is proper and m> d1. Obviously h ∈ T [M2(F )]. It remains to show
that h ∈ T [A3]. The polynomial h is homogeneous and any a ∈ A3 can be represented in the form
a = e1ae1 + e1ae2 + e2ae1 + e2ae2, hence it is sufficient to consider only the substitutions of the
elements of the form eiaej into partial linearisations h′ of h in variable t .
If we substitute no mixed elements into h′, we obtain zero, since m> d2 and m> d3.
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If we substitute two mixed elements, we obtain zero either according to statement (e) of
Lemma 4 or according to the assumption that e1ae2[e2ce2, e2de2]e2be1 = 0 for any a, b,
c, d ∈ A3.
If we substitute three mixed elements, we obtain zero in virtue of statements (a) and (b) of
Lemma 4.
If we substitute five mixed elements, we obviously obtain zero (Lemma 5).
It remains to consider the substitutions of four mixed elements into h. Let g(z1, z2, y1, y2,
y3, y4) denote the linearisation of [[z1, y][z2, y, y], y]. If we substitute no mixed elements or
more than one mixed element into s and variables obtained from t after partial linearisation,
then we obtain zero in virtue of statements (a) and (b) of Lemma 4, hence it is sufficient to show
that g vanishes after substitution of three mixed elements. But this follows from Lemma 6 since g
vanishes after all possible substitutions of e1c1e2, e1c2e2, e2c3e1, e1, e1, e1 ∈ A˜ into variables
z1, z2, y1, y2, y3, y4.
We proved that if e1ae2[e2ce2, e2de2]e2be1 = 0 for any a, b, c, d ∈ A3, then h is a trace-
killer for large m. Now we show that h is not a killer for any m. Indeed, if h is a trace-killer,
then an identity hT r(z) = f holds for some f ∈ F 〈X〉 in M3(F ). If we substitute s = e31,
t = e33, i > 1, y2 = y3 = y4 = e33, z2 = e13, z = C = ∑2i,j=1 eij cij , z1 = A = ∑2i,j=1 eij aij ,
y1 = B = ∑2i,j=1 eij bij into (generalised) identity e13hT r(z)e31 = e13f e31, we will obtain an
equality of the form e11[A,B]T r(C)e11 = e11t (A,B,C)e11 for some t ∈ F 〈X〉. With analogous
substitutions we easily obtain the following equalities:
e22[A,B]T r(C)e11 = e22t (A,B,C)e11,
e11[A,B]T r(C)e22 = e11t (A,B,C)e22,
e22[A,B]T r(C)e22 = e22t (A,B,C)e22.
If we summarise these four equalities, we obtain the following: [A,B]T r(C) = t (A,B,C).
Since A,B,C can be considered as arbitrary matrices from M2(F ), we obtained that [x, y] is
a trace-killer for M2(F ). This contradiction shows that h is not a killer for M3(F ) and that the
equality e1ae2[e2ce2, e2de2]e2be1 = 0 does not hold for some a, b, c, d ∈ A3.
The other two statements are proved analogously: we consider the linearisation of [s, t, . . . , t]
[[z1, y, y][z2, y], y] in y, denote it by d(s, . . . , t, z1, z2, y1, y2, y3, y4); if (b) holds in A3, then d
is a killer; then we make substitutions s = ei3, t = e33, z1 = e3i , y1 = y2 = y3 = e33, y4 = B ,
z2 = A, z = C into (generalised) identity
ekkdT r(z)ell = ekkhell
for different i, k, l. After summarising the obtained equalities we see that [x, y] has to be a trace-
killer for M2(F )—a contradiction. The lemma is proved. 
Lemma 8. A3 satisfies the following relations:
(a) [e1ae1, e1be1][e1ue2ve1, e1ce1] = 0;
(b) [e1ue2[e2ae2, e2be2]e2ve1, e1ce1] = 0.
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f = [[x1, y1][x2, y2] + [x2, y2][x1, y1], z, . . . , z︸ ︷︷ ︸
N
][a, b][t, s].
Since f ∈ T [M2(F )], using Lemmas 4 and 5 we easily obtain that f is a killer for sufficiently
large N . Then by Lemma 3 the polynomial
[[[x1, y1][x2, y2] + [x2, y2][x1, y1], z, . . . , z︸ ︷︷ ︸
N
][a, b], s]
is a killer. Making substitution x1 = e1ae1, y1 = e1be1, x2 = e1ue2, y2 = e2, z = e2, a = e2ve1,
b = e1, s = e1ce1 into the identity of
A3
[[[x1, y1][x2, y2] + [x2, y2][x1, y1], z, . . . , z︸ ︷︷ ︸
N
][a, b], s]= 0
we obtain the following equality:
[[e1ae1, e1be1]e1ue2ve1, e1ce1]= 0.
But [[e1ae1, e1be1]e1ue2ve1, e1ce1] = [e1ae1, e1be1][e1ue2ve1, e1ce1] + [e1ae1, e1be1, e1ce1]
e1ue2ve1, and by statement (e) of Lemma 4 [e1ae1, e1be1, e1ce1]e1ue2 = 0 in A3. Hence,
[e1ae1, e1be1][e1ue2ve1, e1ce1] = 0 and (a) is proved.
(b) Into the same identity
[[[x1, y1][x2, y2] + [x2, y2][x1, y1], z, . . . , z︸ ︷︷ ︸
N
][a, b], s]= 0
we substitute x1 = e1ue2, y1 = e2, x2 = e2ae2, y2 = e2be2, z = e2, a = e2ve1, b = e1, s = e1ce1.
The lemma is proved. 
Now we have much information about algebra A3. The crucial question is whether elements
of A3 satisfy the following relations:
(a) e1a1e2b1e1a2e2b2e1 − e1a2e2b1e1a1e2b2e1 = 0,
(b) e1a1e2be1a2e2 − e1a2e2be1a1e2 = 0.
Obviously (a) follows from (b). The following lemma shows that the reverse implication is
also valid.
Lemma 9. If one of the relations
(1) e1a1e2b1e1a2e2b2e1 − e1a2e2b1e1a1e2b2e1 = 0,
(2) e1a1e2b1e1a2e2b2e1 − e1a1e2b2e1a2e2b1e1 = 0
holds in A3, the relation e1a1e2b1e1a2e2 − e1a2e2b1e1a1e2 = 0 also holds.
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f = [[x1, x, . . . , x︸ ︷︷ ︸
m
][y1, y, . . . , y︸ ︷︷ ︸
m
] + [y1, y, . . . , y︸ ︷︷ ︸
m
][x1, x, . . . , x︸ ︷︷ ︸
m
], [z1, z, . . . , z︸ ︷︷ ︸
m
]][a, b]
is obviously a trace-killer for sufficiently large m. By Lemma 3 the polynomial
[[[x1, x, . . . , x︸ ︷︷ ︸
m
][y1, y, . . . , y︸ ︷︷ ︸
m
] + [y1, y, . . . , y︸ ︷︷ ︸
m
][x1, x, . . . , x︸ ︷︷ ︸
m
], [z1, z, . . . , z︸ ︷︷ ︸
m
]], b]
is also a killer. If we now substitute x1 = e1a1e2, x = e2, y1 = e2b1e1, y = e1, z1 = e1a2e2,
z = e2, b = e2 into the identity of
A3
[[[x1, x, . . . , x︸ ︷︷ ︸
m
][y1, y, . . . , y︸ ︷︷ ︸
m
] + [y1, y, . . . , y︸ ︷︷ ︸
m
][x1, x, . . . , x︸ ︷︷ ︸
m
], [z1, z, . . . , z︸ ︷︷ ︸
m
]], b]= 0,
we obtain the statement of the lemma.
Now we prove that (b) (and, hence, (a)) does not hold in A3. 
Lemma 10. Algebra A3 does not satisfy the following relation:
e1a1e2b1e1a2e2 − e1a2e2b1e1a1e2 = 0.
Proof. If this relation holds, then the polynomial
∑
π∈S3
(−1)π [xπ(1), y, . . . , y︸ ︷︷ ︸
n
][xπ(2), y, . . . , y︸ ︷︷ ︸
n
][xπ(3), y, . . . , y︸ ︷︷ ︸
n
]
is obviously a trace-killer for sufficiently large n, hence, the following identity holds:
∑
π∈S4
(−1)π [xπ(1), y, . . . , y︸ ︷︷ ︸
n
][xπ(2), y, . . . , y︸ ︷︷ ︸
n
][xπ(3), y, . . . , y︸ ︷︷ ︸
n
]T r(xπ(4))
=
∑
π∈S4,N
(−1)παN [xπ(1), y, . . . , y︸ ︷︷ ︸
n1
][xπ(2), y, . . . , y︸ ︷︷ ︸
n2
][xπ(3), y, . . . , y︸ ︷︷ ︸
n3
][xπ(4), y, . . . , y︸ ︷︷ ︸
n4
], (7)
N = (n1, n2, n3, n4), n1 +n2 +n3 +n4 = 3n. We note that substituting x1 = [x1, y], x2 = [x2, y],
x3 = [x3, y] and skewsymmetrising variables xi , we obtain an identity of the same form, but
in each summand of the sum from the right side of the last identity we have at least three of
ni > 0. We consider a commutative polynomial h(t1, t2, t3, t4) ∈ F [t1, t2, t3, t4], h(t1, t2, t3, t4) =∑
N αNt
n1
1 t
n2
2 t
n3
3 t
n4
4 . We also denote the polynomial from the right side of (7) by g(x1, . . . , x4, y)
and put Λ = λ1e11 + λ2e22 + λ3e33. Note, that
g(ei1j1, ei2j2, ei3j3 , ei3j3,Λ)
=
∑
σ∈S3
(−1)σ h(λjσ(1) − λiσ(1) , λjσ(2) − λiσ(2) , λjσ(3) − λiσ(3) , λjσ(4) − λiσ(4) )
× eiσ(1)jσ(1)eiσ(2)jσ(2) eiσ(3)jσ(3) eiσ(4)jσ(4) . (8)
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(1) x1 = e21, x2 = e11, x3 = e12, x4 = e23, y = Λ;
(2) x1 = e23, x2 = e32, x3 = e21, x4 = e11, y = Λ;
(3) x1 = e21, x2 = e11, x3 = e13, x4 = e31, y = Λ.
Using (8) we obtain the following equalities for h:
(1) h(a,0,−a, d) = an(−a)ndn;
(2) h(a,−a, c,0) = an(−a)ncn;
(3) h(a,0, c,−c)+ h(a, c,−c,0) = an(−a)ncn.
Since each summand of the sum from the right side of (7) has at least three of ni > 0, we also
have
(4) h(a, b,0,0) = 0;
(5) h(a,0, c,0) = 0;
(6) h(a,0,0, d) = 0;
(7) h(0, b, c,0) = 0;
(8) h(0, b,0, d) = 0;
(9) h(0,0, c, d) = 0.
One can easily verify that equalities (1)–(9) can never be fulfilled. This contradicts to the
assumption that (7) holds, so the lemma is proved. 
From the proved lemma and Lemma 9, it immediately follows that relations
e1a1e2b1e1a2e2b2e1 − e1a2e2b1e1a1e2b2e1 = 0, (9)
e1a1e2b1e1a2e2b2e1 − e1a1e2b2e1a2e2b1e1 = 0 (10)
do not hold in A3.
Now let E = e1F + e2F , e2i = ei eiej = 0 if i = j , B˜ = E ∗F F 〈x1, . . . , x4〉. Let B be the
factor-algebra of B˜ , defined by relations (a)–(j) from Lemma 4, relations (a)–(b) from Lemma 8,
and relation e1a1e2b1e1a2e2b2e1a3e2 = 0. Obviously eiEei = Di + Ri,Di = eiF, Di ∩ Ri =
(0), Ri is ideal of eiEei . We also put eia1eia2eia3eia4ei = 0 in B for each aj ∈ Ri .
Obviously B is a finite dimensional classical algebra.
Now we are able to prove the main theorem:
Theorem 1. For each n the there exist a finite-dimensional local (noncommutative) algebra C
such that Γ (3)n = Tn[M2(F )] ∩ Tn[B] ∩ Tn[C].
Proof. Let C be a local (noncommutative) algebra for which Tn[C] = Tn[A1] ∩ Tn[e1A3e1] ∩
Tn[e2A3e2].
We prove the inclusion Tn[A1] ∩ Tn[A2] ∩ Tn[A3] ⊆ Tn[M2(F )] ∩ Tn[B] ∩ Tn[C]. Let
f (x1, . . . , xr ) ∈ Tn[A1] ∩ Tn[A2] ∩ Tn[A3] be a homogeneous polynomial. If f does not be-
long to Tn[M2(F )] ∩ Tn[B] ∩ Tn[C], then for some partial linearisation g of the polynomial f
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in variables into which mixed elements are substituted. Obviously dg < 5.
We denote by xi , yi , zi , ti the variables into which we substitute elements of the form e1ae2,
e2ae1, e1ae1, e2ae2 respectively.
Let I be the ideal of F 〈x1, . . . , xn〉 generated by the following polynomials that vanish after
the substitution in virtue of the relations, defining B:
yiyj , xixj , ziyi, xizj , tixj , yitj , tizj , zi tj ,
xi1v1[yj1u2xi2, v2],
[yj1u2xi2, v1]v2xi1 ,
yi1u1[xj1v2yi2, u2],
[xj1v2yi2, u1]u2yi1 ,
xiv[v1, v2, v3],
[v1, v2, v3]vyi ,
[u1, u2, u3]uxi ,
yiu[u1, u2, u3],
xiv[v1, v2][v3, v4],
yiu[u1, u2][u3, u4],
[v1, v2][v3, v4]vyi ,
[u1, u2][u3, u4]uxi ,
[u1, u2]xi[v1, v2],
[v1, v2]yi[u1, u2],
[u1xi1v1yj1u2, u3xi2v2yj2u4],
[v1yi1u1xj1v2, v3yi2u2xj2v4],[
xivyj , [u1, u2]
]
,[
yiuxj , [v1, v2]
]
,
[xivyj , u1, u2],
[yiuxj , v1, v2],
[xivyj , u][u1, u2],
[u1, u2][xivyj , u],
[yiuxj , v][v1, v2],
[v1, v2][yiuxj , v],[
xiv[v1, v2]yi, u2
]
,[
yiu[u1, u2]yi, v2
]
,
where u,uk ∈ 〈zi〉, v, vk ∈ 〈ti〉.
If dg = 0, then obviously g(ei1a1ej1, . . . , eis asejs ) = 0, since (Rad(eiBei))4 = (0) and g ∈
T [M2(F )].
If dg = 1, then without loss of generality we may assume that degx1g = 1, so g may be
represented in the form
g = αzα11 · · · zαmm x1tβ11 · · · zβkk
+
∑
ij
γij z
α1
1 · · · zαi−1i · · · z
αj−1
j · · · zαmm [zi, zj ]x1tβ11 · · · zβkk
+
∑
δij z
α1
1 · · · zαmm x1[ti , tj ]tβ11 · · · tβi−1i · · · t
βj−1
j · · · zβkk + g1, g1 ∈ I.ij
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g1 vanishes after this substitution.
If γi0j0 = 0, then we substitute the following elements of A3: x1 = e1ae2, zi0 = e1be1, zj0 =
e1be1 (making partial linearisation if g is not linear in zi0 , zj0 ), zi = e1 for the other zi , ti = e2.
Since g1 vanishes after this substitution, and g ∈ Γ (3)n , we obtain that [e1be1, e1ce1]e1ae2 = 0
in A3 for arbitrary a, b, c. This contradicts to Lemma 7, so γij = 0, analogously δij = 0 and we
obtained that g ∈ I . This contradicts to the fact that g(ei1a1ej1, . . . , eis asejs ) = 0 for selected
eik , ejl , ai .
If dg = 3 we analogously arrange variables using polynomials from I and after appropriate
substitution obtain a contradiction to the statement of Lemma 7.
If dg = 3 or dg = 4 we similarly obtain a contradiction to the fact that (9) and (10) do not
hold.
In all cases we obtained a contradiction to the fact that g(ei1a1ej1, . . . , eis asejs ) = 0 for some
eik , ejl , ai . Hence, Γ
(3)
n ⊆ Tn[M2(F )] ∩ Tn[B] ∩ Tn[C].
Now we prove the inclusion Γ (3)n = Tn[A1]∩Tn[A2]∩Tn[A3] ⊇ Tn[M2(F )]∩Tn[B]∩Tn[C].
It is sufficient to prove that for each partial linearisation g of a homogeneous polynomial
f ∈ Tn[M2(F )] ∩Tn[B] ∩Tn[C] we have g(ei1a1ej1, . . . , eis asejs ) = 0 for all eik , ejl , ai ∈ A3. If
this isn’t so, we have g(ei1a1ej1, . . . , eis asejs ) = 0 for some eik , ejl , ai ∈ A3.
We denote by xi , yi , zi , ti the variables into which we substitute elements of the form e1ae2,
e2ae1, e1ae1, e2ae2 respectively; let I be the same ideal of F 〈x1, . . . , xn〉 as above (we note, that
elements of I vanish after the substitution in virtue of Lemmas 8 and 4). We again denote by dg
the degree of g in variables into which mixed elements are substituted, obviously dg < 5.
If dg = 0, then g(ei1a1ej1, . . . , eis asejs ) = 0 for all eik , ejl , ai ∈ A3 because g ∈ Tn[C] ⊆
T [e1Ae1] ∩ T [e2Ae2], hence dg > 0.
If dg = 1, then as above, g may be represented in the form
g = αzα11 · · · zαmm x1tβ11 · · · zβkk
+
∑
ij
γij z
α1
1 · · · zαi−1i · · · z
αj−1
j · · · zαmm [zi, zj ]x1tβ11 · · · zβkk
+
∑
ij
δij z
α1
1 · · · zαmm x1[ti , tj ]tβ11 · · · tβi−1i · · · t
βj−1
j · · · zβkk + g1, g1 ∈ I.
Since g ∈ Tn[M2(F )], we obtain α = 0. Using the same substitution as before we obtain that
γij = δij = 0, otherwise equalities [e1be1, e1ce1]e1ae2 = 0 or e2ae1[e1be1, e1ce1] = 0 hold
for arbitrary a, b, c—this contradicts to the construction of B . Hence, g ∈ I , g(ei1a1ej1, . . . ,
eis asejs ) = 0 and dg = 1.
Analogously if we assume dg = 2, we will obtain relations e1ae2[e2ce2, e2de2]e2be1 = 0 or
e1ae2be1[e1ce1, e1de1] = 0 or [e1ce1, e1de1]e1ae2be1 = 0 which do not hold in B .
If we assume dg = 3 or dg = 4, we obtain that relations of the form e1a1e2b1e1a2e2b2e1 −
e1a2e2b1e1a1e2b2e1 = 0 or e1a1e2be1a2e2 − e1a2e2be1a1e2 = 0 hold in B and this again con-
tradicts the construction of B .
Thus, g(ei1a1ej1, . . . , eis asejs ) = 0 for all eik , ejl , ai ∈ A3 and Γ (3)n = Tn[M2(F )] ∩ Tn[B] ∩
Tn[C].
The theorem is proved. 
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Corollary 1. For each n there exist N such that if f ∈ Tn[M2(F )], degf > N and f is repre-
sentable as a sum of products of five or more commutators, then f is a trace-killer for M3(F ).
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