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Abstract
Project managers’ email in-boxes often contain hundreds of emails in which project related
conversations are captured. The conversations are written records of team members’ feedback
regarding activities and their experiences performing these activities. They may also contain
problems, expectations, emotions and lexical patterns (PEEL). Identifying these elements of
project communication from email text and using them for the purpose of project management
is a complex process.
From the review of the existing literature of email analysis and project communication we
identified four significant shortcomings made up of: (i) lack of communication features, (ii)
limited communication metrics, (iii) no link of email analysis to project monitoring, and (iv)
limited understanding of how knowledge from email analysis can help improve functioning of
a project. The study was set out to address the four shortcomings with the aim of addressing
the need for a methodology that integrates knowledge from incoming email communication into
project management practices. The research found that measurable characteristics of incoming
communication through observations of both factual (technical) and personal (human) factors
can generate significant insight into indicators for the state of project health which in turn can
be used to draw the project manager’s attention to areas that worked well and areas that need
consideration.
In this study we developed a better understanding of various factors of incoming communi-
cation in projects by in-depth analysis of email communication from five projects with over a
thousand emails. This included identification of multiple features embedded in emails, as well as
coding and analysis of feature values for the purpose of identifying various measurable character-
istics of incoming communication. This enabled implementation of communication metrics where
“communication metrics” were linked to project “critical success factors”. We demonstrate that
by linking of two areas of research focus is on the observations of actors and their activities and
experiences performing these activities. We were able to identify measurable characteristics of
communication which could be used to provide significant insights into indicators for the state of
project health. We used this approach to generate communication reports which assisted the
managers in identifying areas that worked or were critical to the project progress.
Our theoretical contribution relates to the “Email Feedback Analysis” (EFA) model used for
processing of project email communication in order to identify important elements of project
activity useful for project managers; the insights into the effectiveness of communication within a
project as well as a metric for comparing communications across projects. Our model focuses on
two types of information: information about team members (actors) activities and experiences
while performing those activities in the context of communication and the same information in
the context of project tasks.
Our practical contributions relate to a framework and a vocabulary for the analysis of
incoming communication, instructions of “how to code” incoming communication records in
iv
projects such as emails sent to project managers, “ProCommFeedback” software that can be used
to simplify and expedite the process of communication analysis, and communication reports.
This research aims to make a significant contribution to conceptual understanding of the role
that incoming communication plays in the context of project management as well as practical
implementation of linking knowledge from incoming email communication with project success
for the purpose of project management. Our approach has the potential to be highly beneficial
for large projects with many teams and resources (locally or globally dispersed) where project
managers do not have sufficient day-to-day contact with all their staff members to gauge their
problems, feelings and emotions which are a strong indicator of sound project progress.
v
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Glossary
• Case - a unit of analysis; an individual (person, role), a group or an organisation. A general
rule is that the definition of the unit of analysis is directly linked with the definition of the
research question.
• Case Study Method - involves an in-depth examination of a single instance or event: a
case. Provides a systematic way of looking at events, collecting data, analysing information,
and reporting the results. As a result the researcher may gain a sharpened understanding
of why the instance happened as it did, and what might become important to look at
more extensively in future research. Case studies lend themselves to both generating and
exploring hypotheses.
• Critical Success Factors - a) characteristics, conditions, or variables that can have a
significant impact on the success of the project when properly sustained, maintained, or
managed . . . b) areas of activity that should receive constant and careful attention from
management.
• Data Mining - (sometimes called data or knowledge discovery) is the process of analysing
data from different perspectives and summarising it into useful information. Overall goal of
the data mining process is to extract information from very large data sets and transform
it into an understandable structure for further use.
• Incoming Communication - team members’ feedback via email with a purpose to inform
project manager, either directly or indirectly, about project activities and experiences while
performing these activities.
• In-box - A collection of received email messages. It functions as a visual device for
maintaining the context of ongoing activities as well as archival memory store.
xvii
• Lexical Phrases - The whole text from an email is split into sentences and the sentences
into phrases. Phrases provide a representation of grammatical relations between words in a
sentence (e.g. subject, negation, verb and object).
• Mixed Method Studies - the collection or analysis of both quantitative and/or qualitative
data in a single study in which the data are collected concurrently or sequentially, are given
a priority, and involve the integration of the data at one or more stages in the process of
research.
• Project - a finite piece of work (i.e. it has a beginning and an end) undertaken in stages,
within defined cost and time constraints, and directed at achieving a stated business benefit.
• Project Email Communication - described as one of such actions which involves project
manager initialising a communication session by sending an email message to a one or
more team members (and/or other interested parties) regarding project or task related
issues and receiving response/s. The response message may contain an acknowledgement,
a request or both.
• Project Manager - person accountable for managing a project on a day to day basis, from
start to finish, to ensure successful implementation within agreed cost, schedule, and quality
targets.
• Project Management - a set of actions that project manager needs to take in order to
maintain the progress and productive mutual interaction of various parties in such a way
that overall risk of project failure is reduced.
• Project Monitoring - Assessing actual project progress (what work has been completed)
and comparing it with expected project (planned) project progress. Deviations from the
planned project performance are likely to lead to significant problems in the project.
• Project Control - involves taking the measures necessary to correct or minimise significant
deviations when project performance is not at the expected level.
• Requestive Communication - communication characterised by email senders’ requests to
email recipients. Request is defined by Lampert et al. (2010) as “An utterance that places
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an obligation on an email recipient to schedule an action; perform (or not perform) an
action; or to respond with some speech act”
• Risk - the chance of something happening that will have an impact on delivering of the
project. It is measured in terms of likelihood and consequence affecting the project.
• Scheduling - a plan of procedure, usually written, for a proposed objective with reference to
the sequence of and time allocated for each item or operation necessary to its completion.
It provides support for determining task sequencing, dependencies, and resource loading.
• Virtual Team - a group of people who work interdependently with a shared purpose across
space, time, and organisation boundaries using information communication technology.
The teams are often assembled and disassembled on “as needed” basis to cooperate on
specific deliverable, or to fulfil specific customer needs.
Glossary - Computer software used in this study
• Apache - publicly available http web server (commercial software); web link http://httpd.apache.org/
• GALC - Geneva Affect Label Coder that recognises 36 affective states commonly distin-
guished by words in natural languages; see Scherer (2005); web link http://www.affective-
sciences.org/system/files/webpage/GALC 0.xls
• GI - (General Inquirer) publicly available computer-assisted approach for content analyses of
textual data (commercial software) see Stone et al. (1966); web link: www.wjh.harvard.edu/ in-
quirer/
• JpGraph - publicly available software library for dynamic creation of charts (commercial
software); web link http://jpgraph.net/
• MineAssociate - database driven web application for dynamic creation of charts (in-house
software developed by the researcher). All charts/graphs illustrating findings throughout
this thesis and communication reports were generated by the researcher with the use of
MineAssociate.
• MySQL - publicly available relational database management system (commercial software);
web link http://www.mysql.com/
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• PHP - publicly available server side web-programming language (commercial software);
web link http://php.net/
• phpMyAdmin - publicly available web based client for MySQL (commercial software); web
link http://www.phpmyadmin.net/home page/index.php
• ProAssistant - database driven web application for email analysis (in-house software
developed by the researcher during the pilot study) - see Appendix D
• ProCommFeedback - (Project Communication Feedback) database driven web application
software used for storing, filtering, parsing and analysis of email header and text (in-house
software developed by the researcher for the main study) - see screen captures included in
a CD appended to this thesis
• Stanford parser - publicly available system for extracting typed dependency parses of
English sentences from phrase structure parses (commercial software) - see deMarneffe
et al. (2006); web link http://nlp.stanford.edu/software/lex-parser.shtml
Terminology - IT and analysis
• Absolute Frequency - Describes the number of times a particular value for a variable (data
item) has been observed to occur.
• Bar Chart (or Graph) - A graphical representation of a frequency distribution in which the
data is represented by a series of separate vertical or horizontal bars.
• Chi-Squared Test - A non-parametic technique for assessing the statistical significance of a
finding by setting up two hypotheses to test for uncertainty of occurrence or goodness of
fit.
• Coding Unit - a particular word, character, item, theme or concept identified in the data
and assigned (allocated) a specific code.
• Content Analysis - A method of collecting data where text is systematically converted to
numerical variables for quantitative data analysis.
• Data - Known facts or things used as a basis for inference or reckoning.
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• Database Field - The term field is often used interchangeably with column, In the context
of a relational database a field is regarded as an attribute that describes an entity.
• DB - Database or Database Management System.
• Email - A text message with optionally attached files sent with email client to one or more
recipients.
• Email Client- A computer program that allows computer user to send and receive messages
that may contain text, images and attached files. Most commonly used email clients are
Windows Mail, Microsoft Office Outlook, Group-Wise, Mozilla Thunderbird, Lotus Notes,
Pegasus Mail and Eudora.
• Email Header - In an email, the body (content text) is always preceded by header lines
that identify particular routing information of the message, including an originator’s email
address and one or more recipient addresses, date and subject.
• Email Body - The main part of an email message containing the actual text. As opposed
to the header, which contains control and meta-information.
• Emotion - An emotion in this context is the projection/display of a feeling in written text
and annotated as a basic emotions such as anger, disgust, fear, joy, sadness and surprise.
• Feature - Regarded as a characteristic, distinctive attribute, or aspect. In computing terms
a feature is related to a variable.
• Feature Value - Attribute data that represents an individual characteristic or a count.
Also known as discrete data, attribute data cannot be added to or subtracted from other
attribute data. In computing terms a feature value is related to a variable value.
• Percentage - Expresses a value for a variable in relation to a whole population as a fraction
of one hundred. The percentage total of an entire data-set should always add up to 100,
as 100% represents the total, it is equal to the “whole”. A percentage is calculated by
dividing the number of times a particular value for a variable has been observed, by the
total number of observations in the population, then multiplying this number by 100.
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• Proportion - Describes the share of one value for a variable in relation to a whole. It
is calculated by dividing the number of times a particular value for a variable has been
observed, by the total number of values in the population.
• Relative Frequency - Describes the number of times a particular value for a variable (data
item) has been observed to occur in relation to the total number of values for that variable.
The relative frequency is calculated by dividing the absolute frequency by the total number
of values for the variable. Ratios, rates, proportions and percentages are different ways of
expressing relative frequencies.
Abbreviations for “communication structure” database fields
• TMEMBER - Team Member. Project stakeholder as a message sender communicating via
email to the project manager.
• MCAUSE - Message Cause. What was the reason for sending the message? Also called
“email intent” describing the primary intent of team member’s email.
• MRECEIVED - Message Received. How was the message sent to the project manager
(To/Cc/Bcc/Fwd)?
• MYEAR - Month/Year. When was the email message sent?
• MTYPE - Message Type. What was type of the email message?
• TMEXPECTS - Team member’s Expectation. Sender’s level of expectation of the project
manager’s reply?
• TCOMPLETED - Task Completed. Was the task considered completed when the message
was sent?
Abbreviations for “communication nature” database fields
• GROUP-SIZE - Group Size. Calculated group size of team members frequently sending
messages to the project manager.
• COMM - Communication Type. Grouping of MRECEIVED values used to distinguish
between “direct” and “indirect” communication with the project manager.
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• COMMFREQ - Communication Frequency. Grouping of MYEAR values in context of the
project of project phase time period (beginning, middle and end).
• WLDEMAND - Workload Demand. Grouping of MCAUSE values to determine level of
workload demand on the project manager.
• RDEMAND - Reply Demand. Grouping of MTYPE values to determine levels of demand
on the project manager.
• RUDEMAND - Reply Urgency Demand. Grouping of MTYPE values to determine levels
of reply urgency demand on the project manager.
Abbreviations for “PEEL” database fields
• PROBLEM - Used for identified problem categories.
• EMOTION - Used for identified emotion categories.
• EXPECTATION - Used for identified expectation categories.
• LEXICAL - Used for identified lexical pattern categories.
Please note that abbreviations for database fields are also used in charts as label prefixes.
In those cases abbreviations as label prefixes denote features and label post-fixes denote their
values. For example, label RDEMAND HIGH consists of prefix RDEMAND (name of database
field denoting reply demand feature) and post-fix HIGH (coded feature value for RDEMAND
field). Labels describe corresponding frequencies and proportions in charts which were extracted
from database tables. This format of labelling was used to overcome problems with limited text
space in charts.
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Chapter 1
Introduction
Our work draws from studies in the field of email analysis and project management. Despite
latest research in email mining and its potential importance within the context of extracting
information and knowledge, email communication for the purposes of project management is still
unknown. This thesis investigates the use of information and knowledge extracted from emails
for the purposes of project management with the focus on types of information that can benefit
the project manager especially for the purposes of project monitoring and control.
1.1 Background
Although new communication media such as instant messaging, video conferencing, twitter,
yammer and wiki are increasingly used in organisations, email remains the principal tool for
inter-personal communication and information transfer. According to Radicati (2014) email is
still the most commonly used communication application in work settings. Email was originally
designed as a tool for asynchronous communication. However, email usage goes far beyond that,
including a range of un-predicted tasks related to email such as scheduling, management of to-dos,
reminders, and contacts (Ducheneaut and Bellotti 2001). According to annual email statistics
report by Radicati (2014) the typical corporate user sent and received about 110 messages daily
in 2010. In 2012 the number of daily emails rose to 115, By the end of 2014 it rose to 119. In
2014, most email traffic comes from organisational emails while consumer (non-business) email
traffic is slowing down mostly due to other forms of communication such as social networking
sites, instant messaging, Mobile IM, and SMS/text messaging. However, the number of business
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emails sent and received per day is on the rise, with total of nearly 109 billion in 2014. This
figure is expected to grow at an average annual rate of 7% over the next four years, reaching
over 139 billion by the end of 2018 (Radicati 2014).
Email evolved from a mere communication system to a tool used for information, task
and time management, serving as the place where work related tasks are created, managed
and delegated, meetings requested and scheduled and important data exchanged. Despite its
success, there are significant problems with email. Users complain about feeling overwhelmed by
the volume of messages they receive, they are concerned about processing incoming messages
effectively and have difficulties in organising and managing email archives (Fisher et al. 2006;
Whittaker et al. 2007; Whittaker and Sidner 1996). Furthermore, the lack of tools for managing
large number of messages and the lack of information for making email decisions, stresses and
strains users (Dredze and Lau 2006). In order to facilitate better usages of emails and explore
business potential in emailing, email mining, which applies data mining techniques on emails,
has been conducted extensively and achieved remarkable progress in both research and practice
(Pei et al. 2014). Numerous research investigations use classification and clustering methods for
various purposes including automatic detection of question-answer pairs in email conversations
(Malik et al. 2007; Shrestha and McKeown 2004), detection of email acts (intents) (Carvalho and
Cohen 2006), detection of requests for action (Lampert et al. 2010), automatic summary of email
discussions (Carenini et al. 2008), clustering of similar messages (X. Yang 2009), classification of
action items (Scerri et al. 2010) and improved search and retrieval of email archives (Whittaker
et al. 2011) and classification of software development emails (Bacchelli et al. 2012).
Email mining
Email has also become central to working processes in enterprises. Particularly in business,
emails can be regarded as a mixed information cabinet containing both textual data and human
social/organisational relations (Pei et al. 2014). Large archives of emails are kept in order that
information can be usefully retrieved and reused. As ever increasing number of employees use
email for work related communication, archive size and number of folders of email in-boxes have
significantly increased (Fisher et al. 2006). With email archives becoming larger, mining email
data is more and more regarded as a suitable alternative as it automates the data capturing
process and enables longitudinal research possibilities (Reijsen et al. 2009). Email mining is a
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process of discovering useful patterns from emails. This is based on data mining as the process
of discovering new patterns from large data sets involving methods from not only statistics and
artificial intelligence but also from database management (Kumar et al. 2012).
Many attributes exist in a single email including sender and receiver email addresses associated
with a send method (To:/Cc:/Bcc:/Fwd:), date and time when message was sent, subject, and
message body. When many emails come together in the mail-box it forms a large group of
messages. This collection can be considered as data rich repository consisting of a large number
of email records each with a number of attributes (Kumar et al. 2012). For example, terms are
usually extracted from the email text. The terms can be single words, phrases or n-grams which
can reveal common topics or structure information reflecting the email senders’ writing styles (Pei
et al. 2014). Numerous scholars recognise the potential of extracting information and knowledge
from emails for various purposes including: discovery of email evidence in fight against crime
(Persaud and Guan 2005), profiling employees’ knowledge from emails for identification of experts
(Lichtenstein et al. 2008; Tedmori et al. 2006), identification of social networks (Laclavik et al.
2011), discovery of emotions and affects associated with customer frustration and dissatisfaction
(Gupta et al. 2012), affect of email response latencies (Kalman and Rafaeli 2011), and discovery
of email communication patterns (Santosa et al. 2012). Therefore email mining has tremendous
potential to create new organisational knowledge. According to Udoh (2007) from a company
wide perspective, there is value in mining email content as an email mining system can be used
as a decision support system in the broad sense.
Mining project emails
The need to communicate and manage large volumes of information in projects has never been
more important (Wasiak et al. 2010). Due to its character of frequent formal and informal ways
of communicating email is used in projects where participants maintain project related issues. In
this environment the work within each scheduled task is coordinated by communication between
managers and team members. Since emails are accessible from multitude of sources, almost for
all organisational tasks related to planning, resource management or project management, they
serve as rich repositories of information that can provide valuable insights about organisational
functioning (Dey et al. 2013). According to Wasiak et al. (2010) project related emails contain
written records related to team members’ activities and as such it is increasingly used as reliable
form of primary data, rather than surveys, questionnaires, interviews or staged experiments.
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Bruegge and Dutoit (1997) introduce the term “communication metrics” to denote measures
derived from communication records and claim that metrics on communication generated by
email can be used to gain significant insight into the project development process that produced
them. This work identifies significant observations regarding the potential and importance of
extracted information from project related emails with the following claim:
“. . . Communication metrics have interesting properties: they are available earlier and are
easier to collect than outcome metrics. Communication records cover more aspects of the
project than technical and refer to actual events, instead of planned events . . . The metrics
also provide finer granularity on the project participant level as electronic messages have
explicit authors and at the calendar level given that participants are likely to communicate
on daily basis.” Bruegge and Dutoit (1997, p. 272)
Recent studies demonstrate that mining project related emails can provide better understanding
of project progress. In the current literature on analysis of project related emails the authors
(Bacchelli et al. 2011; Bacchelli et al. 2012; Biﬄ et al. 2010; Dinh-Trong and Bieman 2005;
Ohkura et al. 2008; Pattison et al. 2008) predominantly use the publicly accessible Free and
Open Source Software (FOSS) development mailing lists where various approaches are used to
link information from email mailing lists to software programming code. For example, in work
by Bacchelli et al. (2011) email communication and source code repositories are linked via an
integrated development environment (IDE) in order to allow exploration of email archives in
the context of software maintenance and evolution. With various metrics, such as number of
email authors, the number of lines of text and number of emails with code the authors classify
“popularity” of code artefacts in mailing lists discussions. With this approach the authors find
that email archives enclose significant information on the software system they discuss, and as
such find it valuable to support software development, comprehension, and analysis. Similar
approach is used by Ohkura et al. (2006a) where clusters of terms of software entities mentioned
in emails are correlated with code growth graph (represented as the number of lines of code for a
given date) for discovery of important contexts of failures in projects.
Mining project emails for project management purposes
Project related email analysis literature suggests that collected knowledge can provide better
understanding of project progress or can be reused for future projects. For example, Dey et al.
(2013) claims that mining of project emails can provide deeper insights about why certain
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projects succeed while others don’t and as such used very effectively for project-management
tasks like automated identification of bottlenecks or their causes, elimination of inefficiencies,
early-warnings and suggestions about proactive measures to avoid problems.
However, while project related email analysis have been studied to some extent in the current
literature there are several limitations in these studies. The first limitation is due to the fact that
most approaches are limited to software development projects (linking communication analysis
to software code) 1. The second limitation is due to analysis of mailing lists only which are
specific to FOSS software development. The third limitation is that in most studies the analysis
is based on very few features, therefore holistic view of communication together with actors, their
project activities and experiences while performing these activities is limited. While Bacchelli
et al. (2011, p. 1) claim that “. . . by focusing our research and analysis on source code only,
we risk forgetting that software is the product of human efforts, where communication plays
a pivotal role.” analysis of software projects’ communication in relation to human factors is
non-existent or limited. The last and the most important limitation is lack of extensive research
linking information extracted from project related emails to project management especially
for the purposes of project monitoring and control. While work by Biﬄ et al. (2010) link
project success to the project managers ability to improve the efficiency of project reporting and
monitoring through communication their approach was limited for our study as it was based
on the communication level between the stakeholders (message counts) and did not include
communication semantics.
1.2 Rationale
According to Berkun (2008) project management starts by admitting that communication and
relationships are critical to success. Measuring project success on the basis of performance
monitoring involves analysis of indicators for the state of project health on the behalf of project
manager (Isaac and Navon 2012). Communication helps the project manager to keep track of the
various activities performed by his or her project team, making it easier to verify that strategic
vision is not lost in the later phases of tactical operations (Pinto and Slevin 1987).
With the project managers communication in centre serving as a “neck of hourglass” (Danis
1With exception of work by Wasiak et al. (2010) where email communication from engineering design projects
was analysed
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et al. 2005), it contains communication records from various stakeholders such as sub-contractors
and internal team members reporting about the actual events. Project communication via
email is described here as one of such actions which involves project manager initialising a
communication session by sending email message to one or more team members (and/or other
interested parties) regarding project or task related issues and receiving response/s. The response
message may contain an acknowledgement, a request or both. Project managers who use mail
for task management called “requesters” are most interested in assigning tasks to “performers”,
those who can perform the task most efficiently or according to the project schedule. This
mechanism actually involves negotiation and coordination between senders and receivers where
each participant has expectations relating to the oncoming tasks. It is important to highlight the
word “expectation” in this context as expectations in informative (non-task) emails are much
lower or non-existing. Since email is used as a communication tool during a project, email-box
can be regarded as a source of collected knowledge and representative of the relationships the
email user has with senders and receivers (Noda et al. 2007).
A new wave of scholars Andersen (2010), Blomquist et al. (2010), Hallgren and Maaninen-
Olsson (2009), Hodgson and Cicmil (2006), and Ingason and Jo´nasson (2009) agree with claim
by Cicmil and Hodgson (2006, pp. 675-676)
“a better understanding of project actuality - that is, of complex social processes that
go on at various levels of project working, will inform equally beneficially the intended
theoretical developments in the project management field and practical action in project
environments, and will contribute to more satisfactory outcomes of contemporary projects
. . . this represents a shift from a model-based, instrumental approach to researching projects
and project management, towards a praxis-based theory and research. ”
Ingason and Jo´nasson (2009) claim that the traditional top-down, system-model-based project
management with focus on the “objective” or “hard” issues i.e. what project has achieved on
the basis of the project schedule and project plans is increasingly moving towards bottom-up
approach with focus on the “subjective” and “soft” factors such as leadership, motivation,
group dynamics, inter-personal communication, culture, and ethics. This approach contradicts
traditional system-based theories looking at “what should be done” and uses social sciencebased
theories based on project processes by looking at “what is actually done” where focus of the
study is on the actors and their activities rather than on models and their application (Blomquist
et al. 2010). According to Andersen (2010), insight into the project situation helps the project
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manager to decide how to proceed to improve the functioning of the project. The authors asks for
more research to improve project management with the movement increasingly leaning towards
the critical engagement between practitioners and academics where real-time case studies, project
organisation issues and activities give a greater knowledge of the actuality of the project.
Those claims lead us to the position that information extracted from project manager’s
in-box with focus on the team members, their activities, and experience of team members
performing these activities give greater knowledge of the actuality of the project on the basis of
descriptions of what is really occurring in projects, which helps the project manager to improve
the functioning of the project. However, current literature on project communication in project
management is typically represented as a communication plan defining and describing what is to
be communicated, to whom, by whom, over what type of medium or channel, when, and with
what expected effect (Pritchard 2004; Schwalbe 2010). The problem is that investigations mainly
focus on outgoing communication, addressing issues in regard to what should be communicated
by project manager and there is very little evidence of extensive research in the current literature
investigating incoming communication. As our focus is on analysis of the emails that provide
the project manager with evidence based information as to what is working well and areas in
need of improvement which in turn can be used to guide decision making and ultimately project
outcomes, it is natural for our study to investigate incoming communication. Additional problem
is that email analysis literature and project management communication literature do not provide
detailed definition or description of informational needs for project managers.
Motivation for the study
Related literature supports motivation for our study on the assumptions that project manager’s
email in-box provides references to actual project events and leads to the position that the in-box
provides data and information rich repository. Project managers’ email in-boxes often contain
hundreds of emails in which project related conversations are captured. The conversations are
written records of team members’ feedback regarding activities and their experiences performing
these activities. Earlier works by Ducheneaut and Bellotti (2001) and Fisher et al. (2006) suggest
that email in-box can be used as repository for email mining as archive size and number of
folders in user’s email in-box have significantly increased and that managers tend to receive
more messages. Ramsing (2009)[347] defines interpersonal project communication as “personal
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interaction between project managers, management, project team members, project stakeholders
and other individuals who may formally or informally be of importance to the project” and lists
email as “a form of interpersonal communication due to its character of frequent formal and
informal ways of communicating”. Work related to Noda et al. (2007) shows that analysis of
emails from the supervisor’s in-box can provide useful information about the project. This work
also demonstrates that communication patterns within a project can be identified from email
headers. Authors in (Ohkura et al. 2006a; Ohkura et al. 2006b; Ohkura et al. 2007; Ohkura et al.
2008) demonstrate that communication patterns can be extracted from email body (text) and
report that the project team members find knowledge discovered from project related emails
useful for future projects. Ramsing (2009)[351] claims that currently, there is no defined field of
research on inter-personal project communication despite being a key aspect of understanding
projects and the definition of project success. Biﬄ et al. (2010) claims that communication
artefacts, such as emails, mailing list entries, memo notes, or records generated by group-ware
tools are valuable information that are available early and can be used to investigate the health
of the development process. From a company wide perspective, Udoh (2007) claims there is value
in mining email content as an email mining system can be used as a decision support system in
the broad sense.
In our study incoming communication is the primary unit of analysis. Motivation for our
study arises from needs for analysis of team members’ emails (incoming communication) from
project manager’s email in-box for the purposes of project management. According to Bahrami
(2005) tracking mechanisms help evaluate a project’s progress by analysing performance against
specific criteria. As project management involves decision making on the basis of knowledge and
information that is obtained from project monitoring, analysis of emails should provide tracking
mechanisms help evaluate a project’s progress. In this context we present a work for advancing
the analysis of project emails providing monitoring of project actuality through multiple views
of incoming communication.
Email mining implements various techniques including analysis of email headers, text sum-
marising and natural language parsing. In our study we implemented all three techniques. By
extracting information from email headers and coding summarised email texts we provided macro
view of communication that describes characteristics of incoming communication as a whole. In
this context analysis of all messages is more likely to provide useful knowledge to the project
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manager. By using natural language parsing technique (through linguistic parser) we search for
evidence of problems, emotions, expectations and lexical patters (PEEL) in each sentence/phrase
extracted from email texts. This method of analysis provides micro view of communication. In
this context information extracted from a single message can be potentially useful for the project
manager.
Bruegge and Dutoit (1997) show evidence that metrics on email communication in projects
can be used to gain significant insight into the development process that produced them. From
this we infer that communication metrics can be applied to project communication in order to
meet informational needs for project managers with a focus of assisting the manager in identifying
areas that work or are critical to the project progress. In order to implement the metrics we
are especially interested in “conversations for action”. Introduced by Winograd (1986) this type
of communication is initiated by a request where request and promise initialise “conversation
for action” which opens possibilities for continuation. The request has to meet conditions of
satisfaction which characterise a future course of action by the promiser (also known as performer)
and therefore is rooted on the anticipation of future action. This means that each party has
expectations with the progression of steps towards mutual recognition and completion. By
extracting team members’ expectations, actions, intents, requests, issues, promises and evidence
of mutual recognition from email texts we apply communication metrics in order to distinguish
what worked well in a project and what needs to be addressed.
To demonstrate analysis of a project email related to a “conversation for action” consider
Figure 1.1 showing a real life example of an email message sent to the project manager. In this
example team member John (as the message sender) informs project manager Anna (as the
message receiver) on the status of his project related task. The following information can be
obtained from analysis of the email:
1. “From: john@demo.com” - team member’ name associated with the message sender’s email.
2. “To: anna@demo.com” - indicates team member’s intent for direct communication with
the manager (together with “Hi Anna,”).
3. “Date Sent: 01.01.2014” - indicates date/time of communication.
4. “I can’t find...” - implies “task completion problem” as the team member’s intent for
communication. It also implies that the project task was not completed.
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5. “is it used at all?” - implies that the team member as the message sender:
• requests information from the message receiver (project manager).
• has a “knowledge” related problem.
• expects technical help (information about compression).
6. “HELP!!!” - implies team member’s expectation of urgent message reply on behalf of the
project manager. Upper case text and exclamations indicate hidden meaning of text linked
to the team member’s affect state/emotion.
7. “I am worried” - implies team member’s affect state/emotion with the word “worried”
linked to anxiety and negative polarity in regard to uncompleted task.
Figure 1.1: An example of email message sent to project manager
Email example in Figure 1.1 demonstrates how analysis of incoming communication can be
used to describe team members’ activities, such as their progress on a completion of project
related tasks. In addition it can describe their experiences while performing these activities. By
extracting information from email header and coding summarised text we are able to describe
message properties. We call these attributes “communication structure”. In order to draw
project manager’s attention to areas that work or are critical to the project progress we need to
apply communication metrics as part of the analysis. For example, if tasks were completed as
expected team members’ experiences can be positive and analysis of incoming communication
can reveal satisfaction, enthusiasm, happiness or delight. This type of communication is more
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likely to contain “informative” messages. However, when issues occur team members’ experiences
can be negative. In cases when negative experiences occur due to frustrations, dissatisfaction,
irritations or even anxiety we infer that “conversations for action” take place resulting to action
requests, expectations for more urgent email responses, and expectations for help. In those
cases it is likely that team members’ activities are not progressing as expected and are likely
to slow project progress. This type of communication is more likely to contain “requestive”
messages. For example, summarised text of the message in Figure 1.1 implies “Request for
information” message type. In addition, a message can contain multiple PEEL elements. For
example, analysis from email in Figure 1.1 provides evidence of several PEEL elements. This
information is in real analysis coded as feature value for each PEEL element, and stored in the
database. However its linguistic representation can be summarised as follows: “John shows signs
of anxiety. He has expectation of the manager to provide technical help and information due
to knowledge related problem in regard to compression. John expects a prompt reply from the
manager.” When many emails come together in the project manager’s in-box they represent
team members’ feedback describing their engagement in the project. As the project manager is
often primary email message recipient in project communication, “requestive” messages are more
likely to increase demand on the project manager’s time and increase the managers workload
than “informative” messages. In order to capture this phenomenon of different communication
we introduce additional attributes called “communication nature” as their analysis are based on
the communication practices by team members.
Purpose of the study
From the challenges we derived several research issues. Currently there is no evidence of extensive
research on linking information extracted from emails to project management. Furthermore, none
of the methods provide holistic view of incoming communication where the observations of project
participants through both factual (technical) and personal (human) factors of communication
can be used for discovery of multi-dimensional factors that are critical for project success. This
potentially useful knowledge provides a foundation on which management action should be based
and therefore aids project managers’ decision making for current or future projects. There is a
need for a new model that uses mixed methodology and provides a holistic view of the project
inter-personal communication with aim to potentially useful for project-management monitoring
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and control.
The study is set out to explore the concept of “knowledge discovery from the project manager’s
email in-box” with the aim of addressing the need for a methodology that integrates knowledge
from incoming email communication into project management practices. Firstly, this research
is designed to develop a better understanding of various factors of incoming communication
in projects. Secondly, this research is designed to show how these factors play out in relation
to meet informational needs for project managers with a focus of assisting the manager in
identifying areas that work or are critical to the project progress. In order to contribute to new
knowledge beyond traditional theories and literature on outgoing project communication we focus
on incoming communication records as the centre of interest. Drawing on studies undertaken by
Biﬄ et al. (2010) and Wasiak et al. (2010) this research can add to understanding of the role
and characteristics of incoming email communication in in the context of project management.
The main objective of this study is to design a model for analysing project “inter-personal
communication” via email in order to identify the structure and the nature of the communication,
identify which elements of communication contribute to negative project outcomes, identify
objective and personal issues reported by team members and finally to test and refine proposed
model in several different “real life” environments. While real-time analysis of email traffic would
be ideal for project managers, in our study we focus on analysis of archived emails. By employing
a case study method for investigating the phenomena of linking knowledge from communication
analysis to project management we are not concerned with the real-time analysis of email traffic.
Each project lasted between 12 and 24 months.
Aims and Objectives
• To provide conceptual understanding of the role that incoming communication plays in the
context of project management
• To document the nature and structure of project based communication via email
• To design a project communication model which would provide communication metric
• To test and refine proposed model in several different “real life” environments
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1.3 Main research question and sub-questions
The statements about challenges of using incoming communication via email for the purpose of
project management and the preceding introduction motivate the following research question:
To what extent can knowledge discovery from a project manager’s email
in-box be used to improve the functioning of a project?
To provide structure to the research, the main research question was segregated into four
sub-questions:
1. What communication features can be extracted from a project manager’s email
in-box?
2. Which feature values characterise emails from a project manager’s in-box?
3. How does analysis of these characteristics lead to identification of communica-
tion metrics?
4. How can this knowledge improve the functioning of a project?
1.4 Plan of study
The remainder of this document is organised as follows: in Chapter 2 we review literature from
several interrelated areas with the aim to integrate discoveries from fields of communication via
email and inter-personal project communication research into the field of project management.
In Chapter 3 we discuss our research paradigm and underlying philosophy of our methodology in
order to find a workable solution for the proposed research questions. Chapter 4 presents the
findings from the “cross case” analysis with description of the major observations discovered
during this study. The findings are used to give a context for the analysis and discussions
presented Chapter 5 which addresses each research sub-question and answers the main research
question. Chapter 6 concludes with the reasoning and theoretical/practical implications of linking
email analysis to project management. The reasoning is supported by the evidence accumulated
from the analyses of team members’ incoming communication records from five distinct projects.
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Chapter 2
Literature Review
This chapter reviews literature from several interrelated areas the aiming being to integrate
discoveries from two two fields of “communication via email” and “inter-personal project commu-
nication” research with the field of project management. The review starts with early literature
investigating the use of email as task management tool. We then closely review project man-
agement literature in regard to practice-based research on project management where focus of
the study is on the actors, their activities and experiences while performing these activities.
In the subsequent sections we narrow the literature review to project related inter-personal
communication investigating various approaches to analysis of project related emails. Further
review of the literature focuses on the project manager’s email in-box investigating conversations
for action in relation to project tasks and communication metrics. In addition to literature
related to analysis of project related emails we investigate “subjective” and “soft” factors of
inter-personal communication such as intents, expectations, email responsiveness and emotions.
Finally, we provide discussion on the reviewed literature and identify gaps in knowledge. The
chapter ends with a summary.
2.1 Email as a task management tool
A key factor in human communication research has been the ability to obtain large amounts
of naturally-occurring conversational data (Kalman et al. 2006). Although new communication
media such as instant messaging are increasingly used at work, email remains the principal means
of organisational communication and information transfer (Dabbish et al. 2005). This finding is
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further supported by (Fisher et al. 2006) who found that email has become central to working
processes in enterprises as large archives of emails are often kept in order that information can
be usefully retrieved and reused (Fisher et al. 2006).
Early literature recognised importance of email and found that increasing number of organ-
isations use email as their primary method of communication (Bellotti et al. 2003; Dabbish
and Kraut 2006; Ducheneaut and Bellotti 2001; Mackay 1988; Siu et al. 2006; Venolia et al.
2001). As far back as the mid-eighties there were claims that electronic email is more than
just a communication system, supporting work management functions such as information, task
and time management (Flores et al. 1988; Mackay 1988). Many employees rely heavily on their
email clients to help them keep track of what they need to do (Bellotti et al. 2003; Bellotti
et al. 2002; Mackay 1988; Venolia et al. 2001; Whittaker et al. 2006; Whittaker and Sidner
1996). It is clear from email related research that email is inter-personal, serving as a conduit
for tasks involving two or more people (Whittaker et al. 2006). As a result email has become
a primary “electronic habitat” used for scheduling, management of to-do lists, reminders and
contacts (Ducheneaut and Bellotti 2001) and management of pending tasks (Gwizdka 2002). For
organisational communication email is serving as the place where work related tasks are received
and delegated (Venolia et al. 2001), and employees discuss specific issues, events or tasks among
a group of people (Fisher et al. 2006). Those discussions can be viewed as conversations via
emails and are valuable for the user as a personal information repository (Bellotti et al. 2003).
Early work by Whittaker and Sidner (1996) found that although email was originally designed as
a communications application, it is being used for additional functions, such as task management
and personal archiving:
• Asynchronous communication via email - consists of concurrent ongoing conversations
with the requirements of tracking separate conversational threads and switching contexts
between conversations.
• Task management - allows user to monitor the progress of current tasks and remind when
task actions need to be execute.
• Personal archiving - Includes organisation and categorisation of long term information, so
that it can used for later reference.
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Email in-box and user types
Mackay (1988) was one of the first researchers to observe that email is both a source of additional
work and a tool for managing work supporting time and task management. The author found
that the use of electronic mail is diverse with a wide range of users including: Prioritisers,
Archivers and Manager-Secretary team. Prioritisers concentrate on the problem of managing
incoming messages while archivers concentrate on how to archive information for subsequent
use. In manager-secretary team, the manager gives short instructions to the secretary on how to
prioritise and handle the messages.
Findings by (Whittaker and Sidner 1996) correspond to Archiver user types in (Mackay
1988) with characteristics to view mail as an absolutely essential communication medium and
information management tool with the in-box full of messages. They often read only a fraction
of new messages and leave others for later reading. Large percentage of emails are then saved
in many folders on diverse topics so they can be referred to it later. This type of user has
hundreds of messages in his in-box and is afraid to delete them because “there might be something
important...”. Whittaker and Sidner (1996) found that this type of users often have cluttered mail
in-boxes containing great number of email messages including outstanding tasks, conversational
threads and partially read documents and describe email as the source of many office tasks
serving as the place where work related tasks are received and delegated. According to the
authors email in-box contains collection of items such as: to dos, documents that are unread or
partially read and correspondence that is still in progress serving as a task manager where users
keep task related information accessible to remind them of current tasks.
Email in-box functions as a visual device for maintaining the context of ongoing activities in
an interrupt-driven environment while email folders function as archival memory store. Once
finalised the messages are usually filed away and archived which makes them no longer visible.
Similar findings are reported by (Dabbish et al. 2005) where users keep half of their new messages
in the in-box and reply to about a third of them. Messages are rated as important if they are
about work and required action. The authors found that many types of important messages such
as status updates, reminders, or scheduling messages that do not need a reply, were still retained
in the in-box for later reference.
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Email overload
Beside other characteristics of communication via email in projects in this thesis we investigate
literature on email overload in order to understand the affect of email overload on project
managers. Because project managers’ email in-boxes are serving as a “neck of hourglass” we
assume that during project lifetime the managers as receivers could be overwhelmed by the
number of emails that are either “informative” (used to keep managers in the loop) or “requestive”
(used as conversation for action).
Regardless of user type, many researchers suggest that users are overwhelmed by the number
of emails (Bellotti et al. 2003; Dabbish and Kraut 2006; Fisher et al. 2006; Whittaker and
Sidner 1996). The dramatic increase in the use of email as a primary method for work related
communication has contributed to increase of “email overload” and email related stress (Dabbish
and Kraut 2006). It also has been suggested that frequent use of email for supporting work
management functions such as information, task and time management adds further to “email
overload”. According to Whittaker and Sidner (1996) “email overloading” arises because not all
incoming messages are informational. This claim is supported by Barley et al. (2011), with claims
that attributes for email overload are related to the volume of messages that people receive, to
the extra time it takes to handle them, the tasks associated with them, and the interruptions
they create. Investigations by Patrashkova-Volzdoska et al. (2003) suggest that frequency
of communication can create information overload despite the evidence that communication
frequency can have a curvilinear relationship to team performance. The authors discussion
outlines several characteristics of email that may facilitate its potential to create information
overload: a) email allows easy storing and retrieving of the exchanged information so it becomes a
drawback as communication frequency increases, b) email requires neither physical nor temporal
proximity, so each team member can send and receive an unrestricted number of emails per day
and c) the length and the content of the messages are practically unlimited so the time required
to read and process the content of received messages, has the potential to create information
overload.
While some use the term “email overload” to describe limitations of electronic mail clients
(Fisher et al. 2006; Whittaker and Sidner 1996), Dabbish and Kraut (2006) use this term to
describe email user’s perception that their own use of email is beyond their ability to handle, find
or effectively process mail. In order to investigate whether email overload is a real phenomenon
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that affects individuals as well as organisations, these authors examined associations between
feeling of “email overload”, email volume and perceived importance of email to work. The survey
questions asked the participants about their general email tactics, their feeling of email overload,
their perception of email work importance and their task coordination. Collected data was
analysed and several observations were made including the following:
1. Email was perceived as more important as respondents’: management responsibilities were
greater, work depended upon the activities of others, worked on many projects, and work
involved many different type of activities.
2. Maintaining large number of email folders was associated with higher level of email overload
3. The number of face-to-face meetings they participated in did predict email volume. The
results suggest that for certain job types that are communication intensive, email is used
to augment other types of organisational communication.
4. The more communication a person receives the more they need to keep up with it on the
moment by moment basis
5. Individuals want information to be more available at the surface level, as visibility of
individual email messages reduces feelings of email overload
6. Workers could control email overload - either by adopting software that is designed for
making email easier to use or adopting effective tactics for using email as a communication
modality.
In addition to user types several investigations looked into the relationship between user’s role
and email usage. Investigations by (Dabbish et al. 2005) found that email messages are more
important for people with complex jobs, because they are using the email to coordinate the
multiple projects in which they are involved.Ducheneaut and Bellotti (2001) found that employees
use email as their major communication tool and embrace their email client as a habitat in which
they spend most of their work day. According to the authors email is definitely overloaded but
there is strong correlation between user’s role and email usage with the following findings:
• Email overload depends on user role and the nature of their workplace
• Email is often used to assign responsibilities to others
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• Email is often used for decision making
• Managers regularly use email to distribute agendas
• Managers tend to receive more messages than their employees
• Email filtering does not work for everyone
More recent study by Barley et al. (2011) confirm that the volume of email does increase the
length of the respondents’ workday and the more time respondents spend handling emails, the
more they feel overloaded. According to Barley et al. (2011, p. 903): “Overload is not a matter
of the number of received messages: it is the joint product of the time spent handing messages,
the anxieties that are felt, the norms of responsiveness that are accepted and reproduced, and a
daily pattern of communication activities that one could not control.”
Findings from the literature discussed in this section suggest there are distinctive differences
between managers’ and employees’ use and perception of email. Managers, for example, tend to
receive more messages than their employees, have deeper directory hierarchies, have tendency
to use filters, make more use of email to distribute agendas and assign responsibilities. This
manager’s complaints about email “You have got so many requests coming at you from so many
directions that it can be overwhelming. Even at the best of times it is hard to manage. Barley
et al. (2011, p. 896)” demonstrates how a daily pattern of communication activities is often hard
to keep under control. In order to gather further understanding of the role that managers’ and
employees’ communications play in the context of projects in the next section we investigate
project management related literature.
2.2 Project management for project success
There are several definitions in the literature describing what is a project. Cleland and Kerzner
(1985, p. 199) define a project as “a combination of human and non-human resources pulled
together in a temporary organisation to achieve a specified purpose.” A more detailed project
definition is given by Pinto and Slevin (1987, p. 169)
“. . . an organisation of people dedicated to a specific purpose or objective. Projects
generally involve large, expensive, unique, or high risk undertakings which have to be
completed by a certain date, for a certain amount of money, within some expected level of
performance. At a minimum, all projects need to have well defined objectives and sufficient
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resources to carry out all the required tasks. By its basic definition, a project comprises
a defined time frame to completion, a limited budget, and a specified set of performance
characteristics.”
In both definitions keywords such as “achievement” and “completion” are associated with success.
According to Bryde (2008) the project manager is responsible for meeting the success criteria.
However, the process of project implementation is complex, usually requiring simultaneous
attention to a wide variety of human, budgetary, and technical variables. For successful project
outcome the manager must define and monitor all these variables which presents an ongoing
challenge (Pinto and Slevin 1987). An extensive number of studies investigate the nature of the
term “Project Success” proposing two different approaches. Traditional approach conceptualise it
as a uni-dimensional construct revolving around the “iron triangle”, triple constraint of meeting
budget, time and quality, see for example Bryde (2008) and Turner (2009) ; whereas, another
group of studies (Atkinson 1999; Cicmil and Hodgson 2006; Fortune et al. 2011; Pinto and Slevin
1987) suggest that project success is a complex, multi-dimensional concept encompassing many
more factors in addition to the traditional triple constraint. For example, Papke-Shields et al.
(2010) suggest that beside traditional triple constraint, for project success focus on people-related
areas such as risk and communication, considered as “softer”, and more difficult to quantify
should be considered. The authors suggest that with continuous rise of project management
standards and education and training in these areas, we should expect to see a greater focus on
the “softer” practice areas, as well as better metrics being developed to track them.
As relatively high frequency of project failures has been reported (Hodgson and Cicmil 2006),
both researchers and practitioners have attempted to identify the causes of project failure and
the various critical success factors (CSFs). CSFs are defined by Papke-Shields et al. (2010) as
“characteristics, conditions, or variables that can have a significant impact on the success of the
project when properly sustained, maintained, or managed”. Similar definition by Cooke-Davies
(2002) describes CSFs as “inputs to the management system that lead directly or indirectly to
the success of the project or business” and differentiate them from success criteria defined as
“the measures by which success or failure of a project or business will be judged”. Cooke-Davies
(2002) discusses two broad issues associated with project success: a) the criteria used to define
and measure success called “project success criteria”, focusing on the “iron triangle” of meeting
cost, time and quality-related objectives, and b) the factors that influence success “project critical
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success factors”. The relationship between project success and the presence of project CSFs
is seen as both a proxy measure for, and a predictor of, project success. In earlier work by
Pinto and Slevin (1987), a multiple-factor model is proposed consisting of ten success factors
that were discovered from interviews with over 50 project managers. Beside other factors such
as top management support, project mission, project schedule, client consultation, and client
acceptance, five critical success factors, more relevant to our study, were discovered including:
• Personnel issues (knowledge, skills, goals and personalities)
• Technical tasks (necessary technical skills and adequate technology to perform tasks)
• Monitoring and feedback (feedback on the project progress which enables monitoring
performance of members of the project team and taking corrective measures)
• Communication (refers to feedback mechanisms, project goals, changes in policies and
procedures, and status reports)
• Trouble shooting (react to problems as they arise, foresee and possibly forestall potential
trouble areas in the implementation process)
Comparable finding by Papke-Shields et al. (2010) suggest that achieving project success seems
to be enhanced by understanding what is involved in the project, maintaining an understanding
of any changes to that scope, consistently monitoring the progress of the project, keeping
those interested in the project informed, and having an effective team to work on the project.
Limitations and difficulties of measuring project success on the basis of CSFs were discussed by
Fortune and White (2006) with three areas of concern:
1. There is only limited agreement among authors on the factors that influence project success
2. The factor approach ignores varying levels of factor importance at different project stages
3. The factor approach does not provide a mechanism for taking account of inter-relationships
between factors
In order to overcome these limitations Papke-Shields et al. (2010) introduce “Formal System
Model (FSM)” and map CSFs onto components of the FSM. The model has been used successfully
over a long period of time to investigate failures. The way it is used is to conceptualise a situation
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as a system and then compare the resulting system with the FSM in order to determine the
extent to which the components, links and other features are necessary for purposeful activity
without failure are present. Measuring project success on the basis of FSM (shown in parentheses
below) and related CSFs was demonstrated by Fortune and White (2006) where two Information
Systems (IS) projects were observed. When observation began at the start of the projects they
looked very similar and equally likely to succeed. However, one of the projects was largely
successful across the whole of the range of CSF measures whilst the other exhibited most of
the characteristics of failure. Analysis using CSFs demonstrated the marked differences in the
ways the two projects were managed and the levels of success achieved. Beside other factors, less
relevant to our study, such as support from senior management, clear realistic objectives, plan
kept up to date and effective change management the following CSFs and their observations,
described characteristics of project failure:
1. (Performance monitoring) Effective monitoring/control - No evidence
2. (Decision-maker) Competent project manager - No evidence
3. (Communication) Good communication/feedback - Poor Communication. Little feedback
was given
4. (Resources) Sufficient/well allocated resources - Adequate resources (apart from staffing)
were available but were not always allocated as well as they might have been
5. (Resources) Training provision - Training was inadequate and late. User manuals did not
progress beyond the draft stage
6. (Resources) Good performance by suppliers/contractors/consultants - Suppliers performed
poorly; new software was late, and essential hardware was faulty or late
7. (Transformations) Skilled/suitably qualified/sufficient staff/team - Neither the Project
Manager nor any members of his team had previous project experience
8. (Environment) Learning from past experience - No evidence
From the project success related literature discussed above we conclude that CSFs could have
positive impact on the success of the project when properly sustained, maintained, or managed.
Multi-factor model with focus on people-related “softer” areas, can be used as proxy measure
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for, and a predictor of, project success. From the email related literature, we conclude that
email is serving as the place where work related tasks are received and delegated. From these
we infer that team members use emails to inform project managers on status of project tasks
completion. By extracting this information from team members’ emails and linking it to CSFs
such as communication, feedback, knowledge, experiences, skills and resources, we could provide
useful knowledge to project managers for managing current or future projects.
According Cicmil and Hodgson (2006) “research on project management should be moving
beyond the narrow instrumentalism where dominant theoretical project management method-
ologies are not relevant descriptions of what is really occurring in projects and as such they
are not a sound and solid foundation on which management action should be based.” From a
theoretical perspective, there is a need for practice-based research on project management which
requires the study of actors, activities, and actions within projects (Blomquist et al. 2010; Welch
2011). This approach contradicts traditional system-based theories looking at “what should
be done?” through models and their application and implements social science based theories
looking at “what is actually done?” through project processes. Information about the projects
in these studies looking at “what is actually done?” was gathered through interviews or physical
observations of actors and their activities. Various studies (Andersen 2010; Blomquist et al. 2010;
Hallgren and Maaninen-Olsson 2009; Hodgson and Cicmil 2006; Ingason and Jo´nasson 2009)
found that project management social science based bottom-up approach, focused on the actors
and their activities, and experiences while performing these activities give greater knowledge
of the actuality of the project which helps the project manager to improve the functioning of
the project. Furthermore, as the social sciences begin to converge with the business processes
of project management, an improved understanding of the individual’s role in contributing will
open new doors to effective team management (Adams and Anantatmula 2010). Those claims
lead us to the position that information extracted from project manager’s in-box with focus on
the team members, their activities, and experience of team members performing these activities
give greater knowledge of the actuality of the project on the basis of descriptions of what is really
occurring in projects, which helps the project manager to improve the functioning of the project.
Ingason and Jo´nasson (2009) claim that the traditional top-down, system-model-based project
management with focus on the “objective” or “hard” issues, i.e. what project has achieved on
the basis of the project schedule and project plans is increasingly moving towards bottom-up
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approach with focus on the “subjective” and “soft” factors such as leadership, motivation, group
dynamics, inter-personal communication, culture, and ethics. Andersen (2010) asks for more
research to improve project management with the movement increasingly leaning towards the
critical engagement between practitioners and academics where real-time case studies, project
organisation issues and activities give a greater knowledge of the actuality of the project. The
author uses the Input-Processing-Output model called X model to get holistic description of
project. The inputs refer to the situation at the start of the project or to a situation prior to
the present situation. Processing refers to work processes while the outputs are related to the
present situation. Inputs and outputs are divided into personal (human) or “subjective” and
factual (technical) or “objective” parts. The personal inputs and outputs are the attitudes,
needs, knowledge, skills, and experience of the project members with focus on motivation of the
team members, their knowledge and experience. The factual outputs show what the project has
achieved so far and what has not been accomplished on the basis of factual inputs which describe
tasks to be performed, project plans, and formal organisation with focus on clarity of the goals,
appropriateness of the project organisation, good plans, and access to resources. According to
Andersen insight into the project situation helps the project manager to decide how to proceed
to improve the functioning of the project.
Cicmil and Hodgson (2006) argue that beside project managers, critical project management
research should engage directly with other practitioners observing lived experiences of various
project actors in specific local situations with consideration to other indicators of “project success”
beyond time, cost, and quality performance. This claim is related to work by Papke-Shields et al.
(2010) asking researchers to investigate whether increased focus on the people-related “softer”
areas, currently under-researched, could have a proportionally greater impact on project success
than focus on the traditional iron triangle “harder” areas. Similar comments were made by
Berkun (2008, p. 184) saying that “project managers are only as good as their relationships with
people on the team. No matter how brilliant the project manager is, his value is determined how
well he can apply his brilliance to the project through other people”.
Practice-oriented approach observes actors and their activities with focus on the micro-
activities, the real “action” within projects (Blomquist et al. 2010). Knowledge about everyday
actions of project practitioners make a more significant contribution to the understanding the
“actuality” of the project which helps the project manager to improve the functioning of the
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project. However, project activities have to be placed into context in order to enable conclusions
on a more aggregate level (Bengtsson 2007). Due to email’s record-ability along with the fact
that project managers’ email in-boxes and archives, serving as a “neck of hourglass”, silently
record everyday actions of project practitioners, project actuality in this study can be obtained
in the context of team members’ “inter-personal communication via email”.
Project monitoring and control
Measuring project success on the basis of performance monitoring involves analysis of indicators
for the state of project health on the behalf of project manager. Isaac and Navon (2012) defines
project monitoring as: “the identification of those deviations from the planned performance,
in the actual execution of the project, which are likely to lead to significant problems in the
project”. If project performance is not at the expected level, project control involves taking
the measures necessary to correct or minimise significant deviations, e.g. solve the identified
problems. While project monitoring deals with the identification of significant deviations from
the planned project performance, project control deals with the measures necessary to correct or
minimise these deviations.
From work by Andersen (2010), Blomquist et al. (2010), Hallgren and Maaninen-Olsson
(2009), Hodgson and Cicmil (2006), and Ingason and Jo´nasson (2009) we infer that social science
based bottom-up approach, focused on the actors and their activities give greater knowledge of
the actuality of the project which can be used for performance monitoring. If project performance
is not at the expected level this helps the project manager to take necessary measures to correct
or minimise significant deviations therefore improve the functioning of the project. Information
about the project in such bottom-up studies is based on interviews and physical observations of
actors and their activities. However, according to Wasiak et al. (2010) the primary disadvantage
of observing users is that it can be time consuming, particularly when a study extends over
a prolonged period. As communication is the medium through which team members share
the information required for successful amalgamation (Patrashkova-Volzdoska et al. 2003), in
contrast to interviews and physical observations, we aim to get greater knowledge of the actuality
of the project by observing actors, their activities, and their experiences performing those
activities through their email communication with project managers. We associate project
communication with team members’ engagement. According to Kahn (1992) communication has
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been identified as an underlying factor associated with employee engagement. Welch (2011) claims
that internal communications can be considered a resource at individual, team and organisation
levels. Moreover, internal communication represents one of the organisational conditions that
facilitate engagement. These claims suggest that from actual team members’ inter-personal
communication with project managers we can extract both objective and subjective information
with focus on actual tasks of the team members, their performance and experiences in performing
these tasks.
Pinto and Slevin (1987) found that project managers require the necessary tools to help
them focus attention on important areas and set differential priorities across different project
elements. Consequently, the project manager would be well served by more information about
those specific factors critical to project success. Communication artefacts, such as emails, mailing
list entries, memo notes, or records generated by group-ware tools are valuable information that
are available early and can be used to investigate the health of the development process (Biﬄ
et al. 2010). It is interesting to note though that many of the CSFs identified are actually the
project management practices adopted during project execution. For example, Pinto and Slevin
(1987) lists “Communication”, “Monitoring and Feedback”, and “Trouble Shooting” as the three
most important CSFs during project life especially at each stage of the project implementation
when key personnel receive feedback on how the project is comparing to initial projections.
These claims lead us to the position that CSFs linked to information extracted from project
manager’s in-box with focus on the feedback from team members describing their activities
and experiences performing these activities could provide attention on important areas helping
the project manager to improve the functioning of the project. According to Pinto and Slevin
(1987) making allowances for adequate monitoring and feedback mechanisms gives the project
manager the ability to anticipate problems, to oversee corrective measures, and to ensure that
no deficiencies are overlooked.
Since email is used as a communication tool during a project, a user’s personal mail-box can
be regarded as a source of collected knowledge and representative of the relationships the user
has with their senders and receivers (Noda et al. 2007). Bruegge and Dutoit (1997) introduced
the term “communication metrics” to denote measures derived from communication records
and claim that metrics on communication generated by email can be used to gain significant
insight into the project development process that produced them. The metrics also provide
finer granularity on the participant level as electronic messages have explicit authors and at
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the calendar level given that project participants are likely to communicate on daily basis”.
The measures are based on frequencies; counting number of email messages exchanged among
different teams, and extracting noun phrases from each electronic message to determining how
many unique terms were used during certain project phases. Work by Bruegge and Dutoit (1997,
p. 272) identifies significant observation regarding the potential and importance of extracted
information from project related emails with the following claims:
“Communication metrics have interesting properties: they are available earlier and
are easier to collect than outcome metrics. . . Communication metrics represent a different
perspective on the development process. . . Communication records cover more aspects of the
project than technical and refer to actual events, instead of planned events.”
According to Wahyudin and Tjoa (2007) manual reporting is a conventional approach that
seems to fit well with tightly coupled organisations but is hard to apply for loosely coupled
organisations like those that use virtual teams for development of Free and Open Source Software
(FOSS) software. In work by Biﬄ et al. (2010) the main focus of FOSS project success is on
the project manager’s ability to improve the efficiency of project reporting and monitoring
through communication. The authors claim that, the project manager needs to be able to collect
communication data from development project and perform a set of communication metrics
for further analysis purposes, like project reporting and project monitoring (e.g. monitoring
the current project status or activities). For example, in FOSS development projects where
stakeholders typically work in dispersed locations and time zones, it is of importance for the
managers to monitor and improve the status of the project on the basis on relevant indicators
such as monitoring the communication level between the stakeholders. However, the approach
by (Biﬄ et al. 2010; Tedmori et al. 2006) is limited for our study as it is based on counts and
does not include communication semantics.
A similar approach analysing communication from FOSS development projects is implemented
by Bacchelli (2011) where a text matching technique is used to link emails to the discussed source
code artefacts. By using “popularity metrics extractor”, software entities are ranked by their
“popularity” on the basis how frequently they were discussed in the mailing lists. The findings
suggest that by reading emails related to the entities (i.e. object oriented software classes)
software developers could improve their specific and general program knowledge. However,
popularity counts, the number of emails discussing about a class, the number of threads, do not
take count of what these authors in these emails say. We agree that work by Bacchelli (2011),
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Biﬄ et al. (2010), and Tedmori et al. (2006) introduced new “communication metrics” but find
these metrics of human factors limited as their approach is software code specific. For example,
Bacchelli measures human factors by discovering software entities mentioned in sentences to give
qualitative information about the code but the measure does not capture what the authors in
these emails say.
Benefits of communication analysis
From the reviewed literature we infer that communication analysis provides the following benefits
to project managers:
• Real time analysis of communication as indicators for the state of project health
• Source of collected knowledge that can be reused for future projects
The main benefit is based on knowledge repository that can be reused for future projects. Beside
studies on current projects, the research on project management needs to extend its temporal
scope, analysing how project practices evolve through history over prior, present, and future
projects (Engwall 2003). The motivation of the analysis by Swigger et al. (2010) is to consider the
finished project or its phase and its results carefully in order to understand and explain it because
the teams and organisations want to learn from experience and collect information for future
utilisation. According to Burstein and Linger (2002) new knowledge can potentially be created
and stored as a result of feedback of task performance and evaluation of task outcomes. The
authors introduce task-based knowledge management approach and claim that actors engaged
in an activity in a particular situation are also contributing to the Body of Knowledge through
their specific experience. This approach aims at collecting such knowledge which becomes a tool
for decision making as well as a potential repository of organisational knowledge. Ohkura et al.
(2006b) demonstrate that knowledge about certain problems and experiences extracted from
archives of email can be reused for future projects. However, focus of their “Project post-mortem
analysis” was on discovering relationship between lines of software code and clustered emails of
similar topics and does not investigate how knowledge relates to project management.
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2.3 Project related emails
According to Sadeghi et al. (2009) research has not yet addressed how we can use emails as a
source of information and knowledge. Ramsing (2009, p. 355) states
“Focusing on inter-personal project communication and taking it further in defining the
concept and making it richer enables a fruitful way of bringing the expertise of communication
research into the field of project management.”
Having effective project management tools is a crucial ingredient in guiding a project manager
toward successful completion of his or her tasks (Fox and Spence 2005). Scheduling and project
management tools provide support for determining task sequencing, dependencies, and resource
loading, and once the schedule is established, its status is updated and reviewed in meetings. In
project environment effective communication creates understanding of the information given and
received where the work within each scheduled task is coordinated by people communicating
with one another: managers talking to team leaders, and the team leaders talking to their team
members.
Project communication is the exchange of project-specific information with use a variety of
communication methods to deliver project information including meetings, telephone calls, email,
voice-mail, and websites. According to J. Y.-H. Lee and Panteli (2011) despite the availability of
more powerful communication tools in the business environment, “common and simple” means
of communication such as email are still preferred over advanced tools. Watson-Manheim
and Belanger (2007) have also pointed out that email is the most important communication
tool employed in contemporary business. The use of email, in general, changes the pattern of
communication by allowing for it to be widely distributed and flexible in its usage in terms of
geography and time. Au and Marks (2013) states that email exchanges between organisational
actors are a potentially rich and revealing source of data providing a “real time” recording of
thoughts and activities of project participants and insights into formal and informal elements of
workplace behaviour. However, there has been rather limited exploitation of this data.
In projects, email is seen as a form of “inter-personal communication” for personal interaction
between project managers, management, project team members, project stakeholders and other
individuals who may formally or informally be of importance to the project (Ramsing 2009).
Inter-personal communication is part of hierarchical structure of the project communication as
illustrated Figure 2.1 (sourced from Ramsing (2009, p. 347)).
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Figure 2.1: Inter-personal communication within projects communication - Ramsing (2009,
p. 347)
In this thesis we relate to use of email for maintaining communication regarding project
related issues to “inter-personal communication” illustrated as node E in Figure 2.1. Ramsing
(2013) raises issue with the current literature on project communication and claims that “com-
munication in projects from some perspectives is perceived objectively as data and information;
communication as tools and topics; and viewing communication as the process of transmitting
information from A to B.” Communication in project management is typically represented as a
communication plan, defining and describing what is to be communicated, to whom, by whom,
over what type of medium or channel, when, and with what expected effect (Pritchard 2004;
Schwalbe 2010). Ramsing (2009)[348] claims that by investing in and focusing on inter-personal
communication through all phases of a project, and in particularly when “the going gets tough”,
many conflicts can be avoided.
In the literature on project management, communication is often seen and handled as an
object, as information, data and/or as knowledge (Pritchard 2004). The purpose of our study
on project related communication is to invite a discussion that contributes to strengthening
and extending the understanding of the role and function of communication in the context of
project management especially during project implementation when team members provide
feedback on the status of completion of project tasks. This approach shifts the focus to people
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by moving from “a project” and “objectives” to the project participants and stakeholders using
communication and knowledge communication processes to produce enough knowledge about
the project actuality in order to understand it and possibly adjust project practices.
In order to link project management to information and knowledge extracted from communi-
cation, our focus is on extracting valuable information from emails sent to the project manager
throughout all phases of the project which provide foundation on which management action should
be based. Value and information in this context refer to definitions by Nunamaker et al. (2001)
“. . . value as potential usefulness, typically seen in the extent to which something can influence
and/or guide action . . . information is factual in nature and conveys description, definition or
perspective and can provide answers to questions about what, who, when, and where”. Henderson
(2008) indicate that project managers’ competencies in decoding and encoding communication
significantly contribute to team member satisfaction and productivity. By analysing messages in
project managers’ email in-box we aim to help project managers to “decode” team members’
emails and provide answers to questions about what, when, by whom, and most importantly
why was communicated. Communication via email between team members and project manager
can be direct or indirect. According to Singh et al. (2013) communication is linked to learning.
In direct communication, linked to personal interactions team members learn about each other’s
competence for a given task with respect. In indirect communication, when a team member has
the opportunity to observe interactions between other team members, the member learns about
the interacting team members without having to directly communicate with them. In our study
we plan to include team members’ email “send methods” (To:/Cc:/Bcc:/Fwd:) in order to make
distinction between direct and indirect communication.
Project related emails contain written records related to team members’ activities and as
such it is increasingly used as reliable form of primary data, rather than surveys, questionnaires,
interviews or staged experiments Wasiak et al. (2010). The authors claim that email exchanges
present an opportunity to explore both processes of communication and how the information
is used in collaborative work. According to (Wasiak et al. 2010) the email is the work, that is,
that email embodies work, rather than that email is the accompaniment to the work. In order to
understand how are emails related to work associated with project activities, it is argued that
the textual content of emails should be examined.
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The majority of research regarding the body of emails (main textual content) has been
directed towards automated classification tools. Several scholars (Bacchelli et al. 2011; Bacchelli
et al. 2012; Dinh-Trong and Bieman 2005; Noda et al. 2007; Ohkura et al. 2006b; Ohkura et al.
2007; Ohkura et al. 2008; Pattison et al. 2008; Wasiak et al. 2010) recognise the potential of
mining project related emails as they provide data and information rich repository (Dabbish et al.
2005). In these studies project related emails are predominantly based on the publicly accessible
Free and Open Source Software (FOSS) development mailing lists with aim to provide better
understanding of project progress. Due to the nature of open source software development style,
the developers are usually working in a “virtual team” environment where projects development
and discussion activities are generally exchanged via email and publicly archived. Mail archives
record all information about the project including task-related discussions concerned with the
software under development and software process issues. Dinh-Trong and Bieman (2005) email
archive from the FreeBSD (Unix like operating system) FOSS project was analysed in order to
provide better understanding of the nature of FOSS development. Pattison et al. (2008) also
analysed FOSS development mailing lists and studied the frequency with which software entities
(functions, methods, classes, etc.) were mentioned in the email text. These authors found a
strong relationship between the mention count in the email and the number of times these entities
were included in the software concurrent version system change logs. In work by Ohkura et al.
(2008) FOSS development mailing lists were analysed in order to grasp degree of activity of a
software project defining “High activity” and “Low activity” as measures of project progress.
Analysis of FOSS projects mainly focuses on linking information from email mailing lists to
software programming code, with two authors Ohkura and Bacchelli leading the research in this
field. In the first wave studies by Ohkura 2006; 2007; 2008 introduced “ProjectReplier” tool-set
linking software developers’ emails and source code, and report that the project team members
find knowledge discovered from project related emails useful for future projects. This concept is
labelled as KFC (Knowledge Feedback Cycle) where knowledge from experience of past projects
is helpful for future projects. In these studies, the authors apply natural language processing to
extract keywords from email archives containing many contexts about the software development,
such as notifications of program code modification, negotiations for product specification change,
and other interactions. On this bases, the extracted keywords similarities among the messages
are calculated, and the messages are classified into clusters according to the similarities. Their
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work has similarities with studies by Pattison et al. (2008) where the frequency of terms of
software entities mentioned in emails are correlated it with the number of system changes. In
the second wave Bacchelli (2011), Bacchelli et al. (2011), Bacchelli et al. (2010), and Bacchelli
et al. (2012) introduce “Miler” tool-set linking software developers’ emails and source code and
found that email archives enclose significant information on the software system they discuss,
and as such found to be valuable to support software development, comprehension, and analysis.
Slightly different approach of analysing software development emails is used in Noda et al.
(2007) where instead of mining email text (message body) information is extracted from email
headers. While Ohkura et al. (2008) used sender attribute for extraction of unique users, Noda et
al. (2007) develop a method for extracting human relationships by evaluating the communication
patterns in a project using the sender and receiver attributes available in email. By sorting the
senders and receivers into a table, a frequency map is calculated by counting the number of emails
from sender to receiver. The frequency map is further used for discovery of the key person and
the relationship between the key person and other team members. After some calculations are
performed the communication map is generated which shows relationship between key persons
and project members. On the basis of the relationships members are further classified into several
groups. In their study emails from an employee supervising development of several software
products are used with aim to analyse human relationships using a single person with variety
and a sufficient volume of emails. The authors claim that previous research by Igata et al.
(2003) and Nakamura and Mizuta (2004) have suggested methods for analysing communication
in organisations but did not consider project management.
While Ohkura and Bacchelli’s contributions focus on novel techniques to automate the analysis
of emails, we did not find any direct link between the emails and project management. Proposed
method by Noda et al. (2007) focused on relation among project members, but their study only
explores social relationships on the basis of “To:”, “From” and “How often” email attributes.
Our interest in this study is to fill the gap and link team members’ inter-personal communication
via email to project management. In the next section we discuss project managers’ email in-boxes
containing frequent communication between the project team members and the managers.
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2.4 Project manager’s email in-box as repository
According to Pinto and Slevin (1987) “Communication helps the project manager keep track
of the various activities performed by his or her project team, making it easier to verify that
strategic vision is not lost in the later phases of tactical operationalisation.” We know from
previous study by Danis et al. (2005) that managers’ communication functions as the “neck of
the hourglass” but it is not clear what is the structure and nature of the communication nor how
to measure it. Despite the development of email management tools, research into how people
use email for collaboration is still somewhat limited (Wasiak et al. 2010). Methods proposed in
the related work by Noda et al. (2007), Ohkura et al. (2006a), Ohkura et al. (2006b), Ohkura
et al. (2007), and Ohkura et al. (2008) and Bacchelli (2011), Bacchelli et al. (2011), Bacchelli
et al. (2010), and Bacchelli et al. (2012) demonstrate that knowledge about certain problems
and experiences extracted from archives of emails can improve functionality of future projects.
This is great motivation for our study on the assumptions that project manager’s email in-box
provides references to actual project events and leads to the position that the in-box provides
data and information rich repository. In early work by Ducheneaut and Bellotti (2001) the
authors found that managers tend to receive more email messages than employees. As project
managers use email to maintain communication regarding project related issues (Bahrami 2005),
distribute agendas, document activities (Ducheneaut and Bellotti 2001) and manage their group’s
relationship with other entities in their organisation (Danis et al. 2005) we infer that project
managers deposit team members’ and stakeholders’ emails into their in-box knowing they can
look them up later, and thereby use their email account as an informal backup device.
Hangal et al. (2011) recognise importance of mining email archives and present MUSE
(Memories USing Email), a system that combines data mining techniques and an interactive
interface to help users browse a long-term email archive. They found that users derive many
different types of benefits from reflecting on their email archives. However, exploratory browsing
of archives containing thousands of messages is tedious without effective ways to guide the
user towards interesting events and messages. There are relatively few tools to help individuals
make sense of their own digital assets. Distilling valuable information is a difficult problem in
practice, particularly in a domain like email that consists mainly of free-form text along with
some meta-data and attachments. Traditional email clients allow users to examine one message
at a time, and to filter and to issue search queries. These clients are ill-suited for browsing a
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large-scale archive, where a user may not know exactly what to look for. These findings indicate
that the importance of email in project related environment may not be adequately addressed
in the research. Because of email’s record-ability along with the fact that it can be stored and
recorded in database systems, we infer that email archives silently record conversations as written
records of team members’ feedback regarding activities and their experiences performing these
activities.
Murray (1991) gives obvious reasons for benefits of project managers reflecting on their email
in-box and archived messages: “Managers would like to be able to track outstanding promises
they have made, promises made to them, requests they have made that have not been met and
requests made of them that they have not fulfilled”. It is on this basis that our research aims to
explore the use of requests (directive speech acts) and commitments (commissive speech acts)
in email with focus on team members’ emails sent to the project manager. In the next section
we investigate “conversations for action” as an approach of mining project related emails from
project managers in-box.
2.5 Conversations for action
It is challenging to determine which aspects of inter-personal communication via email are related
to project management. In order to put information retrieved from project manager’s email in-box
in the context of project management we aim to develop further understanding of specifics in
inter-personal communication in relation to tasks. We associate project communication between
the project manager and team members with the term “conversations for action” introduced by
Winograd (1986) where one party is making a request to another. The activity of management is
the creation and development of conversations for completing action. This type of communication
is initiated by a request where request and promise initialise “conversation for action” which
opens possibilities for continuation. The request has to meet conditions of satisfaction which
characterise a future course of action by the performer and therefore is rooted on the anticipation
of future action. Work by Winograd uses language/action model which is based on “speech
act theory” ( Austin (1962) and Searle (1969)). Speech acts fall under the broad category of
intentional action.A speaker, in using words, performs an act in making the utterance. Every
utterance implies an action by the speaker (requester) with varying effects on both the speaker
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and the hearer (performer) (Searle 1969). Several linguist studies (Carvalho and Cohen 2006;
Cohen et al. 2004; Goldstein and Sabin 2006; Scerri et al. 2007; Scerri et al. 2009; Scerri et al.
2010; Scerri et al. 2008) demonstrate that email content can be captured by applying speech
act theory on the basis that email can be considered as a sequence of one or more utterances
and thus a sequence of speech acts. When applied to electronic conversations, the sender and
the recipient perform the roles of the requester/performer whereas textual phrases function as
utterances (Scerri et al. 2010). However, in these studies the requester/performer roles and
effects of their utterances are not investigated in the context of a team member/project manager
roles and effects of their utterances on the progress of a project.
Winograd states that speech acts are not individual unrelated events but participate in large
conversational structures called “dance” in which requester/promiser roles often interchange and
the acts generate the structure of completion of the conversation. This means that each party has
expectations with the progression of steps towards mutual recognition and completion (Winograd
1986) as illustrated in Figure 2.4. An example of a dance is illustrated in Figure 2.2. In this
example communication between project manager and team member consists of seven messages
represented as horizontal lines with arrows showing a direction of the communication. Vertical
lines denote latencies in time between the corresponding email messages. It is important to note
that long latencies slow down communication, make it less efficient, and failure to respond in
time could create negativity and hostility as discussed by Kalman et al. (2006).
Communication in Figure 2.2 starts when the project manager sends reminder message to
the team member in regard to completion of the project task (report). At that point of time
the manager is the “requester” and the team member the “performer”. However, in the second
message the team member replies to the manager acknowledging the request, but informs the
manager that the task could not be completed due to missing resource (needs template for
the report). Roles between the “requester” and the performer are now “switched” and the
team member now has expectation for a response and expectation for completion of the task
(report template) on behalf of the project manager. The communication continues as a “dance”
until the task is completed. The “conversations for action” in Figure 2.2 are characterised by
requests, promises, acknowledgements and deliveries where both actors have expectations for the
progression of steps until mutual recognition and completion are reached. If the team member’s
messages were analysed, the analysis would reveal “requestive” communication on behalf of the
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team member due to REQ2 and REQ3 requests. There are several possible negative outcomes
from this type of communication including: the length of time before completion of the main task
(report), the fact that the two team member’s requests (REQ2 and REQ3) had to be completed
by the manager before report was completed, increased project manager’s workload, and team
member’s dependence on the project manager’s actions. When many email messages are analysed,
this type of information could possibly help the project manager to improve functioning of the
current project or future projects. For example, if the project manager made report template
available earlier, team member’s request for the template (REQ2 in Figure 2.2) could have been
avoided resulting to shorter time before report request (REQ1) and report delivery (DEL on
REQ1).
Project Manager Team Member
LEGEND
REQ            Reqeust
ACK            Acknowledgment
DEL            Delivery
Message
Time
Task due
Task Reminder
Task delivered
Task completed
(REQ1) Report needed 3 days before its due date
OK, (ACK on REQ1) 
but I need a Template (REQ2)
Team Member 
Waiting on REQ2
(ACK on REQ2) OK, I’ll send it ASAP
(DEL on REQ2 ) Template attached
Project Manager 
Waiting on REQ1
Report attached (DEL on REQ1) 
If not OK please let me know (REQ3)
(ACK on REQ1) Report OK, Thanks
Project Manager 
Waiting on REQ1
Thanks, I’ll send the report ASAP (ACK on REQ2)
Team Member 
Waiting on REQ3
Figure 2.2: An example of a dance
2.6 Subjective features of communication via email
In this section we investigate literature in context of “soft” or “subjective” features such as users’
intents and perceptions based on expectations, responsiveness, stress and emotions. Literature
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on such issues is investigated in the context of task related emails.
Primary intent of the email
There is always a rationale for sending an email, and, as such, this should be considered (Wasiak
et al. 2010). By linking elements of email text to key concepts, thereby converting text into data,
the content of the email messages sent to project managers should enable an understanding of
what was the primary intention of the sender. In an earlier work by Dabbish et al. (2005) the
authors found on the basis of their content, email messages can be associated with the following
six email message types:
1. Request for action
2. Request for information (link, contact information, etc.) or a document (file, image, etc.)
3. Status update for an ongoing project or task
4. Request for a meeting, other communication, or response to a meeting request
5. Reminder for a meeting, event, or upcoming deadline
6. Social greeting or thank you
Content types were not mutually exclusive, e.g., a message could contain both a scheduling request
and a piece of information. The findings suggest that sender’s role and message type on the
basis of its content influence users’ perceptions of message importance. For example, the authors
found that action request, information request, status update, and reminder message content
increased the ratings of a message’s importance. As we are interested in team members’ emails
sent to the project manager the list of message types could be useful for our study, especially
messages associated with requests. The reason for this interest is due to claim by Pinto and
Slevin (1987) that “The project manager is continually assaulted with a wide variety of demands
on his time and resources”. We are interested to investigate to what degree team members’
requests/demands affect project managers. Request is defined by Lampert et al. (2010) as “An
utterance that places an obligation on an email recipient to schedule an action; perform (or not
perform) an action; or to respond with some speech act”. The authors claim that identification
of requests for action can provide valuable assistance to users giving appropriate attention to
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the actionable tasks in their email in-box. An interesting finding from Dabbish et al. (2005)
suggests that messages associated with requests make recipients shift gears and add new tasks to
their current stack. As project managers are email recipients in our study, knowledge about who,
when and why requests are sent (and what type of requests) to the project manager could be
potentially useful. Further investigation of literature outlines various methods using linguistics
for discovery of primary intent of the sender.
In order to classify email according to the intent of the sender (e.g. “propose a meeting”,
“deliver information”) the linguists propose an ontology of email specific speech acts and then
apply to machine learning methods. Carvalho and Cohen (2005), Carvalho and Cohen (2006),
and Cohen et al. (2004) apply speech act theory for “email acts” classification. These authors
assume that a single email message may contain multiple acts and propose an ontology of nouns
(e.g. information, meeting, task) and verbs (e.g. propose, commit, deliver) and propose a system
that uses verb-noun pairs to automatically classify emails into “email speech act” which jointly
describe the intent by the email sender. For each verb-noun pair a verb is labelled as either
Deliver, Commit, Request or Propose. The Deliver and Commit labels are a subset of “commisive”
speech acts (Searle 1969) that commit a speaker to some future action, e.g. promises and oaths.
The Request and Propose are a subset of “directive” speech acts (Searle 1969) that cause the
hearer to take a particular action, e.g. requests, commands and advice. For each verb-noun pair,
a noun is labelled as either “activity” (Event or Ongoing) or “delivery” (Opinion or Data). For
example, an email proposing a new strategy and also requesting a spreadsheet is labelled as
Propose-Opinion and Request-Data.
Goldstein and Sabin (2006) claim that discovering the primary intent of the email is sometime
very difficult, especially in the cases where message text contains both answers and comments
to a sender’s email, as well as additional questions to the sender. In order to overcome this
problem the authors propose two types of email features sets; one based on verbs and the other
based on email specific characteristics. By analysing email text the authors match verbs to verb
classes and calculate the proportion of discovered verb classes. Email specific characteristics are
found by linking certain words to various communicative intents. For example, words “Enclosed”,
“Attached” and “Here is” identify the presence of an attachment, while word “Thanks” and its
variances indicate an acknowledgement.
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Goldstein and Sabin (2006) also identify several email specific characteristic features including:
interrogative sentences (sentences ending in “?”), subjects (I, we, you) and indicators such as:
apology (sorry, apology, apologise), opinion (think, feel, believe, opinion), politeness (please),
gratitude (thanks), action (can you, would you), commitment (I will, I can), and information
(information, info, send). Licorish and MacDonell (2012) used “subject” (personal pronoun) as a
linguistic measure and point out that first person singular and plural pronoun (I, we) can be used
to analyse shared group processes among members. Use of the second person pronoun (you) may
signal the degree to which members rely on (or delegate) other team members or their general
awareness of others and their activities.
Many research and development (R & D) prototypes have been developed to address specific
aspects of the general email communication problem (e.g. task management, information
archiving, collaboration, etc.), including Telenotes, ContactMap, TaskMaster, Snarf, Remail, and
Priorities. One of the most significant attempts to analyse email communication as a sequence of
speech acts has been performed with “Semanta” by Scerri et al. (2007), Scerri et al. (2009), and
Scerri et al. (2010). For content analysis and semantics, it is important to have available a corpus
with re-annotated data. Not many of them are available. “Semanta” applies speech act theory to
the email communication processes, eventually giving a formal structure and semantics to ad-hoc
work flows, which are characteristic of email communication. In work by Scerri et al. (2009) 22
action item instances are identified. The instances were derived from a model consisting of four
parameters and their distinctive values:
• Action (Request, Assign, Suggest and Deliver)
• Object Category (Data and Activity)
• Subject (Sender, Recipient and Both)
• Object (Information, Resource, Task and Event)
For example, if a request for permission to attend an event is found in a message text, by
using the four parameters it is represented as Action(Request), Object Category(Activity),
Subject(Sender), Object(Event). A similar approach for discovery of primary intent of the email
is used by Wasiak et al. (2010). The authors claim that content of the messages should enable an
understanding of what emails are used for and what drives the email “production”. In this study,
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development of a taxonomy and classification method provide understanding of email content.
The coding of email contents was based on a hierarchical scheme by assigning email to categories
and sub-categories that denote what topics the email is about, for which communicative purpose
it has been sent, and whether it shows evidence of engineering work. Use of the “communicative
purpose” feature corresponds to “primary intent of email” answering question Why is the email
being sent?. The authors discover three communication purposes from the emails including:
• Information handling transactions with requests for information, and sending and receiving
information
• Management-related transactions that involve directing or requesting other people to take
action of some form, beyond a purely information handling process
• Problem solving behaviour, such as generating solution ideas and giving evaluations
This study by Wasiak et al. (2010) contributes a robust technique for the analysis of email
texts. It concludes that knowledge discovery from project emails compares well with the more
traditional methods of user survey, interview and physical observation offering an alternative
way of investigating use of communication from a holistic perspective.
Expectations
Email is inter-personal, serving as a conduit for tasks involving two or more people (Whittaker
et al. 2006). Most of work related email originates from our colleagues who have expectations
about what we do with it. Despite being considered as an asynchronous tool, the use of emails
actually involve negotiation and coordination between senders and receivers (Siu et al. 2006).
Our colleagues have expectations about what we do with email and how quick we respond to it.
According to Whittaker et al. (2006) while Personal Information Management (PIM) applications
are used for managing self-generated or self-discovered information which normally does not
require a response, email is used for group information management. This means that email
information which originates from our colleagues is owed to our colleagues who have expectations
about what we do with it. This is especially important in “distributed team” environments
when team members or project manager are waiting for a response. It is absolutely essential
to respond to task related email messages as expected. Task related email information usually
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imposes requests is therefore more complex and time consuming to process. Whittaker et al.
(2006) give three reasons to explain the complexity of email information:
• Affect on others: User’s email processing decisions have direct implications on other
people’s work. Failure to respond appropriately may directly compromise someone’s work.
Interdependent tasks are often subject to delays due to waiting for email response from
other people with different priorities.
• Constant processing: The constant pressure to respond to task related messages demands
continuous personal attention and processing. In contrast managing personal information
tends to be at the user’s own discretion with fewer externally imposed delays or deadlines.
• Lack of context: Email information may be difficult to process due to lack of adequate
information. Email messages may not directly relate to user’s goals and interests, therefore
it more difficult to react appropriately to a message, place it in the right category or judge
its value.
The majority of work is inter-personal rather than solitary therefore inter-personal information
management plays an important part of every working day. Email is the main conduit through
which work and work related information is distributed. Whittaker et al. (2006) conclude that
despite increased usage of other group related mediums such as instant messaging, blogs and
wikis, email will continue to evolve, and flexibility should therefore be the key characteristic of
any solution.
Email speech act ontology of verbs and nouns introduced by Carvalho and Cohen (2005),
Carvalho and Cohen (2006), and Cohen et al. (2004) is further refined by Scerri et al. (2007),
Scerri et al. (2009), Scerri et al. (2010), and Scerri et al. (2008) by expansion of the email speech
act ontology. These authors raise the issue that email work-flow is very inefficient because
it lacks shared expectations on how and when exchanged information should be acted upon.
Beside “intent” of the message sender, these authors also include “expectations” as accompanying
part of speech acts identifying expected reaction on sending and receiving a speech act. The
“expectations” consist of Initiator Expected Reaction (IER) as the course of action expected by
the sender on sending the message and Participant Expected Reaction (PER) as the course of
action expected out of the message recipient on acknowledgement. Additionally, activity subject
is introduced in order to identify the speech act performer. An email speech act is represented by
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three letters (v,o,s) where v denotes a verb, o an object and s a subject, followed by the initiator’s
expected reaction and participant’s expected reaction. For example, Mary is sending an email
message to John requesting whether John can complete a task. John is the activity subject. This
email speech act can be represented as v=Request, o=Task, s=Participant, IER=Expect, and
PER=Perform. The expectation pair indicates that Mary has expectation of John to perform
the task.
Expectations have been discussed in several studies including; employment expectations
(Bandow 2004; Crawford 2003), project performance and knowledge expectations (Smith and
Smarkusky 2005), management and employee expectations and perceptions (Svensson and
Wood 2005) and IT project teams and leader expectations (Collins and Schragle-Law 2010).
Crawford (2003) claims that expectations should be shared within the team or organisation
and if expectations are not clearly defined and articulated, misunderstandings can easily occur.
Goldstein and Sabin (2006) call this feature “backward communicative function”. According
to Kalman et al. (2006) when people converse they send messages as well as respond to the
messages sent by the person they are communicating with. Conversations are rhythmic in nature
and most responses occur relatively quickly after the receipt of the message that elicits them,
while some responses occur only after a very long time. Kalman et al. (2006) found that long
latencies in email slow down communication and make it less efficient, total silence results in a
loss of interactivity and failure to respond creates negativity and hostility. Also Tyler and Tang
(2003) found that in exchange of emails peri-synchronously users have expectations to receive a
response shortly with much of the burden of managing email falling on the recipient. From the
sender’s perspective the authors use interviews to find when are responses expected.
Findings by Whittaker et al. (2006) in relation to demands for continuous personal attention
and processing of emails in a workplace correlate to work by Barley et al. (2011, p. 898) claiming
that: “email users are worried that in the mass of unopened email lay crucial information that,
if missed, would affect their ability to stay on top of their work and threaten their aura of
competence.” According to (Barley et al. 2011) employees’ reputation is linked to expectations
of reading and replying to work related emails in a timely manner, and being responsive is seen
as being sensitive and caring.
According to Collins and Schragle-Law (2010) future research is needed to test the hypothesis
of whether congruence between the team leader’s and team’s mental models or expectations
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affects project outcomes. Proposed team/leader expectations model by Collins and Schragle-Law
(2010) is based on the concept that teams and leaders must have common expectations about
the team’s functions and about the leader’s responsibilities. If the expectations of the two
parties are not met, the authors anticipate that the teams are likely to be less effective. Current
literature does not seem to explore team member’s expectations related to project and project
tasks especially not in the context of project communication. This claim is supported by Flores
et al. (1988) who claim in the social coordination of actions, generated in conversations based on
requests and promises, when people promise actions to each other they anticipate the fulfilment of
certain conditions. The conditions are not necessarily clearly stated. They are interpreted in an
implicit background of standard practices, within the shared understanding between the requester
and promiser. If promises are “broken” they may lead to interruption in the smooth flow of action
and lead to negative outcome. In the project environment the coordination and negotiation
between the project manager and the team member is based on each others’ expectations relating
to the oncoming tasks and it is expected from the performer to accept the conversation and
work towards mutual recognition and completion. A task is a collection of activities with a
common goal, performed by one or more individuals, such that the successful completion of all
the activities brings about the tasks goal. Progress is only possible if both parties keep promises
and meet expectations (Flores et al. 1988). This claim leads to assumption that expectations are
very important part of the inter-personal project communication.
Collins and Schragle-Law (2010) explore project manager’s expectations, linked to project
schedule but do not refer to team member’s expectations. The purpose of Figure 2.3 is to
illustrate that three main human entities make up a project: client, project manager and team
member. There are two relationships between the entities: a relationship between the client and
the project manager and a relationship between the project manager and the team member. Each
relationship has two-way expectations. For example, the client has “project expectations” where
the project manager is expected to bring project to completion according to agreed specifications
(e.g. user requirements, quality), budget and time. At the same time the project manager has
“project expectations” where the client is usually expected not to make changes after the user
requirements and specifications were agreed.
While there are delivery expectations between the client and the project manager, there is
also delivery expectation between the team members and project manager as shown in Figure 2.3.
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The project manager-team member relationship also has two-way expectations. For example,
the project manager has “task expectations” from the team member expecting task completion
within the specified instructions and within the task completion due date. The team member
has “task expectations” from the project manager expecting support and reward during his
involvement. Figure 2.4 illustrates two-way expectations between the project manager and a
team member where each party has expectations with the progression of steps towards mutual
recognition and completion.
PROJECT EXPECTATION
CLIENT
PROJECT
PROJECT MANAGER TEAM MEMBER
TASK EXPECTATION
Figure 2.3: Project and task delivery expectations
Figure 2.4: Project manager and team member expectations
Expectations determine the success or failure of a project (Keil et al. 1998), however the
current literature does not seem to explore in detail team member’s expectations related to
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project and project tasks. Project manager’s expectations are linked to project schedule, as
discussed by Collins and Schragle-Law (2010), therefore it is easier to discover than team member’s
expectations. As expectations are not always clearly defined or known (Bandow 2004; Crawford
2003; Smith and Smarkusky 2005) or even only exist as psychological contracts (Rousseau 1995),
we believe that analysis of email texts could provide a viable approach for discovery of team
member’s expectations.
In this study we are interested in team member’s expectations related to project and project
tasks in the context of “conversation for action”. For each email message sent to the project
manager we aim to evaluate text in order to find out what the message sender (team member)
expects from the project manager (e.g. technical help, opinion).
Email responsiveness
According to Wasiak et al. (2010) project related email messages require an array of responses
including replying, taking action or simply filing. Despite emails often being used as an asyn-
chronous medium, email correspondents who share a significant overlap of work time can exchange
emails peri-synchronously, allowing several exchanges to occur within a day, with expectations to
receive a response shortly (Tyler and Tang 2003). In order to meet the expectations (Bandow
2004; Hair et al. 2006; Keil et al. 1998; Rousseau 1995; Siu et al. 2006) users are under great
pressure to respond on time (Kalman et al. 2006) . Mail represents a time management issue for
everyone. If the newly arrived email message represent task to be done, the “performer” may
choose when to perform the task (Mackay 1988) unless the task request is from the performer’s
peers or needs to be addressed urgently. In this situation the email has become a synchronous tool
and is acting almost like a phone call. The user is under pressure to perform almost immediately
and may feel legitimately overwhelmed, especially if the user cannot refuse the request or does
not have anybody to delegate to. Results by Dabbish et al. (2005) suggest that having a work
relationship with the sender and having more communication with the sender in the past increases
the importance of a message. Furthermore, the authors found that message sender characteristics
and message content influenced users’ perceptions of message importance. Importance, in turn,
influenced how people respond to a message.
Email responsiveness to business correspondence was investigated by Tyler and Tang (2003)
looking into “How do individuals form expectations about how long it will take others to respond
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to an email?” and “How do these expectations affect email behaviours?”. The authors used
interviews and qualitative observations of over thirty IT professionals and found that people
expect attention to be paid to urgent messages. If an email reaches the breakdown point without
a response, the sender will either give up on the request or follow it up by contacting the recipient
through different means, sending another email, with more urgency or check on the calendar or
other context of the recipient, to see if there are explanations for the lack of responsiveness.
While many researchers cover several email related issues such as email overload, diversity of
email users, task management, email rhythms and flow of email messages, there is a very little
work done in email responsiveness. There is an assumption that email is used for asynchronous
communication and that responsiveness is irrelevant. However, our literature review shows that
task related email communication is sometimes equivalent to a real time communication and
responsiveness is critical. Bellotti et al. (2003) found that email plays a central role for task and
project management and the task is the main element of interest not the message. The findings
focusing on task activity in email show that some tasks require only a simple (rapid) response
taking just a few minutes, while other tasks require extended response (hours or even days)
because the users needed time to gather information. Furthermore, some tasks are dependant
upon “to-dos of others” (interdependent tasks) which required further communications and are
often associated with long delays waiting for responses. Even earlier research by Whittaker and
Sidner (1996) shows that reduced email responsiveness has negative outcomes for both individual
and corporate productivity:
“Waiting to hear back from another...employee can mean delays in accomplishing a
particular task, which can...have significant impact on our overall operations. Depending
on the situation, it can be either critical or just frustrating.” Whittaker and Sidner (1996,
p. 277)
Siu et al. (2006) claim that the use of email actually involves negotiation and coordination
between senders and receivers. In order to meet the expectations (Bandow 2004; Hair et al.
2006; Keil et al. 1998; Rousseau 1995; Siu et al. 2006), some users are under great pressure to
respond on time (Keil et al. 1998), others may take longer time to respond or not to respond at
all. Email related research shows that email responsiveness is dependent on two main factors:
user’s organisational role and personality (Barley et al. 2011; Ducheneaut and Bellotti 2001;
Mackay 1988; Siu et al. 2006; Tyler and Tang 2003; Whittaker et al. 2006).
Email responsiveness by Kalman and Rafaeli (2011) and Kalman et al. (2006) explore impact
of email response latency as an expectancy violation. In Kalman et al. (2006) the authors examine
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response latencies in asynchronous computer-mediated communication and link responsiveness
with interactivity:
“Failure to respond to a message creates a breakdown of interactivity . . . Interactivity is
an essential characteristic of effective online communication, and plays an important role in
keeping message threads and their authors together. Interactive communication is engaging,
and loss of interactivity results in a breakdown of the communicative process. Kalman et al.
(2006, p. 4)”
According to Kalman and Rafaeli (2011) a quick response to a message is a way to signal
immediacy, care, and closeness. However, in cases where the message recipient experiences email
and information overload, the recipient tends either to reply immediately or not to reply at all.
Current research suggests that peri-synchronously exchange of emails puts pressure on receivers
to respond. We believe that in project related communication senders also have expectations
about how long it will take the receivers to respond to an email. However, in this study we are
interested in discovery of reply expectations from team member’s emails rather than face to face
interviews (Tyler and Tang 2003) or email time-stamps (Kalman et al. 2006).
Email related stress
Assumption that “all incoming messages are informational” is wrong. Most messages require
time to be processed and if the message requires more that a certain amount of time or effort to
process the users will leave this message in the in-box and address more urgent or manageable
messages (Whittaker and Sidner 1996). Hair et al. (2006) discuss email related stress and claim
there is evidence that email can exert a powerful hold over its users and that many computer users
experience stress as a direct result of email related pressure. It is clear that both organisational
and personal factors are likely to play a part in determining the relationship between email usage
and stress. In (Hair et al. 2006) the attempt is made to derive a topology of orientations or
predispositions towards email. After the web based survey was completed (177 respondents) a
three-fold topology was developed that identifies orientations to email and email related stress:
• Relaxed - email exerts no excessive pressure. This type of email users reply when they see fit
and refuse to allow anyone to exert long-distance pressure on them. Respondents see email
as an asynchronous communication. They do not feel pressure to respond immediately to
emails nor do they expect quick responses to their own emails. This type of respondents
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have a relatively relaxed predisposition to email.
• Driven - email exerts pressure. This type of email users feel the need to reply instanta-
neously but equally expect instant responses to their emails. Respondents see email as an
synchronised communication but perceive pressure positively.
• Stressed - email exerts stress. This type of email users see email as an synchronised
communication and do not handle pressure to respond. Email is experienced as a negative
factor. Respondents perceive pressure negatively seeing email as source of stress.
Brillhart (2004) discusses a computer-related types and symptoms of stress called techno-stress.
The author gives definition of stress as: “a person’s adaptive response to a stimulus that
places excessive psychological demands on that person”. Techno-stress is a computer-related
stress defined as a combination of performance anxiety, information overload, role conflicts and
organisational factors. The author lists four main types of techno-stress:
• Data Smog - Information overload (the sheer volume of information), which many of us are
exposed to every day, may actually impair our performance and add stress to our lives.
• Multitasking madness - The more tasks we try to perform (multi-task) the less efficient we
become at performing any task. Laboratory research shows that multi-tasking increases
stress.
• Computer hassles - slow computer performance, spam, system crashes, scams, too much
email, pop-up ads, viruses and lost or deleted files
• Burnout - the most significant form of techno-stress. Cumulative process leading to
emotional exhaustion and withdrawal. Develops when a person simultaneously experiences
too much pressure (from the above 3) and has too few sources of satisfaction.
Barley et al. (2011) examine how email contribute to the stress people experience and found that
stress may be caused by increased anxiety when failure to respond appropriately to someone’s
email may directly compromise someone’s work. For example, out of 40 interviewees from the
study, forty-five percent explicitly associate the volume of email they receive with a loss of
control, which they articulate in terms of two anxieties: the fear of falling behind in one’s work
and the fear of missing important information. In this instance email communication is almost
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equivalent to a real time communication and responsiveness becomes critical. To make things
more complicated, inter-dependant tasks are often subject to delays due to waiting for email
response from other people with different priorities (Whittaker et al. 2006). In this situation the
emotions expressed in email texts and project activities could by linked and quantified by means
of sentiment analysis.
Emotional content in emails
Humans naturally communicate by expressing feelings, opinions and preferences about the
environment that surrounds them (Bravo-Marquez et al. 2014). As we generally do get emotional
about things or people, that affect us or we do care about, emotions like anger, fear, joy, and
sadness are relatively frequently experienced. Research in affect states such as emotions has a
long established tradition in many sciences including Linguistics, Psychology, Socio-Psychology,
Cognitive Science, Pragmatics, Marketing and Communication Science (Balahur et al. 2012).
The ways in which individuals write provide windows into their emotive and cognitive worlds
(Coussement and Poel 2009). Text does not only communicate informative contents, but also
attitudinal information, including emotional states (affective phenomena). While emotions are
not linguistic entities the most convenient access to them is through language, consequently
textual information is gaining increased attention by researchers interested in studying affective
phenomena (Masum et al. 2007). It is important to note that “affect” is an encompassing term,
used to describe the topic of emotions, feelings, and moods together, even though it is commonly
used interchangeably with the word “emotion”.
In order to analyse affect states communicated through written language, researchers in the
area of natural language (NL) processing propose a variety of approaches, methodologies and
techniques such as emotion detection, subjectivity analysis and opinion mining (also known as
sentiment analysis, attitude and appraisal analysis or review mining) (Balahur et al. 2012). The
majority of approaches rely on parts of text in which opinions and sentiments are explicitly
expressed as affect words (emotions) such as happy, sad, calm, angry, interested, and bored or
expressed as polarity terms, such as good, bad, nice, nasty, excellent, and poor. The basic polarity
describes “feeling” about something on a scale of approval or disapproval, good or bad, positive
or negative. The most straightforward way of identifying emotions is the use of emotion-denoting
words, or discrete emotional categories such as six basic emotion categories namely of anger,
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fear, sadness, enjoyment, disgust, and surprise (Ekman 1992). Sentiment analysis is the process
of extracting people’s judgement, assessment and emotions toward an entity, an event and its
attributes. By detecting the expressions of sentiment in text and subsequently classifying them,
according to their polarity (semantic orientation) into different categories (usually, positive and
negative) sentiments about entities, events and people are discovered (Balahur et al. 2012).
Polarity estimation is reduced into a classification problem with three polarity classes: positive,
negative and neutral, with assistance of lexicon resources with positive and negative scores
for affect/sentiment words (Bravo-Marquez et al. 2014). According to Balahur et al. (2012)
sentiments can be expressed directly (e.g. “I like Samsung phones.”), indirectly (e.g. “This phone
is light as a feather.”) or implicitly, by describing a situation which points the reader towards a
specific sentiment (e.g. “I paid lots of money for this phone and it broke twice”). Subjectivity
analysis also uses sentiments from the subjective portions of the document which summarise
people’s experiences opinions and judgements that consist of subjective expressions in regard to
a certain topic such as product, service or a person (Pang and L. Lee 2008).
Identifying the polarity of words from unstructured text is a very important task in Natural
Language (NL) processing (Hassan and Radev 2010) as it has many real life applications including:
text classification, text filtering, analysis of product review, analysis of responses to surveys, and
mining online discussions. According to Pang and L. Lee (2008, p. 10) a sizeable number of
papers mentioning “sentiment analysis” focus on the specific application of classifying reviews as
to their polarity. Pekar and Ou (2008) describes “sentiment analysis” as classification at three
different levels: the document level (whole text), the sentence level and the feature level, in
relation to polarity (semantic orientation). At the document level, whole documents are classified
into either positive or negative polarity according to the overall sentiment expressed in the text.
At the sentence-level sentiment classification consists of two subtasks: distinguishing subjective
from objective sentences and determining the polarity of each subjective sentence. As the first
two levels are unable to indicate which specific features of an object are evaluated positively and
which negatively, the feature level of classification is intended to reveal the sentiments expressed
towards individual features. For example, Osherenko (2008) applies classification at all three
levels by using information from affect dictionaries, grammatical lexical patterns from linguistic
studies, and empirical lexical patterns from their own studies in order to associate the emotional
meanings at each level with either positive, neutral, or negative polarity. In contrast Mohammad
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and T. Yang (2013) apply classification on the document level in order to discover emotional
words from love letters, hate mail, and suicide notes. Discovered emotional words are then
associated with one of the three polarities: positive polarity (expressing a favourable sentiment
towards an entity), negative polarity (expressing an unfavourable sentiment towards an entity),
and no polarity (neutral). Finally, the ratios are calculated such as the number of emotional
words associated with a polarity to the total number of words in the text. The calculations are
used to show how different visualisations and word clouds can be used to effectively interpret the
results of the emotion analysis.
Osherenko (2008) reports that the semantic approach provides better results than the
statistical approach using word counts as features. According to Scherer (2005) for discovery of
emotional content in texts, researchers should use list of semantic categories that index different
types of affect-related experiences covering emotions, moods, and other types of transitory affect
states. The author suggests a pragmatic solution based on the Geneva Affect Label Coder
(GALC). This is an excel macro program that attempts to recognise 36 affective categories (e.g.
Anxiety, Anger) commonly distinguished by words in natural languages (e.g. nervous, worried,
furious, angry) and parses text data bases for these terms and their synonyms. The link between
affective categories and polarities is demonstrated in Figure 2.5 where the Geneva Emotion Wheel
(GEW) represents 16 emotion terms systematically aligned in a circle. Underlying the alignment
of the emotion terms are the two major appraisal dimensions: a) valence ( negative/unpleasant to
positive/pleasant) reflecting goal obstructiveness versus goal conduciveness and b) control/power
(low to high) reflecting the coping potential. These dimension are used to separate the emotion
terms in four quadrants: Negative/low control, negative/high control, positive/low control, and
positive/high control. Each “spike” in the wheel correspond to a different level of intensity for
each emotion family from low intensity (towards the centre of wheel) to high intensity (toward the
circumference of the wheel). By using GALC and GEW, discovery of words such as joyful, happy
and delighted can be linked to joy and satisfaction emotion terms which in turn are associated
with pleasant and high control dimensions. With the development and increased usage of online
communication tools, resources, discussion forums, groups and blogs people communicate through
these means of Internet on daily basis exchanging experiences, sharing opinions and feelings,
and satisfying their social need of inter-personal communication. For example, Gill et al. (2008)
analyse personal blogs and claim that basic emotions such as anticipation, acceptance, sadness,
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Figure 2.5: Geneva Emotion Wheel (GEW)
disgust, anger, fear, surprise, and joy can be accurately discovered from short blog excerpts.
According to Pekar and Ou (2008) an increasing number of review web sites (such as epinions
and tripadvisor), where users post their comments on a product (e.g. hotel and restaurant) and
provide their positive or negative evaluation are important resources providing advice to new
users and helping them with their travel plans. Pekar and Ou (2008) analyse users’ comments on
the basis of the user experiences while staying in a hotel in order to determine users’ sentiments
and opinions for each hotel. The results are then compared to the overall hotel ratings. This
approach demonstrates that opinion mining can be used to pinpoint the product’s strengths
and weaknesses and enable detailed comparison of different products with regard to customer
preferences.
Bravo-Marquez et al. (2014) considers tweets (user posts on Twitter) as a rich resource for
sentiment analysis and applies sentiment classification on micro-blogging messages or short texts,
based on the combination of several existing lexical resources and sentiment analysis methods.
In their work the main goals are to improve two major sentiment analysis tasks: subjectivity
classification, and polarity classification. The results in Bravo-Marquez et al. (2014) show that
the combination of meta-level features such as subjectivity, emotion, polarity, intensity need to be
addressed in order to provide significant improvements in performance. Subjectivity is addressed
by separating factual from opinionated text. Detection of emotions is addressed by extracting
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words associated with emotional categories such as sadness, joy, surprise, among others. Polarity
is addressed by classifying emotional categories into one of the three polarity classes: positive,
negative and neutral. Finally, intensity is addressed by measuring the strength or intensity level
of positive or negative sentiments expressed in a text (Bravo-Marquez et al. 2014).
According to Masum et al. (2007) discovery of affect words explicitly expressed in text is
sometime not sufficient for text analysis if the texts are written in abbreviated or expressive
manner. This makes affect sensing from sentence parsing very difficult. For example, in instant
messaging (IM), emails, mobile text messaging and Twitter people tend to use an informal style
of writing (Bravo-Marquez et al. 2014; Masum et al. 2007; Tossell et al. 2012; Walther and
D’Addario 2001). In order to overcome this problem in addition to the use of emotion-denoting
words sentences from those texts are tested for occurrences of emoticons, abbreviations, acronyms,
interjections,“?” and “!” marks, repeated punctuation and capital letters. Emoticons are graphic
representations of facial expressions that many email users embed in their messages (Walther
and D’Addario 2001) with aim to express emotions and provide socio-emotional context by using
visual cues (Tossell et al. 2012). These often include punctuation marks and letters to create
expressions such as happy, sad, or frustrated (which appear :), :(, and :/ respectively). According
to Tossell et al. (2012) the inclusion of emoticons helps readers better understand the level and
direction of the emotional context surrounding the message relayed over the Internet.
Beside analysis of online texts such as discussion forums, product reviews and blogs, many
researchers report that emails also contain attitudinal personal information including emotions,
opinions, and attitudes. According to Bacchelli (2011) only recently researchers have started
analysing the Natural Language (NL) content of emails. Coussement and Poel (2009) demonstrate
benefits of integrating emotionality indicators extracted from call centre emails into the customer
attrition model. Coussement and Poel (2009) contributes to the literature by finding evidence
that adding emotions expressed in client/company emails can be used to distinguish churners
from non-churners (customers most likely to leave or switch their membership/subscription).
This study investigates whether the emotions expressed in customer emails have an impact
on subsequent churn behaviour and finds a significant relationship between positive expressed
emotions in complaint emails and customer attrition in such way that positive emotions expressed
during complaining reduce the chance of churning.
Mohammad and T. Yang (2013) analyse the Enron email corpus to investigate if there are
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gender differences in the use of emotion words in the work-place communications. This large
email repository, the only large publicly available collection of emails, was used as a data set
consisting of thousands of email messages exchanged between 150 senior managers. Data set
pre-processing resulted in tagging 41 employees as female and 89 as male and 20 gender-untagged.
Emails sent from and to gender-untagged employees were removed from the further analysis,
leaving 32,045 mails for data analysis. The results show that the men receive emails with
more trust words, whereas women receive emails with more joy words. Women also use more
cheerful words in emails than men. The results suggest that women are more likely to share
their worries with other women than with men. Finally the analysis of gender differences in
work-place communications suggest that women communicate relatively more on the joy/sadness
axis, whereas men have a preference for the trust/fear axis.
In work by (Wasiak et al. 2010) emotional content of emails is linked to characteristics of
“how email dialogue is expressed” in the context of “socio-emotional” terms (adopted from (Bales
1950)) where the terms can have either “positive” or “negative” reactions. Positive reactions
are further described as evidence in email texts of the email sender showing solidarity, tension
release or agreement. Negative reactions are described as evidence in email texts of the email
sender showing antagonism, tension or disagreement.
In addition to discovery of emotions and affects from texts, work by Gupta et al. (2012)
demonstrates that discovery of emotions linked to negative polarity provide valuable feedback.
The authors analyse customer emails for “salient features” that reflect customer frustration,
dissatisfaction with the business, and threats to either leave or take legal action. Gupta et al.
(2012) used supervised machine learning techniques to detect emotional emails and identified
eight different ways that customers use to express their emotions. The findings suggest that
discovery of emotions in email text can be used to enhance customer retention and are critical
for businesses as they provide valuable feedback for improving business processes.
According to Garcia et al. (2013) understanding how people interact, collaborate and commu-
nicate online is an important field of research that has the potential to improve the performance
of a Free and Open Source Software (FOSS) project. The authors analyse texts from the software
bug tracking logs and the main software developers’ mailing list in order to understand the
relation between the emotions expressed in texts and the activity of project contributors. The
results provide insights into fundamental relations between emotions and activity of contributors
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(and implicitly into motivation) and suggest that contributors are more likely to become inactive
when they express strong positive or negative emotions in the bug tracker, or when they deviate
from the expected value of emotions in the mailing list. The authors find that it is the emotional
intensity which defines contributors’ activity, rather than its polarity in terms of positive or
negative emotions.
2.7 Discussion
Work on measuring project success on the basis of CSFs demonstrated by Cicmil and Hodgson
(2006), Cooke-Davies (2002), Fortune and White (2006), Fortune et al. (2011), Papke-Shields
et al. (2010), and Pinto and Slevin (1987) suggest that project success is a complex, multi-
dimensional concept encompassing many more attributes in addition to the traditional triple
constraint in which for successful project outcome the manager must define and monitor multiple
variables. In addition to focusing on the traditional triple constraint areas of project management
characterised as more easily quantifiable, other areas such as quality, communication, and risk
should be considered. However, being people-related areas those are more difficult to quantify
(Papke-Shields et al. 2010).
Traditional top-down, system-model-based project management with focus on the “objective”
or “hard” issues (i.e. what project has achieved on the basis of the project schedule and project
plans) is increasingly moving towards bottom-up approach with focus on the “subjective” and
“soft” factors such as leadership, motivation, group dynamics, inter-personal communication,
culture, and ethics (Ingason and Jo´nasson 2009). Numerous authors (Henderson 2008; Ramsing
2009; Sadeghi et al. 2009) found that investing in and focusing on inter-personal communication
through all phases project managers’ competencies in decoding and encoding communication
can significantly contribute to team member satisfaction and productivity. Communication
artefacts, such as emails, mailing list entries, memo notes, or records generated by group-ware
tools are valuable information that are available early and can be used to investigate the health
of the development process (Biﬄ et al. 2010). Understanding how people interact, collaborate
and communicate online is an important field of research that has the potential to improve
the performance of a project Garcia et al. (2013). Previous work by Murray (1991) show that
project managers benefit on reflecting on their email in-box and archived messages by tracking
56
unfulfilled requests and outstanding promises. Furthermore, as texts do not only communicate
informative and requestive contents, but also attitudinal information, meta-level features such
as subjectivity, emotion, polarity and intensity, need to be addressed in text analysis Bravo-
Marquez et al. (2014). It was also demonstrated by Bacchelli et al. (2012) and Ohkura et al.
(2006a) that knowledge about certain problems and experiences extracted from archives of email
can improve functionality of future projects. These claims are in line with Biﬄ et al. (2010),
claiming that the main focus of (software development) project success is on the project man-
agers ability to improve the efficiency of project reporting and monitoring through communication.
2.8 Gaps in the literature
Currently there is no evidence of extensive research linking information extracted from emails to
project management. The aim of our study is to provide a “holistic view” of the communication
from project managers’ email in-box as “neck of the hourglass” where the knowledge can be
potentially useful to influence and/or guide project management actions. We did not find current
studies on project related email analysis sufficient as they are generally designed to address
problems with high volumes of emails focusing on classification and clustering of emails on single
feature (attribute) therefore answering a single question. For example, works by Goldstein and
Sabin (2006) and Scerri et al. (2010) use classification for detecting the overall intent of the
email, answering a single question “Why was the message sent?”. From the review of related
literature we identified four significant shortcomings in the existing literature:
(a) current research on analysis of emails mainly focuses on a single feature which does not
provide a holistic view of project communication,
(b) there is limited literature measuring effects of project communication on the project (task
completion), the project manager and a team member,
(c) current research on analysis of project emails does not link inter-personal communication to
project management, and
(d) there is limited literature investigating how information extracted from incoming communi-
cation records can help a project manager to improve functioning of a project.
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These shortcomings provide motivation for the research. In order to address those issues our aim
is to design, apply and test a framework specific for knowledge discovery from project manager’s
email in-box. We propose a new model of analysing project related emails called “Email Feedback
Analysis” (EFA) with a focus on assisting the project manager to identify areas that work or
are critical of the project success. The framework will be used to link communication to project
management on the basis of “communication metrics”. The metrics will distinguish different
types of communication that can be linked to project success on the basis of critical success
factors.
Figure 2.6 provides an illustration of the proposed EFA model. The model embeds the
relationship between team members’ and the project manager, incoming communication, email
analysis and project monitoring and decision making for project control. Direction of the team
members’ feedback with email messages flows from team member’s email out-box to the project
manager’s email in-box. In the top layer of Figure 2.6, project communication between team
members and the project manager is initialised by their engagement in regards to completion
of planned project tasks which are described in project schedules. Team members’ project
engagement is represented in the second layer as “EXECUTION OF TASKS”. In the third
layer, labelled “COMMUNICATION VIA EMAIL AS FEEDBACK”, team member’s emails
represents their feedback in regard to project activities. The arrows between the team member’s
show the flow of “incoming communication”. The fourth layer shows that emails acting as
written feedback on actual project events contain team members’ status updates, discussions,
opinions as well as expectations. At this point, project messages from the managers email
in-box represent incoming communication which are used as input for the analysis process. This
process requires coding of emails’ header and text. When coding is completed quantitative
and qualitative results, based on multi-feature analysis are used as for the purpose of project
monitoring (labelled “MONITORING”) by project manager. This means that in the EFA model
incoming communication provides descriptions of actors (team members), their activities and
experiences while performing these activities. For the purpose of identifying areas that are
critical to the project progress communication metrics are applied. This includes analysis of
email texts for identification of problems, negative emotions and mismatched expectations. In
addition, communication attributes that might negatively affect the project, the project manager
and a team member are identified, including requests, high demands on the project manager,
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urgency, overload and frequency. In the last layer, represented as “TROUBLE SHOOTING” the
manager this mechanisms gives the project manager the ability to anticipate problems, to oversee
corrective measures, and to ensure that no deficiencies are overlooked. It also gives the manager
ability to handle unexpected crises and deviations from the project plan. This knowledge can be
then potentially useful to project managers for decision making in regard to ongoing projects or
future projects.
Figure 2.6: Proposed Email Feedback Analysis (EFA) Model
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2.9 Chapter summary
In this chapter we investigated literature from two different areas: email analysis and project
management with the subset of literature related to project management communication. By
reviewing current literature of email analysis we identified various characteristics associated
with communication including email overload, email acts, email primary intents of the sender,
senders’ expectations, email responsiveness and discovery of emotional content. By investigating
project management related literature we developed a better understanding of project managers’
informational needs for the purposes of project monitoring and control. From the reviewed
literature we found that communication analysis provides several benefits to project managers
including: real time analysis of communication as indicators for the state of project health, and
source of collected knowledge that can be reused for future projects. However, we found a gap in
the literature that contributes to strengthening and extending the understanding of the role and
function of communication in the context of project management especially for the purposes of
project monitoring and control. By observing project participants through their communication
and their communication processes we aim to develop and test a model for extracting structural
and semantic elements of project communication. The elements will be used as indicators for
the state of project health, and source of collected knowledge that can be reused for future
projects. In the next chapter we discuss research methodology as the approach to address our
main research question.
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Chapter 3
Methodology
The main purpose of this work is to examine the role and function of incoming communication
records from team members to the project manager in the context of project management. This
chapter discusses the methodological considerations most appropriate for addressing the main
research question and research objectives. The term methodology refers to the philosophy and
plan of action showing how answers to the research questions will be obtained while methods
refer to tools and strategies for data collection and analysis. In this chapter the approach and
methodology will be discussed in relation to the main research question:
To what extent can knowledge discovery from a project manager’s email in-box be
used to improve the functioning of a project?
Motivation for our study is to design, apply and test a framework specific for knowledge
discovery from project manager’s email in-box in order to give greater knowledge of what is really
occurring in projects which helps the project manager to improve the functioning of the project.
Furthermore, we are motivated to develop “communication metrics” in order to distinguish
different types of communication that can be linked to project success measures on the basis of
CSFs such as those demonstrated by Fortune and White (2006). To achieve this goal we engage
with project practitioners (project managers) from several organisations on order to investigate
which information extracted from project manager’s email in-box is useful for observation of
actors and their activities, and to what extent it provides knowledge linked to CSFs. Our interest
on integrating analysis of inter-personal communication into project management is encouraged
by Ramsing (2009, p. 351) who claims that “Currently, there is no defined field of research on
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inter-personal project communication despite being a key aspect of understanding projects and
the definition of project success.” and heavily influenced by the authors concluding remark
Ramsing (2009, p. 355) “Focusing on inter-personal project communication and taking it further
in defining the concept and making it richer enables a fruitful way of bringing the expertise of
communication research into the field of project management”.
3.1 The research paradigm
Throughout decades researchers work as communities sharing their own set of common beliefs,
assumptions and values regarding the nature and conduct of research (Kuhn 1978). The general
approach in conducting research is known as the research paradigm. The term paradigm refers
to the progress of scientific practice based on philosophies and assumptions about the world
and the nature of knowledge (Collis and Hussey 2009). Morgan (2007) claims that paradigms
should be seen as “. . . world views or all-encompassing ways of experiencing and thinking about
the world, including beliefs about morals, values, and aesthetics”. On one side of the spectrum
are “positivists” who believe that social observations should be objectively viewed (without
emotional attachments) and treated as entities in the same way that physical scientists treat
physical phenomena. On the other side of the spectrum are “constructivist” (or “interpretivists”),
qualitative purists who believe that time and context-free generalisations are not possible and
knower and known cannot be separated because the subjective knower is the only source of
reality (Johnson and A. Onwuegbuzie 2004).
Collis and Hussey (2009) use the term research philosophies to describe paradigms and
distinguish them from each side of the spectrum as positivistic and phenomenological Saunders
et al. (2011) use the metaphor the of “research onion” to illustrate how data collection and
analysis (the core of the research onion) need to be considered in relation to research approaches
and philosophies (the outer layers of the research onion). As shown in Figure 3.1 research
philosophies are represented as over arching layer which are crucial to the development of an
appropriate research design which can be both justied and explained. The layers are linked by
their inter-relationships. While the outer layers represent research philosophies and strategies,
the inner layers represent possible methodological choices with techniques and procedures at the
core. According to the authors it is the researcher’s understandings and associated decisions
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in relation to these outer layers that provide the context and boundaries within which data
collection techniques and analysis procedures will be selected. Highlighted (bold and underlined)
text inside each layer in Figure 3.1 represent elements of this research.
Mixed
methods
Data collection 
and analysis:
Incoming Emails
Questionnaires
Longitudinal
Case
study PragmatismDeductive
Mono
method
Multi
method
Cross-sectional
Experiment
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Action
research
Grounded
theory
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research
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Positivism
Realism
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Choices
Time horizons
Techniques and Procedures
Figure 3.1: The research “onion” - adapted from Saunders et al. (2009, p. 10)
This research was underpinned by the “Pragmatism” philosophy which is shown at the
bottom of the outer layer in Figure 3.1. Pragmatism tries to bridge empirical science and design
science where knowledge claims arise from actions, situations and consequences. Pragmatism
is derived from the Greek word “pragma” which means action from which the words “practice”
and “practical” come (Pansiri 2005). It was first introduced by Charles Pierce (1839-1914) in
1878 through his book How to Make Our Ideas Clear. Pragmatism contains a number of key
assumptions about the way in which we view the world. These philosophical assumptions consist
of a stance toward the nature of reality (ontology), how the researcher knows what she or he
knows (epistemology), the role of values in the research (axiology), the language of research
(rhetoric), and the methods used in the process (methodology) (Creswell 2012). Key assumptions
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that underpin this research strategy and the chosen methods as part of the strategy in relation
to “pragmatism” philosophy are described in Table 3.1.
Table 3.1: Assumptions of the pragmatism philosophy
Assumption Question Pragmatism
Ontological What is the nature
of reality?
External, multiple, view chosen to best enable answering of
research question.
Epistemological What constitutes
acceptable knowl-
edge?
Either or both observable phenomena and subjective mean-
ings can provide acceptable knowledge dependant upon
the research question. Focus on practical applied research,
integrating different perspectives to help interpret the data.
Axiological What is the role of
values in research?
Values play a large role in interpreting results, the researcher
adopting both objective and subjective points of view.
Data collection
techniques most
often used
What is the re-
search process?
Mixed or multiple method designs, quantitative and quali-
tative.
Source: Adapted from Saunders et al. (2011, p. 119)
On this occasion, the “pragmatism” philosophy is appropriate for several reasons. Firstly,
it is suited to the nature of the research problem with a focus on practical applied research.
For researchers who adopt the philosophy of pragmatism, the importance of research is in the
findings’ practical consequences (Saunders et al. 2011). In this study consequences of the findings
are directly linked to practicality. The research questions were based on the practicality of
using analysis of incoming communication for the purposes of project management. To examine
practical consequences of using knowledge extracted from incoming communication for the
purposes of project management we closely worked with project managers integrating data at one
or more stages of data analysis, interpreting the results with focus on data credibility, reliability
and relevance to project management practices.
Secondly, the pragmatist approach fits the analysis requirements as it allows objective and
subjective points of view. As values play a large role in interpreting results in this study, focus
on both technical and the human dimension allows examination of incoming communication in
projects through different lenses. According to A. J. Onwuegbuzie and Leech (2005), pragmatist
researchers have the opportunity to combine the macro and micro levels of a research issue. By
observing actors, their activities and their experiences while performing these activities through
macro and micro levels of their communication the researcher was able to identify areas of concern
and present this knowledge as potentially useful for improving project management practices.
Thirdly, as the study of incoming communication required both qualitative and quantitative
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approaches for data collection and analysis, the philosophy of “pragmatism” was chosen as “it
provides a platform for the pluralism of methods, and it has been hailed as the best paradigm for
justifying the use of mixed-methods research” (Tashakkori and Creswell 2007; Tashakkori and
Teddlie 1998; Tashakkori and Teddlie 2003). Mixed method studies have been defined by Creswell
and Plano (2007) as those studies involving “the collection or analysis of both quantitative and/or
qualitative data in a single study in which the data are collected concurrently or sequentially,
are given a priority, and involve the integration of the data at one or more stages in the process
of research”. The mixed method approach in this study employs more than one data collection
method in order to address exploratory research sub-questions and confirmatory main research
question. This means that both quantitative and qualitative data needs to be collected, analysed
and linked to the main research question confirming that knowledge discovery from incoming
communication can be used to improve the functioning of a project.
Bazeley (2002) note mixed methods are inherently neither more nor less valid than specific
qualitative or quantitative approaches to research. Mixed methods in this study were used to
enrich understanding of an experience or issue through confirmation of conclusions, extension
of knowledge or by initiating new ways of thinking about the subject of the research, namely
incoming communication in projects and its practicability for project management. This approach
has been used in similar studies. For example, in a study by Wasiak et al. (2010) the authors use a
mixture and combination of methods including coding of email text content, frequencies of coding
and semi-structured interviews for study of email use in engineering projects. Similar approach
was used by Bacchelli (2011) where mixed methods were used for extracting significant information
and quantitative data by parsing natural language (NL) text from software development emails.
3.2 Research method
This research employed a case study method because it was concerned with illustrating the actual
world of investigated phenomena of linking knowledge from communication analysis to project
management, rather than providing statistical details about the cause-effect relationships between
variables within the examined phenomena. Since the philosophy of “pragmatism” provides a
platform for the pluralism of methods, researchers adopting mixed methods suggest that the
research question within each stage is more important than either the method they use or the
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paradigm that underlines the method (Tashakkori and Teddlie 2003). Research questions are
definable in terms of the questions; who, what, where, how and why (Yin 2003a; Yin 2009). As
shown in Figure 3.1 the methodological choice labelled “Strategies” refers to one or more research
methods which researchers can use within their research design for answering or addressing a
research question. Clearly pragmatism can provide a very powerful justification for the use of
case studies since case studies as a research method offers the possibility of studying a problem
defined situation in great detail (Easton 2010).
According to Perry (1998) the research problems addressed in case study based thesis are more
descriptive how-do, rather than prescriptive how-should. Perry (1998) also claims that case study
approach incorporates prior theory and as such is a blend of induction and deduction. Induction
is defined as as “theory emerging from data” and as such may suggest diverse facts, probability
and hypothesis. On the other hand deduction is defined as “prior theory” which is based on facts
and certainty. In the case study research the blend of both induction and deduction is desired
as pure induction approach might be too loose, preventing the researcher from benefiting from
existing theory just as pure deduction might be too tight preventing development of new and
useful theory. For this reason theory building is the goal of the study rather than theory testing.
Case study method
Case research is defined by Easton (2010) as “a research method that involves investigating one
or a small number of social entities or situations about which data are collected using multiple
sources of data and developing a holistic description through an iterative research process.”
According to Easton (2010) this method allows the researcher the opportunity to tease out
and disentangle a complex set of factors and relationships, albeit in one or a small number of
instances. The most challenging aspect of the application of case study research in this context
is to lift the investigation from a descriptive account of “what happens” to a piece of research
that can lay claim to being a worthwhile, if modest addition to knowledge (Rowley 2002). Yin
(Yin 1994) outlines five components that are essential for case study research design in achieving
addition to knowledge:
1. A study’s question
For example a “how” and “why” research questions are more explanatory and likely to lead
to use of case studies, so initial task is to precisely clarify the nature of study question.
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In this study main research question “To what extent can knowledge discovery from a
project manager’s email in-box be used to improve the functioning of a project?” is used
as explanatory question.
2. Its proposition - if any
State a purpose as well as criteria by which the exploration will be judged successful.
In this study the purpose is to investigate the value of knowledge discovery from incoming
communication in the context of project management.
3. Its unit of analysis
Define what the “case” is; an individual (person, role), a group or an organisation. A
general rule is that the definition of the unit of analysis is directly linked with the definition
of the research question.
In this study “incoming communication” is the unit of analysis.
4. The logic linking the data to propositions.
In this study “pattern-matching” approach is used for the logic.
5. The criteria for interpreting the findings
There is no precise way of setting the criteria. If the different patterns are sufficiently
contrasting, one can hope that the findings can be compared and interpreted in terms of
comparing at least two rival propositions.
In this study the criteria for interpreting the findings is based on “communication metrics”
which are used to distinguish affects on the progress of project tasks as well as affects on
project participants.
Case Study research design according to Green et al. (2004) should be about one or more actual
real-life cases where case study selection criteria include: the willingness of key persons in the
case to participate in the study, the likely richness of the available data, and preliminary evidence
that the case has had the experience or situation that researcher is seeking to study, even if the
case is to be a typical case. In this research study these selection criteria were used for choosing
the five case studies. For example, in prior data collection, project managers were invited to
participate in the study with willingness to collaborate with the researcher during data collection,
analysis and interpretation of the results. The managers were also asked to complete preliminary
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and post-analysis questionnaires. While the project managers were not the primary focus of the
investigations their domain knowledge and project management experience were essential during
data analysis and interpretation of results.
The unit of analysis is a critical factor in the case study (Tellis 1997). The unit of analysis in
this study was “incoming communication” which is defined as “team members’ feedback via email
with a purpose to inform project manager, either directly or indirectly, about project activities
and experiences while performing these activities”. In incoming communication team members
(message senders) and project managers (message receivers) were represented as social entities.
The unit of study is represented by a set of emails in the project manager’s email in-box for a given
project or project phase. Holistic description of team members’ activities and experiences while
performing these activities as well as the relationship between the entities enabled identification of
issues that could have negative impact on project progress. This approach enabled the researcher
to link knowledge from communication analysis to project management.
For the purposes of this research, the term “case study” refers to a specific form of research
enquiry, in which the researcher explores in-depth a program, event, activity or, as in the case of
this research, a process (Stake 2013). By investigating the communication process the purpose
is to “understand the details of what is really happening” (in projects). According to Thomas
(2011, pp. 37) case studies are especially good for this purpose. In this research the researcher
initially investigated how and why team members communicate with their project managers.
With this knowledge, further investigations provided knowledge in understanding “How can this
knowledge be applied by project managers to possibly improve project management practices of
current or future projects?”.
According to Saunders et al. (2011), where answering the question or addressing the problem
necessitates data being collected for an extended period of time, the research is longitudinal;
while cross-sectional research examines different population groups at a single point in time. For
this research we used a “dual approach”. Team members’ communication was discerned by using
the longitudinal approach (observations through an extended period during the projects lifetime),
while differences and characteristics of incoming communication across five distinct projects was
identified via cross-sectional study. This dual approach follows Leonard-Barton (1990) where
cross-sectional study identifies patterns indicative of dynamic processes in development and
deployment of software tools and longitudinal study provides a close-up view of those patterns
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as they evolve over time.
In our research the dual method allows the researcher to look at a snapshot of five projects
(cross-sectional) and examine how each project addresses email communication over the time
period of each project (longitudinal). The time horizon allows the researcher to examine the
phenomenon of email communication by appreciating how each project evolves over its project
length and the changes in such communication that occurs (e.g. emotional intensity, urgency).
In order to ensure richness of available data, project managers were asked to provide all email
messages related to a single project which had recently finished and lasted for about a year or
longer. In addition, email messages had to be sourced from the project managers’ email in-box
(or archive) and related to projects in which they were the project manager. For case study 1,
email messages were collected from a publicly available mailing list. As this project is on-going
(software development), the researcher collected emails which included team communication
between two major releases of the software with a time horizon of 11 months. Thus, 11 months
set the minimum time horizon for all the case study projects. Time horizons related to the
project emails for the other four case studies varied from 11 to 22 months (see Table 3.3, column
5 for precise months for each project).
Justifying selection of the case study method
The preceding description of case study method points to its relevance for this particular research.
In essence, it was the nature of the research question, the context and temporal conditions
associated with the phenomenon.
The nature of the research question
A case study is both a process of enquiry about the case and the product of that enquiry (Stake
2013). This method of conducting multiple-case studies has been linked to scientific methods
where several experiments are conducted to prove that the design is repeatable and can generate
consistent results (Yin 2003b). In this study the design was repeatable with each of the five case
studies containing incoming communication from distinct ICT related projects and consistent
results were generated which contributed to strengthening and extending the understanding of
the role and function of incoming communication in the context of project management.
To answer the main research question and to address the four objectives, embedded multiple
case-study model by Yin (2003b) was used as the main framework as it enabled the researcher to
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explore, unravel and understand incoming communication and its relation to project management.
There are several reasons why an embedded multiple-case design was adopted for addressing the
research questions:
• The research was concerned with illustrating the actual world of investigated phenom-
ena rather than providing statistical details about the cause-effect relationships between
variables within the examined phenomena
• The researcher was not aiming to understand a unique and typical phenomenon as in the
single case design
• Multiple cases can be regarded as equivalent to multiple experiments (Rowley 2002); on
the basis of the replication logic our model could be tested and study’s findings generalised
• Multiple-case studies are more robust than single case studies Yin (2003b)
The design is considered embedded as it examined more than one type of data collection
(Yin 2003b). Primary data collection sources in this study included five distinct projects (cases)
with 1105 team members’ emails extracted from the project managers’ in-boxes. Two sources of
secondary data included preliminary and post questionnaires with project managers as well as
existing literature from interrelated areas of email analysis and project management practices.
According to Rowley (2002) in embedded design a number of sub-units are explored individually
and then results from multiple units of analysis are drawn together to yield an overall picture. In
this study incoming communication was the primary unit of analysis. However, the communication
was actually analysed through several sub-units including: i) objective (technical) parts of
communication, ii) subjective (human) parts of communication, iii) relationships between message
senders (team members) and receivers (project managers), and iv) effects of communication.
Results from multiple sub-units of analysis were drawn together to yield an overall picture of
incoming communication in projects, providing “calculations of reality” which in turn provided
foundations for improving functioning of projects. This approach provided a means of integrating
quantitative and qualitative methods into a single research study.
By firstly applying qualitative content analysis as a (text) interpretation method in case
study research the researcher was able to discover features of incoming communication and their
values hence answering the first research sub-question “What communication features can be
extracted from project manager’s email in-box?”.
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On the basis of qualitative analysis the researcher was able to apply quantitative analysis
(frequencies/proportions) on discovered feature values across all case studies hence answering the
second research sub-question “Which feature values characterise emails from project manager’s
in-box?”.
Answering the third and the fourth sub-questions “How does analysis of these characteris-
tics lead to identification of communication metrics?” and “How can this knowledge improve
functioning of a project?” the researcher used results from both qualitative and quantitative
methods.
Relevance of context
The case study method is a particularly appropriate method when contextual conditions are
an important aspect of the phenomenon (Stake 2013; Yin 2003b). The selection of case study
method was also appropriate for this study given the importance of the context of linking
incoming communication to project management. The messages as communication records were
not formed in isolation, rather were shaped and modified by event sequences and interactions
between the team members and their project managers that unfolded over time.
Temporal conditions
Similarly, the passage of time is an important aspect of communication in projects. The case
study communications did not occur in a single instance; rather they developed over time. Team
members’ feedback on status of project tasks in the form of incoming communication was dynamic
in relation to project activities, rather than at a steady, even pace.
Extent of behavioural control
At the same time, the researcher had no capacity or intent to control the behavioural events
which unfolded during team member’s communication with their project managers. Indeed,
much of the research was associated with capturing activities and functions which were related
to the communication. This inability to control behavioural event provided another justification
for the use of the case study method (Yin 2003b).
Additional justification
There were additional reasons for selecting the case study methodology. These related to design
flexibility and depth of understanding required by the researcher. The case study method
afforded a degree of design flexibility which was quite important given the limited knowledge
base of at the outset of the study. This flexibility enabled the researcher to adapt to enquiries
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about communication as our knowledge of the communication processes in project environment
deepened. Finally, the case study method also enabled the researcher to explore the process
of incoming communication in considerable depth. The researcher was able to use a variety
of information sources, including analysis of incoming communication via email and pre and
post analysis of questionnaires with project managers. These provided depth of understanding,
and triangulation of the data which was used for viewing communication from several points.
By drilling deep from different directions the researcher was able to generate an understanding
of the various perspectives and experiences of those involved in project communication. This
understanding was reflected in answering the research questions.
Figure 3.2 illustrates the plan of action with order of steps taken for addressing the main
research question and four sub-questions. The order of execution starts from the top left corner
(step 1) and goes down until each step is completed. Each step is related to each research
sub-question in such way that the output of the current step becomes foundation or input for the
next step. For each step data collection or inputs are outlined, with corresponding objective(s)
which are achieved through analysis. The collection of logical steps is designed in such way
that the output of each step produces input(s) for the next step and at the same time provides
foundations for answering the research sub-question. For example, execution of step 1 was related
to answering the first research sub-question. Data collection and input for this step consists of
related literature from interrelated areas of email analysis and project management practices,
and preliminary questionnaire with the case study project managers. The objective for this step
is to provide a set of communication features which are obtained from content analysis of the
related literature and the questionnaires. Identified set of communication features as the output
from step 1, in turn becomes foundation for step 2. After the final step is completed collective
results (output) from each consecutive step are used for answering the main research question.
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Figure 3.2: Methodological approach with order or steps
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3.3 Implementing the research method
The research was conducted in three main stages: (i) preparation stage, (ii) data collection stage
and (iii) analysis, theory building and reporting stage. The stages, recommended by (Eisenhardt
1989) and (Yin 2003b) comprised a series of research activities which contributed to addressing
the key research questions. This study commenced at the end of 2007 as a part-time Ph.D.
enrolment and concluded in 2014. The preparation stage commenced in 2007, data collection
and data analysis stage were mostly completed by the end of 2010 while theory building and
reporting stages were mainly completed by the end of 2013. Final writing stage of this thesis was
completed by the end of 2014. The stages and activities are summarised in Table 3.2, and the
activities are detailed in the following section. Execution of the sequential stages and activities in
reality was a recursive one where in multiple occasions the researcher, prompted by triangulation,
revisited previous stages in the research process to improve on the overall process.
Table 3.2: Stages and activities of research
STAGE ACTIVITY
Preparation
Reviewing the literature
Conducting pilot case study
Developing initial theoretical model
Selecting cases
Conducting preliminary questionnaires
Crafting protocols and instruments
Gaining access to data
Data collection
Conducting case studies
Developing case study database
Analysis and reporting
Conducting within case analysis
Reporting within case findings
Modifying theory
Conducting cross case analysis
Reporting case findings
Conducting post analysis questionnaires
Writing thesis
Reviewing the literature
In the preparatory phase the first activity of the research commenced with a review of the related
literature. Whilst the literature review represented the starting point for the research, in reality
the process of consulting and reviewing the literature occurred throughout the life of the research.
This research utilised literature from several interrelated fields including email analysis, project
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communication and project management.
The review started with early literature investigating ever increasing organisational use of
emails as primary method of communication where specific events or issues are discussed and
related tasks are received and delegated. In the subsequent review we narrowed the literature to
project related inter-personal communication, especially in ICT projects, investigating various
approaches to analysis of project related emails which led to growing interest of communication
research in the phenomena of discovering knowledge from such data repositories. The purpose
of this literature investigations was twofold: a) to find out which communication features are
being investigated in email analysis, and b) to get familiar with various email and email content
text analysis methods using either quantitative, qualitative approaches or both. In order to
understand how email analysis relate to projects we then closely reviewed project management
literature in regard to practice-based research on project management where focus of the study
is on the actors, their activities and experiences while performing these activities. Purpose of
the literature investigations was to learn about project managers’ informational needs in the
context of project monitoring and control. In the later literature reviews we closely reviewed
project management literature in regard to project management practices for project success
especially in the context of CSFs. Purpose of the literature investigations was to understand
how knowledge discovery from email analysis relates to CFSs in such way that helps the project
manager to improve the functioning of the project.
During the literature review process there were several issues the researcher noted in relation
to analysis of project related emails as follows: (a) most ICT project related email analysis
were specific to publicly available free and open source software (FOSS) developers’ mailing
lists, (b) a limited number of communication features being investigated with focus on either
objective or subjective parts of incoming communication but not both, (c) there was a little
evidence of extensive research investigating incoming communication, and (d) classification and
clustering methods from the literature mostly focus on a single feature with the purpose of
addressing email overload problem. Despite plethora of investigations related to use of email and
email analysis there was no defined field of research investigating analysis of incoming project
communication for the purposes of project management in with the purpose to meet project
managers’ informational needs. This gap provided motivation and focus on this study. In the final
stages of the research, the literature review represented an important framework and reference
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point in the theory building process, as we compared case data, emerging theory and the extant
literature (Eisenhardt 1989).
Problems related to issue (a) motivated the researcher to use case studies from various
ICT projects which are not limited to only publicly available FOSS software development
mailing lists. The problem with issues (b) and (c) is they do not provide a holistic view of
incoming communication with descriptions of actors, their project activities and experiences
while performing these activities. The problem with issue (d) is that many classification methods
presented in the email analysis literature are mostly focusing on a single feature. To illustrate
these issues consider this message sent to project manager “Can you please tell me how to add this
method”. The classification method by Goldstein and Sabin (2006) will use speech act features
and associate “Can you” words with “action” indicator and link it to email act: “Directive - Ask
someone to do something”. Our multi-feature approach provided more descriptive information
to the project manager about the message including: a) message type=request for action, b)
reason for sending email=Sub-Task Request, c) action expectation=technical help, d) reply
expectation=implied, e) problem= inability to complete task due to knowledge constrains.
Similar issues were encountered when email message texts were more complicated. In order to
clarify our claim, consider this message sent to project manager “Are we under Logica warranty
for PNI? Some errors have come up from the data capture (real use of PNI), just wondering
who will fix.”. From the classification point of view work by Scerri et al. (2010) would classified
this message as action item=Request information from recipient meaning that the team member
requests information from the project manager. Beside being potentially useful to the project
manager, this information is based on a single feature informing the manager on the “intent” for
conversation but it does not provide a “holistic view” of the communication. When we completed
initial analysis and presented our findings based on single features, the managers indicated that
more detailed description of the emails would provide more useful information. Our collaboration
with the managers resulted to expansion of our model including objective and subjective features
that enable more detailed description with the following information in regard to the previous
message text example: a) Message sender=E.V., b) Email Send Method: To, c) Date/Time
Message sent: 2007-05-30 14:34:00, d) Message Type: Request for information or a document, e)
Team Member’s Reason for Sending Message: Task Completion Problem, f) Task considered
completed when the message was sent: No, g)Team Member’s Reply Expectation: Stated by TM
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but without high urgency.
In addition to the message summary we applied analysis for discovery of problems, expecta-
tions, emotions and lexical patterns (PEEL analysis) on sentences within the message text and
identified one problem and three expectations. Phrase “Some errors have come up” was associ-
ated with “TECHNICAL” problem. Phrases “Are we under Logica warranty for PNI?” and “will
who fix (errors)” were associated with two expectations “Team Member Expecting Confirmation”
and “Team Member Expecting Feedback” respectively. These message examples illustrate that
analysis of email texts on bases of a single feature do not provide detailed information for project
managers. There are three reasons for this claim: a) single feature analysis are either based on
technical (objective) or personal or (subjective) parts of inter-personal communication but not
both, b) they either summarise message texts or apply analysis of sentences but not both, and c)
they do not measure effect of the communication on project managers, team members or project.
Our model incorporates all three points: a) features from the structure of communication and
PEEL describe technical and personal parts, b) structure of communication summarises message
texts while PEEL provides analysis of sentences, and c) communication nature measures effect of
the communication. Our reports given to the project managers together with findings from our
analysis suggest that insights into “neck of the hourglass” with a holistic view of communication
provided useful information to the managers.
Conducting pilot case study
Perry (1998) suggests that before data collection and analysis begins, prior theory is obtained
from pilot cases. Prior theory provides a focus to the data collection phase in the form of
research issues that always conclude the literature review. The pilot case study was carried
out at the Federation University Australia (formerly University of Ballarat) at the Faculty of
Science (formerly School of SITE) where student emails in regard to specific assessment tasks
were collected and analysed. Detailed description of the pilot study including data collection,
analysis and results is provided in Appendix D. While the pilot study was not related to project
communication it had many common characteristics with project case studies. The pilot case
was selected on the basis of the following convenience factors; the researcher’s role of university
lecturer mimicked role of a project manager where the lecturer’s course management practices
had many similarities with project management in the context with monitoring and control of
77
course assessments. Students’ role mimicked role of project team members where performance
and expectations provided foundation for the relationship between the lecturer (requester) and
a student (performer). In the context of incoming communication, data consisted of students’
emails sent to the lecturer mostly with feedback in regard to assessment tasks with similar
characteristics to project tasks where task requirements, start and completion dates were well
defined. The purpose of the pilot study was to test the extent to which knowledge discovery
from lecturer’s email in-box (incoming communication) can be used to improve completion rate
of student assessment tasks. This study served both substantive and methodological purposes
(Yin 2003b). It enabled the researcher to gain additional insights in the issues associated with
incoming communication, and it yielded insights into the operations of the actual case research.
For example, information from the analysis of the pilot study communication was of great
value to the lecturer (researcher) as it provided information about students’ requests, emotions,
expectations, and issues in regard to their assessment tasks. Furthermore, the analysis revealed
the lecturer was often under a great pressure to maintain the communication in order to assist
students. This was evident especially around the assessment completion time when students’
expectations for assistance and demand for the communication was on the rise.
The pilot study was not part of the main study and it did not modify the final methodology.
However, findings from the pilot study contributed to extension of the feature selection suggesting
that analysis of emails should include insights into communication (types of communication, reply
expectations) as well as insights into communication content (problems, issues, emotional language,
expressive language). The pilot case study implemented as part of this thesis demonstrated how
the lecturer’s (project leader role) management actions were driven on the basis of the knowledge
obtained from analysis of incoming communication of the students (team members role) in regard
to completion of course assessment tasks. More detailed description of the pilot case study is
provided in Appendix D.
Selecting cases
The cases used in this study were selected for several reasons including: replication of findings
from other cases, contrary replication, elimination of alternative explanations, and elaboration of
the emergent theory and particularly suitable for illuminating and extending relationships and
logic among constructs (Eisenhardt and Graebner 2007; Yin 1994).
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Defining appropriate cases
At the most basic level, the cases needed to provide the researcher with an opportunity to study
the process of incoming communication at the heart of the research. That is, the researcher
needed to be able to study structure and nature of incoming communication in projects which
revealed how and why team members informed their project manager about project related
activities and their experiences in regard to activity performance. This knowledge was supposed
to be measured against CSFs with aim to evaluate this knowledge in the context of project
monitoring and control. The terms “ICT project”, “project feedback”, “performer/requester”,
“incoming communication” and “project tasks” provided the parameters, or boundaries of selection
for cases appropriate for this research.
Patton (2005) introduced the concept of “purposeful sampling” suggesting that case studies
should be selected from among potential cases which are information-rich and provide the
researcher with deep knowledge and understanding about the research issue. Firstly, cases related
to ICT projects were selected due to the researcher’s ICT background. This knowledge was
essential for understanding technical content of emails. Secondly, cases with larger number of
emails in project managers’ in-box were considered more appropriate to provide information
rich data repositories. Thirdly, in conjunction with other communication channels emails were
supposed to be used as primary communication tool in projects. Selection of those cases
was important to provide holistic view of communication with descriptions of actors’ project
activities and experiences while performing those activities, enabling discovery of both objective
(technical) and subjective (social) parts of communication. Finally, in keeping with the research
problem, the cases of project communication needed to involve project managers during data
collection, transformation, analysis and interpretation of results. This was important to enable
the researcher to investigate the perceived association between the communication processes
and project management. While researchers have surmised that analysis of emails can provide
discovery of issues in projects to date incoming communication have not been specifically
investigated in the context of project management especially for the purpose of monitoring and
control.
Selection and recruitment of the project managers
Selection of case studies included selection of organisations that would meet the following criteria:
• the organisation has an ICT related project in which emails were used as main communica-
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tion channel between the project manager and team members
• there are approximately one hundred or more project related emails in the project manager’s
email in-box
• teams also include members from other than the host organisation
• the organisation agrees to release all project related email data for purposes of the research
• the project manager is willing to meet and communicate on regular basis with the researcher
• the project manager is willing to participate in the study (see below)
• the project manager is experienced in his project field and has at least moderate ICT
knowledge.
In this study, project managers were not the focus of the investigation, instead it is the incoming
communication in projects. Therefore, selection and recruitment of project managers was
dependant of them agreeing on the criteria above. Once interested organisations were identified,
meetings with project managers were organised in order to discuss the criteria listed above. If
interested organisations met the criteria and agreed to participate in the study, further work
involved project manager’s participation (all but FOSS project) for the following tasks:
• choose an ICT project that meets the criteria
• organise legal documentation for the release of data
• organise data collection which includes all project related messages from the manager’s
email in-box
• participate in identification of team member roles
• complete preliminary questionnaire for project managers
• participate in analysis discussions for interpretation of the results
• read the project communication report and provide feedback
• complete post-analysis questionnaire for project managers.
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As email data for the FOSS project was publicly available on the web from their software
developer mailing list, the researcher contacted the project manager (maintainer) via email and
asked for permission to collect and use email data for the research purpose. The permission was
granted by the project maintainer however, the maintainer was not available to participate in
the study.
Selecting actual cases
According to Eisenhardt (1989) selection of appropriate cases controls extraneous variation
and helps to define the limits for generalising the findings. Case selection relies on theoretical
sampling where cases are chosen to replicate previous cases or extend emerging theory. In this
study there were two primary considerations in the selection of cases; firstly the number of
cases to be selected and, secondly, the actual cases themselves. Multiple case approach with five
cases was chosen to increase the reliability of the results and provide a stronger basis for theory
building (Eisenhardt 1989; Yin 2003b).
Actual five cases, with ICT project related incoming communication as a unit of study, were
selected for three main reasons. Firstly, there is a significant and emerging body of work related
to knowledge discovery form project related emails, especially from emails archived in publicly
available FOSS developers mailing lists. Secondly, by selecting cases from the same industry
sector (ICT) there were benefits associated with consistency in the external environments of
these cases. Thirdly, data resources and staff availability associated with each case were easily
made accessible to the researcher, which not only maximised opportunities for data collection
and collaboration with project managers, but made the research affordable. In addition, due
to the researchers domain knowledge in ICT, concepts and vocabulary from this industry were
easily understood and interpreted when email content was analysed.
From the literature review of project email analysis we found that a majority of researchers
used either Enron corpus (Klimt and Y. Yang 2004; Lampert et al. 2010; Peterson et al. 2011),
a large set of email messages, that was made public during the legal investigation concerning
the Enron corporation or publicly available FOSS developers’ mailing lists (Bacchelli et al. 2011;
Bacchelli et al. 2012; Dinh-Trong and Bieman 2005; Moraes et al. 2010; Pattison et al. 2008).
We did not consider the Enron email corpus suitable for our study for two reasons: a) it is
corporate specific, not project specific environment and b) we would not be able to collaborate
with managers. In regard to FOSS mailing lists we decided to include only one case study
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from this environment. We believe that having all case studies from a single environment such
as software development would not be representative of project related communication. Our
decision was influenced by the following characteristics of FOSS projects: a) most virtual teams
consist of software developers and their communication is usually programming code specific
(Bacchelli 2011), b) no formal organisational structure (Crowston et al. 2008) (teams are flat
structured) so project managers (maintainers) usually do not have managers above, c) project
client is often not defined so only internal communication is captured, and d) it is not a trivial
task to pre-process mailing lists (Bettenburg et al. 2009) and identify conversations directed
to the project manager (maintainer) as messages are usually sent to the whole group from the
mailing list.
In order to make contribution to new knowledge we decided to move away from only software
developer related communication such as FOSS mailing lists. For our study we managed to obtain
team members’ emails sent to project managers from four Australian organisations together with
a data set from one Free and Open Source (FOSS) software development mailing list. While all
projects from our case studies were ICT related only the FOSS project involved programming
code specific communication between the software developers.
To protect the confidentiality of the research participants, the actual names of the or-
ganisations, their project and team members have been changed. For ease of understanding,
the organisation-project name have been replaced with unique identifier starting with “PRE”
(PRoject Evaluation) prefix followed by a number representing that case study. Following that
format five case studies are represented as PRE1, PRE2, PRE4, PRE5 and PRE6.
Case study PRE3 was related to the construction industry and we decided not to use it in
this study. There were several reasons for this decision. While initial data analysis for this case
study showed applicability of our method to a non-ICT project the researcher was constrained by
domain knowledge in this area. During the analysis “construction industry” related vocabulary
often restricted the researcher to fully understand email content. Due to this constraint it was
decided to discontinue analysis of the PRE3 case study and not to include it in this study. Table
3.3 presents details of selected five case studies.
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Table 3.3: Case Study Details
Case
Study
Num-
ber
Ref Project Detail Number
of Team
Mem-
bers
Data Source Communication
Methods
1 PRE1 Freelance IT professionals from around
the world working on an ongoing Free
and Open Source Software (FOSS) de-
velopment project. Team members work
on-line in a virtual team environment.
10-20 120 email mes-
sages for a
period of 11
months
Mailing lists,
Wiki, chat,
forum, Skype
2 PRE2 Large Australian State Government or-
ganisation implementing a data mining
IT project with internal team and exter-
nal sub-contractors from Europe.
20-30 Preliminary and
post analysis
questionnaires
and 429 email
messages for
a period of 16
months
email, phone,
Face to Face
(F2F)
3 PRE4 ICT centre operating as a commercial
part of a regional University imple-
menting Geographic Information Sys-
tem (GIS) project with internal team
and external sub-contractors.
5-10 Preliminary and
post analysis
questionnaires
and 338 email
messages for
a period of 22
months
F2F, phone,
email (mostly
with the client)
4 PRE5 Department of a regional University im-
plementing room access e-card project
with internal team and external sub-
contractors.
10-20 Preliminary and
post analysis
questionnaires
and 80 email
messages for
a period of 11
months
email, phone,
F2F
5 PRE6 Large Australian Power organisation im-
plementing a GIS IT project with inter-
nal team and external sub-contractors.
30-40 Preliminary and
post analysis
questionnaires
and 138 email
messages for
a period of 13
months
email, phone,
F2F
Developing the case study protocol
The next step in the research involved developing a case study protocol. A copy of the case
study protocol is included in Appendix A. According to Rowley (2002) data collection should
be guided by a case study protocol. Developed in accordance with guidelines provided by Yin
(2003b), the case study protocol consists of:
• A detailed account of the major purpose and objectives of the research - as specified in
Section A.
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• Background to the research issues - as specified in Section A.
• Description the procedures for collecting data in the field - as specified in Section A.
• Identification the case study questions - as specified in Section A.
• Detailed general guidelines for development of the case study report - as specified in Section
A.
The value of the case study protocol in this study is consistent with that which has been
reported elsewhere in the literature. As discussed by Perry (1998) the protocol allows the
researcher to detail in advance the procedures and requirements to be followed during data
collection and it provides direction for the researcher that might act to improve the reliability of
the research findings. In this study the protocol provided focus and structure to the research,
facilitated preparation and planning and (most important in multiple case designs) it ensured
that results were reliable.
Developing data collection methods and instruments
With the mixed method approach, a researcher should collect multiple data using different
strategies, approaches and methods in such a way that the resulting mixture or combination
is most likely to result in complimentary strengths and non-overlapping weaknesses (Johnson
and A. Onwuegbuzie 2004; Tashakkori and Creswell 2007). Pragmatist researchers believe that
no single viewpoint can ever give the entire picture and that there may be multiple realities.
This does not mean that a pragmatist researcher would always use a variety of data collection
techniques and analysis procedures; rather the research design should enable credible, reliable
and relevant data to be collected that support subsequent action (Saunders et al. 2011). In
keeping with the aims and objectives of the research the researcher used a combination of data
collection methods. The use of multiple data collection methods provided triangulation, and
therefore stronger substantiation of constructs developed during the research (Eisenhardt 1989).
Data collection method involved two key components: emails sent to project managers as the
primary source of data, and preliminary and post-analysis questionnaires with project managers
as secondary data.
According to Wasiak et al. (2010) project related emails contain written records related to
team members’ activities and as such it is increasingly used as reliable form of primary data,
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rather than surveys, questionnaires, interviews or staged experiments. The purpose of analysing
projects emails in this study was to understand nature and structure of incoming communication
in such way that could provide potentially useful information for project management practices
especially during monitoring and control phases. The purpose of the preliminary questionnaire
was to determine project manager’s views on incoming communication via email in context of
receiving, archiving, responding to, retrieving and analysing emails from their in-box. In this
instance, project manager was investigated as message receiver. After analysis of emails from
project managers’ in-boxes a post-analysis questionnaire was given to project managers. The
purpose of the post analysis questionnaire was to determine project manager’s views on values of
extracted knowledge from email analysis in the context of project management practices. In this
instance, project manager was investigated as decision maker.
Conducting preliminary questionnaires with project managers
Before analysis of emails from project managers’ in-boxes a preliminary questionnaire was given
to project managers. The purpose of the questionnaire was to determine project manager’s views
on inter-personal communication via email in context of receiving, archiving, responding to,
retrieving and analysing emails from their in-box. Furthermore, the questionnaire was used to
probe project managers’ awareness of their emails containing problems, emotions, expectations
and lexical patterns reported by their team members. Completed preliminary questionnaires
with project managers are included in a CD appended to this thesis.
Developing the case study database
For each case study raw emails were collected for a given ICT project. For PRE1 case study
(FOSS application development) raw email data was collected from the project website where
project’s mailing list was publicly available. For other case studies and their corresponding ICT
projects raw emails were collected from project managers’ email in-box. Data selection involved
collection of only those messages where project manager’s email address was included in the list
of message recipients regardless to which message send method (such as To:/Cc:/Bcc:/Fwd:)
was used by the sender.
The emails were converted into text files and stored in corresponding file directories on a
secure Linux server environment. Each text file, representing an email sent to project manager
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consists of header lines that identify particular routing information of the message and text
from message body. Qualitative analysis involved coding contents of the text files. From the
related research literature we did not find any email analysis software for the purposes of project
management. For that purpose, an in-house application “ProCommFeedback” was developed
by the researcher with a web based interface, back-end relational database and third party
text parsing plug-ins used to split email texts into sub-sentences and the sub-sentences into
phrases. For each email message, both coding information and message content were submitted
into the relational database via web based forms. After the coding was completed for a given
project, coded values from the relational database tables were converted into flat tables for the
purpose of quantitative analysis. Records from the flat tables were further used for generation of
charts and graphs on the basis of frequency counts of coded features and their values. For that
purpose an in-house web based application “MineAssociate” developed by the researcher was used.
This application queries relational database and with the use of JpGraph (a graph generation
tool - http://jpgraph.net) dynamically produces charts and graphs for presentation on websites.
Generated charts and graphs were saved as image files and incorporated in communication reports
(included in a CD appended to this thesis) which were presented to the project managers.
“ProCommFeedback” and “MineAssociate” applications were developed and implemented on
a secure Linux server using LAMP model. LAMP is an acronym for a web service solution stacks,
originally consisting of largely interchangeable components: Linux, the Apache HTTP Server,
the MySQL relational database management system, and the PHP programming language. As a
solution stack, LAMP is suitable for building dynamic web sites and web applications. Entity
Relationship Diagram of the relational database as well as screen captures of the application web
interfaces are included in a CD appended to this thesis.
The timing of the email analysis and the report for each case study is not applied in real-time
mode. We identify few factors that play major role in a length of time for text analysis including:
length of email texts, researcher’s ability to understand and code email text content, researcher’s
availability for the analysis (full-time employment and part-time study) and project manager’s
availability for interpretation of the results. For example, 15 minutes or more for analysis and
coding of a single email message containing on average 66 words, can be incrementally reduced
with development and improvement of the “ProCommFeedback”, web based tool for the analysis,
completeness of the analysis vocabulary, and increased researcher’s experience in coding. With
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average of 220 messages per project and 15 minutes per message it is estimated for the analysis
phase to take five working days with additional time for reporting. With additional time and
availability constrains of the primary researcher and the project manager, each case study is
estimated to take one to two months for analysis and reporting.
Conducting within-case analysis
After data collection the next step in the research process was analysis of the data, starting
with within-case analysis. The analysis of emails from each individual case study provided facts
from which reports were generated and conclusions were made. According to Eisenhardt (1989)
the overall idea of within-case analysis is to become intimately familiar with each case as a
stand-alone entity. The within-case analysis involved a series of activities, corresponding to those
recommended by Eisenhardt (1989). Whilst these activities are described sequentially, more
often they occurred simultaneously:
• An initial case history was developed;
• Data was coded and sorted according to pre-determined coding schema (features);
• Data was analysed for the presence of additional, unexpected themes which were salient to
to the researcher, and;
• Detailed case study write-ups were created. In this study detailed and summary communi-
cation reports of the within-case analysis were written up and presented to project manager
(included in a CD appended to this thesis).
The within-case analysis occurred in several “sweeps” or stages of refinement. Initially,
the raw email data was manually coded describing structure of communication; these coding
categories provided a way of describing each email message by coding data from message header
and message body. Collected analysis of all messages within case provided description of incoming
communication for a given project. For four cases these findings were discussed with project
managers in order to verify the coding schema. In the second phase by closely working with
the project managers the researcher mapped values for each communication structure feature
into communication nature features and their values. For example, on the basis of the senders’
email address by using database structure query language (SQL) we count the number of senders
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(team members), the number of messages per sender, and the total number of messages and
their mean. By counting number of team members whose message count was greater than
the mean, we calculate communication group size giving the proportion of team members who
communicate with their project manager more often than their colleagues. In this phase mapping
to communication nature was also validated by the managers. In the third phase, with assistance
the project managers measurable characteristics of communication were identified in a such
way that information extracted from “communication” and “communication content” provided
“metrics” used to identify which aspects of the communication might negatively affect the project,
the project manager and a team member. In the final phase, communication reports were
provided to project managers and findings discussed with their view of interpretation of the
results, which in turn provided foundation for post-analysis questionnaires.
Case histories
The researcher developed a case history for each case. This case history combined data from
preliminary questionnaires with project managers, email data analysis and post-analysis question-
naires with project managers. These case histories provided the basis for the findings reported in
Chapter 4 of this thesis, and the discussion and subsequent theory building contained in Chapter
5.
Coding of email data
The development of the coding scheme was based on several methodologies discussed in related
literature as follows:
• Team members and time series: Biﬄ et al. (2010)
• Email message types: Dabbish et al. (2005) and Whittaker et al. (2007)
• Action items: Lampert et al. (2010), Scerri et al. (2010), and Scerri et al. (2008)
• Reasons for sending email and expectations: Wasiak et al. (2010)
• Coding of problems: Ohkura et al. (2006a)
• Email send methods: Noda et al. (2007)
• Email awareness and task management: Siu et al. (2006)
• Reply expectations: Kalman and Rafaeli (2011) and Tyler and Tang (2003)
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• Lexical features: Osherenko (2008) and Rao and Ravichandran (2009)
• Emotions: Gupta et al. (2012) and Scherer (2005)
• Sentiment/emotion polarity: Hassan and Radev (2010) and Rao and Ravichandran (2009)
The coding method, based on a hierarchical scheme, codes the header and content of email by
assigning email to categories and sub-categories that denote various characteristics of incoming
projects communication such as team members’ practices, problems, attitudes, needs, expectations
and personal perceptions. Depending on the granularity of analysis (either whole text, sub-
sentences, or phrases) each message text was inspected manually in order to identify variety of
expressed meaning in texts. Objective of coding emails was to explore the presence of recurring
themes (Patton 2005), which is achieved by describing the characteristics though a collection of
labelled concepts. Labels that are either too broad or too narrow will reveal little. For that reason
codes were developed in hierarchies or subsets to minimise such risk as suggested by Wasiak
et al. (2010). The hierarchies were developed by mapping “structure of communication” features
and their values into “nature of communication” features and their values, as well as coding
email text for discovery of Problems, Emotions, Expectations and Lexical patterns (PEEL). This
hierarchy provided bases for development of “communication metrics”. More detailed description
of coding communication features extracted from email header and text is provided below.
Coding of raw email data - Structure of communication
In our framework the set of seven initial “communication structure” features were coded from
email message header and the message body (content text). In emails the body is always preceded
by header lines that identify particular routing information of the message including email address
of the message sender, list of one or more recipients and date-time stamp. Three features were
coded from a message header including: the name of the message sender, date and time stamp
identifying when the message was sent and email send method. Coding of sender’s and recipient
email address, send method type and data-time stamp was straight forward. Coding of email
content included summarising of whole text including the following features: reason for sending
a message, task considered completed when message was sent, email message type, and senders’
expectation on message reply. Coding schema for email message type was based on work by
Dabbish et al. (2005). Coding schema for other features was developed by the researcher. By
linking elements of summarised email text to key concepts, thereby converting text into data,
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the content of the email messages enabled us to provide descriptive characteristics of incoming
project communication with focus on team members as message senders.
Coding of raw email data - PEEL analysis
Further coding of email content included parsing email text for discovery of Problems, Emotions,
Expectations and Lexical patterns. We found that analysis of short texts such as email content
presented a great challenge due to the variety of expressed meaning in texts. For this purpose
we incorporated several text parsing components into “ProCommFeedback” analyser including
the Stanford parser (deMarneffe et al. 2006)), Geneva Affect Label Coder - GALC (Scherer
2005) and General Enquirer (Stone et al. 1966). Stanford parser splits the free text of each
message into phrases and finds relationships between words. Phrases and sub-sentences divide
the original sentence into parts (phrases) providing linguistic information about each phrase
including subject, modifier, negation, object and verb. Each verb is then passed to the Geneva
Affect Label Coder (GALC). If the verb is flagged by the GALC as an emotion General Enquirer
(GI) flags its polarity as either positive or negative.
For this type of coding the researcher was required to manually inspect parsing output of each
message in order to identify phrases associated with either a Problem, Emotion, Expectation or
a Lexical pattern (PEEL). For example, email message text “We are ready to deploy mapguide
2.1 but we require the new server” is split by the parser showing relationships between the words
for each phrase. The “... we require the new server” phrase consisting of subject (we), negation
(null), verb (require) and object (new server) was identified by the researcher as a problem. The
problem was then coded by the researcher as “Inability to deliver due to missing RESOURCES”.
Coding schema for discovery of problems and expectations was developed by the researcher.
Coding schema for discovery of emotions was based on work by Scherer (2005). Coding schema
for discovery of lexical patterns was based on 11 grammatical pattern categories discussed by
(Osherenko 2008) as “Grammatical lexical patterns from linguistic studies” which are also used
to identify emotional meaning of texts.
Coding of email data - Nature of communication
The concepts identified by the coding process of “communication structure” features were used
to form the basis for the second phase of coding. This involved automatic mapping of the
“communication structure” features values into pre-defined “nature of communication” features
and their values. When structure of the communication was initially analysed and presented
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to project managers it was noted that aggregation of feature values would provide more useful
overview of the project communication. For example, send method feature with value “To:” was
labelled as “direct communication type” while “Cc:” and “Bcc:” values were labelled as “indirect”.
This feature provided important information to project managers as, for example, identified
messages in which the sender was addressing the project manager personally. Furthermore,
messages associated with indirect communication (“Cc:” and “Bcc:”) could be used to provide
information about team members’ practices as, for example, some team members were more
inclined than others to keep their managers in the loop.
After a number of interactions we were able to identify six “structure of communication”
features suitable for mapping their values to corresponding “nature of communication” values.
This includes: group size (based on the number of senders), communication type (based on
send method), communication frequency (based on data-time stamp), workload demand on the
project manager (based sender’s reason for sending a message), reply demand on the project
manager (based on email message type), and reply urgency demand on the project manager
(based on senders’ expectation on message reply). For example, the decision for introduction
of the “reply demand on the project manager” feature was based on the project managers’
comments indicating they would feel greater need to reply to team members’ messages associated
with the “Request for action” message type than to messages associated with the “Reminder for
a meeting, event, or upcoming deadline” message type. This provided information about team
members’ level of reply expectations as, for example, their expectations for a message reply was
more likely to be higher for action requests and lower when sending reminders.
Analysing for the unexpected
In addition to analysing data according to constructs pre-determined by the theoretical framework,
the researcher maintained openness towards other themes which were salient to the research.
When themes occurred they were also coded using appropriate descriptors. Results of the
within-case analysis were summarised in data tables to facilitate cross case analysis.
Conducting cross case analysis
The purpose of cross case analysis was to identify similarities and differences in the patterns,
themes and categories of data across the cases, and the underlying logical arguments associated
therein (Eisenhardt and Graebner 2007). In this study cross case analysis was applied in
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order to identify similarities and differences in incoming communication between projects as
cases. Courvisanos (1994) describes three distinct modes of analysis in case study research:
pattern-matching, explanation building and time series analysis (historical case study research).
Explanation building and pattern-matching mode were the most appropriate for analysis in
this study. They allowed the researcher to analyse collected data in order to find common
patterns of incoming communication, i.e how patterns are replicated in other case studies, and to
discover similarities and differences between cases in order to analyse with a view to explaining
phenomena.
Cross case analysis occurred in three analytically distinct, but overlapping phases namely (i)
retrieving, sorting and aggregating data; (ii) analysing data to recognising patterns and their
underlying logic, and; (iii) building a theory of using analysis of incoming communication for the
purpose of project practices. It was these patterns, and their underlying logic, which provided
the foundation for the emerging theory of applying communication metrics in projects. Whilst
the process of cross-case analysis is described sequentially, in reality, it was a much more iterative,
and at times messy, process.
For each feature and their values we provided the meaning and frequency count of the
values. These findings provide information about feature values that were commonly found
across projects which in turn describe key characteristics of communication content. Initial
results were obtained by applying chi-square test of independence for values of each structure
and nature of communication feature in order to test if the relationship between a feature and
projects was significant. The test was based on significance level (p-value) of 0.05. In cases
where the null hypothesis was rejected, we applied residual analysis identifying feature values for
which project’s incoming communication differed significantly. The analysis were used in such
way that information extracted from “communication” and “communication content” provided
“metrics” used to identify which aspects of the incoming communication could negatively affect
the project, the project manager and a team member on the basis of team members’ practices,
problems, attitudes, needs, expectations and personal perceptions. This approach was used for
comparing measurable characteristics of incoming communication across the projects with the
aim to demonstrate that communication metrics can be used for comparison between projects.
Furthermore, cases of very high and very low proportions of measurable characteristics provided
contrasting patterns in the data drawing attention to those with high proportion.
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Conducting post-analysis questionnaires with project managers
After analysis of emails from project managers’ in-boxes, a post-analysis questionnaire was given
to project managers. The questionnaire consisted of four parts with the aim to probe project
managers’ view on using knowledge from analysis of incoming communication for the purposes
of project monitoring and control. In the first part, project managers were asked how often they
analyse project related emails on the scale from never to always. In the second part, project
managers were asked to indicate their opinion about the use of project related communication
analyses on the scale from strongly disagree to strongly agree. In the third part, the managers
were asked to indicate how much do they feel they know about each element of PEEL; a lot, a
moderate amount, a little, or nothing. In the last part, the managers were asked to comment on
the most interesting aspects of the analysis used in this study.
Four project managers out of five completed the questionnaire. Project manager Project
1 has never returned the questionnaire. Completed post-analysis questionnaires with project
managers are included in a CD appended to this thesis.
Validating the research findings
Patton (2005) suggested that three parties are best placed to judge the success of content
analysis using a coding scheme. These are the developers, independent experts and someone with
knowledge of the corpus. During the data analysis phase and towards the end, the researcher
conducted several meetings with the four project managers who completed the questionnaire and
two research supervisors. Hence the researcher, other academics and four project managers as
industry partners provided the project with validated coding practices, and research findings.
3.4 Ethical considerations
The research was conducted in a manner consistent with the principles of ethical conduct laid down
in the National Statement on Ethical Conduct in Research involving Humans (Commonwealth of
Australia, 1999), with permission given for the research by the University of Ballarat’s Human
Research Ethics Committee (Project Number: B07-110). The researcher obtained formal consent
from all project manager’s participating in the research. Evidence of participants’ consent was
clearly documented and it is provided on the CD attached to this thesis. When collecting, storing,
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accessing, using and disposing of personal information extracted from questionnaires and case
study emails, the researcher respected and maintained their privacy and confidentiality. Data from
both sources was de-identified and any references removed that relate to personal or organisational
sensitive information such as for example actual person’s full name, or organisational financial
details. The nature of the research was such that it constituted a low risk to participants, both
individually and collectively.
3.5 Chapter summary
This chapter has detailed the methodological approach and research method used in this research.
It began by identifying the research paradigm and underlying philosophy of our methodology
in order to find a workable solution for the proposed research questions. This research em-
ployed a case study method with the aim to investigate phenomena of linking knowledge from
communication analysis to project management. The case study protocol was developed in
accordance with guidelines provided by Yin (2003b). A case study method was applied with the
aim to be consistent with the “pragmatism” paradigm (philosophy) and particularly well suited
to understanding the process of incoming communication in projects and applicability of this
knowledge to project management. By defining and describing the case study method we provided
the justification for its selection for this particular research. As “pragmatism” was implemented
as the methodology for this work, it was based on “mixed methods” with attempts to fit together
insights provided by both qualitative and quantitative research approaches. The next part of the
chapter outlined the process of implementing the research methodology, describing case selection,
data collection, and analysis. Having described the research design and its implementation
process in this chapter, the following chapter will present the findings of the research.
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Chapter 4
Project Communication - Findings
This chapter presents the findings from the “within-case” and “cross case” analysis with discussion
of the following elements of incoming communication in projects via email:
• preliminary questionnaires with project managers
• discovered features and feature values
• email characteristics describing structure and nature of communication
• PEEL analysis
• communication metrics
• post-analysis questionnaires with project managers
Description of the major observations discovered during this study is used to give a context for
the analysis and discussion. The chapter is divided into eight sections. In the first section 4.1 we
present findings from the analysis of the preliminary questionnaire given to project managers
with their views on inter-personal communication via email. In the second section 4.2 we identify
features discovered from project manager’s email in-box. In addition to identified features, our
findings on the feature values are presented in Appendix B. The third section 4.3 describes key
characteristics of the communication across all cases in context of features and feature values
focusing on the communication metrics which emerged as significant in the context of this research.
In the fourth section 4.4 we present characteristics of the communication across all cases in the
context of discovered PEEL patterns and how they relate to communication metrics. The fifth
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section 4.5 provides findings from the cross case analysis looking into differences in communication
between each case study. In the sixth section 4.6 findings are summarised and presented in the
context of project monitoring. In the seventh section 4.7 we present findings from the analysis of
the Post-Analysis questionnaire completed by the project managers. The questionnaire contains
managers’ view on the “within-case” findings of the inter-personal communication from their
email in-box with additional results on their evaluation of our framework. In the last section 4.8
we provide chapter conclusion.
In relation to case study identifiers the organisation-project names have been replaced with
unique identifier starting with “PROJECT” and represented as PROJECT 1, PROJECT 2,
etc. Each case study number corresponds to related project number. For example case study
represented as PRE1 corresponds to PROJECT 1. Actual names of team members from each
project have also been replaced by unique numbers. Following this format, for example team
member number 100 is presented as TMEMBER 100. The same unique identifiers are also used
in the summary and detailed reports with individual case description, including the findings
from the “within case” analysis.
4.1 Preliminary questionnaire for project managers
Summary of evidence and findings from the preliminary questionnaire are shown in Table 4.1.
In this table the second column “Topic” corresponds to topic in the questionnaire. In the
third column the findings are presented, while the fourth column contains evidence from the
questionnaire that supports the corresponding finding for a given topic.
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Table 4.1: Preliminary questionnaire - findings
# Topic Finding Evidence
1 Usage of project
emails
- “Day to day” basis for exchanging and storing
project information and data
PRE2: Send closing documents out to the required parties; past
emails used for finding issues that need closure or resolution;
PRE4: Day-to-day matters and for exchanging file; PRE5: Main
tool for the communication; PRE6: As a transport mechanism (i.e.
attachments)
2 Improving commu-
nication leads to
better project out-
come
- Project managers agree that communication
is key component of project management -
Communication should be constantly main-
tained and improved
PRE2: Provides better project outcomes. Project Management
is all about communication; PRE4: Without effective communi-
cation, team members are making decisions based on insufficient
information; PRE5: Improved communication leads to saving time
efficiency and fewer misunderstandings between the stakeholders;
PRE6: Communications is a key component to the project delivery
by the project team
3 Form of the inter-
nal email communi-
cation
- Internal email communications in relation to
managing projects is unstructured and ad-hoc
in all cases
- In large organisations (PRE2 and PRE4)
structured emails are also used for very for-
mal communications
PRE2: Structured, ad-hoc and unstructured; PRE4: Unstruc-
tured/chatty; PRE5: Ad-hoc and unstructured; PRE6: Mostly
used ad-hoc but structured for very formal communications
Continued on next page
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Preliminary questionnaire - findings (continued)
# Topic Finding Evidence
4 Factors affecting
Project Managers
decision when/if to
respond to an email
- Project managers prioritise emails on the
basis of the message sender and urgency
- Emails from peers and those that take shorter
response time are processed immediately while
others are dealt with later
- Urgent issues phone calls and face to face
meetings are sometime more preferred option
PRE2: Priority based on on who sends and how important; PRE4:
Urgency/priority. For issues that can be quickly addressed (less
than 10 minutes), immediate response; PRE5: Depends on the
request, emails are prioritised; PRE6: Who is the email sender, and
how urgent it is. Email from an executive manager gets actioned
first
5 Issues of receiving
and responding to
emails and how they
could be improved
- PRE2 and PRE4 project managers focus on
their personal difficulties handling emails
- PRE5 and PRE6 outline the importance of
discovering and sharing knowledge and infor-
mation stored in email texts
PRE2: Clear definition of the “subject” and properly structured
body of the email would allow for a better response; PRE4: Mainly
the issues revolve around the volume of emails received; PRE5:
Automatic share of emails between all the project stakeholders
would prevent any stakeholders being in the dark regarding any
activities; PRE6: No formal review of emails is undertaken to
determine improvement opportunities, any such improvements are
ad-hoc during the project
Continued on next page
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Preliminary questionnaire - findings (continued)
# Topic Finding Evidence
6 Does communica-
tion via email help
project monitoring?
- All project managers agree to some extent
that email helps project monitoring. However,
the managers tend to use ad-hoc approach.
PRE2: In some occasions i.e. holidays or away from work and need
some understanding of how things are going in a bit of detail; PRE4:
Email is great for communicating with project sponsors/clients;
asking the client to test and provide feedback; PRE5: Not the best
way to monitor the progress but sometimes it can help when project
contractors inform regarding any stage of the project that they
progressed through; PRE6: Provides initial communications of
project issues and escalations; E-mails can provide ad-hoc progress
reports, in that they are more immediate than fortnightly status
reports
7 Project team in-
forming on prob-
lems via email
- All project teams use email to some degree
to inform managers on problems
- For major issues the managers prefer to be
informed in real time
PRE2: Primarily via face-to-face discussions. However, some team
members follow it up with an email. PRE4: For minor problems,
while major issues are generally handled face to face; PRE5: Yes;
PRE6: Generally yes, as the initial form of communications for
problems
8 Project team ex-
pressing emotions
with words
- All project teams use email to some degree
to express emotions with words
PRE2: Occasionally; PRE4: Yes and tend to be more with positive
language; PRE5: Yes; PRE6: Yes, generally negative emotions are
expressed more frequently than positive ones; Positive emotions
are always welcome and commented on as they build the energy
in the team
Continued on next page
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Preliminary questionnaire - findings (continued)
# Topic Finding Evidence
8b Project managers
influenced by
project team emails
with emotions
- All project managers are affected by emo-
tional emails especially those with negative
emotions
PRE2: Emotional emails do impact strongly and easily; PRE4:
Often negative language leads to a negative or emotional response;
PRE6: Influence obviously depends on the situation; The emotions
are evaluated to determine if it is due to a particularly stressful
event, or if there is a more significant problem which needs to be
carefully managed
9 Knowing what
project team
expectations are
- Project team expectations tend to be dis-
cussed face to face or implicit for small teams
PRE2: Via regular discussions with the team. PRE4: By working
together for a long time there is understanding of each others expec-
tations; clients are quite explicit in their requirements/expectations;
PRE5: Via regular meetings with the team; PRE6: Via regular
formal and informal meetings and email correspondence.
10 Knowing when
project team ex-
pectations are not
met
- Project managers find out about mismatched
expectations usually during face to face meet-
ings and in some cases via email
PRE2: Read emotions when discussing various issues (it comes
through in emails as well); PRE4: Most times know via face to
face meetings; PRE5: When task is not completed on time or not
done properly; PRE6: When they say so. When there is a follow
up email
11 Project team ex-
pressing emotions
with emoticons, ex-
clamations, etc.
- Project teams occasionally use emoticons
and exclamations to express emotions in their
emails
PRE2: Receive such emails; PRE4: Hardly any; PRE5: Yes; PRE6:
Very occasionally, only from younger team members and generally
only to express positive emotions
Continued on next page
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Preliminary questionnaire - findings (continued)
# Topic Finding Evidence
12 Dealing with urgent
emails
- All project managers receive emails that need
urgent response - Managers response time to
urgent emails varies
PRE2: Usually call staff for a discussion if not sure of the situation,
otherwise provide a decision via return email; PRE4: Need to be
chased up or prompted verbally to respond. Often work to own
priority based on deadlines and requirements of manager; PRE5:
Prioritise them and try to answer ASAP; PRE6: Response time is
generally dictated by the urgency of the email as determined from
the email content
13 Archiving and
analysis of project
emails
- Most project managers archive project emails
- Some project managers assess archives but
there is no evidence on analysis of archived
project emails
PRE2: Archive emails; Look at the archives if there are missing
details; PRE4: Not in a structured way; Rarely assess archived
emails unless there is a specific issue or problem; PRE5: Archive
emails; Use the archive mail messages for reporting; “What do you
mean by analysing the emails?”; PRE6: Emails are archived only
for the duration of the project
14 Project email stor-
age strategies and
schemas
- Project managers tend to group emails into
functional folders
PRE2: Project folder within with functional folders. “To Do” items
are left in the in-box until resolved; PRE4: Poorly. Currently in-
box has 7000 received emails with 300 unread. Tend to have a lot
of emails where just Cc’d or Bcc’d; PRE5: Emails are grouped
by task title into folders; PRE6: Organised by subject/content
and stored for the duration of the project, but only as an audit
mechanism
Continued on next page
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Preliminary questionnaire - findings (continued)
# Topic Finding Evidence
15 Other non-email
communication
- Beside emails all project managers commu-
nicate via traditional methods such as face-to-
face meetings and phone
PRE2: Face-to-face meeting, phone calls; PRE4: Job tracking
software and teleconferences; PRE5: Phone communication is the
second most common after emails. Used for short and urgent
queries; PRE6: Face-to-face meeting and feature articles on the
company Intranet site
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Analysis of responses to the preliminary questionnaire provided insight of project manager’s
perceptions of inter-personal communication. Besides face to face and phone communication,
project managers used email on day-to-day basis for exchanging and storing project information
and data. The managers tend to group emails into functional folders which are later archived.
While managers agree that email helps project monitoring, the managers used ad-hoc approach
dealing only with current emails. Only in urgent cases the managers accessed archived email
messages for relevant information. Analysis of archived project emails as a whole is not practised
by the project managers despite team members’ use of emails to report on issues and problems
or express emotions.
As a result of conglomerated efforts of describing communication and communication content
from project managers’ email in-box in the next section we present list of features used in our
study. Complete list of discovered feature values is shown in Appendix B.
4.2 Features and feature values extracted from project man-
ager’s email in-box
In this thesis a “feature” relates to “variable”, “factor”, “attribute” or “characteristic” and it
is used to provide a specific view of communication or communication content. Feature value
relates to attribute data that represents an individual characteristic or a count. List of identified
17 features is shown in Table 4.2. Each feature is represented in a row with seven columns
providing feature description and its relevance to project management. The first column with
heading “Feature” represents a short name for each feature. In the second column we provide
information of “How was data extracted?” for the given feature. List of tables corresponding
to feature values are shown in the third column. In the fourth column with heading “Analysis
group” we provide grouping of the three feature sets. The fifth column of the table shows each
feature in the form of a question that could be of interest to project managers. In the sixth
column we describe relevance of the given feature to project management. In the last column we
provide references to literature using given feature.
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Table 4.2: Extracted communication features
Feature How is data extracted? Feature Values Analysis group Question? Relevant to project manager? Lit. using this feature
Email Sender Sender’s (team member’s)
email address extracted from
email header
Not for public
use. Data
de-identified
and replaced
by unique
numbers
Structure of
Communica-
tion
Who is the mes-
sage sender?
Informs about communication of an individual
team member or links particular feature value
of interest, such as for example “high workload
demand on the project manager”, to the actual
person.
Spam filtering (Stolfo
et al. 2006), discov-
ery of communication
patterns (Noda et al.
2007), and social net-
works (Bird et al. 2006;
Laclavik et al. 2011)
Communication
Group Size
Calculated from number of
messages and number of team
members. For further informa-
tion see Section 4.3
Appendix B
Table B.3
Nature of Com-
munication.
What is size
of communica-
tion group?
Informs on the proportion of team members
who frequently communicate with project man-
ager.
Smaller groups es-
tablish and maintain
higher levels of com-
munication quality
(Lowry et al. 2006)
Send Method Project manager’s email
address from list of re-
cipients and send method
(To:/Cc:/Bcc:/Fwd:) ex-
tracted from email header.
Appendix B
Table B.4 First
column
Structure of
Communica-
tion
How was the
message sent
to the project
manager?
Provides view of communication by send
method (To:/Cc:/Bcc:/Fwd:). It can be used
to detect team member’s whose communica-
tion leads to “email overload” (e.g. too many
“Fwd:” messages.
Social relationships
(Noda et al. 2007)
Communication
type
Derived from “Send Method”
feature values
Appendix B
Table B.4
Second column
Nature of Com-
munication
What are team
members’ com-
munication
types?
Provides distinction between personal (direct)
and non-personal (indirect) communication.
In non-personal communication project man-
ager is not primary addressee.
Effects of direct and
indirect communica-
tions on social learning
and task coordination
(Singh et al. 2013)
Continued on next page
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Extracted communication features (continued)
Feature How is data extracted? Feature Values Analysis group Question? Relevant to project manager? Lit. using this feature
Email
date/time
stamp
Directly from email header Actual
date/time val-
ues converted
to month/year
Structure of
Communica-
tion
When was the
message sent
to the project
manager?
Associates each message with “date/time sent”
time-stamp. When aggregated it provides view
of communication by month/year. In associa-
tion with other features it can provide time
series view of communication.
Month-by-month view
of archived messages
showing most common
names of various kinds,
including people,
places and organisa-
tions (Hangal et al.
2011)
Communication
Frequency
Derived from “Email
date/stamp” feature val-
ues converted to month/year.
Aggregation of month/year
values into three groups in re-
lation to the project time-line
(start, middle or end of the
project)
Appendix B
Table B.5
Nature of Com-
munication
What was com-
munication fre-
quency in rela-
tion to project
time-line?
Associates each message with project time-line.
When aggregated it provides view of commu-
nication by project time-line. In association
with other features it can provide time series
view of communication by project phase.
Relationship be-
tween communi-
cation frequency
and team perfor-
mance (Patrashkova-
Volzdoska et al. 2003)
Message Type Interpreted by the researcher
from email texts on the ba-
sis of message content types
described by (Dabbish et al.
2005)
Appendix B
Table B.7
Structure of
Communica-
tion
What is type
of content
the message
contains?
Provides distinction between requestive and in-
formative communication. Discovery of team
members’ messages linked to requestive com-
munication can provide insights into problems
and issues.
Message content types
(Dabbish et al. 2005)
Continued on next page
105
Extracted communication features (continued)
Feature How is data extracted? Feature Values Analysis group Question? Relevant to project manager? Lit. using this feature
Reply demand
on the project
manager
Derived from “Message Type”
feature values
Appendix B
Table B.7
Second column
Nature of Com-
munication
To what extent
does message
content imply
reply demand?
Level of reply demand on the project manager
(need to reply to team members email message)
on the basis of message type. Large propor-
tion of messages associated with “high reply
demand” might indicate that requestive com-
munication has negative effect on project man-
ager.
Predicting action on a
message (Dabbish et al.
2005), recipient’s bur-
den (Tyler and Tang
2003)
Reason for
sending a
message
Interpreted by the researcher
from email texts on the basis
of Ontology of Email Acts (lan-
guage semantics) by (Cohen et
al. 2004) and Email Speech
Acts by (Goldstein and Sabin
2006)
Appendix B
Table B.6
Structure of
Communica-
tion
What was
team mem-
ber’s primary
communication
intent?
Further decomposition of content type of a
message providing primary communication in-
tents of team members. For example discovery
of messages linked to “3rd Party Problem” can
provide insights into problems related to exter-
nal teams working on the project.
Email Acts (Cohen et
al. 2004), Email Speech
Acts (Goldstein and
Sabin 2006), Action
Items (Scerri et al.
2010), Why is the email
being sent? (Wasiak et
al. 2010)
Workload
demand on
the project
manager
Derived from “Team member’s
reason for sending a message”
feature values
Appendix B
Table B.6
Second column
Nature of Com-
munication
To what extent
does message
content im-
ply workload
demand on
the project
manager?
Provides information about level of workload
demand on the project manager on the basis
of team members reason for sending an email.
High workload demand on the project man-
ager indicates that the manager was expected
to take some (often immediate) action on the
basis of the email content.
Requests may cause re-
cipients to shift gears
and to add new tasks
to their current stack
(Dabbish et al. 2005)
Continued on next page
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Extracted communication features (continued)
Feature How is data extracted? Feature Values Analysis group Question? Relevant to project manager? Lit. using this feature
Reply Expecta-
tion
Interpreted by the researcher
from email texts on the basis of
Email Speech Acts (Goldstein
and Sabin 2006)
Appendix B
Table B.8
Structure of
Communica-
tion
Senders expec-
tation of the
project man-
agers reply?
(reply urgency)
By determining reply urgency of a message we
are able to provide distinction between urgent
and non-urgent communication. Discovery of
messages linked to urgent communication can
provide insights into problems and issues.
Rhythms in email us-
age (Tyler and Tang
2003) expectations in
asynchronous commu-
nication (Kalman et al.
2006)
Reply urgency
demand on
the project
manager
Derived from “Reply Expecta-
tion” feature values
Appendix B
Table B.8
Second column
Nature of Com-
munication
To what extent
does message
content imply
reply urgency
demand on
the project
manager?
Provides information about levels of reply ur-
gency demand on the project manager on the
basis of team members expectation level of
project managers reply which was explicitly or
implicitly stated in the team members email
message.
(Scerri et al. 2007) Pre-
dicting reactions on a
speech act
Task Comple-
tion
Interpreted by the researcher
from email texts on the basis
of evidence of task completion
Appendix B
Table B.9
Structure of
Communica-
tion
Was the task
considered
completed
when the
message was
sent?
Provides distinction between completed tasks
and tasks that need further communication.
Discovery of team members’ messages linked
to non-task completion can provide insights
into problems and issues.
task-related charac-
teristics (Bales 1950;
Wasiak et al. 2010),
task as the main
element of interest
(Bellotti et al. 2003)
Problems Interpreted by the re-
searcher from email text
sentences/phrases on the basis
of linguistics
Appendix B
Table B.11
PEEL What prob-
lems/issues
were reported
by team mem-
bers.
Provides detailed information about problems
and issues reported by team members. Ag-
gregated data by “problem category” informs
project manager on frequencies of each cate-
gory.
Discovery of issues and
problems from archives
of email can be reused
for future projects
(Bacchelli et al. 2012;
Ohkura et al. 2006b)
Continued on next page
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Extracted communication features (continued)
Feature How is data extracted? Feature Values Analysis group Question? Relevant to project manager? Lit. using this feature
Expectations Interpreted by the re-
searcher from email text
sentences/phrases on the basis
of linguistics
Appendix B
Table B.12
PEEL What was
team member’s
expected out-
come of the
sent message?
Provides information about team member’s ex-
pected outcome of the project manager’s reply
(linked to reason for sending a message)
Illocutionary and Per-
locutionary Expected
Reaction (Scerri et al.
2007)
Emotions Interpreted by the re-
searcher from email text
sentences/phrases on the basis
of affects by (Scherer 2005)
Appendix B
Tables B.13
and B.14
PEEL What were
team mem-
ber’s affects
(emotions) ?
Provides information about emotional content
of the email in relation to affects. Further ag-
gregation provides distinction between positive
and negative polarity
Affect categories
(Scherer 2005), Polar-
ity of words was used
by Hassan and Radev
(2010). Discovery of
emotions linked to
negative polarity pro-
vide valuable feedback
(Gupta et al. 2012).
Lexical Pat-
terns
Interpreted by the re-
searcher from email text
sentences/phrases on the basis
of eleven “Lexical Pattern”
categories by (Osherenko
2008)
Appendix B
Table B.15
PEEL Hidden mean-
ings discovered
from team
member email?
Provides information about hidden meanings
in text linked to emotional content of the
email.
Semantic affect sens-
ing in sentences (Osh-
erenko 2008)
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In the subsequent subsections we provide overview of each feature and describe “coding” of
the features to their feature values.
Email headers
In an email, the body (content text) is always preceded by header lines that identify particular
routing information of the message including email address of the message sender, list of one
or more recipients and date-time stamp. By using email sender and recipient values analysis of
headers have been widely used for spam filtering (Stolfo et al. 2006), discovery of communication
patterns (Noda et al. 2007), and social networks (Bird et al. 2006; Laclavik et al. 2011). In our
study we used information from email headers to provide answers for the following questions
about team members’ emails sent to project managers:
• Who was the message sender?
• How was the message sent to the project manager?
• When was the message sent?
By aggregating answers to those questions we were able to provide further information about
team members’ communication including: group size, communication type and communication
frequency.
Message senders and group size
In our study email sender value was linked to the actual person’s (team member’s) name
and the member’s role in the project. Information about roles of each team member was
provided to us by project managers. From the recipient values project manager’s email was
always in the recipient list. On the basis of sender’s unique email address we could describe
communication of an individual team member or link particular feature value of interest, such
as for example “high workload demand on the project manager”, to the actual person. We
could also describe communication of certain roles such as “upper management” or “clients”.
By counting occurrences of unique email address from the project managers’ email in-box we
could determine communication group size. Group size calculations are shown in Appendix B,
Table B.2. While the sender’s unique email address as part of “structure of communication”
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provided information to project managers about communication of individual team member,
the communication group size as part of “nature of communication” provided information to
managers about the proportion of team members who frequently communicate with them. Actual
team members’ names as message senders are not discussed in this document however, the names
were provided to project managers’ in communication reports. Findings on the number of team
members (message senders) per project are discussed in Section 4.3. Findings on message senders
in the context of group sizes are discussed in Section 4.3.
Send methods and communication types
This feature was used by Noda et al. (2007) for discovery of social relationships. In this study we
use the feature to differentiate between messages in which team members addressed their project
manager personally. When sending emails to their project managers team members as message
senders would select one of the four send methods (“To:/Cc:/Bcc:/Fwd:”) to include their project
manager in the email address recipient list. The “send method” feature is part of “structure
of communication”. On the basis of “send method” feature values we were able to identify
different communication types. If project manager’s email address was associated with the “To”
send method it indicated that the sender was addressing the project manager personally (as
primary addressee), therefore this type of communication type was labelled as “direct”. In cases
when mailing list address was used instead of project manager’s email we analysed text in the
message body in order to determine if the project manager was primary addressee. Messages in
which project manager’s email address was associated with “Cc:/Bcc:/Fwd:” send methods were
considered as non personal therefore this type of communication type was labelled as “indirect”.
For example, team members indirect communication associated with “Cc:” or “Bcc:” send
methods could indicate their intention to keep their manager in the loop while communicating
with others, while indirect communication associated the “Fwd:” send method could indicate
their intention to provide the manager with additional information. The “communication type”
feature as part of “nature of communication” describes effects of the communication on the
project, team members and the project manager. In this case the managers could pinpoint team
members whose communication practices caused “email overload” due to too many messages
associated with indirect communication. Findings on proportions of send methods are discussed
in Section 4.3. Findings on proportions of communication types are discussed in Section 4.3.
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Message time stamp and communication frequencies
The last feature from email header is “date and time stamp” as part of “structure of communi-
cation”, which corresponds to the email server time-stamp indicating when the email was sent.
In our study the managers were not interested in the actual time or date of individual message.
For the reporting purposes the actual feature values were initially converted to month/year
values and those values further converted to project periods (start,middle and end). By counting
number of messages in relation to each project period this information as part of “nature of
communication” was presented to project managers as “communication frequency”. By using
this feature we could link particular feature value of interest, such as for example “high workload
demand on the project manager”, to a particular project period. Findings on proportions of
communication frequencies are discussed in Section 4.3.
Linking elements of email text to key concepts
By linking elements of email text to key concepts, thereby converting text into data, the content
of the email messages sent to project manager enabled us to provides answers for the following
questions:
• What was the email message type?
• What was team member’s reason for sending a message?
• Was the task considered completed when the message was sent?
• What was team member’s (sender’s) expectation of the project manager’s reply?
By closely working with four project managers from our case studies we were able to aggregate
answers to those questions that provided further information about project related communication.
This information was used to measure effects of the communication on the project, team members
and the project manager. The effects were measured as levels of workload, reply urgency and
reply demands on the project manager.
Email message types and reply demand on the project manager
Summarising message content enabled us to reflect on the overall nature of the message. This
feature was identified in work by Dabbish et al. (2005). On the basis of its content each email
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message was associated with one of six email message types with feature values (see Table B.7 in
Appendix B). After discussing communication findings with project managers it was noted that
the managers felt less or greater need to respond to a message depending on the message type.
For example, it was indicated that a project manager would feel greater need to reply to team
members’ messages associated with the “Request for action” message type than to messages
associated with the “Reminder for a meeting, event, or upcoming deadline” message type. This
led to decision to introduce “reply demand on the project manager” feature. With assistance
of four project managers we mapped each “Message Type” value into one of the three “reply
demand” levels : high, medium and low. For example, in this email message “. . . Exploit :[code]
query :[URL] Could you fix this quickly?” email type was coded as “Request for action”. This
email type was mapped to “high reply demand on the project manager” meaning that the project
manager as message receiver felt greater need to reply to the email message. In contrast, for
message “. . . No problem, See you at 9am @ office on Tuesday 9th December.” email type was
coded as “Reminder for a meeting, event, or upcoming deadline”. This email type was mapped
to “low reply demand” meaning that project manager did not feel need to reply to the email
message. In the final email message example “. . . Hi M., Further to or discussions please find
[document] attached” email type was coded as “Status update for an ongoing project or task”.
After discussions with project managers it was noted that depending on the message content
the manager’s reply was optional. This message type was mapped to “medium reply demand”
meaning that the project manager could reply to such email message.
List of feature values and mappings between feature values is shown in Table B.7, Appendix
B. Findings on proportions of email message types are discussed in Section 4.3. Findings on
proportions of levels of reply demand on the project manager are discussed in Section 4.3. We
found “message type” feature useful to broadly identify intent of the sender, as it provides the
primary reason for a team member to send a message to project manager. However, for more
detailed descriptions of sender’s intent we used “reasons for sending email message” feature.
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Team members’ reasons for communication and workload demand on the project
managers
On the basis of its content each email message was associated with a “reason for sending email
message”. We use term “reason for sending email message” to associate a single message with a
particular “reason”, while the term “reasons for communication” is used to inform about absolute
and relative frequencies. In addition to “message types” this feature provides more detailed
description about team members’ reasons to communicate with project manager. We found
that email message types do not provide sufficient information especially in cases when message
content is related to progress of interrelated project tasks. For example in this message excerpt
“Hi PM, . . . the database is ready for the developers to verify that all is OK for them. I need them
to tell me what they want owner’s password to be.” the message type is labelled as “Request for
action”. While text excerpt “the database is ready for the developers” could be associated with
“Status update for an ongoing project or task” message type, semantics of the message excerpt
imply a request for action. However, the message type only informs the project manager that
the message sender requests an action but does not inform the manager about the action. In
order to provide more detailed information we use “team members’ reason for communication”
feature. In relation to the message excerpt we label the reason as “Team Member Problem”.
The problem can be only solved when developers “verify that all is OK for them” and “tell me
what they want owner’s password to be”. As the message sender’s future action cannot proceed
until “team members’ problem” is solved this information is considered as important for the
project manager.
While in the previous message excerpt example the message type was labelled as “Request
for action” it does not indicate what type of action was requested from the project manager. It
only informs that the request for action was related to team members’ problems. In cases where
team members requested action from the project manager we label reason for sending message
as “Sub-task Request: Team Member to Project Manager”. This is illustrated in the following
message sent to project manager: “Hello again, Just mucking around and found that I could add
details, etc. but hit a snag that you might be able to fix relatively easily (I hope). Bore details
went in o.k. Then I want to add Casing details... so I get the Manage Bore screen (Screen01.jpg
attached) and hit casing and am directed to Screen02 and hit add casing run and get Screen03...
whoops! wrong bore! Same problem for all the others (Lithology, Aquifer, etc.) as well. Is this an
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easy problem to fix? Cheers” Two sentences “. . . you might be able to fix relatively easily” and
“Is this an easy problem to fix?” are indicators that the team member (sender as “requester”)
expects the project manager (recipient as “performer”) to complete some tasks.
We introduced the “workload demand on the project manager” feature in order to measure
level of workload demand on the project manager on the basis of team member’s reason for
sending an email. The workload demand on the project manager for the last message excerpt
was labelled as “high workload demand”. Messages associated with “high workload demand”
indicate that the message recipient (project manager) had to take some action on the basis of
the email content. In contrast to the previous example, the email message “Hi, Please find
attached the diagram of the Architecture as requested”, denoted with the “Task Completed by
Team Member” reason for sending message is labelled as “low workload demand” as the message
recipient (project manager) did not have to take action on the basis of the email content.
Feature values for the “reason for sending email message” were identified from the analysis
across all case studies. The mappings between the values of the two features were completed
with assistance of project managers. For complete list see Table B.6, Appendix B. Findings on
proportions of “reasons for sending email message” are discussed in Section 4.3. Findings on
proportions of levels of workload demand on the project manager are discussed in Section 4.3.
Linking elements of email text to task completion
For each message the content was analysed in order to determine if the message sender considered
a task completed when the message was sent. Two feature values “Yes” or “No” were used (see
Appendix B , Table B.9). For example, the message: “. . . why a second time? when commenting
out the code the test do not run at all for me! ? I start the tests by entering (URL) in my
browser, how do you start the tests?” was labelled as Task Completed = No. The message content
clearly indicates that the message sender (team member) does not consider (whatever) task
completed when sent the message. In this instance the team member is a “requester” informing
the recipient (project manager) of his problems “. . . the test do not run at all for me” and
requesting information “how do you start the tests?”. On the other hand the following message:
“. . . just use test/test.php (just committed)...seems like you think the test does run when pointing
the browser to the test file - this is not the case, it just declares a class” sent to the project
manager is labelled as Task Completed = Yes. The message content clearly indicates that the
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message sender’s task was to provide some explanation, and we assume that task (advice) was
completed when s/he sent the message.
Reply expectation and reply urgency demand on project managers
Beside “intents” of communication with project managers, team members had some level of
“reply expectations” when sending a message. The “expectations” are defined as the course of
action expected out of the message recipient on acknowledgement. In the context of project
management, beside determining the intent of team member’s email, discovering what team
members expect from the message recipient and how urgently the response is expected might
provide useful information to project managers. During the analysis four feature values for reply
expectations were identified (see Appendix B, Table B.8).
Analysis of email texts from project managers’ in-boxes suggested that urgency of reply
expectations was not always easy to detect as their were often implied. For example, in this
sentence extracted from a project message “. . . Could we please have this resolved as soon as
possible” reply expectation is not explicit but urgency of reply expectation is implied. We labelled
this reply expectation as “Not stated but reply urgency exists”. More urgent reply expectation is
illustrated in this team member’s message “Do you want me to make sure they are booked out in
case the testing finishes early? Let me know. Also - where are they doing the testing???? ”. The
“Let me know” sentence on its own does indicate reply expectation but does not indicate urgency,
however the number of requests and four question marks at the end of the message do indicate
urgency of the reply expectation. This message is labelled as “Stated with high urgency”.
In our conversations with the project managers it was suggested that messages associated
with high reply expectation were critical to task completion. The receiver (project manager)
was sometimes expected to act on the message with some kind of urgency as the sender (team
member) could have been constrained to complete the task until expected reply is received. In this
type of communication much of the burden of managing email is falling on the recipient, in most
cases, the the project manager. The following message excerpts illustrate high reply expectation:
a) “Hello, If possible there are a couple of items that I’d like to have done for tomorrow on the
database views.”, b) “Would you like a catch-up meeting today? Note that I have a meeting
tomorrow morning, so generally won’t be available until lunchtime.”. In these examples the level
of reply expectation is stated with high urgency meaning that the project manager is expected
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to reply to this email to his earliest convenience. We label such messages as “high reply urgency
demand on the project manager” including all other emails where the expectation on project
manager’s (urgent or non-urgent) reply was stated by the sender (team member). In contrast,
email “Thanks for letting us know, thanks also for loading up the new layers.” illustrates an
example of “low reply urgency demand on the project manager” as team member’s level of reply
expectation was low, meaning that the project manager is not expected to reply to this email to
his earliest convenience. We found “urgency demand on the project manager” feature useful for
identifying identifying messages which were expected to be addressed in timely manner. Values
for “reply expectation” and “reply urgency demand on project managers” and their mappings are
shown in Table B.8, Appendix B. Findings on proportions of “reply expectation” are discussed in
Section 4.3. Findings on proportions of levels of reply urgency demand on the project manager
are discussed in Section 4.3.
Linguistic Information from Sentences and Phrases
Initially we analysed each team members’ email message by parsing the message header and
text in order to assign appropriate values to the feature set (see Table 4.3). The analysis of
“communication structure” features and their values provided descriptive characteristics of “who,
when, why and how” communicated with the project manager. For additional information
“communication nature” features and their values were used as communication metrics for
measuring effect of the communication on the message recipient (project manager), the sender
(team member) and the project. In order to get more detailed insight into project communication
and provide a holistic view used to identify areas that are of high risk to the project we applied
additional analysis to each message, called PEEL analysis. Aim of the PEEL analysis was to
possibly provide answers to project managers regarding the following questions:
1. What were issues/problems reported by team members?
2. What emotions were articulated by team members?
3. What were team members’ expectations?
4. Do emails contain hidden meaning in texts expressed as Lexical Patterns?
We found that manual analysis of short texts such as email presented a great challenge due
to the variety of expressed meaning in texts. In order to overcome this problem we expanded
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functionality of our ProCommFeedback interface with several inbuilt semantic tools including
the Stanford parser (deMarneffe et al. 2006), Geneva Affect Label Coder GALC (Scherer 2005)
and General Enquirer (Stone et al. 1966). Stanford parser splits the free text of each message
into phrases, called “phrases”, and finds grammatical relationships between words. Each phrase
consisting of subject, negation, verb and object was then inspected by the researcher in order to
determine if a phrase is related to either a Problem, Emotion, Expectation or a Lexical pattern
(PEEL) feature and a corresponding feature value. In order to discover emotional content in text
each verb was passed to the Geneva Affect Label Coder (GALC). If the verb was flagged as an
emotion, General Enquirer (GI) was used to determine its polarity as either positive or negative.
From the analysis we found that not all email messages were necessarily associated with one or
more PEEL values. However, some messages were associated with one or more PEEL values
or any combination. For example, in our analysis we identified one specific message with six
problems and three expectations.
Interpreting meaning of texts
In a few cases the subject, negation, verb and object for a parsed phrase needed to be interpreted
by the researcher. For example phrase “Do you know what was purchased for BI originally?”
needed to be interpreted by the researcher as “I do not have purchase details”. In this instance
we associated this phrase with a problem due to missing RESOURCES and flagged input type
as “I - interpreted”. An example of actual meaning of text is illustrated with this phrase: “I
hit some nasty bug with DOM selectors”. In this instance the Stanford parser associated I as
subject, hit as verb and nasty bug as object and associated with a technical problem. For this
phrase we flag input type as “A - actual” as the phrase did not have to be interpreted by the
researcher.
Identifying sources
For each PEEL element we also identified a source associated with the phrase by labelling it with
one of the following options: WRITER, READER, THIRD-PARTY or IT. We define the “source”
as being the origin of the PEEL element. The writer corresponds to message sender (team
member), the reader corresponds to message recipient, third party corresponds to a team member
from an external organisation, while ’IT’ corresponds to an object such as server, database or
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code. This additional feature provides more detailed information about each PEEL element. For
example, in sentence “I’m just afraid of our product being blamed for security holes introduced by
misconfiguration of misunderstood features.”, we identified the “I’m just afraid ” phrase as text
with emotional content where source of the emotion was the “WRITER” as the origin of the
emotion is associated with subject (I ). GALC and GI parsers associated the verb afraid with
“GALC affective state = FEAR” and “GI polarity = NEG (Anxiety,dread)”. The fear in this
instance is not real as “afraid” is used in a different context however, in the context of team
member’s “concern” this entry was recorded in the findings.
Team members’ problems and issues
Analysis of emails from project managers’ email in-boxes revealed that team members reported on
problems and issues when communicating with project managers (see Section 4.4). An example
of a message associated with a problem is illustrated by this message excerpt: “We are ready to
deploy mapguide 2.1 but we require the new server”. The text is split by the parser into several
phrases including relationships between the words. The “... we require the new server” phrase
consisting of subject (we), negation (null), verb (require) and object (new server) was identified
by the researcher as a problem. The problem was then categorised by the researcher as “Inability
to deliver due to missing RESOURCES”. If category did not exist we created a new category.
Discovered problem categories are shown in Table B.11, Appendix B. Findings on proportions of
“problem categories” are discussed in Section 4.4. Frequencies of problem categories according to
source are illustrated in Figure 4.14.
Team members’ expectations
Expectations in this context are defined as the course of action expected by the sender (team
member) on sending the message. The following phrase illustrates such expectation: “what do you
think?”. In this instance the sender expects opinion from the recipient (project manager) therefore
we labelled this expectation as “Expecting Opinion”. By incorporating other information about
this message such as “message type: Request for action” and “team member’s reason for sending
a message: Further Discussion Required” we are able to get more detailed characteristics of this
message. Discovered expectation categories are shown in Table B.12, Appendix B. Findings on
proportions of “expectation categories” are discussed in Section 4.4.
118
Team members’ emotions/affect states and polarity
Semantic analysis make use of common sense as well as linguistic information on emotional
parts of analysed texts to classify affective states. Throughout analysis of text from 1105 email
messages Stanford parser was used to generate grammatical structure of sentences in order to
match verbs and adjectives from the sentences against affective states defined in the Geneva
Affect Label Coder (GALC) database. For example, the “I’m not really happy with the solution”
phrase consisting of subject (I ), negation (not), modifier (really), verb (happy), and object
(solution) was identified by the researcher as an effective state. The negation (not) and verb
(happy) associated with unhappy were labelled by GALC as HAPPINESS (not). We additionally
used General Inquirer (GI) to identify the contextual polarity of the phrase by distinguishing
verbs/adjectives linked to negative polarity from those linked to positive polarity. In this instance
the polarity was labelled as “negative”.
From our experience discovery of emotions from text was not always straight forward. For
example, in this message excerpt “What is annoying is our network” we had to translate the
phrase into “I annoyed network” with subject “I”, verb “annoyed” and object “network”. The
verb “annoyed” was then automatically matched by GALC to “IRRITATION” affective state
which was then automatically matched by GI to negative contextual polarity. The final result
gives information to the project manager about irritating network that could be identified as
a barrier that possibly slows continuation of project progress. Emotional categories and their
polarity are shown in Tables B.14 and B.13, Appendix B. Findings on proportions of “emotion
categories” are discussed in Section 4.4.
Hidden emotional meaning in texts
Analysis of emotional content presented a great challenge due to the variety of expressed meanings
in texts. According to Alm (2005) absence of affect features, keywords, from the text does
not imply absence of emotions, therefore common-sense knowledge is applied. An example of
hidden emotional meaning in text is illustrated in this message except: “. . . we are already as
specific as possible when querying, and when obtaining the whole database list we can not be more
specific - we just want all databases :-/”. In order to scrutinise the emotional meaning of such
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texts we applied “grammatical lexical pattern” analysis. In this case the phrase “we can not be
more specific” was associated by the researcher with “Intensifying adverbs and modifiers” lexical
pattern. In addition to using grammatical pattern to express frustration, team member also used
:-/ (annoyed) emoticon to emphasise his feelings. The emoticon provides socio-emotional context
and serves as a graphic representations of facial expression associated with team member’s
“annoyance”. In this case the emoticon was associated by the researcher with word “annoyed”
which was then automatically matched to “IRRITATION” affective state and associated with
negative contextual polarity.
We found that analysis of verbs and adjectives alone was sometime not sufficient as some
emails contained hidden emotional meaning in text. This included email message texts where
upper case characters, emoticons, and exclamation marks were used to emphasise feelings,
emotions and moods, and question marks, filled pauses and hesitation devices such as “Uuhm”,
“uh”, “ah” and “oh” were used to express hesitation, realisation and doubt. In some cases we
also used common-sense knowledge or lexical patterns, as demonstrated by Osherenko (2008), to
discover hidden meanings of texts. The expressions are illustrated in those message excerpts (i)
Help!!! ; (ii) oh, sorry, must have looked into the wrong file :( ; (iii) Didn’t we agree not to put
any direct links to their website? ; and (iv) We should do this next week!!!!!.
Categories for the “Lexical Pattern” feature were introduced by Osherenko (2008) as Gram-
matical lexical patterns from linguistic studies which use 11 grammatical pattern categories
to identify emotional meaning of texts. This semantic approach uses common sense as well
as linguistic information on emotional parts of analysed texts for classification. The lexical
categories are listed in Appendix B, Table B.15. Findings on proportions of “lexical categories”
are discussed in Section 4.4.
In the next section we present analysis from all case studies in the context of feature related
to “communication nature” and “communication structure” providing key characteristics of the
communication. Please note that due to limitations of presenting features as long texts in graphs
and for the purposes of storage and analysis each feature was given unique code. For example,
“Was a task completed when email was sent?” feature was coded as TCOMPLETED with and its
values coded as TCOMPLETED Y (Yes) and TCOMPLETED N (No). The coding system was
implemented on the database level and also used when graphs were generated.
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4.3 Email characteristics from project manager’s in-box (Com-
munication)
Each feature and feature value is briefly introduced with corresponding figures giving real life
examples from the analysis. These findings provide information about feature values that were
commonly found across projects which in turn describe key characteristics of team members’
communication.
Communication structure
In this subsection the findings are discussed in the context of features and feature values without
linking the findings to any specific project.
Who was the message sender?
Figure 4.1 shows number of team members (message senders) per project. We found that for
each project only a small proportion of team members regularly communicated with project
managers. For example, in Project 2, 25 team members sent 429 messages with average number
of 17 messages per team member. However, only seven team members (28%) sent more than
average number of message to the project manager. According to our group size calculations
shown in Table B.3 the group size for Project 2 is SMALL-TO-MEDIUM. Findings on message
senders in the context of group sizes are discussed in section 4.3.
Figure 4.1: Number of team members (as message senders) per project
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Email message types
On the basis of its content each email message was associated with one of six email message
types with feature values coded as MTYPE (see Appendix B, Table B.7). This feature has been
identified in work by Dabbish et al. (2005). Figure 4.2 shows that the most common message
type was “Status update for an ongoing project or task”, coded as MTYPE 3 (62.5% or 691
messages out of 1105). This message type is desired in project manager’s email in-box as it
is associated with “Task Completed by Team Member” reason for sending a message meaning
that team members reported on their task completion. However, the proportion of “Request for
action” message types (24.5% or 271 out of 1105 messages), coded as MTYPE 1, is less desired
for projects as identified by project managers. Further analysis of our findings showed that most
of the “Request for action” message types were often associated with a) “Sub-task Request - Team
Member to Project Manager” reasons for sending a message, b) team members (explicitly or
implicitly) stated reply urgency in the email message (“High reply urgency demand”), c) project
managers as message receivers were more likely to take some action on the basis of the email
content (“High workload demand”),and d) project managers felt greater need to reply to an
email message (“High reply demand”).
Figure 4.2: Email message types (see Table B.7)
Email send methods
Figure 4.3 shows the proportion of each send method. The X axis shows MRECEIVED code
for each of the five send methods. This feature is used to provide insight into inter-personal
communication where for example the project manager is not a primary message recipient. Figure
4.3 shows that across all projects the most common send method was “To:” (72.4% or 800 out
of 1105 messages), meaning that in most cases team member’s intention was to have a direct
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communication with project managers. In fewer cases the “Cc:” send method (23.2% or 256
out of 1105 messages) the project manager was a secondary message recipient. In cases where
the “Cc:” send method was used we identified the following characteristics: a) “FYI (For Your
Information” team member’s reason for sending messages, b) team member did not state reply
urgency in the email message (“Low reply urgency demand”), c) project manager as message
recipient could reply to an email message but did not feel great need for it (“Medium reply
demand”) and d) email content did NOT increase PM’s workload (“Low workload demand”). This
finding indicates that team members in some cases included their managers in the conversation to
keep them in the loop or wanted to provide the managers with informative email content. After
discussing this finding with the project managers it was indicated that this practice sometime
resulted to “email overload”.
Figure 4.3: Email send methods (see Table B.4)
The following features were identified from message body with aim to provide information to
the project manager for the following questions:
Task considered completed when the message was sent?
In two third of cases (63% or 696 messages out of 1105) task was considered completed by a
team member when the message was sent to the project manager (Task Completed = Yes). In
one third of email messages that was not the case. In order to highlight importance of this
feature consider “critical case scenario” comparison in Figure 4.4. The graph illustrates that
for messages where tasks were considered completed by message senders (TCOMPLETED Y
represented by the green line) there were less critical factors in comparison to messages where
tasks were NOT considered completed by message senders (TCOMPLETED N represented by
the red line). By observing proportions of the green line for each of the features we interpret the
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finding as follows: a) reply expectations often were not stated in a message (high proportion of
TMEXPECTS 1 ), b) workload demand on the project manager was not high (lower proportion of
WLDEMAND HIGH ) meaning the project manager did not have to take some action on the basis
of the email content, c) reply demand on the project manager was not high (lower proportion
of RDEMAND HIGH ) meaning the project manager did not have to take some action on the
basis of the email content, d) team members rarely stated reply urgency in the email message
(lower proportion of RUDEMAND HIGH ) and e) team members indirectly informed their project
manager about a task completion (higher proportion of COMM INDIRECT ) meaning they
wanted to keep the manager in the loop.
On the other hand the results show that (TCOMPLETED N represented by the red line)
were more likely to be critical to project progress. For example further analysis of these messages
revealed the following characteristics: a) direct communication to project manager with “To:”
send method, b) “Request for action” and “Request for information or a document” message types,
c) “Further Discussion Required” and “Sub-Task Request (Team Member to Project Manager)”
team member’s reason for sending messages and d) team members (explicitly or implicitly) stated
reply urgency in the email message (“High reply urgency demand”). Furthermore, the project
managers as message receivers were more likely to take some action on the basis of the email
content (“High workload demand”) and felt greater need to reply to an email message (“High
reply demand”).
Figure 4.4: Task considered completed when the message was sent? (see Table B.9)
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Team members’ reasons for sending messages
Figure 4.5 shows that the most common reasons for sending email message across all projects were:
“FYI - For Your Information (MCAUSE 15)”, “Task Completed by Team Member (MCAUSE 10)”
and “Sub-Task Request - Team Member to Project Manager (MCAUSE 11)”. For example, this
message “. . . Just letting you know that the data has arrived today. Will be forwarding a copy to
IT.” illustrates a FYI (MCAUSE 15) message in which the message sender’s (team member’s)
reason for sending the message was to provide some information to the message recipient. In
contrast, in this message “. . . Okay, committed.” task completion is the team member’s main
reason for sending the message (MCAUSE 10). In this message example “. . . Can you please
send me the cad drawings for X Building (Room X) in one the following formats R13 R14, 2002”
the team member’s reason for sending the message to the project manager is a sub-task request
(MCAUSE 11).
After discussions with project managers it was indicated that “Task Completed by TM
(MCAUSE 10)” were more desired than “FYI - For Your Information (MCAUSE 15)” and “Sub-
Task Request - Team Member to Project Manager (MCAUSE 11)”. We found for the majority of
“FYI” messages (70%) the communication was indirect, meaning that the “Cc:” send method was
used by the message senders (team members). This finding corresponds to previously mentioned
project managers’ comments how this type of communication, beside team members’ desire to
keep the project manager informed, often resulted to “email overload” and therefore was less
desired. Our further analysis indicated that for messages associated with “Sub-Task Request”
a) team members (explicitly or implicitly) stated reply urgency in the email message (“High
reply urgency demand”), b) project managers as message receivers were more likely to take some
action on the basis of the email content (“High workload demand”) and c) project managers felt
greater need to reply to an email message (“High reply demand”).
Team members’ reply expectations
We found the message senders (team members), across all projects, rarely explicitly stated “urgent
reply expectation” in their messages. More often the reply expectation was implied. Figure 4.6
illustrates that in most cases reply expectation was not stated (coded as TMEXPECTS 1) across
all projects.
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Figure 4.5: Team members’ reasons for sending messages (see Table B.6)
Figure 4.6: Team Members’ reply expectations (see Table B.8)
Structure of communication - Conclusion
In this subsection the findings from analysis of five distinct projects containing over one thousand
email messages showed that communication structure provides useful insight into inter-personal
communication via email with focus on senders and receivers exchanging requester and performer
roles. In most cases team member’s intention was to have a direct communication with project
managers. In those cases the most frequent message type was “Status update for an ongoing
project or task” often associated with the “Task Completed by Team Member” reason for sending
a message. This finding indicates that team members often used emails to report on their task
completion.
In contrast, when purpose of the communication was not to report on task completion, the
requester and performer communication roles were interchanged. The team members as message
senders became requesters with performance expectations from the project managers as message
receivers. This type of communication was mainly associated with “Request for action” and
“Request for information or a document” message types where “Further Discussion Required”
and “Sub-Task Request (Team Member to Project Manager)” were the most common reasons
for sending email messages. Regardless to message type and reason for sending a message team
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members rarely explicitly stated “urgent reply expectation” in their messages. More often the
reply expectation was implied from message text. This finding suggests that interpretation of
team member’s email text is imperative skill for project managers.
In fewer cases team members used indirect communication with their project manager in order
to keep them in the loop or wanted to provide the managers with informative email content. After
discussing this finding with the project managers it was indicated that this practice sometime
resulted to “email overload”.
Communication nature
When feature set from structure of the communication was initially analysed, the findings with
feature values were presented to each project manager. It was noted in the discussions that some
features from the structure of the communication, depending on their value, could have effect on
the message recipient (project manager), the sender (team member) and the project. This led to
the identification of a separate category features that explains the nature of communication. For
example, the managers indicated that depending on the “reason for sending message” (MCAUSE)
feature value project manager’s workload could increase, therefore MCAUSE (Team Member’s
Reason for Sending a Message) feature values are mapped to WLDEMAND (Workload Demand
on the Project Manager) feature values. For instance, “reason for sending message: Further
Discussion Required”, coded as MCAUSE 12, is mapped to “workload demand:High”, coded as
WLDEMAND HIGH. Table 4.3 shows mappings between structure and nature of communication
features with listings of corresponding lookup tables with values for both features. In Table B.6 20
“reason for sending message” were noted as feature values. In collaboration with project managers,
we identified eight values that could increase workload demand on the project manager (see Table
B.6). After number of interactions we were able to identify five “structure of communication”
features suitable for mapping to corresponding “nature of communication”. The features are
listed in Table 4.3. First two columns list “structure of communication” and corresponding
“nature of communication” features respectively. In the last column references to tables with
feature values are listed. The purpose of this work was to identify additional characteristics of
inter-personal communication via email in the context of project management. The managers
indicated that analysis of project emails with additional “nature of communication” feature set
and its values provided better overview of the project communication.
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Table 4.3: Mapping communication feature values
Structure of Communication Nature of Communication Feature
Values
Lookup
Table
Who was the message sender? (TMEM-
BER)
Communication Group Size (GROUP-
SIZE)
Table B.3
Email Send Method? (MRECEIVED) Communication Type (COMM) Table B.4
When was the message sent? (MYEAR) Communication Frequency (COMM-
FREQ)
Table B.5
Task considered completed when the
message was sent? (TCOMPLETED)
*No aggregation Table B.9
Team Member’s Reason for Sending a
Message? (MCAUSE)
Workload Demand on the Project Man-
ager (WLDEMAND)
Table B.6
Email Message Type? (MTYPE) Reply Demand on the Project Manager
(RDEMAND)
Table B.7
Team Member’s Reply Expectation?
(TMEXPECTS)
Reply Urgency Demand on the Project
Manager (RUDEMAND)
Table B.8
Communication group size
This feature is used to provide communication group sizes on basis of a proportion of team
members who communicate with their project manager more often than their colleagues. Initially
for each project we counted the number of messages per team member. From the list of counts
we found the median. We used median as the measure of central tendency as it is not affected by
the extreme values found in the message counts. The next step involved counting number of team
members whose message count was greater than the mean. This number was then divided by the
total number of team members (message senders) in order to get a proportion of team members
who frequently communicate with their project manager. Lookup tables for the proportions
and group sizes are provided in Appendix B, Table B.3. Group size calculations are shown in
Appendix B, Table B.2. Findings on the group-size feature from cross case analysis are discussed
in section 4.5.
Communication frequency
Feature values for communication frequency, coded as COMMFREQ, were derived from aggre-
gation of message date-stamp (MYEAR) into three groups in relation to the project time-line
(start, middle or end of the project) as shown in Table B.5. We found that that across all
projects communication frequency was the lowest at the beginning and the highest in the middle
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of projects as illustrated in Figure 4.7. Additional findings on communication frequency feature
from cross case analysis are discussed in section 4.5.
Figure 4.7: Communication frequency
Communication type
After discussing findings with the project managers it was noted that the most appropriate
aggregation of MRECEIVED feature values was either “direct” or “indirect” “communication type”
(coded as COMM). The managers agreed that emails with the “To:” send method indicated that
the sender was addressing the project manager personally, therefore this type of communication
type was labelled as “direct”. This finding lead to discussions in which the project managers
associated other send methods such as “Cc:/Bcc:/Fwd:” as non personal therefore labelled as
“indirect” (see Appendix B, Table B.4). Figure 4.8 shows proportions of “direct” and “indirect”
communication types across all projects. In 72.4% of messages (800 out of 1105) the message
senders (team members) intended to have a “direct” communication with their project manager,
compared to 27.6% of messages (305 out of 1105) associated with “indirect” communication.
In further analysis of the “indirect” communication we identified the following common
characteristics: a) team members commonly used “Cc:” as email send method, b) most messages
were associated with “Status update for an ongoing project or task” message type, c) most
common reason for sending message was “FYI”, c) very often team members considered task
completed when message was sent and d) urgent reply expectation was not stated by team
members. Furthermore, for messages associated with “indirect” communication the project
managers as message receivers were less likely to take action on the basis of the email content
and or feel greater need to reply to those email messages.
129
Figure 4.8: Communication type
Workload demand on the project manager
Figure 4.9 shows proportions for the three workload demand categories with “low” (56.7% or
627 out of 1105) and “high” (41.9% or 463 out of 1105) being predominant across all projects.
In further analysis of messages associated with less desirable “high workload demand” (project
managers were more likely to take actions on the basis of the email content) we identified the
following characteristics: a) team members as message senders most commonly used the “To:”
email send method meaning the intend of the sender was to have “direct communication” with
the project manager, b) most common reasons for sending email message “Sub-Task Request
(Team Member to Project Manager)” and “Further Discussion Required” directly resulted to
possible higher workload demand on the project manager, c) high proportion of “Request for
action” message types resulted to “higher reply demand on the project manager” meaning the
project managers were more likely to feel greater need to reply to those email messages, d) in
most cases the team members as message senders did not consider task completed when messages
were sent (directly associated with common reasons for sending email message), and e) team
members often (explicitly or implicitly) stated reply urgency in the email message resulting to
higher expectations of project managers as message recipients to reply to those emails to their
earliest convenience.
The following text illustrates an example of less desirable email message with all common
characteristics of “high workload demand” described above where the project manager was more
likely to feel greater need to reply to the email message. Structure and Nature of Communication
analysis of the message is shown in Table 4.4
Hi A., Just spoke to B. and L. who have been trying to add attachments (photos) to
the bores today.... and it doesn’t work. The browser reports an Error on the page (useful
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Figure 4.9: Workload demand on the project manager
information!). Can you please have a look at it and reply to all when fixed please?
Our findings indicate that inter-personal communication via email affects project managers’
workload. We suggest that in many cases project managers’ workload (WLDEMAND) was
increased when team members as “requesters” had expectations of project managers as “per-
formers” to take actions. We identified those actions as team member’s reason(s) for sending
an email (MCAUSE). In those cases the managers were also more likely to feel greater need to
reply (RUDEMAND) to those messages as reply urgency was often explicitly or implicitly stated
(TMEXPECTS) and intend of the senders was to have “direct communication” with the project
manager (COMM).
Reply demand on the project manager
The level of reply demand on the manager depends on the message type (MTYPE) as discussed
in section 4.3. Figure 4.10 is used to illustrate to what extent team members’ primary intent
for communication had effect on the project managers to respond to messages. The highest bar
in Figure 4.10 shows a great proportion (62.5% or 691 out of 1105) of “medium reply demand”
messages. This finding suggests that due to nature of messages associated with the “Status
update for an ongoing project or task” message type, managers’ decision to reply to those
messages depended on a message content.
The second highest bar in Figure 4.10 shows proportion of “high reply demand” (33.5% or 370
out of 1105). This finding indicates that for one third of messages, across all projects, the project
managers felt greater need to reply. Further analysis of those messages showed the following
characteristics: a) message types were frequently “Request for action” followed by “Request for
information or a document”, b) team members as message senders most commonly used the “To:”
131
Table 4.4: Email analysis example with “high workload demand” on the project manager
STRUCTURE FEA-
TURE
STRUCTURE FEA-
TURE VALUE
NATURE FEATURE NATURE FEATURE
VALUE
Email Send Methods To: (coded as MRE-
CEIVED 1)
Communication type? Direct (coded as
COMM DIRECT
and derived from
MRECEIVED 1)
Email Message Types Request for action
(coded as MTYPE 1)
Reply demand on the
project manager?
Project Manager felt
greater need to re-
ply to the email mes-
sage (coded as RDE-
MAND HIGH and de-
rived from MTYPE 1)
Task considered com-
pleted when the mes-
sage was sent?
No (coded as TCOM-
PLETED NO)
N/A N/A
Team Members’ Rea-
sons for Sending Mes-
sages
Sub-Task Request
from Team Mem-
ber to Project
Manager (coded
as MCAUSE 11)
Workload demand on
the project manager?
Project Manager had
to take some action on
the basis of the email
content (coded as
WLDEMAND HIGH
and derived from
MCAUSE 11)
Team Members’ Reply
Expectations
Stated by Team Mem-
ber Without High Ur-
gency (coded as TM-
EXPECTS 3)
Reply urgency demand
on the project man-
ager?
Team Member (ex-
plicitly or implicitly)
stated reply urgency
in the email message
(coded as RUDE-
MAND HIGH and
derived from TMEX-
PECTS 3)
email send method meaning the intend of the sender was to have “direct communication” with
the project manager, c) most common reasons for sending an email message were “Sub-Task
Request (Team Member to Project Manager)” followed by “Further Discussion Required”. Both
reasons for sending an email message directly resulted to higher workload demand on the project
manager, d) in most cases the team members as message senders did not consider task completed
when messages were sent (directly associated with common reasons for sending email message),
and e) team members often (explicitly or implicitly) stated reply urgency in the email message
resulting to higher expectations of project managers as message recipients to reply to those
emails to their earliest convenience.
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Figure 4.10: Reply demand on the project manager
Reply urgency demand on the project manager
The highest bar in Figure 4.10 shows a great proportion (52.7% or 582 out of 1105) of “low reply
urgency demand” messages followed by “high reply urgency demand” (28.8% or 318 out of 1105)
and “medium reply urgency demand” (18.6% or 205 out of 1105).
With focus on “high reply urgency demand” email messages in which team members (explicitly
or implicitly) stated reply urgency further analysis outlined the following characteristics: a)
message types were frequently “Request for action” followed by “Request for information or a
document” , b) team members as message senders most commonly used the “To:” email send
method meaning the intend of the sender was to have “direct communication” with the project
manager, c) most common reasons for sending an email message were “Sub-Task Request (Team
Member to Project Manager)” followed by “Further Discussion Required”. Both reasons for
sending an email message directly resulted to higher workload demand on the project manager,
d) in most cases the team members as message senders did not consider task completed when
messages were sent (directly associated with common reasons for sending email message), and e)
project managers reply was often (explicitly or implicitly) stated. The findings in this section
suggest that across all cases in one half of messages team members did not state reply urgency
in the email message and the urgency did not exist while in the other half of messages requests
for reply existed, sometime with urgency.
Nature of communication - Conclusion
Our findings suggest that inter-personal communication via email affects project manager’s
workload. On the basis of email content team members’ messages were often associated with
expectations of their project manager to take some action. Managers’ reply to team members’
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Figure 4.11: Reply urgency demand on the project manager
messages depended on the intent (message type) of the message sender. Project managers felt
greater need to reply to messages when messages types were associated with requests for either
action, information, document or a meeting. Team members’ reply expectations were rarely urgent
but often stated or implied in their messages. Due to team members’ reply expectations, for one
third of all messages project managers were expected to reply in their earliest convenience. The
findings discussed in this subsection suggest that project related inter-personal communication
via email has effect on the senders and receivers. We argue that those findings can be used as
basis for a communication metric.
Critical Case Scenario (CCS) analysis
After the initial analysis of the nature of communication was completed it was noted that
communication metrics can be used to identify which aspect of the communication might neg-
atively affect the project (task completion), the project manager and a team member. It was
agreed by the project managers that the “critical case scenario” is a situation where a large
proportions of the following five feature value pairs were present: workload demand on the project
manager = high (WLDEMAND HIGH), reply demand on the project manager = high (RDE-
MAND HIGH), reply urgency demand on the project manager = high (RUDEMAND HIGH),
task considered completed = no (TCOMPLETED NO), and communication type = indirect
(COMM INDIRECT).
The managers indicated that three feature value pairs from the “critical case scenario” were
associated with negative impact on the project manager including: high workload demand on the
project manager, high reply demand on the project manager, and indirect communication. The
high reply urgency demand on the project manager feature value was associated with negative
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impact on both the team member and the project manager. In those cases, as the team member
explicitly stated reply expectations in the message, peri-synchronously exchange of emails was
expected. This opened the possibility to cause negative impact on the message sender (team
member) while waiting for the reply and the message recipient (project manager) who was
expected to respond in timely manner. Negative impact on the project (via task completion) was
associated with cases where task completion was not considered completed when the message
was sent.
Table 4.5 lists the five feature value pairs. In the first two columns feature and feature values
are listed. In the third column we show the relation between each feature value and type of
identified negative impact with description of the finding in the last column. In situations where
a large proportion of any (or all) of the five feature value pairs are identified this communication
metric is used to identify different “critical case scenario” types. The project managers indicated
that in conjunction with the PEEL analysis this metric provides useful insight into aspects of
the communication which could negatively impact upon the project.
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Table 4.5: Aspect of the communication - negative impacts
# Feature Feature Value Negative Impact Finding (n=1105)
1 WLDEMAND WLDEMAND HIGH Negative Impact on the
Project Manager
- High workload demand; project manager had to take some action on the
basis of the email content
- Values derived from the reason for sending a message (MCAUSE) feature
to identify level of workload demand on the project manager on the basis of
team member’s reason for sending an email
- The most common reasons causing high workload demand on the project
manager were: (i) “Sub-task Request Team Member to Project Manager -
MCAUSE 11” 50.8% (ii) “Further Discussion Required - MCAUSE 12” 26.1%
(iii) “Task Completion Problem - MCAUSE 1” 11.9% (iv) “F2F meeting re-
quest - MCAUSE 7” 6%
2 RDEMAND RDEMAND HIGH Negative Impact on the
Project Manager
- High reply demand; the project manager felt greater need to reply to an
email message
- Aggregated data derived from “Message Type” (MTYPE) feature
- The most common message types causing high reply demand on the project
manager were: (i) “Request for action - MTYPE 1” 73.2% (ii) “Request for
information or a document - MTYPE 2” 20% (iii) “Request for a meeting or
other communication with Project Manager - MTYPE 2” 6.8%
Continued on next page
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Table 4.5 Aspect of the communication - negative impacts
# Feature Feature Value Negative Impact Finding (n=1105)
3 RUDEMAND RUDEMAND HIGH Negative Impact on Team
Member and Project Manager
- High reply urgency demand; the team member (explicitly or implicitly)
stated reply urgency in the email message and peri-synchronously exchange
of emails was expected
- For those messages the project manager as message receiver was expected
to reply to team members’ emails
- Aggregated data derived from “Reply Expectation” (TMEXPECTS) feature
indicating team member’s level of expectation of project manager’s reply
- The most common reply expectation types causing high reply urgency de-
mand on the project manager: (i) “STATED WITHOUT HIGH URGENCY
- TMEXPECTS 3” 86.2% (ii) “STATED WITH HIGH URGENCY - TMEX-
PECTS 4” 13.8%
4 COMM COMM INDIRECT Negative Impact on the
Project Manager
- Indirect communication; based on the proportion of messages in which the
project manager was not the primary recipient
- Aggregated data derived from “Message received as” (MRECEIVED) feature
- The project manager was not the primary recipient (COMM INDIRECT)
in cases when messages were received as (i) “Cc: - MRECEIVED 2” 83.9%
(ii) “Fwd: - MRECEIVED 4” 13.1%
- Indirect communication not preferred by the project managers; associated
with email in-box overload and messages less likely to be considered as urgent
or important
5 TCOMPLETED TCOMPLETED N Negative impact on Task Com-
pletion
- Aggregated data derived from “Task considered completed” (TCOM-
PLETED) on the basis of the proportion of the email messages in which
team members did not consider task completed.
- Overall proportion of “Task NOT considered completed - TCOM-
PLETED N” 37%
137
Figure 4.12 illustrates two different “critical case scenario” types for Projects 1 and 2.
For visualisation of the data, we used a Kiviat (Spider) graph because it is an ideal tool for
visualising imbalance. Smaller green graph area for Project 2, outlined by the green line, is
more favourable than the larger red area outlined by the red line for Project 1. Five axes are
used to show a proportion of each feature value from the “critical case scenario” represented
as percentage. The black graph area is used to show the average “critical case scenario” type
extracted from all five case studies (projects). In both projects (1 and 2) high reply urgency
demand (RUDEMAND HIGH) on the project manager was around 20%. This finding suggests
that for both projects, in only a fifth of cases the team members explicitly stated reply expectations
in their messages and peri-synchronously exchange of emails was expected. For those messages
project managers as message receivers were expected to reply to team members’ emails.
By investigating proportion of each feature value for Project 2 we found that “critical
case scenario” was within the average for four out of five feature values. High proportion of
“indirect communication” (40% for the COMM INDIRECT axis) suggests that that the project
manager was not always the primary recipient. We interpret this finding as “critical case scenario”
type where communication had negative impact on the project manager caused by “indirect
communication”. The impact was associated with project manager’s email in-box overload by
team member’s “indirect” messages that were less likely to be considered as urgent or important
as the manager was not the primary recipient. This finding prompted the project manager to
consider discussing this issue with team members whose communication practice was identified
from this finding.
A less favourable larger area outlined by the red line in Figure 4.12 illustrates different type
of “critical case scenario” for Project 1, where project communication has negative impact on the
project manager due to greater proportion of messages associated with high workload demand
(WLDEMAND HIGH 60%) and high reply demand (RDEMAND HIGH 49%). Furthermore,
higher proportion of task non-completion rate (TCOMPLETED N 69%) for Project 1 illustrates
negative impact on task completion meaning that team members communication via email in
most cases was not used to inform the manager on task completion. We interpret this finding as
“critical case scenario” type with a least favourable scenario due to a large proportion of messages
with the following characteristics:
• On the basis of task completion (TCOMPLETED N 69%), team members as message
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senders mainly did not use emails to report task completion. Further investigation shows
strong association between the “tasks not considered completed” and “Further Discussion
Required” meaning that the team used communication via email for discussions.
• On the basis of message type and reply demand (RDEMAND HIGH 49%), team members
as message senders often sent messages with requests to the project manager for either
sub-task completion, information or document. From this finding we infer that the project
manager felt greater need to respond to those messages, meaning that the communication
had negative impact on the project manager, as message receiver.
• On the basis of team members’ reason for sending email message and the project managers
workload (WLDEMAND HIGH 60%), team members as message senders often sent mes-
sages with requests for further discussions, sub-task requests and task completion problems.
From this finding we infer that the project manager’s workload demand increased, meaning
that the communication had negative impact on the project manager, as message receiver.
Figure 4.12: Comparison of critical case scenarios
The “critical case scenario” findings suggest communication in Project 1 was more challenging
for the project manager than communication in Project 2. It is important to note that this
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finding does not suggest that Project 1 had more problems than Project 2. For identification of
problems we use PEEL analysis. Communication metrics based on the “critical case scenario” is
only used to suggest which aspect of communication had negative impact on the project tasks,
senders and receivers.
4.4 Email characteristics from project manager’s in-box (PEEL)
In this section we present analysis of the communication from all case studies in the context of
PEEL patterns discovered in the email texts. For each PEEL feature we provide the meaning and
frequency count of the values. These findings provide information about feature values that were
commonly found across projects which in turn describe key characteristics of communication
content. In the following subsections findings from each PEEL component are presented.
Issues/problems reported by team members
Through manual analysis of text from 1105 emails, 210 problems were found in 161 email messages
(14.6%). At the end of the analysis ten “problem” categories were identified. List of identified
categories is shown in Appendix B, Table B.11. Proportions of identified problem categories are
shown in Figure 4.13.
Each problem category might appear in more than one email message and each email message
might contain one or more problem categories. Out of 161 messages in 129 messages or 80%
we identified only one problem per message, while in 23 messages or 14% two problems were
identified. Three to six problems per message were identified in 8 messages. Frequency and
percentage of problem categories are shown in Table 4.6. In the first and the second columns
problem category identifiers and category descriptions are listed. Problem category frequency
counts and proportions of 210 problems are listed in the third column. Message frequency counts
and proportions out of 161 email messages containing one or more problem categories are listed
in the last column.
Figure 4.14 shows source of the problem for each problem category. For each problem
category frequencies of problems sources are represented by colour coded bars. For example,
source ’IT’ (e.g. server, database or code) represented by red bars was most frequent when
team members reported “technical” problems (PROBLEM 2). In most cases ’WRITER’ (team
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Table 4.6: Identified problem categories across all cases
Id Problem Category Count/Perc
(n=210)
Found in Msgs
(n=161)
4 - KNOWLEDGE Problems due to knowledge constraints (e.g.
does not understand what is required or does
not know how to complete the task)
74 (35%) 62 (29.5%)
2 - TECHNICAL Problems due to technical constraints (e.g
power failure, network unreachable, server
down, IT services unavailable)
55 (26%) 46 (22%)
3 - RESOURCES Problems due to lack of resources (e.g. no
templates, no documentation, no written in-
structions)
28 (13%) 25 (12%)
9 - OTHER TEAM
MEMBER
Problems due to other team members (e.g.
waiting for their task completion)
24 (11%) 23 (11%)
5 - NOTIME No time assigned for the task. Running out
of time to complete the task (e.g. other com-
mitments/constraints or lack of time manage-
ment)
19 (9%) 17 (8%)
10 - NOT UN-
DERSTANDING
INSTRUCTIONS
Does not have full understanding of the in-
structions
3 (1%) 3 (1%)
7 - PERSONAL Problems due to personal reasons (e.g. health,
family, financial difficulties)
2 (1%) 2 (1%)
12 - OTHER COM-
MITMENTS
Unable to deliver due to other commitments
(e.g. attending a conference overseas)
2 (1%) 2 (1%)
100 - OTHER Other not specified reasons (none of the above
descriptions match)
2 (1%) 2 (1%)
6 - NO LONGER
PARTICIPATING
No longer participating (e.g. withdrawn from
the project)
1 (0.5%) 1 (0.5%)
member), represented by yellow bars, was the most frequently problem source. For example,
the height of the yellow bar for “knowledge” problems (PROBLEM 4) shows that for over 60
knowledge related problems ’WRITER’ was the problem source meaning that the subject of each
phrase was either I or we. This finding means that team members’ reported on problems related
to their knowledge or knowledge of their team.
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Figure 4.13: Proportion of identified problem categories (see Table B.11)
Figure 4.14: Frequencies of problem categories according to source (see Table B.11)
Knowledge related problems
The most frequent “problem” category (74 out of 210) was KNOWLEDGE (35.2%), shown as
problem category number 4 in Figure 4.13. We associate “knowledge” problem category with
cases when the message sender (team member) did not understand what was required or did not
have sufficient information or knowledge for completion of a given task. In most cases “knowledge”
related problems were associated with team members as message writers reporting on technical
issues. For example in these three examples (i) “I’m not sure what exactly happens in parser
when this field is empty”, (ii) “I can’t find where ’on the fly’ compression is enabled, is it used at
all?”, (iii) “I was not sure what is the right place to add this”, team members are reporting on
142
problems which are related to their knowledge about specific technical issues.
We found that not all “knowledge” related problems were due to technical issues. There were
examples where team members experienced knowledge related problems due to communication
issues. For instance, in these four examples: (i) “My apologies for not replying, as I forgot your
surname to find your email address to reply you”, (ii) “Has this meeting date been changed to
Thursday?”, (iii) “Do I need to be at that meeting since Bob and Frank are there?”, and (iv) “Not
sure exactly what date Mark is back?”, “knowledge” problems were caused due to communication
issues which were not necessarily serious but could have been minimised.
Further analysis of “knowledge” related problems, as illustrated by the blue bar in Figure
4.14, revealed that source for 66 out of 74 problems was “WRITER” meaning that in most cases
the “knowledge” problems were related to the message sender, where subject of each phrase was
either I or we. Only for 2 out of 74 “knowledge” related problems with the source “READER”,
and for 5 out of 74 with the source “THIRD-PARTY”. This finding suggests that over all projects,
the “knowledge” related problems were about team members reporting on not having sufficient
information or knowledge.
Technical problems
The second most frequent “problem” category (55 out of 210) was TECHNICAL (26.2%), shown
as problem category number 2 in Figure 4.13. We associate “technical” problem category with
cases when the message sender (team member) reported problems due to technical constraints
(e.g power failure, unreachable network , IT services unavailable or coding issues). Across all case
studies there were different “technical” problems depending on project type. For example, for
application software development projects most “technical” problems were associated with code,
while in system development projects technical problems were associated with systems such as
database or servers. This is illustrated by the red bar in Figure 4.14, where further analysis
revealed that for 37 out of 55 “technical” problems source was ’IT’ meaning the subject of each
phrase was either a server, database or code. Only for 14 out of 55 “technical” problems source
was the “WRITER”.
The following two phrases A and B are used to illustrate the difference between “technical”
problems with sources “IT” and “WRITER”. In phrase A “Apex developer environment has been
locking with more than one developer on.”, the team member reported on a technical problem
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about Apex developer environment. Therefore we assume source for the technical problem in
phrase A was “IT”, (“the developer environment”), therefore the problem could be addressed by
resolving issues with “Apex developer environment”.
In phrase B “...we have seriously limited productivity when we don’t have an option to work
with cut down files”, the team member reports on technical problem “files”. However, source of
the problem were not the files but the team members not having an option. In this instance,
source for the problem in phrase B was “WRITER” therefore the problem could be addressed by
resolving issues with the subject we. These two examples illustrate the importance of identifying
“source” for each problem.
Resource problems
The third most frequent “problem” category (28 out of 210) was missing RESOURCES (13.3%),
shown as problem category number 3 in Figure 4.13. We associate “resource” problem category
with cases when the message sender (team member) reported problems due to lack of resources
(e.g. missing hardware, no documentation, no templates). In most cases “resource” related
problems were associated with team members as message writers requesting specification files and
manuals “Do you have a functional specification for the development of the web-enabled version?”,
“I’m still waiting on the server specifications”, “can you send me the auto cad diagrams”; or
inadequate hardware due to server processor or memory limitations “At the moment we constantly
have memory shortage”, “We are ready to deploy mapguide 2.1 but we require the new server”,
“This cannot proceed until we get promised 5TB of storage”.
Further analysis of “resource” related problems, as illustrated by the green bar in Figure
4.14, revealed that source for 19 out of 28 was “WRITER”, e.g. “Just a quick reminder to send
me the access details for the test scripts”. Only for 2 out of 28 “resource’ related problems source
was “THIRD-PARTY”, and for 7 out of 28 source was “IT” e.g. “The standardised file is no
longer available”.
We found that most “resource” related problems were about team members requesting files
or documents including: access details, functionality matrix spreadsheet, card printer manual,
printer configuration, server specification, auto cad diagrams, purchase details, project proposal
and template. Only in a few cases were the “resource” related problems about hardware, including
disk/memory limitations or request for a new server.
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Problems due to other team members
The fourth most frequent “problem” category (24 out of 210) was OTHER TEAM MEMBER
(11.4%), shown as problem category number 9 in Figure 4.13. We associate “other team member”
problem category with cases when the message sender (team member) reported problems due
to other team members (e.g. waiting for their task completion). In most cases “other team
member” related problems were associated with team members as message writers reporting
about problems regarding other team members from sub-contracting organisations “This is
not done. Can LCMG advise why this is so?”, “migration script results supplied by LCMG
are not 100% correct”, “test is incorrect. LCMG need to correct this”, “We are still waiting
on details from GE”. We found that only in 2 cases team members reported problems to their
project managers about team members from their own organisation. This finding suggest that
project managers are more likely to be informed via email on issues regarding sub-contractors
rather than issues within the host team. Further analysis of problems related to other team
member are illustrated by the yellow bar in Figure 4.14, revealing that source of the problem
was “THIRD-PARTY”.
Problems due to time constraints
The least frequent “problem” category (19 out of 210) was time constraints NO-TIME (9%),
shown as problem category number 5 in Figure 4.13. We associate “no-time” problem category
with cases when the message sender (team member) reported problems regarding time constraints
to complete a task. As illustrated by the dark-grey bar in Figure 4.14 in almost all cases (15
out of 19) cause for “no-time” related problems was “WRITER”, and only in a few cases the
cause was “IT” or “THIRD-PARTY”. The following four examples from across all case studies
illustrate “no-time” related problems about “WRITER”: “I never found the time to investigate”,
“I’m not against adding additional ways to put config to the server, but now it’s IMHO too late”,
“Can it wait until Mon? Am busy today”, and “I’m still finishing off other work, so I haven’t
had a chance to look yet”. In this example the team member reports on time related problem
about the “THIRD-PARTY” “Sorry for the delay in replying to your quote. I needed to get
authorisation from the University”. Our findings suggest that team members do not report on
time related problems very often and when they do the “no-time” problems are usually about
their time constraints to complete a task.
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In this subsection we discussed findings about most frequent problems from all case stud-
ies. More detailed problem related findings with comparison between each case is discussed in
Section 4.5.
Emotions articulated by team members
Across all case studies, in 86 out of 1105 (7.8%) email messages, we identified 106 sentences, each
containing a verb or adjective associated with emotional content. The most common verb was
“agree”, followed by “apologise”, “happy”, “disagree”, “nervous”, “delighted” and “frustrated”.
In Figure 4.15 frequency of GALC affective states are shown. The longest bar shows that for
49 verbs/adjectives there was no match with GALC affective states. Table 4.7 shows a short
summary of findings in regard to emotional content expressed by team members in their emails.
Table 4.7: Affective states of team members across projects
Category Findings
Emotional content In 86 out of 1105 (7.8%) email messages we identified 106
sentences associated with emotional content. Across all case
studies, only a small number of email messages sent to project
manager contained emotional text.
Negative versus Positive Polarity From 106 sentences, 55 (51.9%) were associated with positive
polarity versus 42 (39.6%) associated with negative polarity.
Source of expressed emotions Regardless to polarity type, that team members as message
writers were expressing their own emotions in most cases.
Negative versus positive polarity
Figure 4.16 shows polarity frequency across all case studies. From 106 sentences (phrases), 55
(51.9%) were associated with positive polarity versus 42 (39.6%) associated with negative polarity.
Polarity was not applicable for 9 sentences containing verb “apologise”. Tables B.13 and B.14
in Appendix B contain complete list of discovered verbs/adjectives with corresponding GALC
affective state grouped by polarity. Further analysis shows that regardless to polarity type, source
of emotions was the “WRITER” as illustrated by the yellow bar in Figure 4.17. This finding
suggest that team members as message writers were expressing their own emotions in most cases.
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Figure 4.15: Emotions - frequency of GALC affective states
Team members’ expectations
Throughout analysis of Stanford parser’s generated phrases consisting of subject, negation,
verb and object, from 1105 email messages, in 538 messages (48.7%) we identified 700 phrases
containing team member’s expectation. Each phrase was associated with one of several previously
identified “expectation” categories. If appropriate category did not exists we created a new
category. Table B.12 in Appendix B contains list of 14 identified “expectation” categories. Most
common team members’ expectation was “Expecting Task Completion”, followed by “Expecting
Confirmation” and “Expecting Feedback” as illustrated in Figure 4.18.
Our findings of frequent “expectation” categories are listed in Table 4.8. In the first column
category identifiers and their names are listed. In the second column excerpts of text extracted
from emails give examples of team members’ expectations in relation to given category. In
the third column we provide our definitions for each “expectation” category with common
characteristic. In the last two columns we provide frequency counts and percentages of each
“expectation” category in relation to 700 phrases from 538 emails respectively.
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Figure 4.16: Emotions - negative vs positive polarity
Figure 4.17: Frequencies of emotion polarities according to source
Figure 4.18: Frequency of identified “expectation” categories
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Table 4.8: Team members’ expectations across projects
Category Examples from Msg. Excerpts Findings Cnt.(n=700) Msgs.(n=538))
4-Expecting
Task Comple-
tion
“can you add some red bold blinking screen filling hint; please
add...thanks!; could someone please check whether [code] has
the desired effect; will you please post news item; You have to
ask all contributors to do this.”
Team member, as message writer has expectations of the mes-
sage recipient (project manager), to directly or indirectly take
some action for a task completion. Main characteristic: team
member as message sender takes the “requester” role, while
project manager as the message recipient is the “performer”.
181
(26%)
167
(31%)
7-Expecting
Confirmation
“but ini get() could be used to warn users only if necessary,
couldn’t it? ; Is this option still open? ; Happy to go through
this with you ; Do you want me to send this to Andrew as
well?”
Team member, as message writer, has expectations of the mes-
sage recipient (project manager) to validate, verify or give
assurance. Main characteristic: team member as a message
sender usually uses question marks at the end of a sentence
to indicate that reply is expected. For those messages short
replies of the message receiver i.e. “Yes/No/O.K./No prob-
lems” are usually adequate for validation.
127
(18%)
120
(22%)
11-Expecting
Feedback
“Please provide feedback if this not what you want; Should
this level of change management be recorded anywhere or just
happen; What would you like me to do with it?; Please advise
if this suits.; Please let me know if you are OK with this.”
Team member, as message writer, has expectations of the
message recipient (project manager) to provide feedback with
comments and instructions or to further elaborate on items
mentioned in the message. Main characteristic: longer mes-
sage replies with discussions are from the project manager are
more adequate than short replies.
78
(11%)
76
(14%)
1-Expecting
Acknowledge-
ment
“When H is available, we can look at these further; I will go
in to QC this arvo...I will send a new list to you tonight; The
earliest I could start the retest is next Monday.; Attached is
defect list”
Team member, as message writer, makes a promise or reports
on completed task, and expects only a simple acknowledge-
ment from the message recipient. Main characteristic: mes-
sage replies are not necessary stated and if they are only short
replies such as “OK, well done or Thank You” are usually
sufficient.
76
(11%)
76
(14%)
Continued on next page
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Table 4.8 Team members’ expectations across projects
Category Examples from Msg. Excerpts Findings Cnt.(n=700) Msgs.(n=538)
13-Expecting
Information
“Will J. and N. still need training?; Was there any informa-
tion forthcoming following your meeting with Silk last week?;
We are not sure if all the correct fields in D. table have been
set for these users.; we need to know steps to configure the
printer; Do we have any idea of the magnitude of the likely
capacity requirements?”
Team member, as message writer, has expectations of the mes-
sage recipient (project manager) to provide information on
items mentioned in the message. Main characteristic: mes-
sage replies of the project manager, as message recipient, are
longer and based on information stored in documents, sched-
ules and plans rather than personal opinion.
69
(10%)
65
(12%)
5-Expecting
Opinion
“how do you think about adding robots.txt and no-index meta
tags?; What do you think about it?; Are you interested by
hardware authentication for PMA; I suggest to have Details
BEFORE the repeated navigation; Would be nice to have that
in the set-up script”
Team member, as message writer expects to hear message re-
cipient’s opinion about items mentioned in the message. Main
characteristic: message replies are based on subjective discus-
sions about propositions and new ideas.
62 (9%) 54
(10%)
6-Expecting
rules to be
followed
“developers and testers should run code in their config.inc.; it
is important we continue to have focus; As this is confiden-
tial information, please do not share it with anyone else then
nominated person of confidence.; Cannot see anything much
being achieved if we don’t follow these arrangements.”
Team member, as message writer, has expectations of the mes-
sage recipients to follow some rules or standards. Main charac-
teristic: team member, as the message sender, wants to make
a strong statement or remind message recipients on rules or
standards that should or must be followed.
27 (4%) 26 (5%)
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Team members’ expectations and level of reply urgency?
Further investigations suggest that for the “information”, “confirmation” and “feedback” expec-
tation categories reply urgency demand on the project manager, based on team member’s level
of expectation of project manager’s reply, was slightly higher than for others. For example, the
blue bar in Figure 4.19 illustrates that for 90% of messages with “information” expectation, reply
urgency demand on the project manager was high. This means that for those messages in 90%,
or 62 out of 69 cases, reply urgency was explicitly or explicitly stated in messages sent by team
members, as message senders. For messages with “task completion” expectations, regardless
to being most frequent, in only fewer than half cases reply urgency was stated. This finding
suggests for messages where team members expected of their project managers to directly or
indirectly take some action for a task completion, the members did not always expect urgent
reply from their project managers. For messages related to “acknowledgement” and “rules to be
followed” reply urgency expectation was low. This finding suggest that when team members
made a promise, reported on task completion or made statements about standards or rules to be
followed, they did not necessary expect a prompt reply on those messages.
Figure 4.19: Proportion of “expectation” categories by “reply urgency demand”
Hidden meaning in email texts expressed as Lexical Patterns
Categories for the “Lexical Pattern” feature were introduced by Osherenko (2008) as Grammatical
lexical patterns from linguistic studies which use 11 grammatical patterns to identify emotional
meaning of texts. This semantic approach uses common sense as well as linguistic information
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on emotional parts of analysed texts for classification. The patterns are listed in Appendix
B, Table B.15. From analysis of email messages across all case studies, we found that texts
expressed as lexical patterns were not commonly used by team members. From 1105 messages
in 80 (7.2%) we identified 92 phrases containing lexical patterns linked to emotional meaning
of texts. Our analysis of email revealed two common writing methods that contained hidden
meanings in team members’ text: a) usage of upper case characters, emoticons, and exclamation
marks to emphasise feelings, emotions and moods, and b) usage of question marks, filled pauses
and hesitation devices such as “Uuhm”, “uh”, “ah” and “oh” to express hesitation, realisation
and doubt. Frequencies of 92 phrases in relation to eleven lexical pattern categories are shown in
Figure 4.21.
Out of 11 lexical pattern categories we found three most commonly used lexical pattern
categories in team member’s emails: a) “Emphasis”, used to put emphasise on something
considered important, b) “Exclamations”, used for dramatic effect, and c) “Interjections” , used
to express hesitation, realisation and doubt. Our findings on frequent “lexical pattern” categories
are listed in Table 4.9. In the first column category identifiers and their names are listed. In the
second column excerpts of text from team members’ emails give examples in relation to lexical
pattern categories. In the third column we provide findings related to given category. In the
last two columns we provide frequency counts and percentages of each category in relation to 92
phrases from 80 emails respectively.
In order to compare the most frequent “lexical pattern” categories in the context of “critical
case scenario” we applied further analysis by observing their proportions as illustrated Figure
4.20. The graph illustrates that messages containing “Exclamations” (LEXICAL 2 represented
by the green line) and “Emphasis” (LEXICAL 6 represented by the blue line) were more critical
in comparison to messages with “Interjections” (LEXICAL 1 represented by the red line).
By observing proportions of each line we interpret the finding as follows: Task were often
not considered completed by message senders (high proportion of TCOMPLETED N ) and
team members were more likely to have direct conversation with their project manager (lower
proportion of COMM INDIRECT ) regardless to lexical pattern category. For messages containing
“Exclamations” and “Emphasis” (green and blue lines): a) workload demand on the project
manager was increased meaning the project manager was likely to take some action on the basis
of the email content (higher proportion of WLDEMAND HIGH ), and b) reply demand on the
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project manager was increased (higher proportion of RDEMAND HIGH ) meaning the project
manager was expected to reply to the email message. For messages containing “Exclamations”
team members were more likely to state reply urgency in the email message (higher proportion
of RUDEMAND HIGH ).
Figure 4.20: Most frequent lexical pattern categories in the context of “critical case scenario”
153
Table 4.9: Lexical patterns in team members’ emails across projects
Category Examples from Msg. Excerpts Findings Cnt.(n=92) Msgs.(n=80))
6 - Empha-
sis - putting
emphasise on
something
considered
important
a) usage of emoticons to emphasise happy feeling: “(ˆ ˆ) this
covers the issues I raised”; “so that’s good :-)”
b) usage of upper case characters and question marks to
emphasise doubt: “NOT SURE WHAT THIS IS???”, “IS
THIS BROKEN DOWN INTO FIRST NAME & SUR-
NAME??????”, “Have I stuffed up??”
c) usage of words to emphasise frustration: “For the sake of
two templates I now have to re-issue the entire database.”
“Didn’t we agree not to put any direct links to their website?”
“here’s something else we need to add to our ’plate’ ” “The
longer period which I was expecting to take in March or April
will most likely NOT happen.”;
We found 28 phrases from 24 messages where team members
as message writers used lexical patterns to put emphasis or
a special attention on the meaning of text. Team members
used three main methods to put emphasis on meaning of text:
a) usage of emoticons to emphasise feeling, b) usage of upper
case characters and question marks to emphasise doubt and
c) usage of words to emphasise frustration.
28
(30%)
24
(30%)
2 - Exclama-
tions - used for
dramatic effect
“Help!!! ; mentioned = noticed; Keep it clean!!! ; I’ll give him
a little more rope! ; We should do this next week!!!!; finally
argghhhh!”
We found 21 phrases from 20 messages where team members
as message writers used one or more exclamation marks at the
end of text in order signify meaning of text.
21
(23%)
20
(25%)
1 - Inter-
jections -
expresses
hesitation, re-
alisation and
doubt
“uh ... I am already doing this in most cases”, “ah, ;-) yes,
i think so”, “Uuhm, I’ve had a bad day and mixed up some
stuff”, “oh, sorry, must have looked into the wrong file :(.”
We found 18 phrases from 16 messages where team members
used interjections with filled pauses and hesitation devices
such as “Uuhm”, “uh”, “ah” and “oh” in order to express
hesitation, realisation and doubt. The message excerpt shows
an example where team member used interjections together
with happy ;-) and sad :( emoticons.
18
(19.5%)
16
(20%)
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Figure 4.21: Proportion of “lexical pattern” categories
4.5 Cross case analysis
In this section we report on results from cross case analysis in order to identify similarities
and differences in communication between projects as cases. Initial results were obtained by
applying chi-square test of independence for each structure and nature of communication feature
in order to test if the relationship between a feature and projects is significant. The test was
used in distinguishing projects. Appendix C Table C.1 show results of the chi-square test with
null hypotheses rejected as all relationships between the structure and nature of communication
features and projects were significant. The test was based on significance level (p-value) of 0.05.
In cases where the null hypothesis was rejected, we applied residual analysis identifying feature
values for which projects differed significantly. Results of residuals analysis, shown in Appendix C
Section C are organised as feature related tables listing feature values which mostly contributed
to relationships. Findings from the cross case analysis are supported by colour coded grouped-bar
graphs, where each graph is related to a feature and each colour coded bar represents a project.
The bars are grouped together by distinct feature values. Statistical significance of differences in
heights (representing proportions as percentage) between each group of bars is determined by a
corresponding residual analysis table.
Communication structure - cross case analysis
In the following subsections we closely investigate relationships between the five case study projects.
The investigation includes use of group-bar graphs and residual analysis for identification of
feature values which mostly contributed to the relationship and their differentiation between the
projects.
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Who was the message sender?
This feature is used to provide insights of team members (message senders) sending email
messages to their project managers. Table 4.10 shows analysis in the context of communication
volume (number of messages) and team members’ roles. Table columns 2-5 show information
for a given project (case study) in relation to labels shown in the first column. The first row
shows total number of email messages per project with Project 2 and Project 4 having the
greatest number of messages 429 and 338 respectively. Despite the great number of messages
for both Projects 2 and 3 their communication was distinct. In the context of communication
volume project manager from Project 2 communicated with great number of team members (25)
compared to project manager in Project 4 communicating with only 4 team members. Due to
limitation of this study it also depends on the use of other forms of communication such as SMS,
phone, video and face to face. For example, Project 4 development team works from the same
office and the team did not use email for communication in this particular project. However,
the manager from Project 4 received a great number of messages (Num. of Msgs. per Sender -
MAX = 213 ) from only one team member who was actually the client working as an external
team member. This finding suggests that team member group size does not determine volume of
communication. In the context of team members’ roles, project manager’s communication for
Project 2 included emails from various sources including external and internal team members
as well as upper management such as division managers and executives. Further analysis of
the upper management’s emails sent to the project manager revealed that the project manager
was more likely to take some action on the basis of the email content and felt greater need to
reply to those email messages than to emails sent from non-management team members. Upper
management team members were more likely to explicitly or implicitly state reply urgency in
their email messages than non-management team members. This finding suggests that depending
on the team member’s organisational role project communication might have different affects on
the project manager.
When was the message sent?
This feature represents a date-time value extracted from message headers indicating when was
the message sent. The time-stamp values were converted to month-year values (MYEAR) as
the project managers were more interested in monthly rather than daily analysis of project
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Table 4.10: Who was the message sender? (by project)
MESSAGES PROJ 1 PROJ 2 PROJ 4 PROJ 5 PROJ 6
Num. of Messages (Msgs) 120 429 338 80 138
Num. of Msgs. per Sender - MEAN 9 17 85 6 6
Num. of Msgs. per Sender - MEDIAN 3 6 62 3 2
Num. of Msgs. per Sender - MODE 1 1 1 1
Num. of Msgs. per Sender - MAX 54 104 213 26 42
Msgs. Word Count - MEAN 47 91 83 72 40
MESSAGE SENDERS PROJ 1 PROJ 2 PROJ 4 PROJ 5 PROJ 6
Num. of Msg. Senders 14 25 4 14 24
Num. of Internal Team Members 14 19 7 16
Num. of External Team Members 1 3 3 8
Num. of Internal Managers 4 1 4
Num. of Internal Executives 1
communication. Analysis based on the month-year value (MYEAR) were provided to project
managers in the project communication reports. Cross analysis based on the MYEAR feature
values was not useful as communication for each project was at different times. However in section
4.3 we report findings related to date-time in the context of communication frequency linked to
project periods (start, middle and end). In order to compare communication frequency for each
project period across all case studies in the context of “critical case scenario” we applied further
analysis by observing their proportions as illustrated in Figure 4.22. The graph illustrates high
proportions of critical factors at the start of the project (denoted by the blue line), decreasing
towards the end (denoted by the red line).
Email message types
We found “Email Message Type” feature useful as it broadly identifies intent of the sender.
For more detailed descriptions of sender’s intent we used “reasons for sending email message”
feature. Figure 4.23 shows proportions of distinct message types across all project. Each project
is represented by a colour coded bar. The legend shows project identifiers and their corresponding
colours. The height of each bar shows a proportion for each email message type displayed on the
x-axis for the given project. Across all projects we found three most common message types:
“Status update for an ongoing project or task” coded as MTYPE 3, “Request for action” coded
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Figure 4.22: Communication frequency for each project period in the context of “critical case
scenario”
as MTYPE 1, and “Request for information or a document” coded as MTYPE 2 shown by the
first three groups of bars in Figure 4.23. Project managers in this study labelled “Status update
for an ongoing project or task” as the most preferred message type in their email in-box. This
type of message type is associated with “Task Completed by Team Member” reason for sending a
message, meaning that team members often reported on their task completion.
The least preferred message types labelled by project managers were “Request for action”
often associated with “Sub-task Request Team Member to Project Manager” reasons for sending
a message, and “Request for information or a document” often associated with “Sub-task Request
Team Member to Project Manager” and “Further Discussion Required” reasons for sending a
message. Figure 4.23 shows higher proportion of “Request for action (MTYPE 1)” message type
for Projects 1, 2 and 4 (represented by the red, green and blue coloured bar) and the highest
proportion of the “Request for information or a document (MTYPE 2)” message type for Project
1 represented by the red coloured bar. The result is supported by residual analysis in Table C.2
of Appendix C showing the actual frequency counts of “Request for action” message type for
projects 1, 2 and 4 and “Request for information or a document” for Project 1 were higher than
expected.
This finding illustrates that in some projects project managers as “performers” often receive
“requests” from their team members associated with task requests and further discussions. In
this type of communication the team members are likely to have higher expectations of their
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managers on completing their requests.
Figure 4.23: Email message types - project comparison
Email send methods
Figure 4.24 shows the proportion of each send method by colour coded project. The x-axis shows
MRECEIVED code for each of the five send methods. Figure 4.24 shows the highest proportion of
“To:” send method (MRECEIVED 1) across all projects meaning that in general team members,
as message senders, had intention to have a direct conversation with their managers. However,
Figure 4.24 shows higher proportion of “Cc:” send method (MRECEIVED 2) for Projects 2
and 4, represented by the blue and green bar respectively meaning the project manager was
not the primary message recipient. The result is supported by residual analysis in Table C.3
of Appendix C showing the actual frequency count of the “Cc:” send method for projects 2
and 4 was higher than expected. In those cases team members, as message senders, did not
have intention to have a direct conversation with their managers but included the managers in
the conversation to keep them in the loop. For example, in further analysis of Project 4 team
members’ emails where the “Cc:” send method was used (94 out of 338 or 27.8% ) we found that
most of those messages (70 out of 94 or 74.4% ) were sent from a single team member. The team
member was the project client working as the application tester during application development.
Analysis of all of the team member’s 90 emails showed that very often he included the manager’s
email in the conversation to keep him in the loop but in the email texts there was no evidence
of his intentions to have direct conversation with the manager. After discussing this finding
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with the manager it was indicated that this practice resulted to email overload in the project
managers’ in-box but the manager decided to archive those email messages for further references.
This finding indicates that in some projects, depending on team members’ practices, the project
manager’s in-box might contain a great number of emails for which the manager was not the
primary recipient.
Figure 4.24: Email send methods - project comparison
Task considered completed when the message was sent?
For each message, sent from a team member, the message content was analysed in order to
determine if the message sender considered a task completed when the message was sent. Two
feature values “Yes” and “No” were used and labelled as “TCOMPLETED Y” and “TCOM-
PLETED N”. After discussions with project managers it was confirmed that higher proportion of
messages labelled as TCOMPLETED N was less preferred as their content was often associated
with team members reporting on task completion problems or asking the project manager to
provide information, complete a task or further discuss some issues.
In Figure 4.25 the first group of bars, coded as TCOMPLETED N, shows great proportion of
“Task NOT considered completed when the message was sent” for Projects 1 and 6, represented
by the red and the orange bars respectively. The residual analysis in Table C.5 of Appendix C
shows very high standard residuals for Projects 1 and 6, of 5.79 and 5.73 respectively, indicating
that the actual frequency count of messages labelled as TCOMPLETED N was much higher
than expected.
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Further analysis of messages labelled as TCOMPLETED N revealed that for Project 1 tasks
were not considered completed mainly due to high proportion of “Further Discussion Required”
messages, mostly from one single team member, occurring regularly throughout the project
time-line. This finding suggests that regardless to higher proportion of the “Task NOT considered
completed when the message was sent” messages the communication is not necessary associated
with unresolved issues or problems, but rather used for exchange of ideas and opinions. We found
in those cases team members did not have higher reply expectation of their manager. However,
for Project 6 high proportion of “Task not considered completed when the message was sent”
was strongly associated with request message types such as “Request for action” and “Request
for information or a document” where team members were more likely to have higher reply
expectations of their managers. In those cases team members reasons for sending a message
were most likely due to “Further Discussion Required”, “Sub-task Request from Team Member to
Project Manager”, “Task Completion Problem” and “Task promise and acknowledge by Team
Member”. The messages were from several team members occurring irregularly throughout the
project time-line. This finding illustrates possible issues and problems in the project where higher
proportion of the “Task not considered completed when the message was sent” was associated
with task requests, further discussions and task completion problems where the project manager
as “performer” often received “requests” from his team members.
We further analysed Project 1 and Project 6 messages associated with “Task not considered
completed when the message was sent”. We found that communication in Project 6 was more
demanding. Project 6 team members were more likely to (explicitly or implicitly) state reply
urgency in their email messages. The manager felt greater need to reply to email messages and
was more likely to take some action on the basis of the team members’ email content.
Team Members’ Reasons for Sending Messages
For each email we analysed content of the message in order to determine team members reason
for sending the message. Discussions with project managers revealed that the managers mostly
preferred messages associated with “Task Completed by Team Member” reason for sending a
message, labelled as MCAUSE 10. In Figure 4.26 the second group of bars shows that “Task
Completed by Team Member” reason for sending a message was the most common across all
projects with highest proportion of 45% for Project 5 messages represented by the black coloured
161
Figure 4.25: Tasks considered completed? - project comparison
bar. We found team members’ reasons for sending a message were more specific for some projects.
For example, the first group of bars in Figure 4.26 shows proportion of messages labelled as
MCAUSE 1, code for “Task Completion Problem” common across all projects with average of 5%
of all messages. However, “Further Discussion Required” reason for sending a message, labelled
as MCAUSE 12, was more specific for Project 1 team members.
In Figure 4.26, height of the red bar in fourth group of bars from the left shows that in
over 40% of Project 1 messages “Further Discussion Required”, labelled as MCAUSE 12, was
the main reason for a team member to send a message. In Table C.4 of Appendix C very high
standard residual of 10.44 for Project 1 and “Further Discussion Required” shows the actual
frequency count much higher than expected when compared to other projects. Another reason
for sending a message specific to Project 1 was “Self Introduction” labelled as MCAUSE 13. We
did not find this type of reason for sending a message in any other projects. Explanation for
our findings regarding further discussions and self introduction specific to Project 1 is that the
project involves development of a free and open source software by team members working in a
“virtual environment” who communicate via mail lists and chat-rooms and very rarely or never
meet face to face.
In contrast to other projects we found that Projects 2 and 4, represented by the green and
blue colours respectively had very low proportion of “Task Completed by Team Member” reason
for sending a message, labelled as MCAUSE 10. For those projects main reasons for sending
messages were MCAUSE 11, code for “Sub-task Request Team Member to Project Manager”,
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and MCAUSE 15, code for “FYI - For Your Information”. Compared to other projects residual
analysis in Table C.4 of Appendix C shows the actual frequency count higher than expected for
a) Project 2 and “FYI - For Your Information”, with very high standard residual of 7.02 and
b) Project 4 and “‘Sub-task Request Team Member to Project Manager”, with high standard
residual of 3.55.
When these findings were discussed with corresponding project managers there were two
different explanations. For Project 2 (represented by the green colour) further analysis revealed
that those messages corresponded to the project manager’s department manager who often asked
the project manager to complete tasks and often sent him FYI materials attached. For Project 4
(represented by the blue colour) further analysis revealed that those messages corresponded to
the project client who often overloaded the project manager with sub-task requests and FYI
materials.
Figure 4.26: Team members’ reasons for sending messages - project comparison
Team members’ reply expectations
In project related communication message receivers, commonly project managers, were expected
to act on the message with some kind of urgency as message senders, team members, could
have been constrained to complete a project task until expected reply was received. We found
the “reply expectation” feature very useful, especially in identifying messages with some level of
urgency which could potentially have some negative impact on the project outcome if were not
addressed in timely manner. This is discussed below.
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Reply to email not expected
In Figure 4.27 the first group of bars shows proportion of messages for each project where
reply expectation was not stated (coded as TMEXPECTS 1). This group of bars illustrates that
for all projects on average in 50% of cases team members as message senders did not have reply
expectation from the message receiver who was often their project manager. Further analysis
showed those cases team members as message senders wanted to inform the receiver on “Status
update for an ongoing project or task” in association with “Task Completed by Team Member”
and “FYI” reasons for sending a message. In our conversations with the project managers it was
suggested those messages were not critical to completion of tasks therefore not likely to have
some negative impact on the project outcome if were not addressed in timely manner. However,
the managers indicated that messages associated with reply expectation were more likely to
be critical to task completion, especially when reply expectation was stated with high urgency
(coded as TMEXPECTS 4).
Reply to email expected - Implicit vs Explicit
We found that in some projects team members were more likely to explicitly state their reply
expectation in the email text while in other projects reply expectation was more likely to be
implied and not explicitly stated in message text. For Projects 4 and 5 the team members were
more likely to explicitly state their reply expectation in the email text. The third group of bars
in Figure 4.27, coded as TMEXPECTS 3 shows higher proportion of those messages for projects
4 and 5, represented by the blue and black bars respectively. Residual analysis in Table C.6 of
Appendix C shows high standard residual of 3.63 for Project 4 and this type of reply expectation
with the actual frequency count higher than expected when compared to other projects. In
contrast, Project 1 team members’ reply expectation was more likely to be implied. In Figure
4.27 in the second group of bars, coded as TMEXPECTS 2, height of the red bar shows that
in more than 30% of Project 1 messages team member’s reply expectation existed but it was
implied rather than explicitly stated in the message text. Residual analysis in Table C.6 of
Appendix C shows high standard residual of 3.76 for Project 1 and this type of reply expectation
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with the actual frequency count higher than expected when compared to other projects.
Reply to email expected urgently
In the last group of bars in Figure 4.27, in 12.3% of all Project 6 messages represented by
the orange coloured bar team members’ reply expectations was stated in their message with
high reply urgency (coded as TMEXPECTS 4). Further analysis of those messages identified
that the messages originated from three team members and mostly occurred in a single month.
Furthermore, the messages were mostly associated with “Request for action” message types,
“Sub-task Request Team Member to Project Manager” and “Further Discussion Required” reasons
for sending a message, and “Task not considered completed when message was sent”. This level of
urgency could potentially have some negative impact on the project outcome if was not addressed
in timely manner.
Figure 4.27: Team members’ reply expectations - project comparison
Communication nature - cross case analysis
In relation to chi-square test of independence values in Table C.1 the test suggest there is a
relationship between each of the four “Nature of the communication” features and projects. For
example, there is a relationship between the “Level of workload demand on the project manager”
feature and the projects, due to significant chi-square value of 58.08 as it is higher than the
critical chi-square of 15.51 (DF=8, p < 0.05).
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Communication group size
Across all projects there were similar proportions of team members having number of messages
sent to the project manager greater than the median with the proportions ranging from 40%-50%
(communication group size “MEDIUM”) as shown in Figure 4.28. This finding suggests that
regardless to the number of team members in a project, approximately one half of team members
frequently communicated with their project manager.
Figure 4.28: Communication group size - project comparison
Communication frequency
Communication frequency across projects was different throughout all projects except for Project
1. For example, Figure 4.29 illustrates that for Project 1, represented by the red coloured bars,
communication was frequent throughout all project phases while for Project 5, represented
by the black coloured bars, inter-personal communication via email was most frequent at the
beginning of the project (COMMFREQ START). This finding suggests that when compared
to “non-virtual” teams, inter-personal communication via email of project teams working in a
“virtual environment” was more likely to be frequent throughout all project phases.
Communication type
Figure 4.30 shows high proportions of “indirect” communication (COMM INDIRECT) for
Project 2, represented by the green bar and Project 4, represented by the blue bar. This type
of communication was especially common for team members from Project 2 where higher than
expected frequency count resulted to high positive standard residual of 4.74 as shown in residual
analysis Table C.10 of Appendix C. Further analysis of “indirect” communication Project 2
revealed that the two team members commonly used “Cc:” email send method with most
166
Figure 4.29: Communication frequency - project comparison
messages associated with “Status update for an ongoing project or task” message type. The most
common reason for sending message was “FYI” and very often task was considered completed
when message was sent. Urgent reply expectation was not stated by team members. Furthermore,
for Project 2 messages associated with “indirect” communication, the project manager as message
receiver was less likely to take action on the basis of the email content or feel greater need to
reply to those email messages. The manager decided to archive those email messages for further
references. This finding indicates that some team members are more likely to “Cc:” project
manager in order to keep him the loop which might result to email overload in the project
managers’ in-box with a great number of emails for which the manager was not the primary
recipient.
Figure 4.30: Communication type - project comparison
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Workload demand on the project manager
We introduced “workload demand on the project manager” primary to identify messages where
team member’s reason for sending an email determined if their project manager as message
receiver had to take some action on the basis of the email content. For Projects 4, 5 and 6
workload demand on the project manager was mainly bi-modal: high and low. For Projects 1
and 2 workload demand on the project manager was marginally different. Manager in Project 1
was more likely to take some actions on the basis of the team members’ email content than other
project managers. This is illustrated in Figure 4.31 with the first red bar from the left showing
60% of Project 1 messages sent to project manager were associated with “high workload demand”
(WLDEMAND HIGH). Residual analysis in Table C.7 of Appendix C shows high standard
residual of 3.06 for Project 1 and ‘high workload demand” (WLDEMAND HIGH) with the actual
frequency count higher than expected when compared to other projects. Further analysis shows
the cause for such high proportion was due to great number of “Further Discussion Required”
messages. In contrast the second green bar from the left shows 67% of Project 2 messages sent
to project manager were associated with “low workload demand” (WLDEMAND LOW). This
finding means that in Project 2 the manager was less likely to feel a need to take actions on the
basis of team members’ email content. This finding is supported by standard residual of 2.86 in
Table C.7 showing the project manager’s workload for Project 2 was less likely to increase on the
basis of email content due to actual frequency count of “low workload demand” messages being
higher than expected when compared to other projects. In further analysis we confirmed the
high proportion of Project 2 emails associated with “low workload demand” was due to great
number of “FYI - For Your Information” messages. Sent with attachments, links and tags to
material that take a long time to digest the “FYI” messages were often seen as not crucial to the
immediate project as they were to be left for later or when there is “down time” and as such
they were labelled as “low workload demand”.
Reply demand on the project manager
For email messages where team member is the “requester” and project manager is the “performer”,
the manager as message receiver might feel less or greater need to respond to a message. From
this we infer that message types determine level of reply demand on the project manager. High
reply demand is associated with messages of “request” types as discussed in Section 4.3. Project
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Figure 4.31: Workload demand on the project manager - project comparison
manager for Project 1 was more likely to feel greater need to reply to team members’ email
message than other project managers due to high proportion of “request” messages types. In
Figure 4.32 the first red bar from the left shows that great proportion (49.2%) of Project 1
messages sent to project manager were associated with “high reply demand”. Residual analysis
in Table C.8 of Appendix C shows slightly higher standard residual of 2.97 for Project 1 and
‘high reply demand” (RDEMAND HIGH) with the actual frequency count higher than expected
when compared to other projects. Further analysis shows the cause for such high proportion
was due to great number of “Request for action” and “Request for information or a document”
message types. On the basis of greater proportion of the “request” message types this finding
suggests that for projects where teams work in a “virtual” environment their project manager
was more likely to feel greater need to reply to email messages.
Reply urgency demand on the project manager
We found that in some messages team members (explicitly or implicitly) stated reply urgency in
the email text. From this we infer that team member’s reply expectation might increase reply
urgency demand on the project manager as discussed in Section 4.3. In Figure 4.33 the first
group of bars from the left shows great proportion of messages for Projects 4, 5 and 6, represented
by the blue, black and amber bars respectively, associated with “high reply urgency demand on
the project manager”. Further analysis shows the cause for such high proportion, especially in
Project 4, was due to great number of messages where “Reply Expectation” was stated in the
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Figure 4.32: Reply demand on the project manager - project comparison
message with or without high urgency. However, residual analysis did not show major differences
between projects in regard to “high reply urgency demand on the project manager”. The second
group of bars in in Figure 4.33 shows that across all projects in almost half of messages in project
manager’s in-box, team members were not likely to state reply urgency in their email messages
and the urgency did not exists. From this we infer that in almost 50% of cases the managers
were not likely to be expected to reply when email messages were received.
In Figure 4.33, height of the red bar in the last group of bars shows greater proportion of
messages associated with “medium reply urgency demand on the project manager” for Project 1
than other projects. The difference is supported by residual analysis in Table C.9 of Appendix
C. The finding suggests that for projects where teams work in a “virtual” environment team
members are not likely to state reply urgency in their email messages but the urgency still exists.
From this we infer that demand on the project manager to respond to those messages still existed
regardless to team members’ reply urgency being “implicit” in the email text.
Summary of structure and nature of communication findings
Table 4.11 shows summary of findings with focus on similarities and differences between the case
studies in regard to communication nature and structure feature pairs. The table consists of
three columns showing: row numbers, the seven communication structure and nature feature
pairs and, findings corresponding to each pair. Summary of each finding shows both similarities
and differences between the five case studies with an insight to specific feature pair. For example,
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Figure 4.33: Reply urgency demand on the project manager - project comparison
in row 1 the feature pair consists of “message sender” as a communication structure feature and
“group size” as a corresponding communication nature feature. The findings in row 1 describe
similarities and differences between the five case studies with focus on team members as message
senders and communication group sizes.
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Table 4.11: Summary of cross-case findings for structure and nature of com-
munication
# Features Findings
1 Message senders and communi-
cation group sizes
Similarities: Regardless to number of team members across all cases approximately one half of team members frequently commu-
nicated with their project manager via email.
Differences: In Project 2 the project manager’s was more likely to take some action on the basis of the email content and felt
greater need to reply to email messages from upper management than from non-management team members. Upper management
as message senders were also more likely to explicitly or implicitly state reply urgency in their email messages. This finding suggests
that depending on the team member’s organisational role project communication might have different affects on the project manager.
In Project 2 there was a very small number of team members but very large number of emails in the project manager’s in-box.
Majority of the emails were from the client working as a team member. This finding suggests that the number of team members
does not determine volume of communication.
2 Communication frequencies Similarities: Project managers were more interested in monthly rather than daily analysis of project communication. Analysis
based on the month-year value (MYEAR) were provided to project managers in the project communication reports. Cross analysis
based on the MYEAR feature values was not useful as communication for each project was at different times, therefore findings
related to date-time in the context of communication frequency were linked to project periods (start,middle and end).
Differences: When compared to “non-virtual” teams, inter-personal communication via email of project teams working in a
“virtual environment” (Project 1) were more likely to be frequent throughout all project phases.
3 Email send methods and com-
munication types
Similarities: In general across all projects team members, as message senders, had intention to have a direct conversation with
their managers.
Differences: While communicating with their team via email some team members were more likely to “Cc:” their project manager
with no intention to have a direct conversation with their managers but to keep them in the loop. This was evident in projects 2
and 4. We labelled this type of communication as “indirect”. Project managers, as message receivers, were less likely to take action
on the basis of the email content or feel greater need to reply to those email messages but this practice often resulted to email
overload in the project managers’ in-box. This finding suggests that “indirect” communication was not likely to have “high” reply
demands on project managers but still required archiving large volumes of “indirect communication” emails for further references.
Continued on next page
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Table 4.11 cont’d - Summary of cross-case findings for structure and nature of
communication
# Features Findings
4 Email message types and lev-
els of reply demand on project
managers
Similarities: Across all projects project managers as “performers” often received “requests” from their team members associated
with task requests and further discussions. Project managers indicated they felt greater need to reply to email message associated
with “requests”. This was true especially for the “Request for action (MTYPE 1)” and “Request for information or a document
(MTYPE 2)” message types. In those messages expectation of project manager’s reply was often stated by team members as
message senders.
Differences: Higher proportion of message types associated with “requests” such as “Request for action (MTYPE 1)” for projects
1, 2 and 4 and “Request for information or a document (MTYPE 2)” for Project 1.
5 Tasks considered completed
when messages sent
Similarities: Not all messages labelled as “Task NOT considered completed when the message was sent” were necessary associated
with unresolved issues or problems. For example, when team members’ reasons for sending message to project manager were
predominantly “Further Discussion Required” the communication was used for exchange of ideas and opinions.
Differences: A great proportion of “Task NOT considered completed when the message was sent” for projects 1 and 6. In Project
1 due to high proportion of “Further Discussion Required” messages, mostly from one single team member, occurring regularly
throughout the project time-line. The team members did not have higher reply expectation of their manager. In Project 6 due to
high proportion “request” message types with “Further Discussion Required”, “Sub-task Request from Team Member to Project
Manager”, “Task Completion Problem” from several team members occurring irregularly throughout the project time-line. This
finding illustrates possible issues and problems in the project where the project manager as “performer” often received “requests”
from his team members. The team members were more likely to have higher reply expectations of their managers.
Continued on next page
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Table 4.11 cont’d - Summary of cross-case findings for structure and nature of
communication
# Features Findings
6 Team Members’ reasons for
sending messages and levels of
workload demand on project
managers
Similarities: Across all projects on average 5% of messages were associated with “Task Completion Problem”
Differences: For Project 1 team members “Further Discussion Required” reason for sending a message was more common than
for other projects. This resulted to higher workload demand on the Project 1 manager due to “Further Discussion Required” being
associated as a “request” messages type. The manager was more likely to take some actions on the basis of the team members’ email
content than other project managers. Explanation for our findings specific to Project 1 is that the project involves development of a
free and open source software by team members working in a “virtual environment” who communicate via mail lists and chat-rooms
and very rarely or never meet face to face. For Projects 2 and 4 “Sub-task Request Team Member to Project Manager” and “FYI
- For Your Information” reasons for sending message were more common than for other projects. For Project 2 further analysis
revealed that those messages corresponded to the project manager’s department manager who often attached FYI materials in
emails and sometime asked the project manager to complete tasks. This possibly resulted to email overload but “workload demand”
on the project manager was still low. This finding means that in Project 2 the manager was less likely to feel a need to take actions
on the basis of team members’ email content. Sent with attachments, links and tags to material that take a long time to digest the
“FYI” messages were often seen as not crucial to the immediate project as they were to be left for later or when there is “down
time’. For Project 4 further analysis revealed that those messages corresponded to the project client, working as the application
tester who often overloaded the project manager with sub-task requests and attached “FYI” materials. In this case the client’s
communication with the manager resulted to higher workload demand on the project manager and possible email overload.
Continued on next page
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Table 4.11 cont’d - Summary of cross-case findings for structure and nature of
communication
# Features Findings
7 Team Members’ reply expec-
tations and levels of reply ur-
gency demand on project man-
agers
Similarities: Across all projects on average in 50% of cases team members as message senders did not have reply expectation
from the message receiver who was often their project manager. In those cases team members as message senders wanted to inform
the receiver on “Status update for an ongoing project or task” in association with “Task Completed by Team Member” and “FYI”
reasons for sending a message. In our conversations with the project managers it was suggested those messages were not critical
to completion of tasks therefore not likely to have some negative impact on the project outcome if were not addressed in timely
manner. From this we infer that in almost 50% of cases the managers were not likely to be expected to reply when email messages
were received. More than a third of Project 4, 5 and 6 messages were associated with “high reply urgency demand on the project
manager”. Further analysis showed the cause for such high proportion, especially in Project 4, was due to great number of messages
where reply expectation was stated in the message with or without high urgency. However, regardless to higher proportion of the
“high reply urgency demand on the project manager” messages residual analysis did not show major differences between all projects.
Differences: We found across projects in one half of messages reply expectation was either implied and not explicitly stated in
message text by team members or explicitly stated in the email text. For example for Projects 4 and 5 the team members were more
likely to explicitly state their reply expectation in the email text. Only in a small proportion of Project 6 emails reply expectation
was stated with urgency. In Project 1 where teams work in a “virtual” environment team members were not likely to state reply
urgency in their email messages but the urgency still existed.
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Critical Case Scenario (CCS) - Cross case analysis
The “critical case scenario” communication metrics are used to identify which aspect of the
communication might negatively affect the project (task completion), the project manager and a
team member. In Figure 4.34 proportions of the five feature value “critical case scenario” pairs
are shown. Each project is represented by a colour coded line. For each project colour coded line
shows proportions for “critical case scenario” pairs. The black area shows proportions across all
projects (average). Findings in relation to “critical case scenarios” are listed in Table 4.12. In the
first column ‘critical case scenario” feature value pairs are listed. In other columns proportions of
a feature value pair for a given project are provided with short summary of analysis. In addition
to proportion values three descriptors LOW/HIGH/Very HIGH are used to represent proportions
ranged by each third.
Figure 4.34: Critical case scenario per project (%)
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Table 4.12: Critical case scenario by project
Feature Value Proj 1 Proj 2 Proj 4 Proj 5 Proj 6
TCOMPLETED N - Proportion of the email
messages in which team members did not con-
sider task completed. Higher proportion is
likely to have a negative impact on task com-
pletion.
Very HIGH (69%).
Most messages from 2
team members. Fre-
quent across all project
phases.
HIGH (32%). Mes-
sages from many team
members. Most fre-
quently in the middle
of the project.
LOW (17%). Mes-
sages from 2 team
members, a client
working as a tester
and an external
sub-contractor com-
municating with the
project manager in the
middle of the project.
HIGH (50%). Most
messages from 2 team
members. Most fre-
quently at the end of
the project.
Very HIGH (67%).
Most messages from 2
team members. Most
frequently in the mid-
dle of the project.
COMM INDIRECT - Indirect communication;
based on messages for which the project man-
ager was not the primary recipient. Higher
proportion is likely to have a negative impact
on the Project Manager.
LOW (6%). One team
member sent several
broadcast messages via
mail list.
HIGH (40%). Most
messages from 2 team
members. Carbon
copy of emails sent to
the project manager
to keep him in the
loop. This practice
was likely to cause
“email overload” in
the project manager’s
mail-box.
HIGH (32%). Carbon
copy of emails were of-
ten sent to the project
manager by one team
member in order to
keep the manager in
the loop. This prac-
tice was likely to cause
“email overload” in the
project manager’s mail-
box.
LOW (6%). Only few
messages sent to the
project manager as a
carbon copy.
LOW (9%). Only few
messages sent to the
project manager as a
carbon copy.
Continued on next page
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Table 4.12 cont’d - Critical case scenario by project
Feature Value Proj 1 Proj 2 Proj 4 Proj 5 Proj 6
RUDEMAND HIGH - based on messages in
which team member (explicitly or implicitly)
stated reply urgency in the email message and
peri-synchronously exchange of emails was ex-
pected. Higher proportion is likely to have a
negative impact on Team Member and Project
Manager.
LOW (22%). Mes-
sages from many team
members mostly at the
end and the start of
the project. Project
manager’s reply ex-
pected mostly in cases
of “Further Discussion
Request”.
LOW (21%). Mes-
sages from many team
members in the middle
and at the end of
the project. Project
manager’s reply ex-
pected mostly in cases
of “Sub-Task Request
(Team Member to
Project Manager)”.
HIGH (36%). Most
messages from 2 team
members mostly in the
middle and at the end
of the project. Project
manager’s reply ex-
pected mostly in cases
of “Sub-Task Request
(Team Member to
Project Manager)”
with additional few
cases of “F2F meeting
request”.
HIGH (36%). Most
messages from 2 team
members throughout
all project phases.
Project manager’s
reply expected in cases
of “Sub-Task Request
(Team Member to
Project Manager)”,
“Task Completed by
Team Member” and
“Further Discussion
Request”.
HIGH (36%). Mes-
sages from many team
members mostly in the
middle of the project.
Project manager’s re-
ply expected mostly in
cases of “Sub-Task Re-
quest (Team Member
to Project Manager)”
and “Further Discus-
sion Request” with ad-
ditional few cases of
“3rd Party Problem”
and “Task Completion
Problem”.
Continued on next page
178
Table 4.12 cont’d - Critical case scenario by project
Feature Value Proj 1 Proj 2 Proj 4 Proj 5 Proj 6
RDEMAND HIGH - based on “request” mes-
sages types for which project manager was
more likely to feel greater need to reply. Higher
proportion is likely to have a negative impact
on the Project Manager.
HIGH (49%). Most
messages from 2 team
members throughout
all project phases.
Project manager was
more likely to feel
greater need to reply
to email message due
to higher proportion
of “Request for action”
and “Request for infor-
mation or a document”
message types.
LOW (29%). Mes-
sages from many team
members mostly in the
middle of the project.
Project manager was
more likely to feel
greater need to re-
ply to email message
mostly due to higher
proportion of “Request
for action” message
type.
HIGH (39%). Most
messages from 2 team
members mostly in the
middle and at the end
of the project. Project
manager more likely
felt greater need to
reply to email message
mostly due to higher
proportion of “Request
for action” message
type.
LOW (15%). Mes-
sages from many team
members at the start
and the end of the
project. Project man-
ager was more likely to
feel greater need to re-
ply to email message
mostly due to higher
proportion of “Request
for action” and “Re-
quest for information
or a document” mes-
sage types.
LOW (30%). Mes-
sages from many team
members mostly in the
middle of the project.
Project manager was
more likely to feel
greater need to re-
ply to email message
mostly due to higher
proportion of “Re-
quest for action” and
“Request for informa-
tion or a document”
message types.
Continued on next page
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Table 4.12 cont’d - Critical case scenario by project
Feature Value Proj 1 Proj 2 Proj 4 Proj 5 Proj 6
WLDEMAND HIGH - based on team mem-
bers’ reason for sending email (intent). Used to
identify messages where project manager had
to take some action on the basis of the email
content. Higher proportion is likely to have a
negative impact on the Project Manager.
HIGH (60%). Most
messages from 2 team
members throughout
all project phases.
Project manager’s
workload was more
likely to increase due
to high proportion of
“Further Discussion
Request”.
HIGH (32%). Mes-
sages from many team
members mostly in the
middle of the project.
Project manager’s
workload was more
likely to increase due
to high proportion
of “Sub-Task Request
(Team Member to
Project Manager)”
and less frequent
“Further Discussion
Request”.
HIGH (43%). Most
messages from 2 team
members mostly in the
middle and at the end
of the project. Project
manager’s workload
was more likely to
increase due to high
proportion of “Sub-
Task Request (Team
Member to Project
Manager)”and less
frequent “F2F meeting
request”.
HIGH (52%). Most
messages from 2 team
members throughout
all project phases.
Project manager’s
workload was more
likely to increase due
to high proportion
of “Sub-Task Request
(Team Member to
Project Manager)”
and “Further Discus-
sion Request”.
HIGH (46%). Mes-
sages from many team
members mostly in the
middle of the project.
Project manager’s
workload was more
likely to increase due
to high proportion
of “Sub-Task Request
(Team Member to
Project Manager)”
and “Further Discus-
sion Request” and
less frequent “Task
Completion Problem”,
“3rd Party Problem”
and “Team Member
Problem”.
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PEEL - Cross case analysis
In this section we report findings of PEEL analysis in relation to each cross case comparison.
Figure 4.35 shows proportions of project messages for each PEEL feature. In the legend project
names correspond to colour coded bars. The most common PEEL feature across all projects was
“Expectations”. Heights of the red coloured bar and the black coloured bar for the “Expectations”
feature show that expectations were found in 74% (89 out of 120) Project 1 messages and 75%
(60 out of 80) Project 5 messages.
Figure 4.35 also shows project messages associated with “Problems” were common across
all projects especially for Project 5 represented by the black bar and Project 6 represented by
the orange bar. “Emotions” and “Lexical Patterns” features were identified mostly in Project 1
messages, with the corresponding proportions represented by red bars. This finding suggests that
team members working in a virtual environment are more likely to articulate affective states by
using verbs or adjectives and lexical patterns linked to emotional meaning.
Figure 4.35: Proportion of project messages per PEEL feature (percentage %)
In the following subsections we report on findings in context of similarities and differences
between projects in regards to each PEEL feature and common feature values.
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Issues/problems reported by team members?
Figure 4.36 illustrates project related distribution for each problem category. The figure illustrates
that across all projects the most common problem category was knowledge (id 4). The legend
shows how is each project associated with a colour coded bar. For example, in the group of bars
for problem id 4 (Knowledge), the height of the red bar (Project 1), shows that more than 60%
of all problems identified in Project 1 were related to knowledge.
In Table 4.13 we summarise findings in regard to problem categories with focus on similarities
and differences between the case studies. Residual analysis with differences between projects in
relation to problem categories are shown in Table C.11 of Appendix C.
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Table 4.13: Cross-case findings on problems reported by project team members
# Problem Category Findings
4 KNOWLEDGE Similarities: Across all project common source of problems related to knowledge was the ’WRITER’. For example in message
excerpt “Can you please tell me how to add this method.” team member reports on a knowledge related issue where source of the
problem is him self - the ’WRITER’. This finding indicates that across all projects team members as message writers reported on
knowledge problems commonly related to themselves.
Differences: Project 1 team members were more likely to report knowledge related problems and issues than team members
from other projects. The residual analysis shows high standard residual for projects 1 of 2.75 indicating that the actual frequency
count of knowledge related problems was higher than expected. Only in Project 6 source of related problems was ’THIRD-PARTY’
meaning that in Project 6 team members sometime reported on problems regarding team members from external organisation.
2 TECHNICAL Similarities: In each project on average 20% or one fifth of problems reported by team members were related to technical issues
(e.g printers, network, applications, database). For example in message excerpt “So far I’ve been unable to populate any data.
There is a problem somewhere with the data-type conversion.” team member reported on a problem related to technical issues, in
this case problems with database data-type conversion.
3 RESOURCES Differences: Only in Project 1 team members did not report on any issues related to resources. In other projects on average 15%
of problems reported by team members were related to issues with resources (e.g. no specifications, no documentation, limited
hardware resources). For example in message excerpt “Can you send me the auto cad diagrams” team member reported on a
problem related to resource issues, in this case asking project manager for documentation related to auto cad diagrams.
9 OTHER
TEAM MEM-
BER
Similarities: Problems related to other team members were reported across all project. In this problem category team mem-
bers’ reported on issues in regard to external organisations working as subcontractors as well as internal team members or inter-
organisational departments. For example in message excerpt “data migration script results supplied by Lisbon are not 100% correct”
team member reported on issues related to team members from external organisation (Lisbon, Portugal). Problems related to inter-
organisational departments are illustrated in this message excerpt “Due to delayed processing at HR, we are unable to create an
ID card for any new staff members for almost two weeks.” Across all projects proportions of this problem category ranged from
7%, for projects 1 and 2, to 16% for other projects.
Differences: In Project 6 team members were more likely to report on issues related to team members from external organisation.
5 NOTIME Similarities: Team members’ inability to complete a task due to time constraints was reported across all project but in very small
proportions
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Figure 4.36: Percentage of reported problems in projects
Emotions articulated by team members
For each phrase associated with emotional content a polarity was flagged as either positive or
negative. An example of negative polarity is evident in this message excerpt “I’m not really
happy with the solution”. Emotional content of the sentence associated with “not really happy”
labelled as “HAPPINESS (not)” and negative polarity flagged as “NEG” with description “The
quality or state of NOT being happy”. For some phrases emotional meaning of the phrase had
to interpreted by the researcher. For example message excerpt “Yes, it would be good to have”
was interpreted as “I agree with you” and the verb “agree” was associated with positive polarity.
However, for phrases with negation (e.g. not) the polarity was inverse so “not agree” would be
associated with negative polarity. Appendix B lists verbs associated with negative polarity in
Table B.13 and positive polarity in Table B.14. For verbs “apologise” and “excuse” we could not
determine a polarity.
This approach allows us to compare polarity across projects as illustrated in Figure 4.37.
The legend shows list of projects each associated with a colour coded bar. Colour coded group of
bars represent polarity frequency counts for each project for a given polarity. For example, in
the group of bars for positive polarity labelled as “POS”, the height of the red bar representing
Project 1 shows that 28 (out of 47) verbs or adjectives associated with emotional content for
Project 1 were associated with positive polarity. Figure 4.37 also illustrates that team members
from Projects 1, 2 and 4 represented by the red, green and blue bars respectively were more
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likely to articulate affective states in their emails than team members from Projects 5 and 6.
We found that across all projects regardless to polarity the emails were sent directly to the
project manager. Common source of emotional content associated with either polarity was the
’WRITER’ as textual phrases identified from those email messages mostly contained subject “I”.
For example in message excerpt “I fully agree with the both of you.” source of the emotional
content “I fully agree” is him self - the ’WRITER’. In Table 4.14 we summarise findings in regard
to emails associated with positive and negative polarity with focus on similarities and differences
between the case studies.
Figure 4.37: Polarity of emotional content in projects (frequency)
Table 4.14: Cross-case findings on polarity of emotional content
Polarity Findings
POS - positive
polarity
Differences: Project 1 team members’ emails were more likely to contain emotional content
associated with positive polarity than team members’ emails from other projects. Textual
phrases identified from those email messages mostly contained subject “I” and verb “agree’.
Across all project phases the emails were sent from several team members directly to the
project manager with intent for further discussions or to report on completed tasks. This
finding indicates that Project 1 team members were likely to agree with the project manager
in their discussions.
Continued on next page
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Cross-case findings on polarity of emotional content
Polarity Findings
NEG - negative
polarity
Differences: Project 1 and Project 4 team members’ emails were more likely to contain
emotional content associated with negative polarity than team members’ emails from other
projects.
For Project 1 various verbs were infrequent and often found only in a single email including
“unsure”, “disagree”, “confused”, “worried” and “unhappy”. Across all Project 1 phases the
emails were sent from several team members directly to the project manager with intent for
further discussions or to report on completed tasks. By combining verb of each phrase with
subject and object we were able to provide more detailed explanation as follows: “I unhappy
solution”, “I worried time-line”, “I surprised common usage cases changed”.
For Project 4 emotional content associated with negative polarity was linked to verbs such as
“angry”, “frustrated”, “nervous”, “irritated”, and “dissatisfied”. The messages were mostly
sent from two team members directly to the project manager. By combining verb of each
phrase with subject and object we were able to provide more detailed explanation as follows:
“I angry server connection”, “I irritated server connection”, “I frustrated server connec-
tion”, “I quite nervous the birth of the web-gis and database.”, and “I always nervous live
demos”.
Team members’ expectations
Figure 4.38 shows project related distribution for each expectation category. The figure illustrates
that across all projects the most common expectation category was “task completion” (id 4).
The legend shows list of projects with corresponding colours relating to colour coded bars. For
example, in the group of bars for expectation category with id 4 (task completion), the height of
the blue bar (Project 4), shows that more than 35% of all team members’ expectations identified
in Project 4 were related to task completion. In Table 4.15 we summarise findings on most
common expectation categories with focus on similarities and differences between the case studies.
Residual analysis with differences between projects in relation to expectation categories are
shown in Table C.12 of Appendix C.
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Table 4.15: Cross-case findings on team members’ expectations
# Expectation Category Findings
1 Expecting
Acknowledgement
Differences: In projects 5 and 6 team members were more likely to expect “acknowledgement” than team members from other
projects. The residual analysis shows higher standard residual for projects 5 and 6 with higher than expected actual frequency
counts. This type of expectation is related to emails where team member as message writer, makes a promise or reports on
completed task, and expects only a simple acknowledgement from the message recipient. Message excerpt “I will go in to QC this
arvo...I will send a new list to you tonight” illustrates this type of expectation.
11 Expecting
Feedback
Differences: In all projects but Project 1 team members were likely to expect a feedback. This type of expectation is related
to emails where team member, as message writer has expectations of the message recipient (project manager) to provide feedback
with comments and instructions or to further elaborate on items mentioned in the message. Message excerpt “What would you like
me to do with it?” illustrates this type of expectation.
13 Expecting
Information
Differences: In all projects but Project 1 team members were likely to expect “information”. This type of expectation is related to
emails where team member, as message writer, has expectations of the message recipient (project manager) to provide information
on items mentioned in the message. Message excerpt “We need to know steps to configure the printer” illustrates this type of
expectation based on information stored in documents, schedules and plans rather than personal opinion.
4 Expecting
Task
Completion
Differences: Project 4 team members were more likely to expect task completion than team members from other projects. The
residual analysis shows high standard residual of 2.98 for Project 4 indicating that the actual frequency count for “task completion
expectation” was higher than expected. This type of expectation is related to emails where team member as a message sender
was expecting message receiver to complete a task. Message excerpt “Will you please post news item” illustrates this type of
expectation.
5 Expecting
Opinion
Differences: Project 1 team members were more likely to expect “Opinion” than team members from other projects. The
residual analysis shows high standard residual for projects 1 of 5.65 indicating that the actual frequency count for “task completion
expectation” was higher than expected. This type of expectation is related to emails where team member, as message writer expects
a reply based on subjective discussions about propositions and new ideas mentioned in the message. Message excerpt “What do
you think about it?” illustrates this type of expectation.
Continued on next page
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Cross-case findings on team members’ expectations
# Expectation Category Findings
7 Expecting
Confirmation
Similarities: In each project on average 15% of team members’ expected “Confirmation”, related to emails where team member,
as message writer, has expectations of the message recipient (project manager) to validate, verify or give assurance. For example
in message excerpt “I wouldn’t want to do that, do you? ;-)” team member as a message sender uses question mark at the end of a
sentence to indicate that reply is expected. For this type of message a short reply such as “Yes/No/O.K./No problems” is usually
adequate.
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Figure 4.38: Percentage of team member expectations in projects
Hidden meaning in email texts expressed as Lexical Patterns
From 92 lexical patterns phrases across the five projects we identified three (out of eleven) most
commonly lexical pattern categories: “Interjections” (id 1), “Exclamations” (id 2) “Emphasis”
(id 6) lexical patterns as illustrated in Figure 4.39. For example, in the group of bars for “lexical
pattern” category id 6 (Emphasis), the height of the green bar (17 phrases) shows that Project 2
team members were more likely to use emphasis in their email text than other team members.
As previously discussed in Section 4.4 emphasis were used as special weight placed on something
considered important. We found that team members used emoticons to emphasise happy feeling,
upper case characters and question marks to emphasise doubt, and words to emphasise frustration.
In Table 4.16 we summarise findings on most common “lexical pattern” categories with focus on
similarities and differences between the case studies.
Table 4.16: Cross-case findings on lexical patterns
# Lexical Pattern-Category Findings
1 Interjections Differences: Project 1 team members were more likely to use interjections in
their email texts than other team members. For example in this message excerpt
Uuhm, I’ve had a bad day and mixed up some stuff, I guess. the Uuhm interjection
is implying hesitation by the team member. In our analysis we interpreted this
phrase as “I guess I made a mistake”.
Continued on next page
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Cross-case findings on lexical patterns
# Lexical Pattern Category Findings
2 Exclamations Differences: Project 4 team members were more likely to use exclamations in
their email texts than other team members. For example in this message excerpt
Sorry for the short notice! team member uses exclamation mark to express regret.
More dramatic use of exclamation marks is illustrated in this message excerpt We
should do this next week!!!!! where team member used five exclamation marks to
emphasise urgency.
6 Emphasis Differences: Project 2 team members were more likely to use emphasis in their
email texts than other team members. For example in this message excerpt
The longer period which I was expecting to take in March or April will most
likely NOT happen. the team member used upper case characters (NOT) to put
emphasis on the sentence. Beside upper case characters team members used words
to emphasise something considered important. In this example here’s something
else we need to add to our ’plate’ the team member used ’something else’ and
’add’ to give greater emphasis to the workload.
Figure 4.39: Lexical patterns in project emails (frequency)
Summary of PEEL analysis by project
In this section we summarise findings of PEEL analysis in the context of project. Summary of the
findings are shown in Table 4.17. The table is partitioned into each of the four PEEL elements
shown in the second column in bold font. For each PEEL element proportions of messages for
the given PEEL element from column 2 and given project are shown in columns 3-7.
For example in the first row of Table 4.17 in column 6 we report that high proportion of
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Project 5 messages were associated with problems. For each project the proportions are calculated
by dividing number of messages containing one or more phrases associated with problems by the
total number of messages. However, this finding does not indicate a) how often, and b) what
kind of problems were reported by team members in their messages. For that purpose, the “what
kind” parts are listed in column 2 under each of the four PEEL element, with “how often” shown
in columns 3-7 for each project respectively.
For example, in Table 4.17 under the first row (problems) the group of values in column 6
indicate that Project 5 team members often reported knowledge related problems, shown in
intersection of row with problem id 4 and column 6. Furthermore, we report that source of the
knowledge reported problems for Project 5 was the team member as message writer (source=W).
The source indicates that most common subject in phrases associated with knowledge related
problems was grammatical first person; either singular (I) or plural (we).
Combined with high proportion of problems for Project 5 messages this finding suggests
that project manager should integrate his communication strategies with project management
in order to address knowledge related issues. For example, we found that Project 5 knowledge
related problems were mostly reported as “I don’t know” or “I am not sure”. Communication
strategy could possibly include provision of more detailed information in future email messages
sent from the project manager. The project management strategy could for example include
additional training regarding team member(s) in question.
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Table 4.17: PEEL analysis by project 1
# PEEL Feature Proj 1 Proj 2 Proj 4 Proj 5 Proj 6
PROBLEMS - Proportion of Messages with Issues/problems reported by project
team members
Moderate Low Low High High
2 TECHNICAL; Problems due to technical constraints (e.g power failure, network unreachable,
server down, IT services unavailable)
Sometimes
(source W)
Often
(source IT)
Sometimes
(source
IT,W)
Sometimes
(source IT)
Often
(source
IT,R,W,3P)
3 RESOURCES; Problems due to lack of resources (e.g. no templates, no documentation, no
written instructions)
Never Sometimes
(source W)
Sometimes
(source W)
Sometimes
(source W)
Sometimes
(source
IT,W)
4 KNOWLEDGE; Problems due to knowledge constraints (e.g. does not understand what is
required or does not know how to complete the task)
Very Often
(source W)
Sometimes
(source W)
Rarely
(source W)
Often
(source W)
Rarely
(source W)
5 NO-TIME; No time assigned for the task. Running out of time to complete the task (e.g.
other commitments/constraints or lack of time management)
Rarely
(source W)
Rarely
(source W)
Rarely
(source W)
Rarely
(source
W,3P)
Sometimes
(source W)
9 OTHER TEAM MEMBER; Problems due to other team members (e.g. waiting for their
task completion)
Rarely
(source 3P)
Rarely
(source 3P)
Rarely
(source 3P)
Rarely
(source 3P)
Sometimes
(source 3P)
EXPECTATIONS - Proportion of Messages with Team members’ expectations High Low Moderate High Moderate
1 ACKNOWLEDGEMENT; expects only a simple acknowledgement from the message recipi-
ent
Rarely
(source R)
Sometimes
(source R)
Rarely
(source R)
Often
(source R)
Often
(source R)
4 TASK COMPLETION; has expectations of the message recipient to directly or indirectly
take some action for a task completion
Sometimes
(source R)
Very Often
(source R)
Often
(source R)
Sometimes
(source R)
Sometimes
(source R)
5 OPINION; expects to hear message recipient’s opinion about items mentioned in the message Very Often
(source R)
Rarely
(source R)
Rarely
(source R)
Rarely
(source R)
Sometimes
(source R)
6 RULES TO BE FOLLOWED; has expectations of the message recipients to follow some rules
or standards
Sometimes
(source
R,3P)
Rarely
(source R)
Never Rarely
(source
R,3P)
Rarely
(source
R,3P)
Continued on next page
1PEEL source: W=WRITER, R=READER, 3P=THIRD-PARTY, IT=USED FOR OBJECTS
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PEEL analysis by project
# Table 4.17 cont’d - PEEL Feature Proj 1 Proj 2 Proj 4 Proj 5 Proj 6
7 CONFIRMATION; has expectations of the message recipient to validate, verify or give as-
surance
Often
(source R)
Often
(source R)
Often
(source R)
Sometimes
(source R)
Rarely
(source R)
11 FEEDBACK; has expectations of the message recipient to provide feedback with comments
and instructions or to further elaborate on items mentioned in the message
Never Sometimes
(source R)
Rarely
(source R)
Sometimes
(source R)
Rarely
(source R)
13 INFORMATION; has expectations of the message recipient to provide information on items
mentioned in the message
Never Sometimes
(source R)
Often
(source R)
Rarely
(source R)
Sometimes
(source R)
EMOTIONS - Proportion of Messages with Affective States linked to Polarity High Low Low Low Low
Messages contain verbs/adjectives linked to POSITIVE Polarity Sometimes
(source W)
Rarely
(source W)
Rarely
(source W)
Never Rarely
(source W)
Messages contain verbs/adjectives linked to NEGATIVE Polarity Sometimes
(source W)
Rarely
(source W)
Rarely
(source W,
R)
Rarely
(source W)
Rarely
(source W)
LEXICAL PATTERNS - Proportion of Messages with Hidden Meaning in Email
Texts expressed as Lexical Pattern
High Low Low Low Low
1 Messages contain Interjections; expresses hesitation, realisation and doubt Sometimes
(source W)
Never Never Never Rarely
(source W)
2 Messages contain Exclamations; used for dramatic effect Rarely
(source W)
Never Sometimes
(source W)
Rarely
(source W)
Rarely
(source W,
R)
6 Messages contain Emphasis; putting emphasise on something considered important Rarely
(source W,
IT, R)
Sometimes
(source W)
Rarely
(source W)
Rarely
(source W)
Rarely
(source W)
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4.6 Improving functioning of a project
In this section we summarise findings on communication structure, PEEL analysis and critical
case scenarios and present them in the format of project monitoring. Our observations are
extracted from the communication reports included in a CD appended to this thesis. In order to
avoid repeating of results already available on the CD in this section we only provide results from
Case Studies 1 and 6. Both projects have a very similar number of messages. Our results from
Tables 4.18 and 4.19 are used to demonstrate how analysis of incoming communication records
can be used for project monitoring through mapping to critical success factors. On the basis
of the features describing team members communication practices, task related activities, and
experiences while performing these activities we were able to provide this information. The results
were distributed to the project managers involved in our study via project communication reports.
On the basis of our analysis it provided knowledge necessary for improving the functioning of
current or future projects. Summary of the findings for case study 1 (project 1) are shown in
Table 4.18 - Critical factors for Project 1.
Table 4.18: Critical factors for Project 1
# Indicator Finding
1 Communicat.
- Frequency
February, July and August 2008 had very low communication frequency. January 2008 had
higher than average proportion of messages related to reply demands from team members
and low task completion rate.
2 Communicat.
- Intent
Further discussions (43%) and sub-task requests from TM to PM (9%) were common intents
for communication identified as critical factors mostly in regard to software code. These
messages are critical due to higher than average task non-completion rate associated with
team members’ requests for action/information/documents. Mostly sent by team members
#2 (Sebastian) and #6 (Michal).
3 People -
Knowledge
and Skills
Knowledge and skill related problems were found in 16 messages (13.33% out of 120) and
were the most common problem category (65.52% out of 29). Reported by team members
#2 (Sebastian - 47%), #52 (Isart - 21%) and #5 (Michael - 10%). Due to their insufficient
knowledge and skills mostly related to software code the members were not able to complete
tasks (95%).
4 People - Ex-
pectations
The most common team members’ expectations were related to “Expecting Opinion” (23.3%
or 31 out of 132), followed by “Expecting Confirmation” (17.3% or 23 out of 132) , “Expecting
Task completion” and “Expecting Technical Help”. These messages are critical due to higher
than average workload demand on the project manager and higher than average task non-
completion rate. Project manager’s opinion was expected mostly about code related issues
from team members #2 (Sebastian), #3 (Garvin) and #6 (Michal).
Continued on next page
194
Table 4.18 cont’d - Critical factors for Project 1
# Indicator Finding
5 People -
Emotions
Only a small number of identified verbs linked to negative emotions (16% out of
47 verbs) including worried (4.1%), afraid, against, confused and disagree. The
most common verb “agree” (38.8% or 19 out of 47 verbs) reported by various
team members, was associated with positive emotion. According to Dictionary.com
(http://dictionary.reference.com/browse/agree) this verb is linked to positive emotions in-
dicating compliance with the idea, sentiment, or action of someone.
6 People - Use
of Lexical Ex-
pressions
Only a small number of emails associated with “Intensifying a negative sentence” (5%
or 6 messages out of 120) were labelled as critical. These messages are critical due to
higher than average task non-completion rate, and higher than average proportion of work-
load/reply/reply urgency demands on the project manager. The following message excerpts
demonstrate this lexical pattern category: . . . the problem is, that you create the illusion of
a security that is not there, ; . . . is hard to understand, as I also see no real benefit to the
change other than creating confusion?
7 Resource -
Information
Several requests for information or document were found in 23 messages (19% of 120), most
commonly reported by team member #2 (Sebastian - 52%) and team member #6 (Michal
- 13%). The request were regularly reported throughout all months. Further analysis show
that most requests for information were team members’ questions regarding the software code.
These messages are critical due to higher than average task non-completion rate, and higher
than average proportion of workload/reply/reply urgency demands on the project manager.
8 Resource -
Technology
There was a very small proportion of problems related to technology (5% or 6 messages out
of 120) mostly related to team members problems with access to development server.
Summary of the findings for case study 6 (project 6) are shown in Table 4.19 - Critical factors
for Project 6.
Table 4.19: Critical factors for Project 6
# Indicator Finding
1 Communicat.
- Frequency
Five months out of thirteen had very poor email communication with only 1 or 2 messages.
2 Communicat.
- Intent
Common intents for communication were sub-task requests from TM to PM (23 out of
138 messages or 17%) and further discussions required (23 out of 138 messages or 17%).
Identified as critical factors mostly in regard to requests for action/information/documents.
These messages are critical due to higher than average task non-completion rate associated
with team members’ and higher than average proportion of workload/reply/reply urgency
demands on the project manager. Mostly sent by team members #16 (Emmanuel) and #18
(Fiona). While further discussion requests were mostly common in the middle of the project,
sub-task requests were common at the end of the project.
Continued on next page
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Table 4.19 cont’d - Critical factors for Project 6
# Indicator Finding
3 People -
Knowledge
and Skills
Knowledge and skill related problems were found in 10 messages (7% out of 138) reported by
team members #16 (Emmanuel), #22 (Alastair) and #18 (Fiona). In several messages team
members’ were not sure about company procedures e.g. Who do I assign these to? ; . . . Shell
I close Mercury? There was also evidence about team members reporting about knowledge
issues in regard to other team members e.g. S.I. is not familiar with the new GUI and was
asking questions.;. . . Is he familiar with QC? Need training? ; and . . . T. is not sure what to
do.
4 People - No
Time
Few messages (6 out if 138) indicated insufficient time to complete tasks e.g. Given the time
available I was only able to perform a quick “visual” check on the sample sets. Time con-
straints were reported by team members #22 (Alastair), #27 (Hylton) and #16 (Emmanuel).
These messages are critical due to extremely low completion rate.
5 People - Ex-
pectations
Emails related to confirmation, feedback, information and task completion expectations from
the project manager were associated with high workload/reply/reply urgency demand on the
project manager and low completion rate. These messages are critical.
6 People -
Emotions
Only 6 emotional verbs detected with 2 messages linked to negative polarity: What is an-
noying is our network and Will look. Will it end.... These messages are not critical.
7 People - Use
of Lexical Ex-
pressions
Only 2 emails (out of 138) associated with lexical patterns were labelled as critical. These
messages are critical due to higher reply demand on the project manager. The following
message excerpts demonstrate this lexical pattern category: For the sake of two templates I
now have to re-issue the entire database. and Keep it clean!!!
8 Resource -
Information
Several requests for information or document were found in 13 messages (9.4% of 138), re-
ported by five team members with most common requests from #16 (Emmanuel - 22%).
The request were mostly reported at the end of the project. Further analysis show that
most requests for information were team members’ questions regarding server issues, war-
ranty, test scripts and training. These messages are critical due to higher than average task
non-completion rate, and higher than average proportion of workload/reply/reply urgency
demands on the project manager.
9 Resource -
Technology
Several problems found in 18 messages (14% of 138) related to resources and technical issues
including: data corruption in databases, differences between database versions, slow server,
full mail box, and need for various documentation such as Functionality Matrix spreadsheet,
filter site specifics, testing documents, and configuration documents. These messages are crit-
ical due to higher than average task non-completion rate, and higher than average proportion
of workload/reply/reply urgency demands on the project manager.
10 Resource -
Suppliers
and Contrac-
tors
Several issues reported in 8 messages (6% of 138) in relation to contractor (LCMG) includ-
ing: not completing modules, providing incorrect data migration script results, not finishing
project schedule review and doing incorrect testing. Often reported by team members #22
(Alastair - 38%) and #14 (Andrew - 25%).
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4.7 Post-analysis questionnaire for project managers
The questionnaire consisted of four parts. In the first part project managers were asked how
often they analyse project related emails on the scale from never to always. Project managers’
responses shown in Table 4.20 indicate managers use project related emails for the purpose
of creating project reports. However, for the duration or after the project was completed the
managers “rarely” or “never” analyse project related emails. The managers also indicated they
“never” use any in-house or third-party software to analyse emails. This finding confirms our
finding from the preliminary questionnaire, in Section 4.1, indicating that analysis of archived
project emails as a whole is not practised by project managers and only in some cases the
managers assess archived email messages for relevant information.
In the second part, project managers were asked to indicate their opinion about the use of
project related communication analyses on the scale from strongly disagree to strongly agree.
Project managers’ responses shown in Table 4.21 show that managers “disagree” that analysis
of project related emails is a common practice amongst project managers. However, managers
mostly “agree” that a) analysis of project related emails could be useful for improving project
communication, b) project communication analysis reports provided by the researcher were useful
for their role and met their expectations and c) they would consider using the PEEL analysis
methodology for future projects. However, mixed response was given when managers were
asked if they would recommend the PEEL analysis methodology to their colleagues. Findings
from the second part of the post-analysis questionnaire suggest that managers are still wary of
incorporating analysis of archived project emails as a common practice.
In the third part we asked the managers to indicate how much do they feel they know about
each element of PEEL; a lot, a moderate amount, a little, or nothing. Project managers’ responses
shown in Table 4.22. When asked about analysis of project related emails the managers gave a
mixed response, either “A little” or “A moderate amount”. However, most managers feel they
know “a lot” or “a moderate amount” about their team members’ problems, expectations and
emotions. Our findings show that primary source of project managers’ knowledge about their
team members’ problems, expectations and emotions is not from analysis of project related emails
as the managers “rarely” or “never” analyse project related emails (see Table 4.20) but rather
...by working together for a long time, ...via regular meetings with the team or being informed in
real time.
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In the last part we asked project managers to comment on the most interesting aspects of
the analysis used in this study. Project manager for Project 6 did not have any comments.
Comments from three project managers are shown in Table 4.23. Positive comments indicated
that a) project managers were surprised “...by the accuracy with which the results came up after
analysing few hundred emails” and “...attention to the very detail of the project communication”,
b) the study was “...interesting...useful”, “...highly beneficial for large projects...where a project
manager does not have sufficient day to day contact with all their staff” and c) the study made
project manager thinking “...of how important could be the email analysis”. Negative comments
indicated that “...the overhead to do the analysis might outweigh the benefits gained from it”.
Findings from the comments suggest that managers found our analysis interesting, useful and
accurate with attention to the very detail but are aware of the amount of work needed to complete
analysis and produce communication reports.
Table 4.20: Project managers’ practices of analysing project
related emails
# Topic Proj 2 Proj 4 Proj 5 Proj 6
1 Analyse project related emails for the du-
ration of the project
Rarely Rarely Rarely Never
2 Analyse project related emails after the
project is finished
Rarely Rarely Never Never
3 Use project related emails for the purpose
of creating project reports
Sometimes Rarely Usually Sometimes
4 Use third party software to analyse project
related emails
Never Never Never Never
5 Use in-house developed software to analyse
project related emails
Never Never Never Never
6 Outsource analysis of project related
emails
Never Never Never Never
7 Analyse particular threads that are signifi-
cant to the project
Rarely Sometimes Never Rarely
198
Table 4.21: Project managers’ opinion on analysis of project related emails
# Topic Proj 2 Proj 4 Proj 5 Proj 6
1 Analysis of project related emails for the duration of
the project could be useful for improving project com-
munication
Agree Agree Agree Agree
2 Analysis of project related emails after the project is
finished could be useful for improving project commu-
nication
Agree Agree Agree Agree
3 Analysis of project related emails is a common practice
amongst project managers
Neither
agree nor
disagree
Disagree Strongly
disagree
Disagree
4 Project report used in this case study met my expec-
tations
Agree Agree Agree Strongly
agree
5 Project report used in this case study was useful for
my role
Agree Agree Agree Neither
agree nor
disagree
6 The PEEL analysis in this case study helped me
to identify previously unknown issues related to my
project
Agree Agree Agree Disagree
7 The PEEL analysis in this case study will help me to
improve my communication strategy
Agree Agree Agree Neither
agree nor
disagree
8 I would consider using the PEEL analysis methodology
for future projects
Neither
agree nor
disagree
Agree Agree Agree
9 I would recommend the PEEL analysis methodology
to my colleagues
Neither
agree nor
disagree
Agree Agree Neither
agree nor
disagree
Table 4.22: How much do project managers feel they know about PEEL?
# Topic Proj 2 Proj 4 Proj 5 Proj 6
1 Analysis of project related emails A moder-
ate amount
A little A moder-
ate amount
A little
2 Types of problems that team members experience A moder-
ate amount
A lot A lot A lot
3 Types of emotions that team members experience A moder-
ate amount
A lot A lot A lot
4 Types of expectations that team members experience A moder-
ate amount
A lot A lot A lot
Continued on next page
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Table 4.21 cont’d - How much do project managers feel they know about PEEL?
# Topic Proj 2 Proj 4 Proj 5 Proj 6
5 Meaning of lexical patterns such as emphases, excla-
mations, emoticons that team members use in their
emails
A moder-
ate amount
A moder-
ate amount
A lot A little
Table 4.23: Project managers’ opinion on the most interesting aspects of the
analysis
Project Managers’ Opinion
Project 2:
I was quite interested in the PEEL Analysis Methodology and surprised by the accuracy with which the results
came up after analysing few hundred emails. I feel peel analysis will be a very good tool and be highly beneficial
for large projects with many teams and resources (local our globally spread out) where a project manager does not
have sufficient day to day contact with all their staff members to gauge their feelings and emotions. Depending
on the size of the project there could a place for a communication analyst who could carry out these analyses for
the project team. For smaller teams, the PEEL Analysis is still useful, but when done on in ad hoc basis. This
will allow the project manager to realise their communication related behaviour and communication mechanisms.
The overhead to do the analysis might outweigh the benefits gained from it.
Project 4:
I found the analysis of the workload on the project manager interesting. Just to see the number of emails
quantified, the fact that a high percentage of emails required a response was enlightening. When managing up
to 10 projects simultaneously this workload is multiplied. As a team we have been looking at ways to reduce the
amount of email traffic that has to flow through me (requiring an action on my behalf). This study has been
useful in identifying some of those issues.
Project 5:
To me the most interesting aspect of this analysis is the fact that it is been paid attention to the very detail of
the project communication. In first glance it did not appear this much useful to me, but reading in detail and
thinking about the detail analysis and result report made me thinking that how important could be the email
analysis in improving the communication in project.
Project 6:
No comments
4.8 Chapter summary
This chapter presented the findings from the analysis of the incoming communication from five
distinct projects. Before “within-case” and “cross-case” analyses were conducted the researcher
presented findings from the analysis of the preliminary questionnaire given to project man-
agers which provided their views on inter-personal communication via email. Results from the
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preliminary questionnaire provided justification for the “within-case” analysis. At that stage
archived emails from project managers in-boxes were not analysed and we did not find any
evidence that managers used any formal review of emails content to improve their management
practices. The implementation of “within-case” analysis enabled generation of communication
reports. After “within-case” analysis was completed for each case the final results will be
used as evidence for providing answer to the first research sub-question What communication
features can be extracted from project manager’s email in-box? Communication features, their
relevance to project management and their reference to the literature were described in Table
4.2 with corresponding feature values provided in Appendix B. After “within-case” analysis was
completed this chapter then went on reporting findings from the “cross-case” analysis. The
results were used for comparison between frequencies and proportions of each feature and their
value, thus providing evidence for answering the second research sub-question Which feature
values characterise emails from project manager’s in-box? where communication patterns were
identified. Further “cross-case” analysis of discovered feature values and their frequencies was
used to identify similarities and differences in communication between projects as cases with aim
of providing mechanism for measuring communication. The results were used as evidence for
providing answers to the third research sub-question How does analysis of these characteristics
lead to identification of communication metrics? where various facets of communication were
investigated including communication nature and PEEL features.
This chapter then went on identifying aspect of the communication which might negatively
affect the project (task completion), the project manager and a team member. By closely working
with the project managers on interpretation of the results from analysis of “communication nature
and PEEL features” and findings from the related literature “critical case scenario” features
and their values were identified. This resulted to further analysis of “critical case scenario”
features where the results provide evidence for answering the last research sub-question How can
this knowledge (of communication metrics) improve functioning of a project? Figure 4.40 with
summary of communication metrics and recommendations to project managers points out areas
of concern for each project. In the first row of Figure 4.40 the red font is used to give emphasis
to areas of concern (with frequencies above 10%) which managers need to address. For example,
our recommendations for case study 1 (Project 1) in Figure 4.40 suggest to the project manager
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to pay attention to messages which contained problems related to “knowledge” and “technical”
issues as those are found in over 20% of all messages and might negatively affect the project
(task completion), the project manager and a team member. This is evident from communication
metric for case study 1 in Figure 4.40 where team members’ messages containing “knowledge”
and “technical” issues were associated with extremely low task completion rate. For those emails,
the message receiver (often project manager) was more likely to take some action on the basis of
the message content, meaning the messages were likely to increase the receiver’s workload.
More detailed recommendations for case study 1 (Project 1) were demonstrated in Table
4.18 where we linked communication metrics to critical success factors in such way that this
knowledge was useful for project managers, especially for the purposes of project monitoring and
control. Findings from analysis of incoming communication illustrated in Figure 4.40 and Table
4.18 demonstrate that discovered knowledge from analysis of incoming communication can be
used to improve functioning of a project.
Finally this chapter presented findings from the analysis of the Post-Analysis questionnaire
completed by the project managers. Table 4.20 lists their responses capturing their views on
communication analysis and evaluating our framework.
On the final note in this chapter it is important to note that our intention was not to automate
the task of email analysis. Throughout results of the analysis we attempted to demonstrate
that our methodology based on identification and the extraction of appropriate features in
conjunction with a model relating these to the nature and structure of the communication reflects
the actuality of the project. This allows us to answer questions about communication such as
communication frequency, urgency, demand on the project manager, type of communication,
team member characteristics and factors that negatively affect project outcome.
In the next chapter we provide observations and discussions on the findings from related
literature in conjunction with the findings from this study. We link project management and
analysis of emails literature to our framework in order to address our main research question and
sub-questions and provide reasoned answers.
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Figure 4.40: Communication Metrics with Recommendations (per project)
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Chapter 5
Discussion
This chapter discusses the findings in the context of project communication analysis and its
relevance to project management in relation to the four sub-research questions and the major
research question. The framework of analysis considers the formal and informal communication
networks within which the project manager is engaged as the email message receiver. This
approach provides feedback on how the project is comparing to initial projection, factual
(technical) as well as personal (human) parts of communication with insights into needs, knowledge,
skills, and experiences of the team members. The link between the incoming communication
records (feedback) and project management is provided through project monitoring with the
use of “communication metrics”. The metrics as the centre of interest provide evidence based
information as to what is working well and areas in need of improvement. This information
enables project manager to make decisions to which project practices need adjustments.
5.1 Features extracted from project manager’s email in-box
Discussions in this section are related to the first research sub-question: What communication
features can be extracted from project manager’s email in-box? and relate to our
results from Section 4.2.
As email based incoming communication in projects provides a “real time” recording of
thoughts and activities of project participants, there is a need for taxonomy to allow for effective
analysis of emails that would meet project managers’ informational needs with the aim of assisting
the project manager to monitor project progress. By investigating project management related
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literature we developed better understanding of project managers’ informational needs for the
purposes of project monitoring and control which include objective and subjective information
with focus on actual tasks of the team members, their performance and their experiences in
performing these tasks.
From the overview of related literature we found that most research on analysis of emails,
especially project related emails (see Section 2.3), does not represent a holistic view of project
communication in this context, as it consists of fewer features, targeting a broad use of emails.
There are few exceptions including work by Wasiak et al. (2010) where classification of emails
with focus on “the role of a sender”, “email topic”, and “purpose” features provides taxonomy
and a vocabulary for discovery of engineering knowledge contained in emails. However, while this
work shows that analysis of email text offer an alternative way of investigating project related
communication their findings focus on the methodology providing instructions “how to code?”
text from emails. It is important to say that our approach was not influenced by Wasiak et al.
(2010) as their results appeared in the literature long after we started our investigations and
analysed great number of project emails. Our data collection started in 2008 and as part of the
part-time study most of our data analysis was completed by 2010. On the basis of limitations of
the current literature in the context of features specific to incoming communication in projects,
in this section we answer the question by providing features extracted from the project manager’s
email in-box with discussions regarding the following contributions:
(a) Identified communication features extracted from project manager’s email in-box (see Table
4.2) with focus on their relevance to project management (see Section 5.1).
(b) Overview of each feature with a methodology for developing the coding scheme and instruc-
tions of “how to code” the features (see Sections 5.1 and 4.2).
These contributions enrich the fields of communication analysis and project management by
providing coding schema, taxonomy and features of incoming communication for the purposes of
project monitoring and control.
Features of communication and their relevance to project management
In our study we identified 17 communication features as shown in Table 4.2. Validity for the
feature set and taxonomy are based on the review of the literature, the pilot study (used for
205
content and construct validity), and feedback from the panel of experts (used to assess face and
content validity as suggested by Patton (2005)).
Initially a deductive approach was used in developing framework for identification of com-
munication features based on the concepts already discussed in the extant literature. From
the literature review we identified various communication features related to project managers’
informational needs including: interaction expectations (Scerri et al. 2007), team/leader expecta-
tions Collins and Schragle-Law (2010), email stress (Barley et al. 2011), information overload
(Patrashkova-Volzdoska et al. 2003) and various features of communication content including:
email message types (Dabbish et al. 2005), sender’s intents (Lampert et al. 2010; Wasiak et al.
2010), lexical patterns (Osherenko 2008), sentiment analysis (Balahur et al. 2012), (Wasiak et al.
2010) sender’s writing styles and email responsiveness (Begole et al. 2003; Kalman and Rafaeli
2011; Tyler and Tang 2003). An addition to this feature set, message header analysis allows
extraction of additional features of communication such as: the message sender’s email address,
list of one or more recipients, date-time stamp, communication group size and communication
type. The “communication group size” feature was, for example used by Lowry et al. (2006) who
found that smaller groups establish and maintain higher levels of communication quality while
“communication type” feature was used by Singh et al. (2013) looking into effects of direct and
indirect communications on social learning and task coordination.
Project management related literature discussing informational needs project managers’
for the purposes of project monitoring and control provided bases for the construct validity.
Appropriateness of inferences was made on the basis of observations of project progress through
communication records. Analysis of the panel of experts’ responses to the preliminary question-
naire provided insights into project manager’s perceptions of inter-personal communication which
were used as construct validity for the features extracted from the literature. In addition the
preliminary questionnaire, our pilot study served both substantive and methodological purposes
in such way that, insights in the issues associated with incoming communication and the opera-
tions of the actual case research were used for assessing construct and content validity of the
communication features extracted from the literature. Patton (2005) suggests that researchers,
observers and dataset providers should judge the scheme for its credibility, logicality and perceived
inclusiveness. For that purpose four project managers were involved in the validation of the
initial feature set, which also resulted to introduction of additional features. The presence of
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these features of communication is supported by our findings from case study data analysis (see
Sections 4.3 and 4.4).
In order to meet project managers informational needs to email analysis, in our study
each feature from Table 4.2 is represented as a question that could be of interest to project
managers (see the fifth column with heading “Question?”). This approach has a similarity with
approach by Wasiak et al. (2010) where the analysis of email in projects is used to answer various
questions such as “Why emails are sent?” and “How email dialogue is expressed?” (pages 59
and 60). However, email communication in projects is complex, far beyond descriptions of “who
communicated to whom and for what purpose”, and it is represented by factual (technical) as
well as personal (human) features such as task completion status, issues, expectations, emotions
as well as communication practices and attitudes.
Team members are psychologically and physically involved in projects and this is reflected in
their communication. Project implementation usually requires simultaneous attention to a wide
variety of human, budgetary, and technical variables (Pinto and Slevin 1987). By analysing team
members’ feedback given through communication we provide answers to questions that present
potentially useful knowledge. This knowledge in turn could influence and/or guide action to
project managers for the purposes of project monitoring and control. In our study identified
feature values provide project managers with information in relation to their questions. For
example, feature described as “Reason for sending a message”, in the first column of Table
4.2, is represented as a question “What was team member’s primary communication intent?”.
Feature value is used to provide an answer to the question. Answer for this question, for example
“Further Discussion Required”, extracted from email text, was interpreted by the researcher
on basis of semantics described as “Ontology of Email Acts” (language semantics) by Cohen
et al. (2004) and “Email Speech Acts” by Goldstein and Sabin (2006) (for further description of
this feature see Section 4.2). In the context of the content validity in relevance of this feature
to project management (see the sixth column in Table 4.2 with heading “Relevant to project
manager”) we described it as Further decomposition of content type of a message providing
primary communication intents of team members. For example discovery of messages linked to
“3rd Party Problem” can provide insights into problems related to external teams working on the
project.
Identified features of communication presented in Table 4.2 are grouped into three feature
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sets (provided in the fourth column of Table 4.2 with heading “Analysis group”) that describe
communication and communication content from project managers in-box:
(a) “communication structure” consisting of seven features. Selection of features for “communi-
cation structure” set was derived from either the literature review (see Section 2.3 and the
seventh column of Table 4.2 with heading “Literature using this feature”) or analysis of the
preliminary questionnaire with project managers (see Section 4.1). Data analysis coding the
features provide answers to questions “who, when, how and for what purpose” communicated
with the project manager, identifying descriptive characteristics of communication thus
providing collected knowledge and representative of the relationships team members as
message senders have with their message receivers, in most cases their project manager.
(b) “communication nature” consisting of six features. Data analysis coding the features provides
communication metrics for measuring effect of the communication on the message recipient
(project manager), the sender (team member) and the project. Selection of features for
the “communication nature” set came out as collaborative work between the researcher and
four project managers (see “Nature Analysis Group” in Table B.1). After the initial data
analysis was completed, with the help of managers providing expert knowledge about the
findings, the values were further aggregated and mapped forming “communication nature”
features and their values. The mapping between the features for “structure” and “nature” of
communication is shown in Table 4.3.
(c) “PEEL” consisting of four features. Selection of features for “PEEL” was derived from either
the literature review (see Section 2.3 and the seventh column of Table 4.2 with heading
“Literature using this feature”) or analysis of the preliminary questionnaire with project
managers (see Section 4.1). Data analysis coding the features provides significant insights
into team members’ personal perceptions and experiences reported as problems, expectations
and emotions in the context of project related activities.
Guide to the coding of emails from project managers’ in-box
Our findings from Section 4.2 contribute to the fields of project management and communication
by providing the method of “how-to” code the content of emails from project managers’ in-box.
Our contribution has a similar aim as work by Wasiak et al. (2010, p. 57) where the authors
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provide instructions to “how to code?” in order to demonstrate developed approach of analysing
the textual content of emails within engineering design projects.
Our method of coding emails from a project manager’s in-box was applied to a corpus of
1105 emails from five distinct IT projects. This section discusses the type of investigations
the method supports including: coding of email headers, linking elements of email text to key
concepts and extracting linguistic information from sentences and phrases and their relevance to
related literature. Content validity as the appropriateness of inferences made on the basis of
observations through communication was based mostly on the literature from email analysis and
NPL studies including Dabbish et al. (2005), Osherenko (2008), Scerri et al. (2007), and Wasiak
et al. (2010).
In order to illustrate the method of coding we give an example of a message sent to the
project manager in Figure 5.1. Elements of the message used for coding are numbered from 1 to 7.
Figure 5.1: Message sent to project manager
There are few distinctions in coding data from email headers which involves extraction of
the message sender’s email address, list of one or more recipients and date-time stamp (denoted
as elements 1,2 and 3 in Figure 5.1). For example, as shown in Figure 5.1 (element 2), project
manager’s email is always in the recipient’s list, therefore the send method (To:/Cc:/Bcc:/Fwd:)
is used to distinguish direct-indirect communication with the manager. In addition to linking
the sender’s email (element 1) to person’s name and role within the project, counting of senders’
email addresses determines group size of team members who frequently communicate with their
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manager. When time-date stamps (element 3) are converted to month/year values then further
converted to project periods (start,middle and end) they can provide communication frequency
(number of messages) in relation to each project period. This approach of analysing email headers
results to three additional features of communication: i) communication group size; calculated
from unique sender’s email address, ii) communication type; determined by send method and iii)
communication frequency; determined by converting date-time stamps to project periods.
While data extraction from email headers is often straight forward, this is not true for free
(unstructured) texts. For this task we use a semantic approach with aim to code texts by using
common sense as well as linguistic information. For the second step this includes linking elements
of email text to key concepts, thereby converting text into data. To illustrate this step we coded
email text from Figure 5.1 as follows:
(a) Summarising message content which reflects on the overall nature of the message. The
content of element 5 corresponding to phrase “is it used at all?” is coded as Message type:
Request for information. The coding is based on six feature values (identified as message
type) from work by Dabbish et al. (2005).
(b) Discovering the primary intent of the email. We found “message type” feature useful as it
broadly identifies intent of the sender. However, for more detailed descriptions of sender’s
intent we used “reasons for sending email message” feature. The content of element 4 “I
can’t find where ’on the fly’ compression is enabled” is coded as Reason for sending the
message: Task completion problem. This feature was used by several authors for discovery of
“email acts” (Carvalho and Cohen 2005; Cohen et al. 2004), “email speech acts” (Goldstein
and Sabin 2006), “action items” (Scerri et al. 2010), and “sender’s intents” (Wasiak et al.
2010).
(c) Evidence of task completion when the message was sent. The content of element 4 “I can’t
find where on the fly compression is enabled” is coded as Task considered completed: No.
This feature was used by Bales (1950) and Wasiak et al. (2010) for task-related characteristics,
and (Bellotti et al. 2003) for discovery of tasks.
(d) To what extent does message content imply reply demand? The content of element 6
“HELP!!!” is coded as Reply Expectation: Stated with high urgency. Our coding is based on
usage of upper case characters and three exclamation marks which denotes expectation of an
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urgent reply to the message. According to Begole et al. (2003) and Tyler and Tang (2003)
emails are often used peri-synchronously, allowing several exchanges to occur within a day,
with expectations to receive a response shortly. This feature was used by Dabbish et al.
(2005) for predicting action on a message and recipient’s burden (Tyler and Tang 2003).
It is important to note the limitations of coding the textual content of email. Although it allows
a level of inference it does not provide the full context. In order to overcome this problem we
used two types of email features sets: “structure of communication”, based on email specific
characteristics (described above) and the “PEEL”, based on linguistic information. For discovery
of PEEL elements we used the Stanford parser to split email text into phrases consisting of
subject, negation, verb and object. The last step in coding includes extraction of linguistic
information from sentences and phrases. To illustrate this step we coded email text from Figure
5.1 as follows:
(a) Evidence of problems/issues reported by the team member. The content of elements 4 and 5
“I can’t find where on the fly compression is enabled, is it used at all?” is coded as problem:
knowledge. This feature was used for discovery of issues and problems from archives of email
by Bacchelli et al. (2012) and Ohkura et al. (2006b).
(b) Evidence of team member’s expected outcome of the sent message. The content of element 5
corresponding to phrase “is it used at all?” is coded as Expectation: Expecting Technical Help.
Expectation is based on the question mark which denotes a question. This feature was used
by Scerri et al. (2007) where “Illocutionary Expected Reaction” was defined as the course of
action expected out of the speech act by sender on sending a message. Expectations were
found to determine the success or failure of a project by Keil et al. (1998) which highlights
importance of identifying team member’s expectations from emails as it provides important
information to the project manager.
(c) Evidence of team member’s affects (emotions). The content of element 7 “I am worried”
is coded as Affect State/Emotion: worried. The verb “worried” is then labelled by GALC
as “Anxiety” which in turn is labelled as word of “negative polarity”. Coding of affect
categories and polarity in our study is based on work by Scherer (2005) and Stone et al.
(1966). By associating each verb with corresponding emotional category we were able to link
the categories to either negative or positive polarity as illustrated in Tables B.13 and B.14.
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(d) Evidence of hidden meanings in text (lexical patterns). The content of element 6 “HELP!!!”
is coded as Lexical Patterns: Emphasis and Exclamation. Coding of “Lexical Pattern” feature
in our study was based on work by Osherenko (2008).
With 17 features presented in Table 4.2 our method allows discovery of personal (human) or
“subjective” and factual (technical) or “objective” parts of communication and communication
content. Through analysis of incoming communication via email this approach uses various
features related to project manager’s informational needs with aim to help the project manager
to monitor project progress.
By using our coding schema on the basis of “structure of communication” and “PEEL”
features on the message from Figure 5.1 we are able to provide an additional description of the
email as follows:
• Send Method: To - John’s (team member) directly communicated with the Anna (manager).
• Message type: Request for information - John is requesting information from Anna.
• Reason for sending the message: Task completion problem - John has a problem.
• Task considered completed: No - John’s is not able to complete a project task.
• Reply Expectation: Stated with high urgency - John has expectation of an urgent reply
from Anna.
• Problem: Knowledge - John has a knowledge related problem.
• Expectation: Expecting Technical Help - Anna’s reply is expected to contain technical
help.
• Affect State/Emotion: Worried - John expressed anxiety in the message.
• Lexical Patterns: Emphasis and Exclamation - John’s writing style emphasises request for
help and implies urgency.
In addition, “nature of communication” feature set provides communication metrics for
measuring effect of the communication on the message recipient (project manager), the sender
(team member) and the project. By using our coding schema on the basis of “nature of
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communication” features on the message from Figure 5.1 we are able to provide a additional
description of the email as follows:
• Send Method: To - John’s intention is for direct communication with the Anna.
• Reason for sending the message: Task completion problem - John’s message is likely to
increase Anna’s (the message receiver’s) workload.
• Message type: Request for information - John’s message implies reply demand on the
receiver Anna.
• Reply Expectation: Stated with high urgency - John explicitly stated that urgent reply is
expected from Anna.
Summary of feature extraction
This short section is a summary answer to the first sub-question: What communication
features can be extracted from project manager’s email in-box? Analysing of incoming
communication resulted in a taxonomy consisting of 17 features and over 100 distinct feature
values (see Appendix B). Implication of this taxonomy is two-fold. It makes a research contribution
as an extension to existing taxonomies of email communication, such as work by Wasiak et al.
(2010), and as an extension to research on analysis of project emails which does not use publicly
available FOSS developers mailing lists such as for example, those used by Bacchelli (2011),
Bacchelli et al. (2012), and Biﬄ et al. (2010). The taxonomy also makes a practical contribution
by helping project practitioners to use the taxonomy as a framework for their explorations
of emails. Validation of the taxonomy of extracted features was based on the review of the
literature, the pilot study (used for content and construct validity), and feedback from the panel of
experts which included four project managers involved in our study. The combination of features
capturing both factual (technical) and personal (human) factors of incoming communication
provides qualitative richness of information. Our scheme was developed with a predetermined
guiding theory to ensure that it identified relevant characteristics so as to enable suitable analysis
and findings. When combined with many emails as well as other features and their values this
holistic approach allows us to obtain insights into the project situation describing what the
project has achieved so far and what has not been accomplished. Identification of those important
elements is only possible through multi-feature models such as our “Email Feedback Analysis”
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(EFA) model (discussed later). The implication of this model is that participants’ feedback
communicated through written medium such as emails can be applied in social science based
theory looking at “what is actually done?” through observations of team members as actors,
their activities, and their experiences while performing these activities as discussed by Blomquist
et al. (2010) and Welch (2011). Furthermore, a crucial attribute of this multi-feature model is
its ability to provide a means of filling the analytical gap between project activity and project
knowledge through a diagnostic tool aimed at increasing project managers’ awareness of using
their email in-box as a potentially useful repository of knowledge.
5.2 Characteristics of project related communication via email
Wasiak et al. (2010, p. 62) found that “analysis of project emails offers an alternative way of
investigating email use from a holistic perspective and it compares well with the more traditional
methods of user survey, interview and observation”. However, current literature does not fully
describe characteristics of incoming communication in projects. Discussions in this section are
related to our findings reported in Sections 4.3 and 4.4 and the second research sub-question
Which feature values characterise emails from the project manager’s in-box?
The observations of “communication” and “communication content” across five projects
contribute to the understanding of characteristics of emails from project managers’ email in-
boxes. The observations are based on frequencies (and proportions) of feature values as well
as relationships between the features. In this section we answer the question by providing
discussions on feature values of importance in emails which are significant to describe email
characteristics. In regard to “communication” and “communication content” we present the
following contributions:
(a) Characteristics of communication across all case studies. (see Section 4.3) and their relevance
to project management.
(b) List of identified feature values associated with communication (see Appendix B).
(c) Characteristics of communication content across all case studies. (see Section 4.4) and their
relevance to project management.
(d) List of identified feature values associated with communication content (see Appendix B).
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Part 5.2 of this section provides discussions on features of “communication” as listed above in
points (a) and (b). In part 5.2 we discuss email characteristics through analysis of “communication
content” as listed above in points (c) and (d).
Analysis of communication
In this section discussion is related to observations of “communication” across all five case studies.
Communication group and frequency
Across projects communication group size was small, ranging from 21% to 29% of team members
with the number of messages greater than the average. This finding suggests that project
managers maintained closer work relationship via communication with key members. According
to Lowry et al. (2006) smaller groups establish and maintain higher levels of communication
quality. In the context of team member roles, we found that project managers’ email in-box
and archives included emails from various sources including clients (stakeholders), external and
internal team members, as well as upper management such as division managers and executives.
This finding relates to work by Danis et al. (2005) who claims that managers see their emails
from the standpoint of the person or entity to which it relates, suggesting that managers’
communication functions as the “neck of the hourglass” with respect to their organisational
context.
The messages were often very short with average of 73 words per message. In the context of
communication volume, our findings (see Section 4.5) suggest that team member group size does
not determine volume of communication. For example, despite large number of messages in both
project managers’ in-boxes, in Project 4 the manager received more messages from only one
team member than Project 2 manager who communicated with 25 team members. Our findings
confirms claim by Bird et al. (2006) who found the vast majority of people in projects send only
one message, and there are some who send a great many. As project manager’s email was always
included in the recipient list, we did not take into consideration discovery of communication
patterns between team members as discussed by Noda et al. (2007).
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Informing project managers
Further analysis show in 63% (691 of 1105) of email messages team members’ intent for commu-
nication was to inform the manager on status update for an ongoing project task. These findings
are similar to findings by Wasiak et al. (2010) where over 70% of emails from an engineering
project related to “informing” communicative purposes for sharing, presenting or distribution
information with others where no response is required. However, findings by Wasiak et al. (2010)
do not give more details about the nature of “informing”. In order to find “status update”
messages associated with achievements we used the task completion feature/value pair coded
as “Task Completed = Yes” (see Section 4.3). The following text excerpts illustrate this type of
message: (i) “It went okay to me, you can get it here [url]”; (ii) “All good”; (iii) “Please find
attached the updated list. If you need anything else, please let me know”; (iv) “Okay, committed”;
(v) “FYI Tests passed (and executed)”; (vi) “Fixed, now reports 3.x.”; (vii) “mentioned = noticed
!”; and (viii) “Tuesday is fine with me”. We found in 78% (540 of 691) of status update messages
tasks were considered completed by message senders when messages were sent. From the project
manager’s point of view these messages were associated with project tasks and sub-tasks which
could be ticked off as completed or progressing well. To our knowledge task completion feature
has not been explored in the current literature.
As reported years ago by Flores et al. (1988), managers are often faced with apparently
overwhelmingly complex projects and sets of actions to manage, recurrent misc-cordinations of
action (misunderstandings of requests, conditions of fulfilment, and promises), and information
overload. These findings identify important email characteristics such as requests, conditions of
fulfilment and information overload that informs the project manager on the status of project
related tasks, therefore informs on the project progress.
Requests
Requests were discussed by Berendt and Draheim (2007) stating that emails allow people to
express questions, non-understanding, or requests. Our analysis across all case studies revealed
that in 33% of emails (370 out of 1105) team members’ intention for communication with project
managers was for requests of action, information or a meeting. Only in very few cases (4% or
44/1105) team members’ intention was to send reminder for a meeting, event, upcoming deadline
or for a social greeting. This finding confirms claims by Whittaker et al. (2007) stating that most
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messages require the user to act in some way that has implications for others whether this is
to carry out an action, respond to a request, or to schedule a meeting. It also suggests that in
many cases team members’ communication with project managers was driven by “conversations
for action”, where one party is making a request to another (Winograd 1986), and characterised
by requests, expectations and promises.
To what extent does message content imply reply demand?
Term “reply expectation” is associated in works by Kalman et al. (2006) and Tyler and Tang
(2003) to timing of email responses expected by the email sender. In our study we did not use
timing but searched for evidence in email text if the content implied reply demand and to what
level of urgency. During the analysis four feature values for reply expectations were identified
(see Appendix B, Table B.8). Our analysis across all case studies (see Section 4.3) revealed
that in 53% of emails (582 out of 1105) message senders (team members) did not state reply
expectation in the message text. These messages were often associated with status updates
for completed project tasks (“Message Type: Status update for an ongoing project or task”
and “Task Completed = Yes”). On the other hand in 47% of emails message content did imply
reply demand when team members’ intention for communication with project managers was for
requests of action, information or a meeting.
Discovery of reply expectation was often not straight forward. For example, in this sentence
extracted from a project message “. . . Could we please have this resolved as soon as possible”
reply expectation is not explicit but urgency of reply expectation is implied. We coded this as
“Not stated but reply urgency exists”. More urgent reply expectation is illustrated in this team
member’s message “Do you want me to make sure they are booked out in case the testing finishes
early? Let me know. Also - where are they doing the testing???? ”. The “Let me know” sentence
on its own does indicate reply expectation but does not indicate urgency, however the number
of requests and four question marks at the end of the message do indicate urgency of the reply
expectation. This message is labelled as “Stated with high urgency”. In our conversations with
the project managers it was suggested that messages associated with high reply expectation
were critical to task completion. The receiver (project manager) was sometime expected to
act on the message with some kind of urgency as the sender (team member) could have been
constrained to complete the task until expected reply is received. These comments support
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findings by Whittaker et al. (2006) who claim that failure to respond appropriately may directly
compromise someone’s work as interdependent tasks are often subject to delays due to waiting
for email response from other people with different priorities. Similar observations were made
by Tyler and Tang (2003) who introduced the term “breakdown perception” when the sender
believes that something has gone wrong, and further action is required.
Keeping project managers in the loop
While team members commonly addressed their project managers personally (addressed as “To:”)
with intention to have direct communication with the managers (72% or 800 messages out of
1105), in 28% of messages (305 out of 1105) they included their managers in the conversation
to keep them in the loop or wanted to provide the managers with informative email content.
Investigations by Patrashkova-Volzdoska et al. (2003) suggest that frequency of communication
can create information overload despite the evidence that communication frequency can have a
curvilinear relationship to team performance. After discussing the findings with project managers,
it was commented that a great proportion of messages associated with “indirect communication
type” were less desirable for project managers for two reasons: a) those messages often led to
information and email in-box overload but were often not seen as important as they were sent
with purpose to either keep the manager in the loop or contained document attachments/web
links and rarely had explanation why the message was forwarded, and b) more serious project
related issues were sometime missed as they were not sent via the “To:” send method and
therefore often not considered as urgent. This finding suggests that “indirect communication”
with project managers is less desirable by the recipients as those messages are associated with
email in-box overload and less likely to be considered as urgent or important. We did not find
any reference in the literature regarding “indirect communication” with project managers.
Recipient burden on project managers
Our findings (see Section 4.3) also suggest that some team members’ messages we likely to cause
“recipient’s burden” on the project managers as message recipients. For example, in cases (45%
or 362 messages out of 800) when directly communicating with their project managers, team
members requested from the managers to complete a task (26.5% or 212 messages) or requested
further discussion (14% or 109 messages). In those cases communication become more demanding
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as team member’s level of reply (response) expectation was higher. According to Tyler and
Tang (2003) senders have expectations about when a message he or she sends will be read, and
more importantly, responded to. This was evident from our results where in over 95% of task
and discussion requests team members stated reply expectations. This finding corresponds to
definition of “recipient’s burden” by Tyler and Tang (2003) who claims that much of the burden
of managing email falls on the recipient as they need to track whether or not they have responded
to email messages in a timely way, and may also need to integrate notifications from email and
other media.
We also found that upper management team members were more likely to explicitly or
implicitly state reply urgency in their email than non-management team members. The messages
corresponded to a department manager who asked the project manager to complete tasks and
often send FYI materials attached. In those cases the manager was more likely to take some
action on the basis of the email content and felt greater need to reply to those email messages.
This finding suggests that depending on the organisational role of a team member, project
communication might have different effects on the project manager including email overload,
email responsiveness and action requests. Most investigations about email overload (Bellotti
et al. 2003; Dabbish and Kraut 2006; Fisher et al. 2006; Wainer et al. 2011; X. Yang 2009) focus
on users managing large volumes on email from their in-box but do not investigate who and why
the emails are sent. An implication of our finding could direct future research on email overload
to focus on sources of email overload (e.g. organisation role and message type) especially in the
context of project manager’s in-box.
Analysis of communication content
In this section discussion is related to observations of “communication content” across all five
case studies. In relation to team members’ feedback via email we found that team members as
actors do report to project managers about their activities but also report on issues and problems.
Especially in those cases team members had higher expectations, requests and sometime even
expressed emotions. For example in this message excerpt: “We are ready to deploy map guide
2.1 but we require the new server” the text is split by the parser into several phrases including
relationships between the words. The “... we require the new server” phrase consisting of subject
(we), negation (null), verb (require) and object (new server) was identified by the researcher
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as a problem. The problem was then categorised by the researcher as “missing RESOURCES”
(server) which in turn is mapped to Resource-Technology critical success factor informing the
manager about a technology related problem due to missing resource (server).
Evidence of problems/issues reported by team members
Not every email message contains text related to problems and issues. Through manual analysis
of text from 1105 emails (Table 4.6) 210 problems were found in 161 email messages (14.6%).
In 80% of those one problem was identified per message, 14% with two problems and only 1%
with three to six problems per messages. At the end of the analysis ten “problem” categories
were identified (see Table B.11). The most frequent “problem” category (74 out of 210) was
KNOWLEDGE (35.2%), followed by problems due to technical constraints and problems due to
lack of resources.
Work by Licorish and MacDonell (2012) demonstrated that subject (personal pronoun) can
be used as linguistic measure. It was pointed out that first person singular and plural pronoun
(I, we) can be used to analyse shared group processes among members. Use of the second person
pronoun (you) may signal the degree to which members rely on (or delegate) other team members
or their general awareness of others and their activities. For that reason for each problem
we identified source of the problem by selecting one of the following: WRITER, READER,
THIRD-PARTY or IT. We define the “source” as being the origin of the PEEL element. For
example, this message excerpt “Can you please tell me how to test the program” is categorised as
knowledge related problem where source of the problem is WRITER (team member). Across all
project common source of knowledge related problems to was WRITER. This finding indicates
that across all projects team members as message writers reported on knowledge problems related
to themselves. However, it is important to note that team members did not always report on
their problems. For example, in this message excerpt “S. I is not familiar with the new GUI and
was asking questions.” the source of the knowledge related problem is THIRD-PARTY. Project
managers found “origin” feature very useful as it gives additional information about each PEEL
element. In these examples knowledge obtained from our analysis might assist project managers
in making decision on providing training or additional information to team members who did
not understand what was required or did not know how to complete a task. From the current
literature we did not find any reference to discovery of problems/issues from project related
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emails. Work by Bacchelli (2011) identified discovery of unexpected events (e.g. something
almost never discussed appears) as a possible symptom of problems but there were no obvious
results regarding this feature.
Evidence of team member’s expected outcome of the sent message
Our findings from Sections 4.4 and 4.5 suggest that expectations were often present in emails
and played a very important part in team members’ communication with their project manager.
Our results showed that the message senders (team members) often expected a reply from the
receiver (project manager) especially when messages were associated with requests, problems,
hidden meanings in texts and emotions. We found that analysis of email text provides alternative
approach for discovery of team member’s expectations as a message sender and identified two
types: action expectation and reply expectation. The first type refers to message sender’s
expectations of the message receiver to take some action on the basis of the email content. The
second type refers to message sender’s level of expectation of receiving reply to the sent message.
Those types of expectation were also discovered by Scerri et al. (2010) where Initiator Expected
Reaction was described as the course of action expected by the sender on sending the message
and Participant Expected Reaction was described as the course of action expected out of the
message recipient on acknowledgement.
Not every email message contains text related to expectations. Throughout analysis of all
cases we found 49% of email texts contained 700 phrases associated with action expectations.
We grouped action expectations into 14 categories (see Table B.12). The most common action
expectation category was “Expecting Task Completion” found in 26% of all emails where team
members expected of their project managers to directly or indirectly take some actions in relation
to completion of a task. In 80% of those cases the members had expectations to receive a response
shortly. While urgent reply expectations were found in only 8% of all email messages this finding
suggests that in project environment message senders (team members) are often “requesters”
expecting a response from the receivers (project managers). Our analysis indicated that team
members expectation of a reply was either explicitly stated in the message of implied from the
message content. For example, in this “knowledge problem” related message Can you please tell
me how to add this method the sender’s (team member’s) action expectation refers to technical
help from the project manager while the reply expectation does not seem to be high. However,
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this does not mean that reply urgency should be overlooked as slow response on the behalf of
project manager may lead to interruption in the smooth flow of action and lead to negative
outcome. For example, in this message “Exploit :[code] query :[URL] Could you fix this quickly?”
the team member’s expectation of a reply to the message is rather high. The managers involved
in our study found information based on this feature useful stating that messages associated with
urgent reply expectation were critical to task completion as the sender (team member) could have
been constrained to complete the task until expected reply was received. This is demonstrated
in this message excerpt “Please review this feedback asap, we intend to give this to L. in the next
day or two.” where the receiver (project manager) would be expected to quickly act, reply to
the message acknowledging expected task and then complete the task. Both expectation types
provide foundations for continuation of conversation and if they are mismatched they may lead to
interruption in the smooth flow of action, therefore have negative effect on the senders, receivers
as well as task completion.
We acknowledge work by Scerri et al. (2007) suggesting that email work-flow is very inefficient
because it lacks shared expectations on how, and when, exchanged information should be acted
upon. Beside “intents” of the message sender, the authors include “expectations” with its aim of
helping the email user decide on the correct action when creating or responding to email messages.
However, in their work “reply” expectations are based on true-false values; if the sender expects
a response or not. This approach does not have the notion of urgency. Furthermore in their
work “action” expectations are classified as either a reply or demand for an activity and do not
provide more detailed information about the nature of the activity. Our findings demonstrate
that reply and action expectations are common in emails and as such play a very important part
in inter-personal project communication. We found that more detailed descriptions of “reply”
expectations related to nature of communication (macro view) and “action” expectations related
to PEEL (micro view) as well as associations between them provided useful information for the
project manager.
Evidence of emotional content
According to Bravo-Marquez et al. (2014) attitudinal information, meta-level features such as
subjectivity, emotion, polarity and intensity need to be addressed in text analysis. In work by
Wasiak et al. (2010) emotional content extracted from email texts is linked to characteristics
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of “how email dialogue is expressed” in the context of “socio-emotional” terms (adopted from
(Bales 1950)). Wasiak et al. (2010) identified positive socio-emotional reactions along with their
negative equivalents but did not provide results in the relation to emotional content. In our
study emotional content extracted from email texts relates to meta-level features such as emotion
and polarity. In our approach free text from email messages is automatically split into phrases
by the Stanford parser ((deMarneffe et al. 2006)) where each verb or adjective associated with
emotional content is automatically matched to an Geneva Affect Label Coder - GALC affect
category ((Scherer 2005)) which is in turn automatically linked to a polarity by General Enquirer
((Stone et al. 1966)).
Our cross case analysis revealed that not every email message contains text related to emotions.
Across all case studies, only a small number of email messages sent to project manager contained
emotional text as illustrated in Table 4.7. In 86 out of 1105 (7.8%) email messages, we identified
106 sentences, each containing a verb or adjective associated with emotional content. Work by
Balahur et al. (2012) and Hassan and Radev (2010) outlined the importance of identifying the
polarity of words from unstructured text as it has many real life applications including text
classification, text filtering, analysis of product review, analysis of responses to surveys, and
mining online discussions. As Gupta et al. (2012) demonstrated that discovery of emotions
linked to negative polarity provide valuable feedback, we included emotional polarity in our
analysis. From 106 sentences, 55 (51.9%) were associated with positive polarity versus 42 (39.6%)
associated with negative polarity (Table 4.7). Regardless of their polarity most emails were sent
directly to the project manager. This finding suggests team members are more likely to express
judgements, assessments and emotions when communicating with their project manager rather
than other team members. Common source of emotional content associated with either polarity
was the ’WRITER’ (team member) as textual phrases identified from those email messages
mostly contained subject “I”. This finding suggest that team members most commonly expressed
their own emotions. On the basis of the polarity this approach allows the project manager to
discover overall sentiment within the project or compare sentiments between projects.
However, regardless to number of messages related to emotions and their polarity we found
that discovery of messages about team members’ judgements, assessments and emotions toward
various features such as an entity (e.g. server, network, person), an event (e.g. code release,
meeting) and its attributes provide more detailed information to the project manager. Our
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approach allows project managers to reveal opinions reflective of team member’s feelings towards
those features. This is very important especially when team members’ email content within a
project reveals negative opinions or feelings towards a certain feature. For example, our within
case sentence analysis for emotional content reveals team member’s disappointment regarding
another project team (sub-contractor). Through the use of our “ProCommFeedback” analysis
tool which incorporates Stanford parser, GALC and GI capabilities, in this instance we identified
I as subject, disappointed as verb and sub-contractor as object. Please note name of the sub-
contractor (a software company) has been de-identified. The verb is then automatically linked to
DISAPPOINTMENT GALC effect, which is in turn is linked by GI to negative polarity. Further
investigation of this finding reveals the team member’s judgement and assessment on the basis
of the sub-contractor’s lack of performance is supported by negative emotion (disappointment)
as demonstrated in this email message excerpt “That’s disappointing from (sub-contractor).
In many ways I’d like to stick with them, but patience is wearing thin...If we don’t see action
(and preferably a fix) by then we have to swap contractors or risk going to the launch without a
product.”. This type of information could be potentially useful to the project manager, especially
when there are frequent complains about a certain feature such as, in this instance, another
team. Our within case analysis shows that sentiments and opinions of team members were
also expressed (either positively or negatively) towards other entities such as server, network,
person and events such as code releases, meetings and presentations. In the previous example we
demonstrated how emotion mining can be used in projects to determine the sentiment, attitude
or opinion of an author (team member) expressed in texts with respect to an entity. While
discovery of sentiments and opinions about an entity was used by many authors including Pekar
and Ou (2008) (features of a hotel), Pimpalkar (2013) (features of a movie), and Coussement and
Poel (2009) and Gupta et al. (2012) (customer care), we did not find evidence of using emotional
analysis for the purposes of project management.
Garcia et al. (2013) claims that software developers, as team members, are more likely to
become inactive when they express strong positive or negative emotions. The authors find that
it is the emotional intensity which defines activity, rather than its polarity in terms of positive or
negative emotions. This finding suggests that focus of emotional analysis, in addition to an entity
or an event, should be also put on the person. Our approach incorporates this approach where
results of the emotional analysis can be grouped by team member regardless to number of emails
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containing emotional content or emotional polarity. For example, in Project 4, project managers
in-box contains 50 email messages from team member Z.S. From those messages, nine problems
were identified, mostly related to the team member’s problems due to technical issues (software
code, network connection, server issues) and lack of resources (waiting for new server). Emotional
analysis from the team member’s emails revealed his frustration with server connection dropping
very often, and a dissatisfaction with project manager being late in delivering the server. These
findings illustrate the relationship between discovery of negative emotions and problems as well
as their association with a particular person. For example, in these email excerpts “any idea
why the server keeps dropping connection? it’s making compiling and svn so frustrating”, “finally
argghhhh! it’s really slow”, and “we are battling with an unstable server” the member’s emotional
intensity is evident through expression of frustration with the server. In relation to his project
tasks of developing, compiling and uploading software source code on the server, his frustration
with the server and inability to complete tasks as expected is likely to effect his task performance
and which in turn could slow project progress. In addition to discovery of negative opinions
or feelings towards a certain feature, this type of information related to members’ emotional
intensity could be potentially useful, especially when the project manager’s primary focus is on a
person. Discovery of team members’ socio-emotional reactions expressed through their projects
related communication is an important field of project related research as it has the potential
to provide better understanding of their judgements, assessments and emotions toward various
entities, events and their attributes. This information is potentially useful for the purpose of
project management practices as it could confirm or provide previously unknown knowledge
about project actuality.
Evidence of hidden meanings in text (lexical patterns)
In addition to matching verbs and adjectives against affective states we applied grammatical
lexical pattern analysis. Not every email message contains text related to lexical patterns. Across
all case studies we found that texts with hidden meanings were not commonly used by team
members. Only 92 sentences from 7.2% of email messages contained lexical patterns linked to
hidden meaning of texts. We revealed two common writing methods that contained hidden
meanings in team members’ text: a) usage of upper case characters, emoticons, and exclamation
marks to emphasise feelings, emotions and moods, and b) usage of question marks, filled pauses
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and hesitation devices such as “Uuhm”, “uh”, “ah” and “oh” to express hesitation, realisation
and doubt. For example in this email excerpt “IS THIS BROKEN DOWN INTO FIRST NAME
& SURNAME??????” upper case characters and question marks contain hidden meaning of text
as the team member wanted to emphasise his obvious frustration. However, due to absence of
affect features we interpreted this text as “I not sure DB field” with subject “I”, negation “not”,
verb “sure” and object “DB (database) field”. Information given to the project manager for this
message excerpt was “The writer (Team Member) puts emphasis on his understanding of DB
fields.”. The final result gives information to the project manager that could be identified as a
barrier that possibly slows continuation.
Throughout analysis of over one thousand emails from five distinct ICT projects we identified
diverse characteristics of emails sent to project managers. The characteristics are extracted from
analysis of “communication” and “communication content”. Analysis of “communication” is
based on feature values extracted from email headers and summation of email texts with focus
on features that describe structure and nature of the incoming communication. Analysis of
“communication content” is based on parsing of sentences and phrases extracted from email texts
for discovery of features of incoming communication associated with PEEL elements and their
values.
Summary of analysis of “communication” and “communication content”
This short section is a summary answer to the second sub-question: Which feature values
characterise emails from the project manager’s in-box? In the majority of emails, project
managers are the primary recipients. The managers receive emails from various sources including
external and internal team members, clients, as well as their heads of department. However,
the majority of emails in each project are received from a small number of project participants,
regardless of a project’s communication volume and communication frequency. This finding
suggests that emails in project managers’ in-box are more likely to originate from a small number
of key members. Majority of email messages sent to the managers are expressed in short texts.
Senders’ intent for sending an email are equally “informative” and “requestive”. From the
project manager’s point, “informative” intent have the purpose to either keep the message receiver
in the loop about the status of tasks which could be ticked off as completed or progressing well,
or to provide the receiver with information about the topic that they may be interested in. These
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type of emails do not put burden on the email recipient, most commonly the manager, as in
either case the recipient is often not required or expected to perform any action.
When senders’ intent is “requestive”, the messages are driven by “conversations for action”
where their requests are characterised by expected responses. In those cases much of the burden of
communication falls on the email recipient, most commonly the managers, as the communication
is characterised by peri-synchronously emails in which senders have expectations. Analysis
of those messages reveal senders have two expectation types: action expectation and reply
expectation. The first type refers to sender’s expectation of the message receiver to take some
action on the basis of the email content. The second type refers to sender’s level of expectation
to receive a response shortly. This type of communication has implications on project progress
as it is often associated with discussions and/or unresolved issues which require further actions
until mutual recognition and completion are reached.
On the basis of sentences and phrases parsed from email texts, analysis of “communication
content” for discovery of PEEL features reveal the emails are mostly characterised by senders’
expectations. This characteristic is associated with “requestive” sender’s intent discussed above.
Additional characteristics include senders’ reports on various problems mostly linked to inability
to complete project tasks due to knowledge, technical and resource constraints. Most common
source of knowledge problems was the ’WRITER’ suggesting that senders mainly report on
knowledge problems related to themselves. Emails from incoming communication rarely contain
emotional content associated with effective states and hidden meaning of texts; however, they
are more likely to be evident in projects where teams work in a virtual environment.
5.3 Communication metrics
Discussions in this section are related to our findings reported in Section 4.5 the third research
sub-question: How does analysis of the email characteristics lead to identification of
communication metrics? Bruegge and Dutoit (1997) introduced the term “communication
metrics” to denote measures derived from communication records and claim that metrics on
communication generated by email can be used to gain significant insight into the project
development process that produced them. However, their approach was limited for our study
as it was developed in the context of software development and did not include communication
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semantics. In our work measurable characteristics of communication were used in such way
that information extracted from “communication” and “communication content” provided
“metrics” used to identify which email characteristics might negatively affect the project, the
project manager and a team member. To achieve this goal, we engaged with project managers
from several case studies and evaluated results from the analysis of “communication” and
“communication content”. This resulted to development of “critical scenario metrics” and “PEEL
metrics”, in which the evidence of specific feature value pairs were used for identification of
critical barriers that were likely to slow continuation of project and project task progress until
mutual recognition and completion was reached.
The first metric uses specific nature of communication feature values classified on the basis of
particular email characteristics such as “requestive” intents, task completion problems, urgent
reply expectations, and action expectations. The second metric uses specific PEEL feature values
in order to draw project manager’s attention to problems and issues, emotions and affects linked
to negative polarity, expectations, as well as expressions of sentiment discovered from hidden
texts such as upper case characters, emphasis, exclamations and emoticons.
Critical Scenario Metric
By measuring which objective and subjective features of communication structure have strong
association with critical case scenario feature values we were able to identify critical barriers
that slow continuation of project progress. Project managers from our case studies indicated
that five feature values of “structure of communication” were likely to have negative effect on
the message recipient (project manager), the sender (team member) and the project. Appendix
B, Table B.10 lists the five identified “Critical Case Scenario” features and their values. Three
feature value pairs were associated with negative impact on the project manager including:
• high workload demand on the project manager. Classification is based on the specific values
of the “sender’s reason for sending message” feature including: Task completion problem,
3rd party problem, Extension request, F2F meeting request, Team member problem, Sub-task
request (TM to PM), Further discussion required and Phone hookup request.
• high reply demand on the project manager. Classification is based on the specific values of
the “message type” feature including: Request for action, Request for information or a
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document, and Request for a meeting or other communication.
• indirect communication. Classification is based on the specific values of the “send method”
feature including: Cc:, Bcc:, Fwd:, Mail List:. For example the managers indicated that
indirect communication was less desirable than direct communication. Two reasons were
given for the explanation: a) managers were less likely to take action on the basis of the
email content or feel greater need to reply to those email messages but this practice often
resulted in email overload in their email in-box, and b) it required archiving large volumes
of “indirect communication” emails for possible further references.
The high reply urgency demand on the project manager feature value was associated with negative
impact on both the team member and the project manager. Classification is based on the specific
values of the “sender’s reply expectation” feature including: STATED BY TM WITHOUT
HIGH URGENCY and STATED BY TM WITH HIGH URGENCY. In those cases, as the team
member explicitly stated reply expectations in the message, peri-synchronously exchange of
emails was expected. This opened the possibility to cause negative impact on the message sender
(team member) while waiting for the reply and the message recipient (project manager) who was
expected to respond in a timely manner. Negative impact on the project (via task completion)
was associated with cases where task completion was not considered completed when the message
was sent. It was agreed by the project managers that the “critical case scenario” is a situation
where large proportions of these feature value pairs are discovered.
Usage of the “Critical Scenario Metric” is illustrated in Figure 4.34 (Section 4.5) where
proportions of the five feature value “critical case scenario” pairs are shown for each project
represented by a colour coded line. The black area shows proportions across all projects
(average). Explanation of the findings in relation to the graph are listed in Table 4.12. These
findings demonstrate how email characteristics extracted from analysis of communication lead to
identification of communication metrics.
PEEL Metric
The second metric uses proportions of Problems, Emotions, Expectations and Lexical Patterns
based on sentences and phrases extracted from email texts. Usage of the “PEEL Metric” is
illustrated in Figure 4.35 (Section 4.5) where proportions of the four PEEL elements are shown
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for each project represented by a colour coded bar.
Furthermore, for each PEEL element we provided further analysis of their values with
similarity and difference comparisons between the projects. Please note these findings are
only relevant for the purpose of this thesis demonstrating that communication metrics can be
used for comparison between projects. The purpose of PEEL metrics was to draw the project
manager’s attention to those PEEL element-value pairs with high proportion. In addition
to discovery of communication characteristics PEEL analysis can be used to answer project
manager’s enquiries such as “What issues were reported by team members?”, “What were team
members expectations?” or “What caused team members’ frustration or dissatisfaction?”. For
each PEEL element we found that “source” as being the origin of the element together with
the proportions provided more useful information to project managers. For example, sentences
associated with emotional texts with verbs linked to negative polarity and subject “I” could
provide valuable feedback to project managers drawing attention to sentences reflecting the
sender’s frustration or dissatisfaction.
Summary of analysis of “communication metrics”
This short section is a summary answer to the third sub-question: How does analysis of the
email characteristics lead to identification of communication metrics? In this section
we demonstrated how our “communication metrics” could be applied to project emails. Through
measurable characteristics of communication we are able to identify and quantify feature values
that are associated with negative impact on both the team member and the project manager as
well as project progress. This measure can be also applied for comparison between projects.
Results from communication metrics emerged as significant in the context of this research.
With the use of communication metrics, findings from the “within case” analysis (included
in a CD appended to this thesis in the form of communication reports) provide significant
insight into the project development processes associated with critical barriers that were likely
to slow project progress. These insights were useful for project managers as it enabled them, for
example, to identify project issues which required further actions or urgency, identify which team
members reported insufficient knowledge in which areas, or identify sources of team members’
dissatisfactions and frustrations. Furthermore, the metrics enabled insights into team members’
communication practices such as forwarded email messages that were likely to increase recipients
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information overload.
In this section we identified features and feature values used for development of communication
metrics. We introduced two distinct communication metrics and applied them in analysis of
emails from our five case studies. Through our analysis of communication and communication
content with the application of metrics we demonstrated that metrics can be used to identify
important elements of project activities. Our development and validation of the metrics as
well as results obtained from the metrics from each case study were validated by four project
managers. Our contribution extends on investigations of communication metrics presented in
Bacchelli (2011) and Bruegge and Dutoit (1997)
5.4 Improving project management practices
Discussions in this section are related to the last research sub-question: How can this knowl-
edge (extracted from team members’ emails) improve functioning of a project? and
our findings reported in Chapter 4. Two factors linked with projects underline the importance
of management in project performance. First, the project has to manage teams comprising of
different disciplines, and second, projects are characterised with complexity, risk, unknowns, and
uncertainties (Davis 2014). According to Mishra et al. (2011) and Pinto and Slevin (1987) for
successful project outcome the manager must define and monitor multi-dimensional factors that
are critical for project success. In relation to project success it was also suggested that project
management social science based bottom-up approach, focused on the actors and their activities,
and experiences while performing these activities give greater knowledge of the actuality of the
project which helps the project manager to improve the functioning of the project (Andersen
2010; Blomquist et al. 2010; Hallgren and Maaninen-Olsson 2009; Hodgson and Cicmil 2006;
Ingason and Jo´nasson 2009).
Through implementation of our practical toolkit and provision of communication reports
for each case study (included in a CD appended to this document) our findings suggest that
a) incoming communication records can be used for monitoring of project progress through
observations of actors, their activities, and experiences while performing these activities: and b)
this knowledge can be used for identification and measuring of multi-dimensional factors that
are critical for project success.
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Knowledge extracted from team members’ emails
Papke-Shields et al. (2010) suggests that achieving project success seems to be enhanced by
understanding what is involved in the project, maintaining an understanding of any changes to
that scope, consistently monitoring the progress of the project, keeping those interested in the
project informed, and having an effective team to work on the project. In relation to those claims
our findings suggest that in addition to traditional methods monitoring of project progress can
be achieved through analysis of communication records. This finding contributes to the fields
of project management and communication by providing the link between the fields through
“macro” and “micro” views on incoming communication. Benefit is based on “real time analysis”
where metrics on communication, generated by email automated data capturing process, can
be used to gain significant insight into the project development process that produced them as
suggested by Bruegge and Dutoit (1997).
Multi-feature model for holistic view of communication
From Sections 4.3 and 4.4 we can see that our multi-feature (factor) model called “Email Feedback
Analysis” (EFA) is more likely to provide a holistic view of project communication in the context
of team members’ feedback through specific texts about task related communication in relation to
project activities. Figure 2.6 provides an illustration of the preliminary EFA model while Figure
5.2 provides illustration of the final EFA model. The model is new, because it is multi-variant,
with two views as components. The “communication” and “communication content” analysis
provide two different views based on the macro and micro level of analysis, both reflecting
team members’ psychological and physical (work and communication) engagement in projects,
their relationship with the project manager as well as project managers’ “recipient’s burden” of
managing email in projects.
The “macro” view of incoming communication
The first view describes the “communication” component through 13 features: seven “structure
of communication” features with their distinct feature values, the corresponding six “nature
of communication” and their mappings as listed in Appendix B, Tables B.1 and Table 4.3).
“structure of communication” is used to describe communication, “nature of communication” is
used to describe effects of the communication on the project, team members and the project
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manager. On the “macro” level features and their values from the “communication” analysis pro-
vide significant insights into team members’ practices and attitudes in relation to communication
as a whole. For example, the managers indicated that certain reasons for sending message such
as “Further Discussion Required” or “Task Completion Problem” were more likely to increase
their workload, meaning they were likely to take some action on the basis of the email content.
Discovery of a single message associated with team member’s request for action on behalf of the
message receiver, the project manager, does not mean that workload of the project manager has
increased. However, discovery of larger proportion of such messages provides useful knowledge to
project managers indicating that communication has negative effect (higher workload demand)
on the project manager. We call this “macro” view of communication, as information extracted
from a single message is not sufficient to provide useful knowledge to project managers.
The “micro” view of incoming communication
The second view describes the “communication content” component where PEEL analysis,
consisting of four features and their corresponding values (see Appendix B Section B) provides
the “micro” view of communication on the basis of linguistics. This component refers to analysis
of sentences and phrases extracted from email texts for discovery of the four PEEL features and
their values. This approach provides significant insights into team members’ personal perceptions
and experiences in the context of project related activities. For example, extraction of this
message sentence “A serious issue has been discovered that may cause data corruption in 4.1.0
databases”. is associated with team member’s problem due to technical constraints. While this
information from a single email message is not sufficient to provide useful knowledge, it provides
information in the context of constraints and issues related to project related activities.
Results from our analysis of over a thousand email messages suggests that our multi-feature
EFA model can be used to meet managers’ informational needs. On the basis of this multi-
feature approach, “communication” and “communication content” analysis enable “macro” and
“micro” views of incoming communication. This approach in turn, provides qualitative richness of
information by capturing both factual (technical) and personal (human) factors of communication
and converting them into measurable descriptions of team members’ engagement in projects. In
order to be useful to project managers, this information needs to be converted into knowledge
that could provide a foundation for improving the functioning of the project. In this context, we
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provide evidence of linking extracted information from project related emails to critical success
factors (CSFs) and discuss their application of influencing or guiding project management actions.
Linking email analysis and discovery of critical success factors (CSFs)
Findings from Mishra et al. (2011) suggest that earlier researchers have not focused on the
role of “soft” or people dimension of the project management and there is greater need for
identifying the human issues in project management in order to achieve success in project based
enterprises. These findings are in line with Kerzner (2013) who claims that people-related issues
play a crucial role in project performance, underlining the importance of a project managers
management and leadership roles and Scott-Young and Samson (2008) who claims that existing
project management research has not clearly identified the people side of project i.e. human side
in the role of project success.
While the research community increasingly analyse project related email texts for identification
of social networks (Laclavik et al. 2011), work-flows (Scerri et al. 2008), action items (Carvalho
and Cohen 2005; Scerri et al. 2010), issues (Bacchelli et al. 2011; Ohkura et al. 2006b) and
expectations (Scerri et al. 2007); there is no direct evidence of linking extracted information
from project related emails to critical success factors (CSFs) nor how can they be used to
influence or guide project management actions. As a part of our analysis, we explored the
structural linkages between these factors and provided a detailed discussion about these linkages.
Further, we discussed how to use these linkages to improve project performance from research
and practitioner’s perspectives.
According to Pinto and Slevin (1987) project monitoring and feedback refers not only to
project schedule and budget, but to monitoring performance of members of the project team.
Adequate monitoring and feedback mechanisms gives the project manager the ability to anticipate
problems, to oversee corrective measures, and to ensure that no deficiencies are overlooked. Our
set of CSFs was based on proposed multi-factor models such as those discussed by Fortune and
White (2006) and Pinto and Slevin (1987) focusing on technical “hard” as well as people-related
“soft” factors including feedback and resources as well as knowledge, experiences and skills of
team members which are extracted from incoming communication. There were several reasons
for choosing the set of CSFs from Pinto and Slevin (1987). Recent findings by Davis (2014)
(Bibexcel results) revealed that Pinto was the most cited author linked to the assessment of
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project success. In addition Pinto and Slevin (1987) are recognised as the authors of the most
widely used success factor list where success criteria is based on performance indicators that can
be monitored during project execution. By using this list as a baseline, we incorporated a set of
“critical success factors” (with mappings to components of the “Formal System Model”) with our
findings from communication analysis and the following mappings:
• People - Knowledge and Skills
Linked to sentences associated with problems due to insufficient knowledge, insufficient
skills and non-understanding of instructions (does not understand what is required or does
not know how to complete the task due to insufficient knowledge or skills)
• People - Expectations
Linked to sentences in which team members expected of the message receiver, in most cases
their project manager, to complete a task, provide information, confirmation, feedback,
opinion or simply give acknowledgement.
• People - Emotions
Linked to sentences associated with negative socio-emotional reactions. These were ex-
pressed through verbs linked to negative polarity or through hidden meanings in text
(lexical patterns). This information is used to identify team members’ reactions to their
negative experiences while performing project activities.
• People - No Time
Linked to sentences associated with problems due to time constrains (no time assigned for
the task, or unable to deliver due to other commitments).
• Resource - Information
Linked to sentences associated with problems due to lack of informative resources (no
documentation, manuals, configuration settings, no templates).
• Resource - Technology
Linked to sentences associated with problems due to technical constrains (power failure,
network unreachable, server down, IT services unavailable, insufficient hardware/software).
• Resource - Suppliers/Contractors
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Linked to sentences associated with problems due to other team members (e.g. waiting for
their task completion)
Our results from the “Concluding Remarks” section of each communication report (included in
the CD) provide evidence that extracted knowledge from incoming communication records can be
used for measuring project success on the basis of performance monitoring. This information was
filtered through the use of communication metrics mapped to compiled list of CSFs. By extracting
this information from team members’ emails and linking it to CSFs such as communication,
feedback, knowledge, experiences, skills and resources, we were able to provide useful knowledge
to project managers in the extent to which it can influence and/or guide project managers’
actions for improving practices of current or future projects. In order to avoid repeating of
results already available on the CD we present findings from Case Studies 1 and 6 (Section 4.6 as
shown in Tables 4.18 and 4.19) which demonstrate the linkage between communication metrics
and CSFs. For example, one of critical factors for Project 6 (see Table 4.19) labelled as “People -
Knowledge and Skills” was linked to knowledge and skill related problems. The results revealed
that 10 messages (7% out of 138) contained these problems mostly reported by three team
members (names were provided to project manager). In several of the messages team members’
were not sure about company procedures; e.g. “Who do I assign these to?”; . . . “Shell I close
Mercury (server)?”. There was also evidence about team members reporting about knowledge
issues in regard to other team members; e.g. “S.I. is not familiar with the new GUI and was
asking questions.”;. . . “Is he familiar with QC? Need training?”; and . . . “T. is not sure what
to do.” According to our communication metrics these messages were of importance to the
project manager due to strong association with high workload/reply/reply urgency demand on
the project manager. On the basis of this knowledge with focus on identified set of people-related
performance factors the manager can improve functioning of the project by providing specific
information or training.
Summary of “improving project management practices”
This short section is a summary answer to the last research sub-question: How can this
knowledge (extracted from team members’ emails) improve functioning of a project?
In this section we discussed usage of features extracted from team members’ emails that are
specific to project management. Current literature on email analysis (Sections 2.3 and 2.6) do
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not provide a feature set specific to knowledge discovery from project managers’ email in-box.
While several authors (Fortune and White 2006; Papke-Shields et al. 2010; Pinto and Slevin
1987) found that identification and maintenance of critical success factors could be used as proxy
measure for, and a predictor of, project success, the purpose of our approach was not to predict
or measure project success. Our aim was to demonstrate when linked to critical success factors,
information extracted from team members’ emails provide evidence based information as to areas
in need of improvement. According to Turner and Zolin (2012), project manager and project team
have to make judgements during project execution about whether the project will be successful,
and inevitably they focus on the immediate goals. In this section we identified a set of success
and failure factors and leading performance indicators that can be measured by the project
manager and project team during project execution that can potentially forecast those different
perceptions of performance. By incorporating communication structure, PEEL analysis and
critical case scenarios in our communication reports (on the CD) we provided project managers
with insights into different facets. From examples above it is easy to envisage how information
rich reporting on communication can be integrated with project managers’ set of tools. By
identifying CSFs linked to absence of knowledge, negative emotions, mismatched expectations,
urgency and messages associated with non-completed tasks and requests we pointed project
mangers to areas that need to be or could be addressed. This potentially useful knowledge gives
project managers foundation for improving the functioning of the project. To our knowledge
there is no current research linking analysis of emails to project management.
5.5 Answering the main research question
Discussions in this section are related to the main research question: To what extent can
knowledge discovery from a project manager’s email in-box be used to improve the
functioning of a project?
The initial model, illustrated in Figure 2.6 was based on significant shortcomings in the
existing literature. After addressing the four research sub-questions we revisited our initial model
and propose the final model as illustrated in Figure 5.2. As illustrated in Figure 5.2 insights into
the project situation are obtained through analysis of incoming communication. On the bases
of this knowledge the project manager can decide how to disseminate this information or take
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actions to improve the functioning of the project. In answering the “to what extent?” question
we are not looking whether it is to a “great extent” or “not a significant extent” but rather using
explanatory answer describing what this knowledge consists of (what do we know?) and what is
its potential to influence and/or guide project managers’ action.
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Figure 5.2: Email Feedback Analysis (EFA) model
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In the top layer of Figure 5.2, the “START” label denotes that project communication
between team members and the project manager is initialised by their engagement in regard to
completion of planned project tasks which are described in project schedules. The model embeds
relationship between team members and the project manager through incoming communication
where team members’ feedback in regard to project activities is expressed in the form of written
records. In the second layer, project engagement is represented by two elliptical shapes: the left
represents work process by a team member, while the elliptical shape on the right side represents
decision process by the project manager. The arrow denotes the relationship between team
members and the manager is driven by expectations in such way that each party has expectations
with the progression of steps towards mutual recognition and completion of project tasks. In the
third layer, incoming communication flows from team member’s email out-box to the project
manager’s email in-box. For illustrative purposes we only show communication path of a single
team member despite the fact that many team members send emails to the project manager in
which case the managers email in-box (including archived messages stored in other folders) is
serving as a “neck of hourglass”. In the fourth layer, the model shows that monitoring of of
actors (team members), their activities and experiences while performing these activities can be
achieved through email analysis which includes coding of emails’ header and text.
The “Email Feedback Analysis” (EFA) model, shown in the last layer of Figure 5.2, consists
of seven phases. In the first phase, data collection includes extraction of emails from project
manager’s email in-box for the given project. In the second and third phase of the analysis,
“ProCommFeedback” software containing proposed framework, taxonomy and the vocabulary is
used for coding of emails’ headers and texts. This process includes coding of “communication
structure” features as well as extraction of linguistic information from sentences and phrases for
discovery of PEEL features. In the fourth phase classification of “communication nature” features
values is applied, followed by application of communication metrics and their mapping to critical
success factors. In the last phase of the analysis, communication reports provide descriptions of
team members’ communication activities and project activities, acting as observational tool for
project managers. These insights are then presented as knowledge that can be potentially useful
to project managers for decision making in regard to ongoing projects or future projects.
From the preliminary questionnaire we found that project managers did not see email as
a potentially useful repository of knowledge during life-time of a project or after the project
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was completed. However, when our EFA model was implemented to analysis of incoming
communication from five case studies the results showed the potential to be highly beneficial for
the purposes of project management. In order to demonstrate this claim we discuss two questions
related to the main research question: a) what is knowledge discovery in the context of incoming
communication? and b) on what basis can managers improve the functioning of a project?
Papke-Shields et al. (2010) suggest that beside traditional triple constraint, for project success
focus on people-related areas such as risk and communication, considered as “softer”, and more
difficult to quantify should be considered. As stated earlier, analysis of incoming communication
is used for observation of actors, their activities and their experiences while performing these
activities. According to Kahn (1992) and Welch (2011) communication has been identified
as an underlying factor associated with employee engagement. Engagement is directly linked
team members’ performance which in turn determines project progress. In the EFA model
multi-variant observations based on “communication” (macro view) and “communication content”
(micro view) contribute to the understanding of team members psychological engagement, their
physical engagement and finally on the communication engagement between the sender (team
member) and the receiver (project manager). Psychological engagement is evident when team
members use emails to express their experiences, thoughts, ideas, opinions, reflections and feelings
to their project manager (and other team members). The psychological engagement in this
instance acts as a self-driven mechanism for expressing in words reflections and experiences about
their physical engagement related to act of “doing” (completing project tasks). Communication
engagement is linked to physical and psychological engagement therefore it acts as a relationship
between the sender and the receiver, as well as a vehicle for the transfer of written content such
as thoughts and status updates.
Understanding engagement involves “decoding” of incoming emails through implementation
of “communication structure and nature” and “PEEL” features and their values. In order to
increase the value of this information we need to convert it to knowledge which has potential to
influence and/or guide project managers’ action. This is achieved through application of the
“critical case scenario” and “PEEL” metrics which act as a filter for “communication nature”
and “PEEL” feature values. In addition, “PEEL” metrics are linked to “critical success factors”.
This knowledge is then used to provide significant insight into the project development processes
associated with critical barriers that were likely to slow project progress. Additional knowledge
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about the communication engagement is also obtained from “communication structure and
nature” features. Through observations based on “communication” macro view this includes for
example communication group size, communication type, frequency and communication urgency.
The following example demonstrates knowledge based on observation of team members
physical engagement. This knowledge is identified as important to draw project manager’s
attention to areas that should be addressed:
• Problems reported by team members provide insights into project issues
Analysis of textual content of emails revealed that team members’ were often not able to
complete a project task due to insufficient knowledge. Further analysis of these sentences
showed that the source of the knowledge problems was often the ’WRITER’. For example,
in this message excerpt “I was not sure what is the right place to add this.” the subject
“I” indicates that the writer reports about insufficient knowledge of himself. The finding
indicates that across all projects team members as message writers reported on knowledge
problems commonly related to themselves. While this finding is to some degree expected,
it is important to note that discovery of problems reported in project emails have different
meaning when the “source” attribute is taken into account.
The second most common problem category was due to technical constraints (e.g. power
failure, network unreachable, server down, IT services unavailable) and problems due to
lack of resources (e.g. no templates, no documentation, no written instructions). From
the project manager’s point of view those messages were associated with project tasks and
sub-tasks which were not progressing well.
In this instance the project manager can use results from the analysis and identify members
and areas of their insufficient knowledge. In order to improve functioning of the project the
manager can provide additional information, organise workshops, additional training, or assign
another person to assist in this matter.
The following example demonstrates knowledge based on observation of team members
psychological engagement. This knowledge is identified as important to draw project manager’s
attention to areas that should be addressed:
• There is evidence of emotional content in team members’ emails.
Only a small proportion of email messages contained emotional sentences each containing
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a verb or adjective associated with emotional content. However, discovery of emotions
provided valuable feedback to project managers, as they could be linked to negative polarity,
identifying team members’ reactions to their negative experiences while performing project
activities. In addition to discovery of verbs linked to emotional content we applied lexical
pattern analysis. The analysis revealed usage of upper case characters, emoticons, and
exclamation marks to emphasise feelings, emotions and moods, and usage of question marks,
filled pauses and hesitation devices to express hesitation, realisation and doubt. From the
project manager’s point of view those messages draw attention to issues associated with
project tasks and sub-tasks which were not progressing well.
In this instance the project manager can use results from the analysis and identify messages
in which the sender expressed negative opinions/sentiment related to emotions such as anger,
fear, sadness, and disgust. In addition the manager can identify messages linked to urgency
which for example contain exclamation marks that emphasise frustration. In order to improve
functioning of the project the manager can further investigate the issue and act accordingly (e.g.
provide support).
The following observations focusing on people-related communication engagement were
identified as important to draw attention to areas that should be addressed:
• “Requesting” communicative purposes place a burden on project managers.
Incoming communication characterised by requests and reply expectations resulted to time
management issues for both senders and receivers. The “requestive” communication was
characterised by “conversations for action” between senders as “requesters” and recipients
as “performers”. With intents to express questions, non-understanding, or requests for
information or a document team members as senders were driven by their needs to seek as-
sistance from message recipients. This type of communication was often associated with the
senders’ expectations that the assistance will be provided and actions will be completed by
the message recipient. This communication type places obligations on the email recipients,
most commonly project managers, to schedule and perform (or not perform) actions; or to
respond with some speech acts. From the project manager’s point of view these messages
were associated with project tasks and sub-tasks which were not progressing well.
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In this instance the project manager can use results from the analysis and identify messages
related to “requestive” communication. On the basis of this knowledge the manager can
identify common requests and act accordingly (e.g. assign a person to investigate why
“requestive” communication occurred and what were the issues).
• Action and reply expectations from email texts are mutually related.
Expectations were often present in emails when messages were associated with requests,
problems, hidden meanings in texts and emotions. Two types of team members’ expec-
tations were identified: action expectation and reply expectation. The first type refers to
message senders’ expectations of the message receiver to take some action on the basis
of the email content such as “provide a feedback”. The second type refers to message
senders’ level of expectation of receiving reply to the sent message. Message senders (team
members) rarely explicitly stated “reply expectation” in their messages for discovery of
reply expectation. Thus for level of urgency, common sense and linguistics were used.
Action expectations were related to increased level of reply expectations. From the project
manager’s point of view those messages were associated with project tasks and sub-tasks
which were not progressing well.
In this instance the project manager can use results from the analysis and identify messages
related to “requestive” communication and reply urgency. On the basis of this knowledge
the manager can identify requests that were urgent and act accordingly.
The following observations focusing on people-related communication engagement were
identified as areas that worked well:
• Emails with low reply expectation inform of task completion.
In a fraction of team members’ messages across all case studies the main purpose for
communication was to simply “inform” about completion of an ongoing project task or
provide a feedback to an earlier request. This type of message was used for completion
of the conversational structure called “dance” in which requester/promiser roles often
interchanged and the acts generated the structure for further conversation. In these
cases team members as “performers” informed the “requesters” about the completed
requests and most commonly did not have any further reply expectations rather than
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simple acknowledgements. From the project manager’s point of view these messages were
associated with project tasks and sub-tasks which could be ticked off as completed or
progressing well.
This mechanism gives the project manager the ability to anticipate problems, to oversee
corrective measures, and to ensure that no deficiencies are overlooked. However, it also gives the
manager ability to identify areas that worked well.
After we completed analysis of each case study the managers’ feedback on created communi-
cation reports indicate their surprise by attention to the very detail of the project communication
analysis the accuracy with which the results came up after analysing few hundred emails. Fur-
thermore, our findings in the reports raised awareness about the importance of email analysis
for the purposes of project management. The managers found application of our EFA model
interesting, useful and highly beneficial for large projects where a project manager does not have
sufficient day to day contact with all their staff.
5.6 Chapter summary
In this chapter we addressed the four sub-questions and then the major research question,
identifying how these answers can advance and contribute to our understanding of linking
information retrieved from project managers’ email in-box to project management. Such linking,
using a uniquely constructed theoretical model from prior literature, allows the discovery of
knowledge that can significantly improve the functioning of projects that use email for effective
communication. We proposed, developed, implemented and modified a model called “Email
Feedback Analysis” (EFA) to acquire insightful and potentially useful knowledge on the actuality
of the project from the manager’s email in-box. We demonstrated that the model applied to
written inter-personal communication containing team members’ perceptions and their activities
can give additional knowledge to a project manager on the actuality of the project, hence used
by project managers for “calculations of reality”. The information provided to a project manager
enabled the identification of important elements of the structure and nature of communication that
are measurable characteristics of communication. Research aim of this study was to substantially
understand characteristics and issues discovered from the team members’ feedback with the
purpose to draw project manager’s attention to areas of concern. Project managers provided a
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positive feedback regarding this study and expressed interest in applying our method to other
projects.
Our framework provides a link between the team members’ work processes and project
managers’ decision processes. In between the two processes, planned events on one side and
actual events on the other side give reason for the communication. In cases where a project
managers do not have sufficient day-to-day contact with all their staff members, electronic
communication is often the only way for managers to find out about the actual events. When
outcomes of planned events, defined and described in project plans and scheduling, are not equal
to outcomes of actual events the project manager needs to identify issues and make reasoned
decisions which would improve the functioning of the project. However, decision making depends
on information and knowledge. While project managers have information and knowledge about
the planned events, communication holds information and knowledge about the actual events.
In our case project manager’s email in-box functions as a “neck of the hourglass” containing
external and internal communication from team members such as stakeholders, sub-contractors
and internal team reporting about the actual events.
Our approach demonstrated that analysis of team members’ feedback from emails, referring
to actual events, can be used for study of actors, their activities and their experiences performing
these activities. Better understanding of team members’ practices and expectations in relation
to communication with their project manager and “conversations for action” in context of
project tasks improves understanding of the individual’s role in contributing. This understanding
opens new doors to effective project management. In cases when contributions were affected
by some obstacles, observations of “communication” and “communication content” provided
insights into barriers on the functioning of the project. The insights provide information and
knowledge confirming what managers already know or provide new and previously unknown
knowledge. On the basis of this knowledge project managers make decisions. From this framework,
a comprehensive analysis of information and knowledge are transferred to decision processes
involving identification of deviations from the planned performance which are likely to lead to
significant problems in the project. Then necessary measures can be taken to correct or minimise
these significant deviations, e.g. solve the identified problems.
The main contributions of this thesis are: The model (EFA) that allows the processing of
project email communication repositories to identify important elements of project activity useful
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for project managers; the insights into the effectiveness of communication within a project; as
well as a metric for comparing communications across projects. To the best of our knowledge,
there is currently no research on project managers’ awareness that analysis of “communication”
and “communication content” can provide useful information about team members’ practices,
expectations as well as objective and subjective outputs thus used for improving the functioning
of the project and management practices.
The model captures factual (objective) outputs with status of performed tasks, problems and
challenges as well as personal (subjective) outputs such as needs, expectations and emotions.
These are captured through analysis of seven initial “communication structure” features as
well as PEEL features. The information is extracted from the email message header and the
message body (content text). However, “communication structure” features are based on an
analysis of a whole message while PEEL features are based on analysis of individual phrases
extracted from message text sentences. The “communication nature” features are aggregated
from the “communication structure” features and used to measure how communication affects
the project (task completion), the project manager and a team member. Finally, a sub-set of
the “communication nature” features called “critical case scenario” is used to outline facets that
are associated with negative effects. This approach was applied to five case studies containing
1105 messages. Throughout our analysis we defined a full set of features and built a large list
of feature values. While these feature values were used for analysis, they provide useful and
semantically rich repository for other researchers.
Prior to our study we did not find any evidence in current literature that managers used
any formal review of emails content. To best of our knowledge there is currently no research
on project managers’ awareness that analysis of “communication” and “communication content”
can provide useful information about team members practices, expectations as well as objective
and subjective outputs thus used for improving the functioning of the project and management
practices.
Adopting the EFA model presented in this chapter enables such formal email content reviews
to be undertaken. The limitations and implications for this form of email analysis, along with a
summary of this study, will be presented in the next and concluding chapter.
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Chapter 6
Conclusion
This final chapter will summarise the substantive findings from the analyses of team members’ in-
coming communication records from five distinct projects as well as the theoretical and practical
implications. Finally, this chapter will highlight the limitations of this study and recommend
possible directions for future research.
The main purpose of this study was to provide conceptual understanding of the role that
incoming email communication plays in the context of project management in such a way that
extracted knowledge from team members’ feedback can be used for monitoring multi-dimensional
factors that are critical for project success. Four research questions have been examined in
order to address the overall research question investigating the link between analysis of incoming
communication and its value to project management. The study was set out to explore the concept
of “knowledge discovery from the project manager’s email in-box” with the aim of addressing
the need for a methodology that integrates knowledge from incoming email communication
into project management practices. The research found that an analysis of the emails provides
the project manager with evidence based information as to what is working well and areas
in need of improvement. This information in turn can be used to guide decision making and
ultimately project outcomes. The literature review started with early research investigating ever
increasing organisational use of emails as a primary method of communication where specific
events or issues are discussed and related tasks are received and delegated. With a focus on
email in-box functioning as a visual device for maintaining the context of ongoing activities
and email folders functioning as archival memory store where saved emails on diverse topics
can be referred for later use, conversations via emails were found to be valuable for the user as
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a personal information repository. These findings led to a growing interest in communication
research into the phenomena of discovering knowledge from such data repositories. In order to
understand how these information repositories relate to projects we investigated the literature on
project communication. The literature described communication as two directional; outgoing and
incoming, with the project manager in the centre serving as a “neck of hourglass”. The majority
of investigations perceive it objectively as outgoing data and information, often represented as a
communication plan developed by the project manager, describing what is to be communicated,
to whom, by whom, over what type of medium or channel and when. However, despite incoming
communication being a key aspect of understanding project actors, their activities, and their
experiences while performing these activities, currently there is no defined field of research linking
analysis of incoming project communication to project management.
In order to link incoming communication to project management, we further investigated
informational needs for project managers. The literature suggests that the project manager
is responsible for meeting the project success criteria. Achieving project success seems to be
enhanced by understanding what is involved in the project, maintaining an understanding
of any changes to that scope, consistently monitoring the progress of the project, keeping
those interested in the project informed, and having an effective team to work on the project.
Furthermore, additional literature of practice-based research on project management suggests
that a social science based bottom-up approach focusing on the study the actors, their activities
and experiences while performing these activities, gives greater knowledge of the actuality of the
project which helps the project manager to improve the functioning of the project. Therefore,
the concept of our approach was to meet complex informational needs of project managers’
through analysis of incoming communication records where the observations through factual
(technical) and personal (human) factors of communication enable “calculations of reality” for
the purposes of project monitoring and control. However, the research literature related to
analysis of project emails mainly addressed shortcomings of current email clients with a focus
on developing email management tools, helping users to summarise large-scale email archives.
The findings were that emails are used for exchange of project-specific information, driven by
“conversations for action”, where automated data capturing provided written records of personal
interactions between project managers, management, project team members, project stakeholders
and other individuals who may formally or informally be of importance to the project. We did
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not find any evidence of extensive research linking information extracted from emails to project
management. Various classification (assignment of an email message to one from a pre-defined
set of categories) and clustering (grouping messages with the same concept) techniques were
implemented to help users in summarising large-scale email archives. However, they were mainly
based on a single feature such as “intent of the sender”, therefore answering a single question
“Why was the message sent?”. We found this approach was insufficient to meet the informational
needs of project managers. From the review of the existing literature of email analysis and
project communication we identified four significant shortcomings made up of: (i) lack of features,
(ii) limited communication metrics, (iii) no link of email analysis to project monitoring, and (iv)
limited understanding of how knowledge from email analysis can help improve functioning of a
project.
6.1 Answering the research sub-questions and the main ques-
tion
The motivation for our study was to meet informational needs for project managers with a focus
of assisting the manager in identifying areas that work or are critical to the project success. This
potentially useful knowledge provides a foundation on which management action should be based
and therefore aids project managers’ decision making for current or future projects. In order to
contribute to new knowledge our study extended beyond traditional theories and literature on
outgoing project communication, focusing on incoming communication records as the centre of
interest.
The general theoretical literature on this subject and specifically in understanding of the
role and function of incoming communication records, such as emails, in the context of project
management is inconclusive on several vital questions. This study sought to tackle the gap in
the literature with a proposed “Email Feedback Analysis” (EFA) model (see Figure 2.6) of the
role of internal communication in enhancing project management in order to answer the main
research question:
To what extent can knowledge discovery from a project manager’s email in-box be
used to improve the functioning of a project?
Answering the main research question required de-fragmentation into key issues, addressed
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by four research sub-questions in the following order. Firstly, the study sought to develop a
better understanding of various factors of incoming communication in projects. This included
identification of multiple features embedded in emails, as well as coding and analysis of feature
values for the purpose of identifying various characteristics of incoming communication. Secondly,
this study sought to investigate how these characteristics play out in relation to meet project
manager’s informational needs with a focus of assisting the manager in identifying areas that work
or are critical to the project progress. This included introduction of measurable characteristics
of communication and mapping of these to multi-dimensional factors that are critical for project
success. Answers to the key issues addressed by the four research sub-questions and answer to
the main research question are summarised below.
Communication features extracted from a project manager’s email in-box
Project management related literature suggests that observation of actors, their activities and
experiences while performing these activities can be used for better understanding of “what
is actually done?” through project processes. This knowledge in turn can help the project
manager to improve the functioning of the project. As project managers email archives contain
written records of team members’ activities the aim of our study was to obtain these observations
through email analysis. However, email analysis approaches in the reviewed literature lack
qualitative richness describing “what is actually done?” through project processes. By mainly
using fewer features with focus on either factual (technical) or personal (human) factors, they are
not sufficient to meet informational needs for project managers which go far beyond descriptions
“who communicated to whom and for what purpose”. In order to overcome this limitation in this
study we identified 17 communication features grouped into three feature sets which are based
on both factual (technical) and personal (human) factors of communication.
The feature sets identified from analysis of emails from a project manager’s in-box enriched
informational needs for project managers by providing observations of team members’ project
related activities, their communication practices and observations of human factors. Our results
show that incoming communication between senders and receivers (team members and their
project manager) was complex. The variety of feature sets used in our study demonstrate that
project related incoming communication via email have a qualitative richness for describing “what
is actually done?” through project processes. The features also provided additional perspective
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of the relationships between message senders and receivers. The thematic analysis shows that
the prominent themes in the incoming communication centre around three main areas: (i)
descriptive characteristics of communication, (ii) measures for effects of communication, and;
(iii) identification of areas linked to critical success factors.
By identifying three sets of communication features from a project manager’s in-box we
demonstrated that a multi-feature approach with focus on both factual (technical) and personal
(human) factors is more likely to meet project managers’ complex informational needs especially
for the purposes of project monitoring and control. By observing actors, their activities and
experiences while performing these activities through their communication we provided qualitative
richness describing ‘what is actually done?” through project processes.
Feature values that characterise emails from a project manager’s in-box
In relation to the second sub-question the observations of “communication” and “communication
content” across five projects contributed to the understanding of common characteristics of
emails from project managers’ email in-boxes. The observations were based on the meaning of
coded feature values, their frequencies (and proportions) as well as relationships between the
features. Project managers’ email in-boxes provided references to actual project events and led
to the position that the in-box provided an information rich repository of written records related
to team members’ engagement in projects. In this study we identified many features (attributes)
that exist in a single email. When many emails come together in the mail-box it forms a large
group of messages with certain characteristics in regard to communication and communication
content providing significant insight into project progress as well as objective and subjective
parts of communication. These have been identified as an underlying factor associated with team
members’ engagement in such way that engagement in communication was directly related to
engagement in project activities. With this approach we demonstrated that email data mining
has great potential to create new knowledge which in turn enabled the project managers to
through communication better understand project progress.
Identification of communication metrics
Various studies suggest that measuring project success on the basis of performance monitoring
involves analysis of indicators for the state of project health on the behalf of project manager.
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However, there is only very little research using communication metrics to gain significant insight
into indicators for the state of project health. Analysis of objective and subjective parts of
communication contributed to the understanding of common characteristics of emails from
project managers’ email in-boxes. With this knowledge motivation for our study was to design
and apply “communication metrics” to project manager’s email in-box. In relation to the third
sub-question our results based on the analysis of feature values that characterise emails from a
project manager’s in-box provided empirical evidence that communication artefacts can generate
significant insight into indicators for the state of project health. The insights were based on
analysis of communication (the macro view) and on analysis of communication content (the
micro view). For both views we developed two types of metrics prospectively: “critical case
scenario” metric and the “PEEL” metric allowing measured comparison on those two levels.
Through measurable characteristics of communication the purpose of these metrics was to draw
the project manager’s attention to areas that worked well and areas that need consideration.
In cases of performance issues indicating that tasks and sub-tasks were not progressing well
team members’ “requestive” communication was characterised by “conversations for action”.
This type of communication implies an action by the message sender with varying levels of effect
(low/medium/high) on both the sender and the receiver. The purpose of “critical case scenario”
metric was to draw project manager’s attention to large proportions of those messages.
The second metric is based on the proportion of Problems, Emotions, Expectations and
Lexical patterns extracted from text. On the basis of team members problems, emotions linked
to negative polarity, expectations and other emotional content discovered from hidden texts such
as upper case characters, emphasis, exclamations and emoticons we were able to answer project
manager’s enquiries such as “What issues were reported by team members?”, “What were team
members expectations?” or “What caused team members’ frustration or dissatisfaction?’.
By applying both metrics to incoming communication, project progress was considered
unhealthy if the following characteristics were evident from the email analysis: higher proportion
of messages related to unsuccessful completion of project related tasks due to various problems,
higher levels of reply expectations, higher levels of action expectations, and emotional content
linked to negative polarity.
Indicators of unhealthy project progress were based on inverse proportions of the charac-
teristics listed above. For example, higher proportions of “requestive” messages related to
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intents for communication with aim to express questions, non-understanding, or requests for
information/document were associated with team members’ problems completing project tasks.
These indicators provided insights into project issues where communication was driven by team
members’ needs to seek assistance from message recipients often their project manager. These
results provided evidence that understanding communication through personal interaction be-
tween project team members and project managers is a key aspect of understanding projects
and the definition of project success.
With application of communication metrics we demonstrated that by linking two areas
of research; human factors from “people-centric information” and project management social
science based bottom-up approach, focusing on the observations of actors and their activities
and experiences performing these activities, we were able to identify measurable characteristics
of communication which could be used to provide significant insights into indicators for the state
of project health.
Improving functioning of a project
Several studies suggest that deploying formal project management practices which extend beyond
the more traditional triple constraint associated with time, scope, and cost knowledge areas will
increase project success.
In relation to the last sub-question we found that two components from the communication
reports given to project managers could be successfully used to influence project management
actions on the basis of increased ratings of messages’ importance. These include: (i) team
members’ practices and attitudes in relation to communication as a whole with focus on “critical
scenario metrics”, and; (ii) PEEL metrics with focus on problems, expectations and emotions
linked to negative polarity.
The following team members’ practices and attitudes with focus on “critical scenario metrics”
were used to draw project managers’ attention to areas of concern:
• Communication - task not considered completed when message was sent.
The highest level of information (broad category), used to inform project managers about the
proportion of the email messages in which team members did not consider task completed.
These communications tended to be open ended. The frequency of emails indicate that
issue are not ’signed off and may also negatively impact upon the projects progress.
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• Communication - messages associated with high reply demand on the project manager;
Communication practices initiated by a request where request and promise initialise
“conversation for action” which opens possibilities for continuation. For this type of
communication the project manager is more likely to feel greater need to reply to team
members’ messages and is likely to impact on project managers time and/or may indicate
more fundamental problems associated with the management of the project.
• Communication - messages associated with high workload demand on the project manager;
Linked to messages related to team members’ task completion problems and requests where
the message receiver was expected to take actions. As this type of communication required
a follow up it was likely to increase project manager’s (message recipient’s) workload.
• Communication - high reply urgency demand on the project manager
Linked to messages in which team members as message senders explicitly stated reply
expectations in the message, therefore peri-synchronously exchange of emails was expected.
This type of information provides insights into urgent communication with the purposes of
progression towards mutual recognition and completion of project tasks.
• Indirect Communication
Linked to messages in which the project manager was not primary message recipient
(forwarded messages or carbon copies). Messages forwarded by team members were likely
to overload the recipients (project managers) with information and were often not of
immediate concern or of a great importance. It was also noted that more serious project
related issues were sometime missed as they were not sent via the “To:” send method and
therefore often not considered as urgent.
For a successful project outcome the manager must define and monitor multi-dimensional
factors that are critical for project success. According to Pinto and Slevin (1987) Adequate
monitoring and feedback mechanisms are used for monitoring performance of members of the
project team. This mechanism gives the project manager the ability to anticipate problems,
to oversee corrective measures, and to ensure that no deficiencies are overlooked. In our study,
by providing significant insights into team members’ personal perceptions and experiences
in the context of project related activities the second component, called PEEL metrics, was
used to influence project management actions on the basis of increased ratings of messages’
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importance. This was achieved by linking the metrics to four “people” CSFs (knowledge and
skills, expectations, emotions, and no-time) and three “resource” CSFs (information, technology
and suppliers/contractors). By identifying CSFs linked to absence of resources, information
and knowledge, negative emotions, and mismatched expectations we were able to draw project
managers’ intention to areas in need of improvement.
Answering the main research question
In the context of project management, we reflected on email use from a project, rather than an
individual, perspective where communication indicators are used to assist the project manager
in making corrective actions. On the basis of our model we found that communication records
provide insights into the project situation. For example, without previous knowledge of project
activities, by analysing incoming communication the researcher was able to identify stumble
blocks which potentially had effect on the project progress including: causes for team members’
frustrations, missing resources, problems with sub-contractors, mismatched expectations and
issues associated with urgency. Our findings were confirmed by project managers’ responses
from the post-analysis questionnaire. When asked to provide feedback on the findings from our
communication reports the managers were surprised by attention to the very detail of the project
communication analysis and the accuracy with which the results came up after analysing few
hundred emails. Furthermore, our findings raised awareness of how important could be the email
analysis.
Our findings indicate that, in cases where project participants primarily use incoming
communication via email for discussions and feedback in regard to project activities, email
analysis has the potential to be highly beneficial for the purposes of project management. This
includes monitoring of indicators for the state of project health and serving as a source of
collected knowledge that can be reused for future projects. Our theoretical contribution relates to
a framework developed with the “Email Feedback Analysis” (EFA) model (illustrated in Figure
5.2) being the central point of linking project communication research into the field of project
management. Our model has been developed and tested on five distinct projects containing over
one thousand messages stored in project managers’ in-boxes. From the preliminary questionnaires
with the project managers we found that prior to our study the managers used ad-hoc approach
dealing only with current emails and only in urgent cases manually assessed archived email
256
messages for relevant information. Furthermore, the managers did not see email as a potentially
useful repository of information and knowledge during life-time of their projects or after the
projects were completed. Our practical contributions relate to a framework and a vocabulary for
the analysis of incoming communication, instructions of “how to code” incoming communication
records in projects such as emails sent to project managers, “ProCommFeedback” software that
can be used to simplify and expedite the process of communication analysis, and communication
reports. After completion of this study, post-analysis questionnaires revealed that the managers
would consider using our analysis model for future projects as it was useful for their role, met
their expectations and could be useful for improving project practices.
In conclusion our findings suggest that for integrating human communication strategies with
project management for effective outcomes the following considerations need to be taken by
researchers, project practitioners and software developers:
• inclusion of incoming communication records (see first phase of EFA in Figure 5.2)
• multi feature inclusion from both technical and the human dimensions (see “Email Analysis
Process” with “Monitoring of actors, their activities and experiences while performing these
activities” in Figure 5.2)
• implementation of mixed techniques for analysis of emails including analysis of email
headers, text summarising and natural language parsing (see second, third and fourth
phase in Figure 5.2)
• implementation of communication metrics and CSFs; and (see fifth and sixth phase in
Figure 5.2)
• direct engagement with project practitioners for interpretation of results (see seventh phase
in Figure 5.2)
Research aim of this study was to substantially understand characteristics and issues discovered
from team members’ feedback with purpose to draw project managers’ attention to areas of
concern. In this section we provided answers to four research sub-questions and the main research
question. We conclude that in order to use knowledge discovery from the project manager’s
email in-box for improving the functioning of a project, the analysis needs to focus on two
types of information: information about team members (actors) activities and experiences while
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performing those activities in the context of communication and the same information in the
context of project tasks. In order for this information to be potentially useful to project managers
and enable “calculations of reality” for the purposes of project monitoring and control, the
information also needs to include observations through both factual (technical) and personal
(human) factors.
6.2 Study limitations
There are limitations to the study presented that should be considered when applying the results
to design or practice. These limitations include the nature of our samples, contextual factors we
did not study, and the representativeness of messages included.
• Nature of samples
This research is limited to written communication collected from ICT related projects. Two
projects were related to software development, two projects to implementation of large IT
systems and one project was related to implementation of secure access to premises with
swipe cards.
• Representatives of messages
The research is focused on incoming communication from project managers’ email in-boxes
and so is limited to feedback that is in a textual form collected from a central communication
point. Our method has been tested on email messages sent to the project manager (incoming
communication) where team members’ emails were considered as a feedback on project
activities. Project managers’ emails sent to team members (outgoing communication) were
not considered. The reason for this approach was to focus on discovering potentially useful
information from project managers in-box acting as “neck of the hourglass” which would
provide a foundation for management actions.
• Time consuming analysis
At the present the analysis is not automated and involves time consuming manual analysis
of email headers and their texts therefore it is limited for great number of messages. Our
web based tool did speed up the analysis process and generation of graphs however this is
an iterative process and it takes time to complete written reports. Furthermore, we used
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our model to analyse static-data meaning the analysis of emails was not done real time on
the fly. After data sets were provided by project managers they needed to wait for several
weeks before final analysis results were produced and reports written.
• Availability of domain expert
The research aim of this study was to substantially understand characteristics and issues
discovered from team members’ feedback with purpose to draw project managers’ attention
to areas of concern. While applied analysis and recommendations provided potentially
useful “calculations of reality” the researcher and practitioners needed to commit time to
work together on the interpretation of the results. On the basis of the the project manager’s
domain knowledge it was the managers decision to choose which discovered areas of concern
were important for further management actions.
6.3 Contribution of this study
This research aims to make a significant contribution to our conceptual understanding of the
role that incoming communication plays in the context of project management. In this study we
addressed the need for a methodology that encapsulates technical and textual content of emails
for the purposes of project management offering potentially useful knowledge for improving
project practices. Therefore, this study contributes the expertise of communications research to
the interrelated fields of email analysis and project management.
This study provided a methodology which allowed for a “holistic view” of incoming communi-
cation from project managers’ email in-box. This moves away from the traditionally researched
archives such as FOSS mailing lists and ENRON corpus. We developed and implemented the
“Email Feedback Analysis” (EFA) model that allows the processing of project email communica-
tion repositories to identify important elements of project activity useful for project managers.
We then tested and refined the EFA model in several different “real life” environments and
demonstrated that through communication metrics, the knowledge extracted from incoming
communication can be potentially useful to influence and/or guide project management actions.
This methodology provided insights into the effectiveness of communication within a project
as well as a metric for comparing communications across projects. Additionally we developed and
implemented a framework and a vocabulary for the analysis of incoming communication. The
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vocabulary focuses on two types of information about team members’ activities and experiences
while performing those activities: in the context of communication, and in the context of
project tasks. Our framework and the vocabulary with instructions of “how to code” incoming
communication records in projects such as emails sent to project managers enables other
researchers and project practitioners to apply this type of analysis on their email data sets. We
also developed and implemented “ProCommFeedback” software that can be used to simplify
and expedite the process of communication analysis. The software code and database schema
for this web-based application can be obtained by sending an email request to the primary
researcher. Finally, for each of the five case studies (project) we developed a summary and
detailed communication reports which were used by project managers involved in study. The
reports provided insights into their project communication and highlighted areas of concern. Our
findings and recommendations presented in the reports assisted the managers in identifying areas
that worked or were critical to the project progress.
The main contributions of this thesis are:
1. The “EFA” model that allows the processing of project email communication repositories
to identify important elements of project activity useful for project managers (see Figure
5.2);
2. A framework, taxonomy and a vocabulary for the analysis of incoming communication (see
Appendix B)
3. The insights into the effectiveness of communication within a project as well as “PEEL”
metric and “Critical Case Scenario” metric for comparing communications across projects
(Sections 4.3 and 4.4);
4. Mapping of incoming communication analysis to critical success factors (Section 4.6)
5. “ProCommFeedback” software - in house developed web-based tool analysis of email headers,
text summarising and natural language parsing for coding and analysis of emails (database
ER diagram, database schema and screen captures of the application web interfaces are
included in a CD appended to this thesis)
Additionally, the following practical contributions were made to the fields of project manage-
ment and email analysis:
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(a) Application of proposed multi-variant model with focus on the “communication” and “com-
munication content” taxonomies providing “macro” and “micro” views of communication;
(b) Detailed and summary “communication reports” based on analysis of incoming communi-
cation from four projects that are not related to publicly available emails such as FOSS
development mailing lists or Enron corpus;
(c) List of communication features extracted from project manager’s email in-box with focus on
their relevance to project management (vocabulary);
(d) Overview of each feature with instructions of “how to code” the features with a novel
approach that fuses parsing and techniques for classification of email lines (methodology);
(e) List of identified feature values associated with communication content (taxonomy);
(f) Characteristics of communication across all case studies and their relevance to project
management; and
(g) Characteristics of communication content across all case studies and their relevance to project
management;
The approach has the potential to be highly beneficial for large projects with many teams and
resources (locally or globally dispersed) where project managers do not have sufficient day-to-day
contact with all their staff members to gauge their problems, feelings and emotions which are a
strong indicator of sound project progress. Furthermore, this methodology could be re-applied
to develop new investigations of emails within alternative domains.
6.4 Theoretical and practical implications
For project managers the approach has the potential to be highly beneficial for large projects
with many teams and resources (locally or globally dispersed) where the managers do not have
sufficient day-to-day contact with all their staff members to gauge their problems, feelings and
emotions which are a strong indicator of sound project progress.
For researchers the approach provides theoretical evidence that analysis of incoming commu-
nication from project managers’ email in-box can be used to improve functioning of current or
future projects.
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For software developers this research contributes a framework, taxonomy and a vocabulary
for the analysis of emails from project managers’ in-boxes which could be implemented in
existing software. For example, data warehouse-data mining applications used for knowledge
discovery from texts can be used as knowledge repository for future projects. In addition, if
knowledge discovery is automated, it can be implemented in current email clients for real time
analysis. Furthermore, the methodology could be re-applied to develop new coding schemes for
the investigation of email within alternative domains.
6.5 Into the future?
Further research can take several directions. Initially, it would be desired to spend more time
with project managers and investigate application of knowledge discovered from this study to
their new projects which could also include non-ICT projects. With our in house developed
web-based “ProCommFeedback” software that was built for the research purposes, it would
also be desirable to automate analysis process so the tool could be used by project managers
for “real time analysis”. In order to automate the analysis and provide a real time snapshot
of communication a fully automated system can be developed for analysis of email header and
text based on the communication characteristics identified in our study as well as characteristics
identified in studies by Scerri et al. (2010) and Wasiak et al. (2010). Furthermore, project
managers’ emails sent to stakeholders could be included with aim of identifying different project
management types through communication.
Another direction is to analyse organisational emails not related to projects and discover
communication characteristics of different organisational roles. In our pilot study we analysed
student emails send to their lecturer and found that task related emails (in this case course
assessment and learning tasks) could also be used to improve teaching practices. This suggests
that our multi-factor approach is not only applicable to project communication.
6.6 Final note
Research reported in this thesis addressed the need for a methodology to investigate the content
and role of project related communication via email extracted from project manager in-box.
From the project management and an organisational perspective, considering email as project
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management and communication strategy and as a project support tool, has been largely
overlooked. We developed, tested and implemented a multi-variant approach for analysing
incoming communication from project managers’ in-boxes, thereby resulting in a taxonomy and
a vocabulary used to identify, codify and organise information contained in such emails. We also
identified measurable characteristics of communication that can be used to identify which email
characteristics might negatively affect the project, the project manager and a team member. We
also developed and implemented a web-based application “ProCommFeedback” used for storage,
coding, parsing and analysis of emails from five case studies. For each case study we provided
summary and detailed email analysis reports. We closely worked with project managers and
identified features and feature values. This chapter concludes with a summary of this study,
limitations and proposal for feature research directions in this field. The textual analysis of emails
has been shown to offer an alternative way of investigating email use from a holistic perspective.
We demonstrated that information extracted from the analysis can give additional knowledge to
project manager on the actuality of the project and therefore provide a foundation on which
management action should be based on. This study tackles the gap in the literature with a
proposed model of the role of internal communication in enhancing project management. Key
characteristics of the communication in context of features and feature values focusing on the
communication metrics emerged as significant in the context of this research. Our findings made
contribution by considering the role of communication in enhancing project management decision
processes. The methodology could be re-applied for the investigation of managers communication
via email within alternative non-ICT project or non-project related work environments.
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Appendix A
Case Study Protocol
Introduction
This case study protocol outlines the major purpose of the report and gives background on the
research issues. It also identifies the research aims and objectives and central research questions.
Finally it summarises the research method and reporting of the research findings.
Background to the research issues
From the challenges in the literature of email mining, project management and inter-personal
communication in projects we derived several research issues. Currently there is no evidence of
extensive research on linking information extracted from emails to project management. In order
to contribute to new knowledge beyond traditional theories and literature on outgoing project
communication we focus on incoming communication records as the centre of interest. Drawing
on studies undertaken by Biﬄ et al. (2010) and Wasiak et al. (2010) this research can add to
understanding of the role and characteristics of incoming email communication in in the context
of project management.
Major purpose of the research and objectives
The primary purpose of the research is to develop a model for analysis of incoming communication
and to investigate the value of knowledge discovery from incoming communication in the context
of project management. The study is set out to explore the concept of “knowledge discovery from
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the project manager’s email in-box” with the aim of addressing the need for a methodology that
integrates knowledge from incoming email communication into project management practices.
Firstly, this research is designed to develop a better understanding of various factors of incoming
communication in projects. Secondly, this research is designed to show how these factors play
out in relation to meet informational needs for project managers with a focus of assisting the
manager in identifying areas that work or are critical to the project progress. The research
objectives are:
• To provide conceptual understanding of the role that incoming communication plays in the
context of project management
• To document the nature and structure of project based communication via email
• To design a project communication model which would provide communication metric
• To test and refine proposed model in several different “real life” environments
Research questions
The research questions which underpin this research originate from gaps in the literature identified
from a review of literature concerning email analysis, incoming communication in projects and
project management. The central question at the heart of this research is:
To what extent can knowledge discovery from a project manager’s email in-box
be used to improve the functioning of a project?
To provide structure to the research, the main research question was segregated into four
sub-questions:
1. What communication features can be extracted from a project manager’s email
in-box?
2. Which feature values characterise emails from a project manager’s in-box?
3. How does analysis of these characteristics lead to identification of communica-
tion metrics?
4. How can this knowledge improve the functioning of a project?
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Questionnaires with project managers
Before analysis of emails from project managers’ in-boxes a preliminary questionnaire was given
to project managers. The purpose of the questionnaire was to determine project manager’s views
on inter-personal communication via email in context of receiving, archiving, responding to,
retrieving and analysing emails from their in-box. Furthermore, the questionnaire was used to
probe project managers’ awareness of their emails containing problems, emotions, expectations
and lexical patterns reported by their team members.
After analysis of emails from project managers’ in-boxes a post-analysis questionnaire was
given to project managers. The purpose of the questionnaire was to determine project manager’s
views on values of extracted knowledge from email analysis in the context of project management
practices. The questionnaire consisted of four parts. In the first part project managers were
asked how often they analyse project related emails on the scale from never to always. In the
second part project managers were asked to indicate their opinion about the use of project related
communication analyses on the scale from strongly disagree to strongly agree. In the third part
we asked the managers to indicate how much do they feel they know about each element of
PEEL; a lot, a moderate amount, a little, or nothing. In the last part we asked project managers
to comment on the most interesting aspects of the analysis used in this study.
Copies of the preliminary and post-analysis questionnaires with questions and project man-
agers responses are included in a CD appended to this thesis.
Incoming communication via email
Analysis of incoming communication demanded the development of the coding scheme which
required primary data. For this reason, a set of emails were collected and coded from a number
of ICT project corpora gathered from various industry sectors. The collection of emails was
obtained from project managers email in-box for four case studies and publicly available mailing
list for one study. Each collection consisted of emails sent to project managers across the duration
of project life or a project phase. This included all emails containing project manager’s email
address in the receiver’s list, being sent either directly via the “To:” send method or indirectly via
the “Cc/Bcc/Fwd” methods. Each project or project phase was considered recently completed
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when email records from each project were collected. By examining emails retrospectively, it was
possible to gain a direct insight into email usage without risk of influencing user behaviour.
Reporting the research findings
Each case study was written up separately and analysed within case. Information was be
organised into thematic areas as identified in the “within-case” analysis. These thematic areas
provided the organising framework for the individual case reports. Individual case study in
the format of communication report included two parts; the first part largely descriptive; the
second part reflecting analysis of the case. The first part contains descriptive information about
incoming communication for a given project while the second part contained communication
metrics linked to critical success factors.
Report on results from cross case analysis was used to identify similarities and differences in
communication between projects as cases. The results were obtained by applying chi-square test
of independence for each structure and nature of communication feature in order to test if the
relationship between a feature and projects was significant.
The findings obtained from analysis of emails of five project manager’s in-boxes, as well as
two types of questionnaires with description of the major observations discovered during this
study were used to give a context for the analysis and discussion which provided foundation for
answering the main research question.
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Appendix B
List of Features and Feature Values
This appendix provides a list of 17 features and feature values identified and used in this study.
The following features and their values were discovered, refined and identified during this study
from 1105 email messages across all five case studies:
• List of seven “Structure of communication” features and their values
• List of six “Nature of communication” features and their values
• List of four “Critical Case Scenario” features and their values (as a subset of the “Nature
of the communication”)
• List of four “PEEL” features and their values
Communication structure and nature - features
Table B.1 lists seven “Structure of communication” features and six “Nature of the communication”
features. For each feature we also provide a set of feature values in separate tables. A link to
each corresponding feature values table is shown in the “Feature Values Lookup” column. In the
first column the features are sorted by their analysis group. The second column gives information
about data source for each feature. The third column lists feature alias names used for database
purposes. Short description of each feature is provided in the fourth column. References to
look-up tables containing feature values are provided in the last column.
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Table B.1: Features used for “structure and nature of communication”
Analysis
Group
Data Source Feature Alias Description Feature Val-
ues Lookup
Structure Email Header
TMEMBER Who was the message sender? N/A
MRECEIVED How was the message sent to the project manager? Table B.4
MYEAR When was the message sent? Table B.5
Structure Email Text
MCAUSE Why was the message sent? Table B.6
MTYPE What was type of the message? Table B.7
TMEXPECTS Sender’s expectation of the project manager’s reply? Table B.8
TCOMPLETED Was the task considered completed when the message was sent? Table B.9
Nature Researcher
GROUP-SIZE Calculated group size Table B.3
COMM Communication type on the basis of how was the message sent to the
project manager (MRECEIVED)
Table B.4
COMMFREQ Communication frequency in the context of the project date ranges on
the basis of when was the message sent (MYEAR)
Table B.5
WLDEMAND Level of workload demand on the project manager on the basis of team
member’s reason for sending an email (MCAUSE)
Table B.6
RDEMAND Level of reply demand on the project manager (need to reply to team
member’s email message) on the basis of message type (MTYPE)
Table B.7
RUDEMAND Level of reply urgency demand on the project manager on the basis
of team member’s expectation level of project managers reply which
was explicitly or implicitly stated in the team member’s email message
(TMEXPECTS)
Table B.8
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Communication structure and nature - feature values
In this subsection identified feature values for both “Structure of Communication” and “Nature
of Communication” features are displayed in tables. Tabular approach for is used for look-up
purpose where values for each feature are displayed in the “FEATURE-CODE FEATURE-
VALUE” format. Feature codes are displayed in headers of each table in this subsection and also
in the second column, feature alias, of Table B.1. In cases where identifiers are used (Id) and
shown in the first column of a table, mapping approach is used for “Structure of Communication”
features where identifiers replace actual feature values. In this instance values for each feature are
displayed in the “FEATURE-CODE FEATURE-VALUE-IDENTIFIER” format. The purpose of
mapping “Structure of Communication” feature values to identifiers is to avoid usage of actual
values of free text, especially where length of the free text is not appropriate for display in graphs.
Mapping approach with identifiers is not used for “Nature of Communication” features.
Table B.2 shows counts and calculations for determining communication group sizes. Calcula-
tions are shown in columns 2-6 with relevance to project numbers shown in the column headers.
In the first two rows, for each project, the total number of messages and team members are
shown. In the third row, for each project, we used mean as the measure of central tendency in
order to find average for number of messages sent to the project manager. Initially we considered
using median as the measure of central tendency, however the impact of extreme values on the
mean was important as those values represent greater number of messages sent from fewer team
members. The calculation was obtained by counting a number of messages for each team member
(TMEMBER) for a given project. In the fourth row, for each project, we count the number of
team members who sent greater number of messages than the mean.This count is then divided
by the total number of team members, resulting to a percentage of team members who frequently
communicated with their project manager. The percentage value is mapped to corresponding
group size. The last row shows corresponding group size according to look-up values in Table
B.3.
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Table B.2: Group size - by project (GROUP-SIZE)
Frequencies and Calculations PROJ 1 PROJ 2 PROJ 4 PROJ 5 PROJ 6
Analysed Messages (MSGs) 120 429 338 80 138
Team Members (TMs) 14 25 4 14 24
MEAN of MSGs per TM 9 17 85 6 6
TMs. with num. of MSGs. >
MEAN
21% (3) 28% (7) 25% (1) 29% (4) 29% (7)
Group Size SMALL-
TO-
MEDIUM
SMALL-
TO-
MEDIUM
SMALL-
TO-
MEDIUM
SMALL-
TO-
MEDIUM
SMALL-
TO-
MEDIUM
Table B.3: Group size - lookup
Percentage of team members with
number of messages equal or greater
than the mean % (Structure)
Group Size (Nature)
0 to 20 SMALL
20 to 40 SMALL-TO-MEDIUM
40 to 60 MEDIUM
60 to 80 MEDIUM-TO-LARGE
80 to 100 LARGE
Table B.4 lists five identified “Email Send Method” feature values. The first column shows numerical
identifiers used for mapping. The second column shows “Email Send Method” value which is related to
corresponding identifier. The first and the second columns relate to “Structure of the communication -
Email Send Method” feature coded as “MRECEIVED”. For example “MRECEIVED 1” feature value
consist of feature code “MRECEIVED” and feature value of “1” which maps to “To:” send method. The
last column relates to “Nature of the communication - Email Send Method” feature coded as “COMM”. For
example, “COMM DIRECT” feature value consist of feature code “COMM” and feature value “DIRECT”.
Table B.5 lists identified “Communication Frequency” feature values. The first column relates to
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Table B.4: Email send methods
Id Send Method (Structure -MRECEIVED) Communication Type
(Nature -COMM)
1 To: DIRECT
2 Cc: INDIRECT
3 Bcc: INDIRECT
4 Fwd: INDIRECT
5 Mail List INDIRECT
“Structure of the communication - When was the message sent” feature coded as “MYEAR”. Actual values
in the format of MMYYYY are not displayed as they are converted date values such as 122011 where
12 is the month value and 2011 is the year value. For example “MYEAR 122011” feature value consist
of feature code “MYEAR” and feature value of “122011”. The last column relates to “Nature of the
communication - Project Phase” feature coded as “COMMFREQ”. For example “COMMFREQ START”
feature value consist of feature code “COMMFREQ” and feature value “START”.
Table B.5: Communication frequency
When was the message sent? (Structure-
MYEAR)
Project Phase (Nature -
COMMFREQ)
Month/Year value START
Month/Year value MIDDLE
Month/Year value END
Table B.6 lists twenty identified “Reason for Sending a Message” feature values. The first column
shows numerical identifiers used for mapping. In the second column “Reason for Sending a Message”
value is related to corresponding identifier. The first and the second columns relate to “Structure
of the communication - Reasons for Sending a Message” feature coded as “MCAUSE”. For example
“MCAUSE 1” feature value consist of feature code “MCAUSE” and feature value of “1” which maps
to “Task Completion Problem” reason for sending a message. The last column relates to “Nature of
the communication - Workload Demand on the Proj. Manager” feature coded as “WLDEMAND”.
For example, “WLDEMAND HIGH” feature value consist of feature code “WLDEMAND” and feature
value “HIGH”. High workload demand on the project manager indicates that the manager was expected
to take some (often immediate) action on the basis of the email content. For example, the managers
indicated when team members sent messages due to “Task Completion Problem”, they could not ignore
the message and do nothing. The managers indicated that act of immediate response and further actions
(e.g. contacting technical staff or sending a document) was often needed in those cases, which resulted to
increased workload on the project manager’s side.
Table B.7 lists six email “Message Type” features values. The first column shows numerical
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Table B.6: Identified reasons for sending a message
Id Reason (Structure -MCAUSE) Workload Demand on
the Proj. Manager
(Nature -
WLDEMAND)
1 Task Completion Problem HIGH
2 Incomplete Delivery (self error) MEDIUM
3 Incorrect Delivery (self error) MEDIUM
4 Late submission MEDIUM
5 Extension Request HIGH
6 Uncertain (msg repeat) LOW
7 F2F meeting request HIGH
8 Team Member Problem HIGH
9 Reward expectations not met MEDIUM
10 Task Completed by TM LOW
11 Sub-task Request TM to PM HIGH
12 Further Discussion Required HIGH
13 Self Introduction LOW
14 3rd Party Problem HIGH
15 FYI LOW
16 Task Completed by another TM LOW
17 Social LOW
18 Task promise and ACK by TM LOW
19 Agreement with PM LOW
20 Phone Hook-up Request HIGH
identifiers used for mapping. In the second column “Email Message Type” value is related to
corresponding identifier. The actual message types are used from work by Dabbish 2005. The
first and the second columns relate to “Message Type” feature coded as “MTYPE”. For example
“MTYPE 1” feature value consists of feature code “MTYPE” and feature value of “1” which
maps to “Request for action” reason. The last column relates to “Nature of the communication
- Reply Demand” feature coded as “RDEMAND”. For example, “RDEMAND HIGH” feature
value consists of feature code “RDEMAND” and feature value “HIGH”. High reply demand on
the project manager indicates that the manager felt greater need to reply to team member’s
email message on the basis of email message type.
Table B.8 lists four identified types of “Reply Expectation” with mappings to corresponding
“Reply Urgency Demand”. The first column shows numerical identifiers used for mapping. In
the second column “Reply Expectation” value is related to corresponding identifier. The first
and the second columns relate to “Structure of the communication - Reply Expectation Type”
feature coded as “TMEXPECTS”. For example “TMEXPECTS 4” feature value consist of
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Table B.7: Email message types
Id Message Type (Structure - MTYPE) Reply Demand (Nature
- RDEMAND)
1 Request for action HIGH
2 Request for information or a document HIGH
3 Status update for an ongoing project or task MEDIUM
4 Request for a meeting or other communication
with PM
HIGH
5 Reminder for a meeting, event, or upcoming dead-
line
LOW
6 Social greeting or thank you LOW
feature code “TMEXPECTS” and feature value of “4” which maps to “STATED WITH HIGH
URGENCY” reply expectation type. The last column relates to “Nature of the communication -
Reply Urgency Demand” on the project manager feature coded as “RUDEMAND”. For example,
“RUDEMAND HIGH” feature value consist of feature code “RUDEMAND” and feature value
“HIGH”. High reply urgency demand on the project manager indicates that the manager was
expected to reply to this email to his earliest convenience on the basis of reply expectation
indicated in team member’s email.
Table B.8: Identified types of “reply expectation”
Id Reply Expectation(Structure - TMEXPECTS) Reply Urgency
Demand (Nature
- RUDEMAND)
1 NOT STATED LOW
2 NOT STATED BUT REQUEST FOR REPLY EXISTS MEDIUM
3 STATED WITHOUT HIGH URGENCY HIGH
4 STATED WITH HIGH URGENCY HIGH
Table B.9 lists two identified “Task Considered Completed” feature values. The first column
shows character identifiers used for mapping. In the second column “Task Considered Com-
pleted” value is related to corresponding identifier. The first and the second columns relate
to both “Structure of the communication” and “Nature of the communication” feature coded
as “TCOMPLETED”. For example “COMPLETED N” feature value consist of feature code
“TCOMPLETED” and feature value of “N” which maps to “No”. This feature value is based on
email messages in which team members did not consider task completed when email was sent.
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Table B.9: Task considered completed
Id Task Considered Completed
Y Yes
N No
Critical case scenario - list of feature values
Table B.10 lists five identified “Critical Case Scenario” features and their value. These feature
values have been identified as least favourable by project managers used in this study. The
managers indicated that a high proportion of messages associated with these feature values
could have negative impact on the project outcome, project manager as a message recipient and
team member as a message sender. The first column shows feature alias name. In the second
column feature values are shown. For example, we represent high workload demand on the
project manager as WLDEMAND HIGH. In the third and fourth columns negative impact and
description is listed for each critical case scenario feature value.
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Table B.10: Critical case scenario features and feature values
Feature Alias Feature Value Negative Impact Description
WLDEMAND HIGH Negative Impact on the Project Man-
ager
High workload demand; Project manager had
to take some action on the basis of the email
content
RDEMAND HIGH Negative Impact on the Project Man-
ager
High reply demand; the project manager felt
greater need to reply to an email message
RUDEMAND HIGH Negative Impact on Team Member and
Project Manager
High reply urgency demand; the team member
(explicitly or implicitly) stated reply urgency
in the email message and peri-synchronously
exchange of emails was expected
COMM INDIRECT Negative Impact on the Project Man-
ager
Indirect communication; based on the propor-
tion of messages in which the project manager
was not the primary recipient
TCOMPLETED N Negative impact on Task Completion Derived from “Task considered completed”
(TCOMPLETED) feature; proportion of the
email messages in which team members did not
consider task completed.
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PEEL - features and feature values
In this section tables are used to list Problem, Expectation, Emotion and Lexical Pattern feature
values. Feature values for Problems (Table B.11), Expectations (Table B.12 and Emotions (Table
B.13) have been identified and categorised by the researcher with help of project managers.
Feature values for Lexical patterns (Table B.15) were adopted from work by Osherenko 2008.
Table B.11 lists eleven identified values (categories) for the “Problem” feature. The first
column lists feature value identifiers used for database and graphing purposes. In the second
and the third columns alias names and problem categories are listed. The last column is used to
provide a brief description of each problem category. For example, TECHNICAL problem, shown
in the first table row, has feature value identifier id 2 and therefore represented as PROBLEM 2.
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Table B.11: Identified problem categories (PROBLEM)
Id Alias Name Problem Category Description
2 TECHNICAL Inability to deliver due to TECHNICAL rea-
sons
Problems due to technical constraints (e.g power failure, net-
work unreachable, server down, IT services unavailable)
3 RESOURCES Inability to deliver due to missing RE-
SOURCES
Problems due to lack of resources (e.g. no templates, no
documentation, no instructions)
4 KNOWLEDGE Inability to deliver due to lack of KNOWL-
EDGE
Problems due to knowledge constraints (e.g. does not under-
stand what is required or does not know how to complete the
task)
5 NOTIME Inability to deliver due to time constraints -
NOTIME
No time assigned for the task. Running out of time to complete
the task (e.g. other commitments/constraints or lack of time
management)
6 NO LONGER PARTICI-
PATING
Withdrawn from the project - NO LONGER
PARTICIPATING
No longer participating (e.g. withdrawn from the project)
7 PERSONAL Inability to deliver due to PERSONAL rea-
sons
Problems due to personal reasons (e.g. health, family, financial
difficulties)
9 OTHER TEAM MEMBER Inability to deliver due to OTHER TEAM
MEMBER
Problems due to other team members (e.g. waiting for their
task completion)
10 NOT UNDERSTANDING
INSTRUCTIONS
Inability to deliver due to lack of UNDER-
STANDING INSTRUCTIONS
Does not have full understanding of the instructions
12 OTHER COMMITMENTS Inability to deliver due to OTHER COM-
MITMENTS
Unable to deliver due to other commitments (e.g. attending a
conference overseas)
100 OTHER Inability to deliver due to other reasons -
OTHER
Other not specified reasons (none of the above descriptions
match)
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Table B.12 lists fourteen identified “Expectation” feature values (categories). In the first and
second column feature value identifiers and corresponding expectation categories are listed. For
example, in this sentence extracted for an email message sent to the project manager, “. . . You
will need to confirm if indeed you are using these.”, the team member is expecting a confirmation
from the manager. We associate you confirm with “Expecting Confirmation” feature value, id 7,
and represent it as EXPECTATION 7.
Table B.12: Identified expectation categories (EXPECTATION)
Id Expectation Category
1 Expecting Acknowledgement
2 Expecting Technical Help
3 Expecting Administrative Help
4 Expecting Task completion
5 Expecting Opinion
6 Expecting Rules to be Followed
7 Expecting Confirmation
8 Expecting Explanation
9 Expecting Understanding
10 Expecting Appreciation
11 Expecting Feedback
12 Expecting Urgent Task Completion
13 Expecting Information
14 Expecting Attention
In the first and the second column of Table B.13 subjects and verbs related to Geneva Affect
Label Coder (GALC) affective states, distinguished by negative polarity are listed.
In the first and the second column of Table B.14 subjects and verbs related to Geneva Affect
Label Coder (GALC) affective states, distinguished by positive polarity are listed.
Table B.15 lists eleven categories for the “Lexical Pattern” feature as per Osherenko 2008.
The first column lists feature value identifiers used for database and graphing purposes. In the
second column categories are listed. For example, “Interjections”, shown in the first table row,
have feature value identifier id 1 and therefore represented as LEXICAL 1.
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Table B.13: List of emotional categories with negative polarity
Subject Verb GALC Polarity
I afraid Fear NEG
I against NA (Not Applicable) NEG
I angry Anger NEG
I annoyed Irritation NEG
we battling Negative NEG
we concerned NA (Not Applicable) NEG
I confused NA (Not Applicable) NEG
I disagree Negative NEG
I disappointed Disappointment NEG
I disappointed-with Disappointment NEG
we disappointing Disappointment NEG
I dislike Negative NEG
I dissatisfied Dissatisfaction NEG
it dissatisfying Contentment NEG
I feel-daunted Negative NEG
I felt-pressure Anxiety NEG
I frustrated Disappointment NEG
difference frustrates Disappointment NEG
slow-performance frustrates Disappointment NEG
I hope Hope NEG
I misunderstand NA NEG
I mixed-up NA NEG
I nervous Anxiety NEG
I sceptical NA NEG
I sorry Apologetic NEG
I surprised Surprise NEG
we unhappy Negative NEG
I unsure NA NEG
I worried Anxiety NEG
*NA - Not Applicable
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Table B.14: List of emotional categories with positive polarity
Subject Verb GALC Polarity
I agree Positive POS
I amazed Surprise POS
I appreciate Positive POS
we attempt NA (Not Applicable) POS
I delighted Happiness POS
I eager Interest/Enthusiasm POS
me easier Relaxation/Serenity POS
I enjoyed Happiness POS
I enjoying Happiness POS
I excited Happiness POS
I feel-great Gratitude POS
I feel-relieved Relief POS
I giggle Happiness POS
which good Positive POS
I happy Happiness POS
I hope Hope POS
I hopeful Hope POS
I liked Positive POS
I love Feeling Love POS
that-is nice Positive POS
I no-problem NA (Not Applicable) POS
I pleased Pleasure/Enjoyment POS
I relieved Positive POS
I thank Gratitude POS
I apologise Apologetic NA
you excuse Apologetic NA
you interested Interest/Enthusiasm NA
*NA - Not Applicable
Table B.15: List of lexical pattern categories
Id Lexical Pattern
1 Interjections (299), e.g. Oh, what a beautiful present!
2 Exclamations (300a), e.g. What a wonderful time we’ve had!
3 Emphatic so and such (300b), e.g. I’m so afraid they’ll get lost!
4 Repetition (300c), e.g. This house is far, far too expensive!
5 Intensifying adverbs and modifiers (301), e.g. We are utterly powerless.
6 Emphasis (302), e.g. How ever did they escape?
7 Intensifying a negative sentence (303a), e.g. She didn’t speak to us at all.
8 A negative noun phrase beginning with not a (303b), e.g. We arrived not a
moment too soon.
9 Fronted negation (303c), e.g. Never have I seen such a crowd of people.
10 Exclamatory questions (304), e.g. Hasn’t she grown!
11 Rhetorical questions (305), e.g. What difference does it make?
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Appendix C
Chi-Square Test of Independence -
Tables
This appendix provides tables of generated Chi-square test for independence from 1105 email
messages, analysing association between the five case studies and communication features.
Relationship between features and projects
Table C.1 shows generated Chi-square test for independence values for five “Structure of the
communication” and four “Nature of the communication” features. In the first column feature
names are listed. The second column shows degrees of freedom (DF) for each feature. The
third column shows generated Chi-square values. Critical Chi-square values for given degrees of
freedom are shown in the last column. In cases where the Chi-square value is higher than the
Critical Chi-square value for a given feature we assume there is evidence of association between
the feature and projects (cases). The significant Chi-square is where the p-val is < 5%(0.05). In
those cases the null hypothesis is rejected and the test suggest there is a relationship between
projects and given features (variables).
Feature values which mostly contributed to relationships
While the chi-square values in Table C.1 suggest there is a relationship between projects and each
of listed features (variables) it does not provide information about the nature of the association.
In that case we closely investigated the relationship and identified feature values which mostly
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Table C.1: Chi-Sq: Comm. structure and nature features (N=1105)
Feature DF Chi-
Sq
Critical
Chi-Sq
What was the Email Message Type?
20 154.23 31.41
What was Email Send Method? 16 179.64 26.30
What was Team Member’s Reason for Sending a Message? 68 558.04 88.25
Did Team Member Consider a Task Completed when email
message was sent?
4 173.39 9.49
What was Team Member’s Reply Expectation? 12 91.84 21.03
Level of workload demand on the project manager 8 58.08 15.51
Level of reply demand on the project manager 8 76.84 15.51
Level of reply urgency demand on the project manager 8 59.00 15.51
Communication type 4 104.71 9.49
contributed to the relationship. This section contains tables in which residual analysis is applied
for each of nine features listed in Table C.1. Each table representing a feature contains six
columns and n rows. In the first column feature values are listed for a given feature. Each of
columns 2-6 is associated with a project. Intersection cells associated with columns 2-6 and a
feature value row contain residual analysis calculations for a given project/feature value pair.
Please note that table rows include feature values and their calculations only if all expected
values for each cell in the row were higher than 5 and if at least one project differs significantly
on the given feature value. Otherwise calculations were considered insignificant due to low cell
count or the projects were considered similar for the given feature value.
In residual analysis, residual is defined as the difference between the observed frequency and
the expected frequency. Standardised residuals are calculated by dividing the residual value by
the standard error of the residual. The sign of the adjusted residual is positive when the observed
frequency is higher than the expected frequency. Standardised residuals allow us to see the
direction and strength of the association between projects and values of a given feature. A large
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standardised residual provides evidence of association in that cell. For each intersection cell five
calculate values are shown including expected frequency E, observed frequency O, proportion
P, and standard residual SR for a given project/feature value pair. Additionally, for each row
cell we generate a list of projects that are different for a given feature value by calculating
standardised residual differences between the given cell and other cells in the same row. For any
project where difference between the standardised residual of the current cell and its standardised
residual is greater than the z value of 2.33 (probability 0.01), the project name is appended
to the cell’s list of projects that are “different” Diff for the given feature value. For example
in Table C.2 (column 2, row 3) we see evidence of strong association between the project 1
labelled as “PROJ 1” and “Request for information or a document” as the observed frequency
(O) of 23 is 5.28 standard errors (SR) higher than would be expected if there was no association
between a project and message type. This cell also shows that strong association with “Request
for information or a document” is unique for “PROJ 1” because differences between the cell’s
positive standardised residual of 5.28 and standardised residuals of other project cells in the
same row are all greater than the z value of 2.33 (see “Diff 2,4,5,6”).
Structure of communication - residual analysis
Table C.2: Chi-Sq: What was the email message type? (MTYPE)
Feature Value PROJ 1 PROJ 2 PROJ 4 PROJ 5 PROJ 6
Request for action E 29.43
O 36
P 30.0%
SR 1.21
Diff(5,6)
E 105.21
O 109
P 25.4%
SR 0.37
Diff(5)
E 82.89
O 98
P 29.0%
SR 1.66
Diff(5,6)
E 19.62
O 5
P 6.2%
SR -3.30
Diff(1,2,4)
E 33.84
O 23
P 16.7%
SR -1.86
Diff(1,4)
Status update for an ongoing
project or task
E 75.04
O 59
P 49.2%
SR -1.85
Diff(2,5)
E 268.27
O 301
P 70.2%
SR 2.00
Diff(1,4)
E 211.36
O 190
P 56.2%
SR -1.47
Diff(2)
E 50.03
O 56
P 70.0%
SR 0.84
Diff(1)
E 86.30
O 85
P 61.6%
SR -0.14
Continued on next page
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Chi-Sq: What was the email message type? (MTYPE) (continued)
Feature Value PROJ 1 PROJ 2 PROJ 4 PROJ 5 PROJ 6
Request for information or a
document
E 8.04
O 23
P 19.2%
SR 5.28
Diff(2,4,5,6)
E 28.73
O 12
P 2.8%
SR -3.12
Diff(1,4,5,6)
E 22.64
O 20
P 5.9%
SR -0.55
Diff(1,2)
E 5.36
O 6
P 7.5%
SR 0.28
Diff(1,2)
E 9.24
O 13
P 9.4%
SR 1.24
Diff(1,2)
Table C.3: Chi-Sq: Email send method (MRECEIVED)
Feature Value PROJ 1 PROJ 2 PROJ 4 PROJ 5 PROJ 6
To E 86.88
O 113
P 94.2%
SR 2.80
Diff(2,4)
E 310.59
O 259
P 60.4%
SR -2.93
Diff(1,5,6)
E 244.71
O 228
P 67.5%
SR -1.07
Diff(1,5,6)
E 57.92
O 75
P 93.8%
SR 2.24
Diff(2,4)
E 99.91
O 125
P 90.6%
SR 2.51
Diff(2,4)
Cc E 27.80
O 0
P 0.0%
SR -5.27
Diff(2,4)
E 99.39
O 144
P 33.6%
SR 4.47
Diff(1,4,5,6)
E 78.31
O 94
P 27.8%
SR 1.77
Diff(1,2,5,6)
E 18.53
O 5
P 6.2%
SR -3.14
Diff(2,4)
E 31.97
O 13
P 9.4%
SR -3.36
Diff(2,4)
Table C.4: Chi-Sq: Team member’s reason for sending a message?
(MCAUSE)
Feature Value PROJ 1 PROJ 2 PROJ 4 PROJ 5 PROJ 6
Task Completed by TM E 26.71
O 39
P 32.5%
SR 2.38
Diff(2,4)
E 95.51
O 57
P 13.3%
SR -3.94
Diff(1,4,5,6)
E 75.25
O 64
P 18.9%
SR -1.30
Diff(1,2,5,6)
E 17.81
O 36
P 45.0%
SR 4.31
Diff(2,4)
E 30.72
O 50
P 36.2%
SR 3.48
Diff(2,4)
Continued on next page
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Chi-Sq: Team member’s reason for sending a message? (MCAUSE)
(continued)
Feature Value PROJ 1 PROJ 2 PROJ 4 PROJ 5 PROJ 6
Further Discussion Required E 13.14
O 51
P 42.5%
SR 10.44
Diff(2,4,5,6)
E 46.98
O 31
P 7.2%
SR -2.33
Diff(1,4,5,6)
E 37.01
O 4
P 1.2%
SR -5.43
Diff(1,2,5,6)
E 8.76
O 12
P 15.0%
SR 1.09
Diff(1,2,4)
E 15.11
O 23
P 16.7%
SR 2.03
Diff(1,2,4)
SubTask Request (TM to
PM)
E 25.52
O 11
P 9.2%
SR -2.87
Diff(4)
E 91.24
O 86
P 20.0%
SR -0.55
Diff(4)
E 71.88
O 102
P 30.2%
SR 3.55
Diff(1,2,5,6)
E 17.01
O 13
P 16.2%
SR -0.97
Diff(4)
E 29.35
O 23
P 16.7%
SR -1.17
Diff(4)
FYI E 34.43
O 0
P 0.0%
SR -5.87
Diff(2,4)
E 123.07
O 201
P 46.9%
SR 7.02
Diff(1,4,5,6)
E 96.96
O 106
P 31.4%
SR 0.92
Diff(1,2,5,6)
E 22.95
O 0
P 0.0%
SR -4.79
Diff(2,4)
E 39.59
O 10
P 7.2%
SR -4.70
Diff(2,4)
Table C.5: Chi-Sq: Task considered completed? (TCOMPLETED)
Feature Value PROJ 1 PROJ 2 PROJ 4 PROJ 5 PROJ 6
Messages in which TM did
NOT consider task com-
pleted
E 44.42
O 83
P 69.2%
SR 5.79
Diff(2,4,5)
E 158.79
O 136
P 31.7%
SR -1.81
Diff(1,4,5,6)
E 125.11
O 58
P 17.2%
SR -6.00
Diff(1,2,5,6)
E 29.61
O 40
P 50.0%
SR 1.91
Diff(1,2,4,6)
E 51.08
O 92
P 66.7%
SR 5.73
Diff(2,4,5)
Continued on next page
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Chi-Sq: Task considered completed? (TCOMPLETED) (continued)
Feature Value PROJ 1 PROJ 2 PROJ 4 PROJ 5 PROJ 6
Messages in which TM did
consider task completed
E 75.58
O 37
P 30.8%
SR -4.44
Diff(2,4,5)
E 270.21
O 293
P 68.3%
SR 1.39
Diff(1,4,5,6)
E 212.89
O 280
P 82.8%
SR 4.60
Diff(1,2,5,6)
E 50.39
O 40
P 50.0%
SR -1.46
Diff(1,2,4,6)
E 86.92
O 46
P 33.3%
SR -4.39
Diff(2,4,5)
Nature of communication - residual analysis
Table C.6: Chi-Sq: What was team member’s reply expectation? (TM-
EXPECTS)
Feature Value PROJ 1 PROJ 2 PROJ 4 PROJ 5 PROJ 6
NOT STATED BY TM BUT
REQUEST FOR REPLY
EXISTS
E 22.26
O 40
P 33.3%
SR 3.76
Diff(2,4,5,6)
E 79.59
O 84
P 19.6%
SR 0.49
Diff(1,4)
E 62.71
O 35
P 10.4%
SR -3.50
Diff(1,2,5,6)
E 14.84
O 18
P 22.5%
SR 0.82
Diff(1,4)
E 25.60
O 28
P 20.3%
SR 0.47
Diff(1,4)
NOT STATED BY TM E 63.20
O 54
P 45.0%
SR -1.16
Diff(2)
E 225.95
O 255
P 59.4%
SR 1.93
Diff(1,5,6)
E 178.02
O 180
P 53.3%
SR 0.15
E 42.14
O 33
P 41.2%
SR -1.41
Diff(2)
E 72.68
O 60
P 43.5%
SR -1.49
Diff(2)
STATED BY TM WITH-
OUT HIGH URGENCY
E 29.76
O 23
P 19.2%
SR -1.24
Diff(4,5)
E 106.38
O 75
P 17.5%
SR -3.04
Diff(4,5,6)
E 83.81
O 117
P 34.6%
SR 3.63
Diff(1,2,6)
E 19.84
O 26
P 32.5%
SR 1.38
Diff(1,2)
E 34.22
O 33
P 23.9%
SR -0.21
Diff(2,4)
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Table C.7: Chi-Sq: Level of “workload demand” on the project manager
(WLDEMAND)
Feature Value PROJ 1 PROJ 2 PROJ 4 PROJ 5 PROJ 6
PM had to take some action
on the basis of the email con-
tent
E 50.28
O 72
P 60.0%
SR 3.06
Diff(2,4)
E 179.75
O 138
P 32.2%
SR -3.11
Diff(1,4,5,6)
E 141.62
O 147
P 43.5%
SR 0.45
Diff(1,2)
E 33.52
O 42
P 52.5%
SR 1.46
Diff(2)
E 57.82
O 64
P 46.4%
SR 0.81
Diff(2)
Email content did NOT in-
crease PM’s workload
E 68.09
O 42
P 35.0%
SR -3.16
Diff(2,4,6)
E 243.42
O 288
P 67.1%
SR 2.86
Diff(1,4,5,6)
E 191.79
O 189
P 55.9%
SR -0.20
Diff(1,2)
E 45.39
O 36
P 45.0%
SR -1.39
Diff(2)
E 78.30
O 72
P 52.2%
SR -0.71
Diff(1,2)
Table C.8: Chi-Sq: Level of “reply demand” on the project manager
(RDEMAND)
Feature Value PROJ 1 PROJ 2 PROJ 4 PROJ 5 PROJ 6
PM felt greater need to reply
to an email message
E 40.18
O 59
P 49.2%
SR 2.97
Diff(2,5,6)
E 143.65
O 125
P 29.1%
SR -1.56
Diff(1,4)
E 113.18
O 132
P 39.1%
SR 1.77
Diff(2,5,6)
E 26.79
O 12
P 15.0%
SR -2.86
Diff(1,4)
E 46.21
O 42
P 30.4%
SR -0.62
Diff(1,4)
PM could reply to an email
message
E 75.04
O 59
P 49.2%
SR -1.85
Diff(2,5)
E 268.27
O 301
P 70.2%
SR 2.00
Diff(1,4)
E 211.36
O 190
P 56.2%
SR -1.47
Diff(2)
E 50.03
O 56
P 70.0%
SR 0.84
Diff(1)
E 86.30
O 85
P 61.6%
SR -0.14
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Table C.9: Chi-Sq: Level of “reply urgency” demand on the project
manager (RUDEMAND)
Feature Value PROJ 1 PROJ 2 PROJ 4 PROJ 5 PROJ 6
TM did not state reply ur-
gency in the email message
but the urgency exists
E 22.26
O 40
P 33.3%
SR 3.76
Diff(2,4,5,6)
E 79.59
O 84
P 19.6%
SR 0.49
Diff(1,4)
E 62.71
O 35
P 10.4%
SR -3.50
Diff(1,2,5,6)
E 14.84
O 18
P 22.5%
SR 0.82
Diff(1,4)
E 25.60
O 28
P 20.3%
SR 0.47
Diff(1,4)
TM did not state reply ur-
gency in the email message
and the urgency does not ex-
ist
E 63.20
O 54
P 45.0%
SR -1.16
Diff(2)
E 225.95
O 255
P 59.4%
SR 1.93
Diff(1,5,6)
E 178.02
O 180
P 53.3%
SR 0.15
E 42.14
O 33
P 41.2%
SR -1.41
Diff(2)
E 72.68
O 60
P 43.5%
SR -1.49
Diff(2)
TM (explicitly or implicitly)
stated reply urgency in the
email message
E 34.53
O 26
P 21.7%
SR -1.45
Diff(4,5,6)
E 123.46
O 90
P 21.0%
SR -3.01
Diff(4,5,6)
E 97.27
O 123
P 36.4%
SR 2.61
Diff(1,2)
E 23.02
O 29
P 36.2%
SR 1.25
Diff(1,2)
E 39.71
O 50
P 36.2%
SR 1.63
Diff(1,2)
Table C.10: Chi-Sq: Communication type - (COMM)
Feature Value PROJ 1 PROJ 2 PROJ 4 PROJ 5 PROJ 6
PM was the primary message
recipient
E 86.88
O 113
P 94.2%
SR 2.80
Diff(2,4)
E 310.59
O 259
P 60.4%
SR -2.93
Diff(1,5,6)
E 244.71
O 228
P 67.5%
SR -1.07
Diff(1,5,6)
E 57.92
O 75
P 93.8%
SR 2.24
Diff(2,4)
E 99.91
O 125
P 90.6%
SR 2.51
Diff(2,4)
PM was not the primary mes-
sage recipient
E 33.12
O 7
P 5.8%
SR -4.54
Diff(2,4)
E 118.41
O 170
P 39.6%
SR 4.74
Diff(1,4,5,6)
E 93.29
O 110
P 32.5%
SR 1.73
Diff(1,2,5,6)
E 22.08
O 5
P 6.2%
SR -3.64
Diff(2,4)
E 38.09
O 13
P 9.4%
SR -4.07
Diff(2,4)
Continued on next page
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Chi-Sq: Communication type (COMM) (continued)
Feature Value PROJ 1 PROJ 2 PROJ 4 PROJ 5 PROJ 6
Residual analysis for common PEEL feature values
In this section, two tables show residual analysis for most common PEEL feature values including
two problem and six expectation categories.
Table C.11: Chi-Sq: “Problem” categories from team member’s emails
(PROBLEM)
Feature Value PROJECT 1 PROJECT 2 PROJECT 4 PROJECT 5 PROJECT 6
KNOWLEDGE E 10.22
O 19
P 65.5%
SR 2.75
Diff(2,4,6)
E 23.26
O 22
P 33.3%
SR -0.26
Diff(1)
E 10.22
O 6
P 20.7%
SR -1.32
Diff(1)
E 13.04
O 16
P 43.2%
SR 0.82
E 17.27
O 11
P 22.4%
SR -1.51
Diff(1)
TECHNICAL E 7.60
O 6
P 20.7%
SR -0.58
E 17.29
O 22
P 33.3%
SR 1.13
E 7.60
O 7
P 24.1%
SR -0.22
E 9.69
O 7
P 18.9%
SR -0.86
E 12.83
O 13
P 26.5%
SR 0.05
Table C.12: Chi-Sq: Team member’s expectations from email content
(EXPECTATION)
Feature Value PROJECT 1 PROJECT 2 PROJECT 4 PROJECT 5 PROJECT 6
Expecting Acknowledgement E 14.33
O 8
P 6.1%
SR -1.67
Diff(2,5,6)
E 19.43
O 23
P 12.8%
SR 0.81
Diff(1,4)
E 20.63
O 10
P 5.3%
SR -2.34
Diff(2,5,6)
E 9.55
O 15
P 17.0%
SR 1.76
Diff(1,4)
E 12.05
O 20
P 18.0%
SR 2.29
Diff(1,4)
Continued on next page
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Chi-Sq: Team member’s expectations from email content (EXPECTA-
TION) (continued)
Feature Value PROJECT 1 PROJECT 2 PROJECT 4 PROJECT 5 PROJECT 6
Expecting Task completion E 34.13
O 21
P 15.9%
SR -2.25
Diff(2,4)
E 46.28
O 50
P 27.9%
SR 0.55
Diff(1,4,6)
E 49.13
O 70
P 36.8%
SR 2.98
Diff(1,2,5,6)
E 22.75
O 21
P 23.9%
SR -0.37
Diff(4)
E 28.70
O 19
P 17.1%
SR -1.81
Diff(2,4)
Expecting Opinion E 11.69
O 31
P 23.5%
SR 5.65
Diff(2,4,5,6)
E 15.85
O 9
P 5.0%
SR -1.72
Diff(1)
E 16.83
O 8
P 4.2%
SR -2.15
Diff(1,6)
E 7.79
O 3
P 3.4%
SR -1.72
Diff(1)
E 9.83
O 11
P 9.9%
SR 0.37
Diff(1,4)
Expecting Confirmation E 23.95
O 23
P 17.4%
SR -0.19
E 32.48
O 35
P 19.6%
SR 0.44
E 34.47
O 40
P 21.1%
SR 0.94
E 15.97
O 15
P 17.0%
SR -0.24
E 20.14
O 14
P 12.6%
SR -1.37
Expecting Feedback E 14.71
O 2
P 1.5%
SR -3.31
Diff(2,4,5,6)
E 19.95
O 27
P 15.1%
SR 1.58
Diff(1)
E 21.17
O 22
P 11.6%
SR 0.18
Diff(1)
E 9.81
O 13
P 14.8%
SR 1.02
Diff(1)
E 12.37
O 14
P 12.6%
SR 0.46
Diff(1)
Expecting Information E 13.01
O 0
P 0.0%
SR -3.61
Diff(2,4,5,6)
E 17.64
O 20
P 11.2%
SR 0.56
Diff(1)
E 18.73
O 29
P 15.3%
SR 2.37
Diff(1,5)
E 8.67
O 7
P 8.0%
SR -0.57
Diff(1,4)
E 10.94
O 13
P 11.7%
SR 0.62
Diff(1)
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Appendix D
Pilot Case Study
Pilot Case Study - introduction
The pilot case study was carried out at the University of Ballarat - School of SITE with purpose
of understanding communication strategies applied in email sessions between lecturer (project
leader role) and students (team members role) regarding specific assessment tasks.
Table D.1: Case Pilot Study - Properties
Alias: Pilot Study
Organisation: School of SITE - University of Ballarat
Location: School of SITE - University of Ballarat, Ballarat, Australia
Website: http://federation.edu.au/faculties-and-schools/faculty-of-science-
and-technology
Environment: On-site Education
Project: On-site Unit (Course) delivery
Project manager: Lecturer Mr Sasha Ivkovic
Team members: Students enrolled in CP571 unit (course) during teaching periods
1 and 3
Communication Start
Date:
01 February
Communication Com-
pletion Date:
30 November
Status: Completed
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Pilot Case Study - environment
The “pilot case study” discussed in this appendix corresponds to the case study carried out
at the School of SITE. “. . . The School of SITE aims to provide high level of teaching and
research resulting in graduates and researchers of distinction whose achievements have regional,
national and international impact”. The main teaching method involves face-to-face delivery of
“units” (subjects) to students during a teaching period of thirteen weeks. In order to successfully
pass each unit the students are required to complete several assessment tasks before their final
exam. However, as class attendance is not compulsory and teaching material is available on-line,
many students choose not to attend the classes on a regular basis. This means that face-to-face
communication between the unit lecturer and the students is often rare and email is used as
a primary communication medium. The lecturer is often under a great pressure to maintain
the communication in order to assist students especially around the assessment completion time
when student’s demand is on the rise.
The “pilot case study” was conducted during two teaching periods, teaching period 1 (TP1)
and teaching period 2 (TP2). The first part of the pilot case study was carried out in the TP1
during delivery of the “Business Information Systems - CP571” unit. The first part (TP1 CP571)
represents the “before” stage where email messages between the lecturer (project manager) and
the students (team members) were sent without aid of any automated or semi automated systems.
The second part of the pilot case study was conducted during the TP2 during delivery of the
“Business Information Systems - CP571”. The second part (TP2 CP571) represents the “after”
stage where email messages between the project manager (lecturer) and the students (team
members) were sent with aid of the “ProAssistant” system. In both phases all email messages
are grouped into “cases” where each case represents a communication session (made of one or
more email messages) between the project manager and a team member regarding a particular
task. The participants were recruited from students enrolled in CP571 unit at the University of
Ballarat Mt Helen campus. The age range was 18 years and above. There was no other criteria.
The pilot case study provides insights and experiences regards to email communication
sessions between the lecturer (project manager role) and the students (team members role) in
reference to a specific CP571 (Business Information Systems) unit assessment task with a purpose
of understanding communication strategies applied in the “on-site education” environment.
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Pilot Case Study - conceptual framework
Differences and similarities between student teaching in an “on-site education” environment and
working with project team members in a “real” project environment are not always obvious.
However, projects in both environments share some similarities. For example both “projects”
have start and completion dates, a project manager and team members. In both cases the project
manager (lecturer in the latter) needs to delegate tasks, monitor progress, manage resources and
communicate by using different communication methods. The purpose of the pilot case study
is to understand current communication strategies between the project manager (lecturer) and
team members (students) related to a project task (student assignment in this instance) in order
to suggest improvements that could lead to better project outcome.
Communication strategies applied in the “on-site education” environment at the School of
SITE (and University of Ballarat in general) are very subjective. While some lecturers are happy
to assist the students requesting assistance via email, others are still trying to force face-to-face
communication by ignoring student emails. However, an increasing tendency among the students
is to use electronic media for communication rather than traditional “face-to-face” approach.
While students often prefer to communicate via chat or text messaging, the email is “de-facto”
electronic communication medium between the lecturing staff and students. The frequency of
student emails sent to lecturers is usually increased around the assessment task times i.e. when
assignment task is handed out or when assignment task completion due date is near. This event
often leads to email overload in the lecturers in-box and student’s frustration as the lecturing
staff are away from their desks most of the time i.e. delivering lectures, attending meetings,
colloquiums, researching in the library and do not reply to student emails according to student’s
expectations.
Students as project team members
Students involved in this pilot case study are not any different as they also prefer to use emails
rather than “face-to-face” student consultancy sessions. The students frequently use emails when
need to communicate issues regarding the assessment tasks. The lecturer Mr Sasha Ivkovic
generally tries to accommodate student requests and reply to student emails in a timely manner
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(depending on emergency of the request). However, due to nature of the lecturing staff at the
School of SITE (and University of Ballarat in general) the lecturer is not always at his desk and
therefore not able to reply to student emails in a timely fashion. This often results to student’s
frustration as they expect full support from the lecturers (especially true for full paying students).
Many students would fail completing required assessment tasks on time and often put blame on
the poor email communication and slow responsiveness. We believe that there is an increasing
need for improvements in the communication strategies in this environment. For that purpose
we proceed with investigations in the pilot case study looking for methods that will improve the
current communication strategies in this environment in order to increase the likeness of positive
outcome.
Student assignments as project tasks
In most teaching units (subjects) at the School of SITE students are required to successfully
complete several assessment tasks in order to pass the unit. The assessment tasks are listed in
the “Unit Description” document and the information usually contains a short description of
the task, release date, due date and weight (percentage). Each assessment task is released to
students on the corresponding release date. A hard-copy of the task document is handed out in
the lectures while a soft-copy is placed on the school’s website. The document describes the task
and provides the list of requirements. The students are required to complete the assessment task
on time by submitting requested files via Blackboard (web based system that allows lecturing
staff and students to collaborate) before the due date. Students that may have inquiries regarding
the assessment task will either ask for a face-to-face meeting (consultation) with the lecturer or
inquiry via email.
Assessment task related communication
Many students choose to communicate assessment task issues with the lecturer by using email.
The task related communication session is usually initialised by the student and consists of
one or more emails sent to the lecturer in which the student enquiries about the assessment
task. Students expect that lecturer provides assistance by responding to his/her email. However,
the assistance is often not provided immediately, as usually expected by the students, and the
lecturer’s “slow” email responsiveness occasionally leads to increased number of student emails
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where negative emotions and greater need for assistance are noticeable.
ProAssistant - web based system
By analysing student emails collected during the first part of the pilot case study (TP1) it was
noted that the current communication strategies lack project monitoring and fully dependant to
project manager’s (lecturer’s) responsiveness. As a result, a prototype of “ProAssistant”, web
based system, is designed, developed, tested and in implemented in Phase 2 of the pilot case
study.
ProAssistant was used in Phase 2 (TP3) as a project monitoring system in which automatically
generated emails were sent to group 2 students with a reminder on the assessment tasks completion.
Automatically generated emails were sent to the students along with suitable instructions with
aim to assist them to submit their assignment on time. Statistics about the student’s responses
were recorded.
The participants were presented with the plain language statement during lectures and via
email and asked to reply via email in order to signal their consent to participate in the study.
Participation in the study did not impact students assessment in any way. Any students who
opted to participate were free to opt out of the study at any time without consequences.
Consenting participants were sent emails from an automatic email generator asking them to
confirm their ability to complete their assignment by the due date or select a reason for not being
able to complete on time (e.g. “PERSONAL”, “DON’T UNDERSTAND TASK”, etc). The
system was configured to automatically sent three reminders via emails (on consecutive days)
before the assessment task was due. Automatically generated emails prompted the students to
confirm their ability to complete the CP571 assessment task on time or identify reasons for not
being able to do so. The participants replied to email message requests by clicking on one of the
links (options) listed in the auto-generated email as illustrated in Figure D.1.
Depending on the selected link (option) an appropriate response email was automatically
generated and sent to the student with assistance providing information about the difficulty. For
example if student selected “PERSONAL” as the reason, returned email message instructed
student to see the appropriate body at the School of SITE (undergraduate course coordinator)
with additional information about the “special consideration” procedure. An example of auto-
generated response email with instructions for non-task completion due to “PERSONAL” reason(s)
312
Figure D.1: Auto-Generated Reminder Email
is illustrated in Figure D.2.
In the next section we describe data collection methods for the pilot case study during the
the “before” (TP1) and “after” (TP3) stages.
Pilot Case Study - data collection
Data collection for the “pilot case study” consists of two main data pools: “before” and “after”.
The “before” pool contains data collected from communication sessions before the project manager
(lecturer) used “ProAssistant” to remind and assist the team members (students) regarding
associated assessment task. The “after” pool contains data collected from communication sessions
after the project manager (lecturer) configured and activated “ProAssistant” to remind and
assist the team members (students) regarding associated assessment task. Data collection is
illustrated Figure D.3 where the left hand side represents the “before” data pool and the right
hand side represents the “after” data pool.
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Figure D.2: Auto-Generated Response Email
“BEFORE” data pool
The “before” data pool was collected during teaching period 1 (TP1). After the assessment task
was given to the students (group 1) some students sent one or more emails to the lecturer. Only
emails regarding the assignment task issues were collected. This process is labelled as first stage
of phase 1 (see left side of Figure D.3). The set of email messages regarding the assessment
task from each student is called a “case” and represents a communication session between the
requester (project manager - the lecturer in this instance) and the performer (team member -
student in this instance) during the lifetime of the project task. The second stage of phase 1
included data collection from the project manager’s evaluation regarding different aspects of
each case and each email message.
“AFTER” data pool
In phase 2 the “after” data pool was collected during teaching period 3 (TP3) with different group
of students (group 2). There were no significant differences between the TP1 and TP3 student
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groups. In phase 2 student emails regarding an assessment task were collected, however this
time the students were assisted by “ProAssistant”. An automatic reminder before the task due
date was sent via email to each group 2 student. In the email, the students were asked to select
an option which most closely describe the current situation (status) regarding their completion
of the assessment task. All selected options were automatically stored in the “ProAssistant”
database and contains information on assignment related issues with group 2 students. The
second stage of phase 2 included data collection from the project manager’s evaluation regarding
different aspects of each case and each email message.
All collected data from the “before” and “after” data pools was stored in a relational database
for easier retrieval, update and analysis. Both data pools are stored in database tables called
“Case”, “Message” and “Phrase”. The database tables logically relate to each other in such way
that each “Case” consists of one or more “Messages” and each “Message” consists of one or more
“Phrase”.
Pilot Case Study - Data Collection
 
Data Pool  "After"  
ProAssitant
Responses 
Data Pool  "Before" 
Cases (Set of task related email messages 
from each team member)  
Project Manager’s Questionnaire (for each Case)
Cases (Set of task related email messages from 
each team member)
Project Manager’s Questionnaire (for each Case)
Phase 1 -  Group 1 (TP1)  Phase 2 -  Group 2 (TP3)  
Figure D.3: Pilot Case Study - Data Collection
Tabular presentation of collected “before” and “after” data for the pilot case study is
provided in Appendices B and C respectively. Further details about each database table (matrix
representation of data) are provided in Tables D, D and D.
Description and purposes of data collection for each database table are:
• Case: Collected information regarding each communication session. This data set contains
raw data (e.g. team member’s respondent number, origin) and program manager’s comments
about each session. The purpose of collecting program manager’s comments is to find out
how the project manager (lecturer in this instance) interprets each communication session
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(group of emails from each respondents regarding the assessment task) and then look for
common patterns. For each communication session the project manager as asked to provide
comments on the communication content, make suggestions how the communication could
be improved and describe how the communication session effected himself/herself and the
project outcome.
• Message: collected information regarding each email message that was sent from a team
member (student) to the project manager (lecturer). This data set consist of raw data and
project manager’s comments about each received email message. The raw data contains
information about each email message including: respondent number (who sent the message),
de-identified email text (the actual text content of the email), email time-stamp (when was
email sent - date/time), the difference (in days/hrs) between email time-stamp and the
task due date, email subject (text value of the email subject field), number of words (email
word count), and email cause (what prompted the team member to send the email). The
purpose of collecting raw data is to understand the nature and structure of project based
communication. The purpose of collecting project manager’s comments about each task
related email message is to understand how project managers make decisions regarding
email responsiveness. For that purpose the project manager is asked the following questions:
a) “How much pressure do I feel that makes me to respond to this email?”, b) “How my
non-responsiveness (e.g. I do not respond to this email) may effect the project?” and c)
“What are reasons that make me feel to respond to this email?”.
• Message Phrase: collected information regarding parts (phrase) of each email message that
was sent from a team member (student) to the project manager (lecturer). This data set
consist of raw data and project manager’s comments and classification of each phrase. The
raw data contains information about each email message phrase including: message number
(which message this phrase belongs to) and phrase text (the actual text that represents
part of the email). The project manager’s comments and classification for each phrase are
collected with the purpose of using the project manager’s domain expertise in order to
break email content into emotional and descriptive parts. This process includes asking
project manager to provide values for the following: language type (either descriptive or
emotional), phrase identifier (tag) and comments describing the phrase (piece of email
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message).
Meta-data for “BEFORE” and “AFTER” data pools
The “Before” and “After” data pools are stored in separate relational databases. Each database
consists of three tables called “Case”, “Message” and “Phrase”. The database tables logically
relate to each other in such way that each “Case” consists of one or more “Messages” and
each “Message” consists of one or more “Phrase”. The purpose of meta-data information is
to provide field name, field description, data example identify provider for each field. For
example when data collection for email messages was implemented the researcher was requested
to provide information for the “case” and “case sequence” (#) fields. The team member provided
information for the “email text” and “time sent” field (it was actually team member’s email that
contained this information) while the project manager was required to provide information for
the rest of the “Message” fields (see Table D).
Table D.2: Pilot Case Study - Meta Data for “Case”
Field Description Example Provided by
case communication session identi-
fier
R100 researcher
type Is the owner of communication
session of domestic or interna-
tional origin
international project manager
description PM’s comments on communi-
cation session
The team member (performer)
submitted task five days later
due to technical difficulties
(Blackboard down - unable
to submit).The team member
shows strong negative emo-
tions.
project manager
suggested
improve-
ments
PM’s suggestion how this com-
munication session could have
been prevented.
I believe that an automatic
email response (acknowledge-
ment) would save my time
project manager
effect on
project
PM’s comments on how
the communication session
effected the project outcome.
Late task completion (4 days
after due date).
project manager
effect on
PM
PM’s comments on how
the communication session
effected him/her self.
Great pressure to respond (as-
sistance required due to nega-
tive emotions).
project manager
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ProAssistant data
ProAssistant was used in Phase 2 (TP3) as a project monitoring system in which automatically
generated emails were sent to group 2 students with a reminder on the assessment tasks completion.
Automatically generated emails were sent to the students along with suitable instructions with
aim to assist them to submit their assignment on time. Statistics about the student’s responses
were recorded. ProAssistant systems is directly linked with the relational database in which
two different types of data set are stored. The first data set called “project manager’s data set”
contains information about each project, task, human resources and their association with the
task. This information was provided and maintained by the project manager (the lecturer in
this instance) via the web based application interface in which the project manager was able
to maintain projects information. Beside a typical information about the project including
project task(s), team members and their association with the task additional information was
required and collected from the project manager including task reminders and exception rules.
For example the project manager configured ProAssistant to send three project task reminders
(see D.1) (on consecutive days) before the assessment task was due. Furthermore, the project
manager was required to define which exception rules to be included in the auto-generated email
as illustrated Table D.5.
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Table D.3: Pilot Case Study - Meta Data for “Message”
Field Description Example Provided by
case communication session identi-
fier
R100 researcher
# message sequence number 1 researcher
email text de-identified email from the
team member
Dear X, This is my individual
laboratory assignment,because
i cannot access blackboard to-
day,so i sending it to you.
team member
time sent when was the message sent 6 APR 14:18:00 team member
D days from task due date (num-
ber of days between the “time
sent” and task due date
-2 researcher
H hours from task due date -10:02:02 researcher
ET PM’s classification of “email
type”
action request project manager
CC PM’s classification of “consid-
ered completed”. Did the
team member assume that the
task was completed when this
email message was sent?.
Y (yes) project manager
R PM’s classification of “respon-
siveness” (0 no need to re-
spond - 10 respond immedi-
ately)
6 project manager
message word count 51 researcher
cause PM’s opinion on “What
prompted the team member
to send the email?”
Technical problem project manager
effect PM’s opinion on “How PM’s
non-responsiveness (e.g. PM
does not respond to this email)
may effect the project/task?”
Inability to deliver project manager
comments PM’s comments on justifying
the classification of “respon-
siveness”
a) completed task attached , b)
confident his/her action was
correct, c) no negative emo-
tions, d) performer expect ac-
knowledgement
project manager
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Table D.4: Pilot Case Study - Meta Data for “Phrase”
Field Description Example Provided by
case communication session identi-
fier
R100 researcher
# phrase sequence number 1 researcher
Language
Type
PM’s classification on the lan-
guage type (either Descriptive
or Emotional)
E project manager
phrase PM’s selection of email mes-
sage text
i know all the good lecturer
does not like the excuse. so, i
am very sorry.
project manager
description PM’s tagging for the selected
email message text (phrase)
apologetic project manager
comments PM’s description of the se-
lected email message text
(phrase)
The performer apologises for
his/her actions
project manager
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Table D.5: Pilot Case Study - Exception Rules
CATEGORY RULE RULE DESCRIPTION RULE INSTRUCTION
General Inability to
deliver due
to PER-
SONAL
reasons
Problems due to per-
sonal reasons (e.g.
health, family, financial
difficulties)
If you are adversely affected by life
circumstances then you may, at the
discretion of the Unit Co-ordinator, be
granted up to one week as an extension
on the due date. If your work is affected
to a substantial degree, requiring more
than the one week extension, then you
need to apply for Special Consideration.
For more information please see your
Course Co-ordinator or Academic Coor-
dinator not later than three days after
the date of the examination or submis-
sion of the component of assessment.
For student services such as Counselling,
Disability or Chaplaincy see information at
http://www.ballarat.edu.au/aasp/student/
Project Inability to
deliver due
to TECH-
NICAL
reasons
Problems due to tech-
nical constraints (e.g
power failure, network
unreachable, server
down, University
server or Blackboard
unavailable)
If technical difficulties will result or re-
sulted in late submission or affect your
work to a substantial degree, then you
will need to apply for Special Consider-
ation. For more information please see
your Course Co-ordinator or Academic Co-
ordinator not later than three days after
the date of the examination or submission
of the component of assessment.
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Pilot Case Study - Exception Rules (continued)
CATEGORY RULE RULE DESCRIPTION RULE INSTRUCTION
Project Withdraw
from the
unit - NO
LONGER
PARTICI-
PATING
No longer participating.
Planning to withdraw or
already withdrawn from
the course or the unit.
If withdrawing from the unit, please see
your course coordinator to complete as
”Enrolment Amendment Form”. If with-
drawing from your course please see your
course coordinator to discuss your options
and complete the relevant paperwork. If
you are planning to withdraw from the unit
or course due to personal hardship you are
encouraged to visit UB counselling services
(http://www.ballarat.edu.au/aasp/student/sds/counselling.shtml)
Task Inability
to deliver
due to
missing RE-
SOURCES
Problems due to lack of
resources (e.g. no unit
description, no assign-
ment description, no lec-
ture slides)
Extensions or special consideration are not
given on the bases of not having copies of
lecture materials such as unit description,
assignment document or lecture slides.
Printed copies of the CP571 Unit De-
scription and Individual Assignment were
handed in the lecture sessions. Electronic
versions of the CP571 Unit Description,
Individual Assignment and lecture slides
are available from the Blackboard at
http://www.ballarat.edu.au/blackboard
If you have problems with the
Blackboard alternatively you can
download files from http://uob-
community.ballarat.edu.au/cp571
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Pilot Case Study - Exception Rules (continued)
CATEGORY RULE RULE DESCRIPTION RULE INSTRUCTION
Task Inability to
deliver due
to lack of
KNOWL-
EDGE
Problems due to knowl-
edge constraints (e.g.
does not understand the
material or what is re-
quired)
If you have difficulties understanding the
lecture material required for this assign-
ment please revisit laboratory exercises
completed in weeks 1 - 5. Additional exer-
cises on using MS Excel Solver are avail-
able from ”Brady, Joseph & Monk, Ellen.
(2006). Problem-solving cases in Microsoft
Access and Excel. 4th edition. Boston:
Thomson Course Technology. (005.369
B729p3)” Material required for this as-
signment was covered in the laboratory
sessions - weeks 1 - 5. You can also con-
sider seeking help from your tutor/lecturer
(see lecturer’s timetable - CP571 student
consultation) or visiting learning centre
located in T-building, room T131.
Task Inability
to deliver
due to time
constraints -
NOTIME
No time assigned for the
task. Running out of
time due to other com-
mitments. (e.g. working
part time, spending time
doing other things)
Extensions or special considerations based
on other work commitments are not given
to students. It is your responsibility to de-
velop a time management plan that meets
your academic requirements.
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Pilot Case Study - Exception Rules (continued)
CATEGORY RULE RULE DESCRIPTION RULE INSTRUCTION
Task Inability to
deliver due
to other
reasons -
OTHER
Other not specified rea-
sons (none of descrip-
tions match)
If other difficulties result to late submission
or affect your work to a substantial degree,
then you need to apply for Special Con-
sideration. For more information please
see your Course Co-ordinator or Academic
Coordinator not later than three days after
the date of the examination or submission
of the component of assessment.
Task Inability to
deliver due
to BLACK-
BOARD or
myUB Gate-
way
Problems due to access
to Blackboard or Uni-
versity server being un-
available (unable to lo-
gin, submit files, down-
load files, etc)
If you are unable to login to Black-
board/myUB because the web services are
unavailable please try to access the ser-
vices a little bit later. For any Black-
board or myUB Gateway related prob-
lems you can contact the Service Desk
via email (servicedesk@ballarat.edu.au) or
by phone on 5327 9999. If the services
are not available on the assignment sub-
mission due date, submit your assign-
ment via email to your laboratory tutor
(s.ivkovic@ballarat.edu.au)
Task Inability to
deliver due
to lack of
UNDER-
STAND-
ING rev-
enue adjust-
ments
Guest’s influences on
other guests (page 191)
- Revenue Adjustments
Cells C70:C73
This is the hardest part of the assignment
where many students struggled. In order
to understand it please read ”Guests’ In-
fluence on Other Guests”.
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Pilot Case Study - Exception Rules (continued)
CATEGORY RULE RULE DESCRIPTION RULE INSTRUCTION
Reminder No prob-
lems -
NONE
There are currently no
problems.
That’s great. Hopefully you’ll have no
problems completing this task. However
if problems arise in the future you can
still click on the links provided with the
reminder email.
In the next section we analyse pilot case study data and identify patterns.
Pilot Case Study - data analysis
Comparison between the “BEFORE” and “AFTER”
Below summarises the data analysis between the “before” and “after” data sets. TP1 column
corresponds to the “before” data set - default communication strategy. TP3 column corresponds
to the “after” data set - new communication strategy.
Table D.6: Pilot Case Study - Cases
CASE TP1 TP3
Number of cases 47 33
Number of cases (on time task completion) 32 31
Number of cases (late task completion) 15 2
% of cases (on time task completion) 68.09% 93.94%
% of cases (late task completion) 31.91% 6.06%
number of words (avg per case) 77 61
number of words (median per case) 61 48
PM feels pressure to respond (num of cases) 43 22
PM feels NO pressure to respond (num of cases) 4 11
PM feels pressure to respond (%) 91.49% 66.67%
PM feels NO pressure to respond (%) 8.51% 33.33%
Table D shows a basic comparison between the “before” and “after” data sets in relation
to “cases”. Three main issues worth discussion from the “case” analysis displayed above are
the “task completion”, “number of words” and “PM responsiveness”. The analysis suggest that
the task completion rate in TP3 (after “ProAssistant” was implemented) has improved and the
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late completions decreased from 32.91% in TP1 to 6.06% in TP3. The analysis for the “number
of words” show that that the communication was more brief in TP3 (after “ProAssistant” was
implemented), median 48 words in TP3 from 61 words in TP1. Further analysis are planned
to be taken in order to explore the correlation between the length of an email message (based
on word count and character count) and the negative emotions. The analysis in Table D also
suggests that the project manager’s responsiveness improved as “pressure to respond” to team
member’s emails decreased from 91.49% (TP1) to 66.67% (TP3).
Figure D.4 illustrates that during the pilot case study the project manager felt greater
pressure to respond to team member’s (student) emails in TP1. Level of responsiveness is shown
in Table D where responsiveness classified as 10 is described as “EXTREME” where project
manager feels that s/he has to respond to email immediately while responsiveness classified as
0 is described as “NONE” where the project manager does not feel obliged to respond. For
example, as Figure D.4 shows, the project manager classified more than 20% of all messages in
TP1 as 10 and more than 15% of all messages in TP1 as 9. This means that for more than one
third of all messages in TP1 the project manager felt obliged to respond immediately. Moderate
responsiveness is more prevalent in TP3 where project manager felt less obliged to respond to
email messages (40% of messages have been classified as 4).
Figure D.4: Pilot Case Study - PM responsiveness in TP1 and TP3
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Table D.7: Pilot Case Study - Email Messages
MESSAGE TP1 TP3
Total number of messages 65 57
Max number of messages (per case) 3 5
Messages per case (mean) 1.382 1.7
Messages per case (median) 1 1
Total number of words 3612 2019
number of words (avg overall) 55.56 35.42
number of words (median overall) 54 35
message type (action request) 50.77% 43.86%
message type (status update) 49.23% 56.14%
Number of messages before or on due date 48 48
Number of messages after due date 17 9
% of messages before or on due date 73.85% 84.21%
% of messages after due date 26.15% 15.79%
Table D shows a basic comparison between the “before” and “after” data sets in relation to each
email message. Three main issues worth discussion from the “message” analysis displayed above
are the “number of words”, “message type” and “messages after due date”. The analysis suggest
that the email messages (overall) were shorter in TP3 (after “ProAssistant” was implemented),
median 54 words in TP1 to 35 words in TP3. Action request types of email message were slightly
on decline from 50.77% in TP1 to 43.86%. The “action request” message types are those email
messages where team members request further action from the project manager. Further analysis
shown in Table D suggest that the number of email messages after due date has improved and
decreased from 26.15% (TP1) to 15.79% (TP3).
Table D.8: Pilot Case Study - Email Message Causes
MESSAGE CAUSE TP1 TP3
Extension Request 3.08% 1.75%
F2F meeting request 1.54% 0.00%
Incomplete Delivery (self error) 3.08% 0.00%
Incorrect Delivery (self error) 4.62% 7.02%
No Problems 1.54% 0.00%
Reward expectations not met 4.62% 0.00%
Technical problem 60.00% 54.39%
Unable to get Turnitin receipt 3.08% 0.00%
Very Late submission 12.31% 3.51%
Knowledge 0.00% 28.07%
Resources 0.00% 1.75%
Uncertain 6.15% 3.51%
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Figure D.5: Pilot Case Study - Email Message Causes
The purpose of analysis shown in Figure D.5 is to understand which issues prompted team
members to send email to the project manager. In both cases (TP1 and TP3) most email
messages were sent in regards to “Technical Problem”. The reason is that the Blackboard server
was down soon before the task due date in both cases and the team members were not able to
use it for the project task submission. In further analysis the comparison between those cases is
provided. It is also noted that the number of messages regarding very late submissions was lower
from 12.31% in TP1 to 3.51%. A noticeable difference in Figure D.5 is that almost one third
of the TP3 email messages were about knowledge (28.07%). Two possible explanations for this
high rate is that either the assignment task was more challenging in TP3 or the assignment task
requirements in TP3 were not as clear as in TP1.
Table D shows emotional language that was present in the team member’s emails sent to
the project manager. Graphical representation of data displayed in Table D. In both cases (TP1
and TP3) team members were frustrated due to the technical problems with the Blackboard
server being down soon before the task due date. However further analysis suggest that TP1
team members showed stronger negative emotions. For example TP1 team members were more
desperate, apprehensive, uncertain and confused than TP3 team members. A noticeable difference
in Table D is that the confidence in TP3 doubled from 10.00% in TP1 to 21.05% in TP3.
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Table D.9: Pilot Case Study - Emotional Language in Email Messages
EMOTIONAL LANGUAGE TP1 TP3
desperate 6.86% 0.00%
apprehensive 12.75% 4.44%
frustrated 6.86% 6.67%
uncertain 16.67% 6.67%
worried 0.98% 2.22%
tense 1.96% 2.22%
confused 9.80% 0.00%
neglected 1.96% 0.00%
self-blamed 4.90% 4.44%
demanding (extension) 1.96% 4.44%
demanding (F2F meeting) 1.96% 6.67%
demanding (reply) 1.96% 11.11%
demanding (resource) 0.00% 2.22%
demanding (review) 0.98% 0.00%
demanding (sub-task request) 1.96% 0.00%
hopeful 4.90% 28.89%
apologetic 20.59% 17.78%
thankful 0.00% 2.22%
confident 10.00% 21.05%
Table D.10: Pilot Case Study - Message Language
LANGUAGE TYPE TP1 TP3
Descriptive 39.64% 55.00%
Emotional (all) 60.36% 45.00%
Pilot Case Study - ProAssistant data analysis
ProAssistant was used in Phase 2 (TP3) as a project monitoring system in which automatically
generated emails were sent to team members (students) with a reminder on the assessment
tasks completion. The email contained instructions requesting the mail recipient (team member)
to click on the link which most closely describe the current state of the individual task (lab
assignment). An example of auto-generated reminder email message is illustrated in Figure D.1.
After analysing the team member responses it was evident that the team members were unable
complete the task mostly due to knowledge related and technical difficulties as illustrated in
Figure D.7.
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Figure D.6: Pilot Case Study - Emotional Language
Pilot Case Study - data patterns of communication
The purpose of this section is to discuss observations and emerging patterns that surfaced from
the pilot case study.
Communication elements
Six communication elements (characteristics in relation to team members) have been identified in
the pilot study. Each communication element has several distinct values. The values are ordered
in such way that the last value has the most negative effect on the project outcome while the first
value has a positive effect on the project outcome. The best combination of all communication
elements and their values includes the first value from each element.
• Extension
– TM ask for extension - none
– TM asks for extension before due date
– TM asks for extension on due date
– TM asks for extension after due date
• Request
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Figure D.7: Pilot case study - task completion responses
– TM requests - none
– TM requests acknowledgement from PM
– TM requests assurance from PM
– TM requests assistance from PM
• Submission
– TM submits as requested by PM
– TM does take an alternative approach to submit and does not expect PM’s acknowl-
edgement
– TM does take an alternative approach to submit but waits for PM’s acknowledgement
– TM does not look for alternatives to submit and waits for PM’s instructions
• Completion
– TM completes task before or on due date
– TM re-submits task before or on due date
– TM completes task before or on due date but discovers that task was incomplete
– TM completes task before or on due date but project manager discovers that task
was incomplete and requests re-submission
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– TM completes task after due date
– TM re-submits after due date
– TM completes task - none
• Negative Emotion
– none
– low
– indicative
– strong
• Message Repeats
– none
– identical messages sent within a short time period (seconds-minutes)
– identical messages sent within a long time period (hours/days)
Positive project outcome
Based on the six identified communication elements listed above and the pilot case study data
analysis the following measures are identified with a positive project outcome:
• more tasks completed before due date (TM attached completed assignment and sent before
due date) ratio of actual to expected
• less negative emotions (TM does not express anger, anxiety, etc)
• less message repeats (TM does not send the same message many times)
• less requests (TM does not send messages in which s/he requires assistance)
• reduced email overload (number of total TM messages decreased)
• reduced responsiveness (PM does not feel obliged to immediately respond to emails)
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Communication strategy
The communication strategy in TP1 was a “default” communication strategy in which the
team members (students) initialised the communication only if there was a problem regarding
the assessment task. This strategy is described as “ad-hoc, unstructured and reactive”. The
communication was not planned and the email text depended on the type of problem. Many
times the project manager (lecturer) re-directed team member’s email to another staff member if
the issue was outside project manager’s domain. Several team members completed the task after
the due date without any previous communication or extension approval. In order to improve
“default” communication strategy, “new” communication strategy was proposed. It was observed
that a task completion reminder would provide a valuable improvement in the communication
and could lead to less late task completions. Furthermore it was discussed what type of content
should be included in the task completion reminder and it was decided by the project manager
that the reminder should contain a list of exceptions i.e. things that may go wrong with the
task completion. The list of exceptions was defined in order to cover many possibilities (risks)
that may arise and interfere with task completion. The list of exceptions was further arranged
into four groups based on the scope of each exception including the following groups: general,
project, task and reminder. For example exception described as “inability to deliver (complete)
the task due to personal reasons (e.g. health, family, financial problems) was associated with the
“general” group as this exception (problem) my arise in general regardless to which project is the
TM involved with. The “new” communication strategy included the following improvements:
• PM defined scheduled task completion reminders (via email)
• PM defined exceptions and arranged them into groups
• PM defined set of exceptions for each completion reminder
• PM adjusted the strategy when communication did not lead to positive project outcome
• PM documented strategy changes
Emotional language
Emotional language in the pilot study ranged from the language that expressed very negative
emotions such as desperate, apprehensive, frustrated and uncertain to less negative emotions
333
such as self-blamed and apologetic. Two positive emotions such as thankful and confident were
identified in the “after” (TP3 with new communication strategy) data analysis. It was evident
that more negative emotions were discovered in the “before” (TP1 with default communication
strategy) data analysis.
Communication density
It was observed that the task communication lifetime was much longer than originally anticipated.
For example several email messages were sent long after the task completion date. Furthermore
four types of communication density were identified: normal, scattered, dense before due date
and dense after due date. Normal communication density means that the team member sent an
email before the task due date. This is the most preferred communication density. Scattered
communication density is associated with many team member’s email messages sent before
and after due date. This is the least preferred communication density as the communication
usually goes for longer period of time and as such requires a great effort to be managed. Dense
communication density is associated with several email messages sent within a short period of
time either before or after the task due date. This type of communication density is usually
linked with several emails regarding smaller issue that is usually quickly resolved. Email messages
in the “before” data analysis were more scattered.
Responsiveness
While classifying obligation to respond to each email message (level of responsiveness) the project
manager identified that several elements contributed in making decision “When to respond to an
email?” (shown in Table D). Before those elements are identified and discussed it is important
to propose the following questions and discuss their answers:
• How was responsiveness measured?
The responsiveness was measured on the classification scale from 0 to 10 and it was
dependant on “how obliged” project manager felt to respond to email message. If the
project manager felt “very obliged” to respond to the email message then the “response
time” was either immediate (EXTREME responsiveness) or within couple of hours (VERY
HIGH responsiveness). The “obligation” and “response time” determined the level of
responsiveness, which in this instance is equal to classification of 7 and above (VERY
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HIGH to EXTREME - see Table D). If the project manager felt “not very obliged” to
respond to the email message the level of responsiveness was classified between 5 and 7
(HIGH) and response time by the end of working day (between 2 and 8 hours). If the
project manager felt “slightly obliged” to respond to email message then the response
time was two to five days which resulted to classification of 1 to 5 (LOW to MODERATE
responsiveness). Any absence of feeling “obliged” to respond to the message resulted to
responsiveness classification of 0 (NONE responsiveness).
• How did project manager make decisions to respond to email messages?
The decisions were based on three elements: message content (text), message time stamp
(when was message sent in relation to due date) and message attachment i.e. was the
completed task (assignment files) attached in the email. Each of the three elements are
further discussed and listed in Table D.
• What were the worst and the best possible scenarios in task related emails?
Based on elements identified in the pilot case study analysis, the worst possible scenario in
task related emails include the following attributes:
– message sent after due date
– task not completed
– strong negative emotions
– late task completion not approved
– assistance requested
– message repeat
The best possible scenario in task related emails include the following attributes:
– message sent before due date
– task completed
– no negative emotions
– no late task completion
– no assistance requested
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– no message repeat
• How could project manager’s decisions to respond be assisted and validated? Identification
of the best and worst possible scenarios in the task related emails created foundation for
an automated process which could assist project managers in classifying responsiveness
(making a decision how urgently to respond to an email). Before the proposed automated
process could be implemented and tested it was necessary for the project manager to:
– identify distinct values for each element
– assign weight for each element value
– test assigned weights by comparing the outcome of different scenarios with his decision
During the pilot case study data collection, the project manager was asked to classify
obligation to respond (level of responsiveness) for each email message. Furthermore the project
manager was asked to provide explanation for the basis of his decision. The following classification
values were identified and used in the pilot case study:
Table D.11: Pilot Case Study - Project Manager’s Responsiveness Classification
DESCRIPTION CLASS TP1 TP3
NONE - does not feel obligated to respond 0 0.0% 0.0%
LOW - respond within a week 1 0.0% 0.0%
LOW - respond within a week 2 6.15% 12.28%
MODERATE - respond within couple of days 3 4.62% 0.00%
MODERATE - respond within couple of days 4 16.92% 43.86%
HIGH - respond by the end of working day 5 12.31% 17.54%
HIGH - respond by the end of working day 6 10.77% 7.02%
VERY HIGH - respond within couple of hours 7 4.62% 8.77%
VERY HIGH - respond within couple of hours 8 7.69% 3.51%
EXTREME - respond immediately 9 15.38% 3.51%
EXTREME - respond immediately 10 21.54% 3.51%
After the analysis of the project manager’s comments on justifying the classification of
responsiveness (see comments field in Table D) was completed, six elements that contributed in
making decision “When to respond to an email?” were identified (Table D). Further analysis
suggested distinct values for each element. Finally, with the project manager’s domain knowledge
and assistance of the primary researcher and other research colleagues (experts in knowledge
base systems) weights for each distinct element value were suggested and tested. Table D shows
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identified elements, element values and their weights. message content (text), message time
stamp (when was message sent in relation to due date) and message attachment
Table D.12: Pilot Case Study - Identified Responsiveness Elements and their Values
ELEMENT NAME ELEMENT VALUE WEIGHT
Task Completed (check email attach-
ment)
Yes 1
– Partially 5
– No 10
Negative Emotion (read message con-
tent)
Strong 10
– Medium 5
– None 1
Message Repeat (compare message
content with previous emails)
Yes 30
– No 5
Late Task Completion (compare
email time-stamp with task due
date)
Approved 3
– Not-Approved 15
– Not Relevant 5
Message Sent Time-stamp (check
email time-stamp)
After Due Date 15
– 12 hrs or less Before Due Date 10
– 48 hrs or less Before Due Date 5
– 72 hrs or more Before Due Date 2
Request Type (read message con-
tent)
Assistance 10
– Acknowledgement 5
– None 2
Suggested weights for each element value were tested and there were some encouraging results
which suggested that the project manager’s responsiveness classification can be supported by a
semi-automated decision making system. Further analysis are needed to support this claim. The
format of the future interviews will be very similar to the one available in the trial.
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Criteria for pattern identification
The following criteria has been identified for pattern identification:
• elements of communication
• communication strategy
• positive project outcome
• emotional language
• email responsiveness
• communication density
Patterns in context of the research questions
The pilot study supports the main research question To what extent can knowledge dis-
covery from project manager’s email in-box be used to improve functioning of a
project? in the context of educational environment as To what extent can knowledge
discovery from lecturer’s email in-box be used to improve functioning of a course?.
The answer has been addressed in the “Communication Elements” Section discussed above where
six communication elements (characteristics in relation to team members) and their values have
been identified including: extension, request, submission, completion, negative emotions and
message repeats.
In regards to the questions related to communication from the pilot study the following
patterns have been identified:
• How can human communication strategy be improved?
The patterns between “before” and “after” data analysis in the pilot study identify that the
“new” communication strategy with the use of “ProAssistant” was better for the following
reasons: more tasks were completed before due date, team members expressed less negative
emotions, there were less message repeats, less messages in which team members required
assistance, email overload was reduced as number of total messages decrease and the project
manager felt less obliged to immediately respond to emails.
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• How can management of a project based communication be improved?
In this study we “improved” management of task related messages via “ProAssistant”
system which enabled the project manager to visualise, manage, view, search and archive
task related response messages.
• What effects does email “responsiveness” have on the project outcome? Improved email
responsiveness with the “new” communication strategy resulted to decrease of negative
project outcomes such as D.6, decrease in late task completions, shorter email messages
and improved decreased project manager’s “pressure to respond” (see Table D)
• What is the nature and structure of project based communication Based on elements
identified in the pilot case study analysis, the worst and the best possible scenarios were
identified.
The worst nature and structure:
– message sent after due date
– task not completed
– strong negative emotions
– late task completion not approved
– assistance requested
– message repeat
The best nature and structure:
– message sent before due date
– task completed
– no negative emotions
– no late task completion
– no assistance requested
– no message repeat
The following hypotheses emerged from the Pilot Study patterns between the “before” and
“after” data analysis:
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• PM’s slow email responsiveness may increase negative emotions (emotional language)
• PM’s slow email responsiveness may increase the number of late task completions
• Increased team member’s negative emotions may increase the number of messages
• Increased team member’s negative emotions may increase the number of message repeats
• There is correlation between the shorter email messages and negative emotions
• PM’s slow email responsiveness may cause email overload (number of messages)
• TM’s emails that request assistance or assurance increase PM’s pressure to respond
• New communication strategies with assistance of “ProAssistant” increase likelihood of
positive project outcome
This pilot study has clearly shown that this method can work and can be used in the case studies
to answer the research questions.
Lessons from the pilot case study
The link between information extracted from analysis of emails and value that could influence
and/or guide management action can be demonstrated from the pilot case study implemented
as part of this thesis. The pilot case study was carried out with purpose of understanding
how management actions can be applied on the basis of information extracted from assessment
tasks related email communication between lecturer (project leader role) and students (team
members role). As class attendance was not compulsory and teaching material available on-line,
many students choose not to attend the classes on a regular basis. This means that face-to-face
communication between the lecturer and the students was often rare and email was used as a
primary communication medium. While students often prefer to communicate via text messaging
or chat, the email was “de-facto” electronic communication medium between the lecturing staff
and students.
The pilot case study was conducted during two teaching periods, teaching period 1 (Phase
1) and teaching period 3 (Phase 2). Information from the analysis was of great value to the
lecturer as it clearly described the communication providing information about requests, emotions,
expectations, and issues. Analysis of the student email messages in Phase 1 revealed the lecturer
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was often under a great pressure to maintain the communication in order to assist students.
This was evident especially around the assessment completion time when students’ expectations
for assistance and demand for the communication was on the rise. This student email excerpt
illustrates a typical student email asking for assistance ...when doing the assignment part 1, I
have to work out the revenue adjustment do I use the maximum number of patrons or the average
number?. This message clearly identifies a student requesting assistance due to knowledge related
problems. However, the assistance was often not provided immediately, as usually expected
by the students, and the lecturer’s “slow” email responsiveness occasionally led to increased
number of student emails with noticeably repeated requests. From the very early days we noted
that objective features such as sender, time-stamp, task completion, action item and issue were
important part of the analysis.
Further analysis of Phase 1 showed increased emotional content associated with students’ inability
to upload assessment files via Blackboard (web based system that allows lecturing staff and
students to collaborate). At that time the lecturer was not available as the university was
closed due to Easter public holidays. More surprising information from the analysis showed
that some international students were not even aware that the university was closed. This
student email excerpt illustrates use of emotional language as well as lexical content (upper case
characters) ...i cant logon to the Black board for submitting my assignment...being, the last due
day for submitting the assignment, iam bit tensed..Today when i came to the uni for submitting,
i couldn’t get into the school building.IT’S LOCKED....Kindly Plz help me to sort this issue
out...please. These type of messages demonstrates beside objective, the subjective features such
as expectations, responsiveness, emotions and lexical patterns are important part of email analysis.
Even that analysis of student emails collected during Phase 1 was not based on a great
number of features, it still provided useful information to the lecturer. For example, messages
with emotional content were on the rise, especially when students were unable to complete
a task due to variety of issues or when the lecturer’s response mismatched sender’s expec-
tations. Information from the Phase 1 analysis suggested that the lecturer’s communication
strategies were ad-hoc, sometime fully dependant on his responsiveness and not pro-active. As
a result, management action was taken and prototype of “ProAssistant”, a web based system,
was designed, developed, tested and in implemented in Phase 2. The system was designed to
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automatically generate and send emails to students instructing them to confirm their ability
to complete assignment by the due date. Student reply to the request was initialised by their
selection of an option from the email text such as ‘NO PROBLEMS”, “PERSONAL”, “DON’T
UNDERSTAND TASK”, etc. Depending on the selected link (option) an appropriate response
email was automatically generated and sent to the student with assistance providing information
about the difficulty. For example, if a student selected “PERSONAL” problem as the reason,
returned email message instructed the student to see appropriate administrator at the university
and also provided additional information about the “special consideration” procedure. After
Phase 2 data collection was completed, analysis between Phase 1 and Phase 2 suggested that
after the “ProAssistant” email system was implemented student email messages were shorter,
action requests were on decline, late submissions decreased and emotional content was less evident.
The analysis of Phase 1 emails demonstrated that discovery of “objective” (technical) barriers
such as Blackboard server unavailability together with discovery of “subjective” (human) barriers
such as student expectations (beliefs) and emotions (feelings) gave the lecturer (read project
manager) greater knowledge and a holistic view of student activities, and experiences of the
students performing these activities. While teaching cannot be directly associated with projects
as students’ tasks were based on individual contributions, we were able to demonstrate how
information influenced and guided management action. It is important to note that beside
improving communication strategy via “ProAssistant”, the lecturer could have taken different
management actions such as additional face to face or online tutorials for students whose email
messages indicated they struggled with task completion due to knowledge problems.
D.1 Case Study - Pro Assistant Software - Screenshots
The purpose of ProAssistant prototype in the Pilot Study was to allow the project manager to
achieve the following:
1. Manage Project Information (add/view/edit/delete projects) as illustrated in Figure D.8
2. Manage Project Task Information (add/view/edit/delete projects tasks) as illustrated in
Figure D.10
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3. Manage Project Resources (add/view/edit/delete resources and associate resources with
tasks) as illustrated in Figure D.11
4. Manage Project Task Reminders (add/view/edit/delete reminders to relevant resources
regarding a project tasks) as illustrated in Figure D.12
5. Manage Project Task Reminder Rules and Exceptions (add/view/edit/delete reminder
rules and exceptions to relevant reminders)as illustrated in Figure D.14
Figure D.8: ProAssistant - projects
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Figure D.9: ProAssistant - add new project
Figure D.10: ProAssistant - project tasks
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Figure D.11: ProAssistant - resources
Figure D.12: ProAssistant - reminder
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Figure D.13: ProAssistant - add reminder
Figure D.14: ProAssistant - rules and exceptions
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