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Abstract
We seek an explanation for the observed non-classical rotational inertia in solid Helium-4. We study the activation
energy for a single vacancy in an otherwise perfect crystal, which is huge and leads to the conclusion that there are no
thermal vacancies in solid Helium-4 at the experimentally relevant temperatures. We also study grain boundaries and
ﬁnd that they can be mechanically stable when brought into contact with liquid, and can turn superﬂuid. Contact with
recents experiments is made.
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1. Introduction
The supersolid state of matter, characterized by simultaneous crystalline order and frictionless ﬂow, has been
elusive for 35 years. The observation of a non-classical moment of inertia in solid 4He by Kim and Chan (KC)
provided the ﬁrst experimental evidence [1, 2], although the interpretation in terms of a bulk homogeneous supsersolid
phase remains questionable. Other groups have conﬁrmed the original observation by KC, but Rittner and Reppy
saw the supersolid signal disappear after repeated annealing cycles [3]. This clearly hints towards an important
role for crystalline defects, a view that came even more prominent by the theoretical prediction [4] and subsequent
experimental observation of superﬂuid grain boundaries by Sasaki et al. [5].
Theoretically, the ground state of bulk supersolids is known to be incommensurate [6]. Vacancies are thus required
to be part of such a state. However, we can rule out the existence of thermal vacancies in 4He at the low temperatures
of the KC experiment [7, 8, 9, 10] and we also ﬁnd that vacancies undergo phase separation from a commensurate
hcp solid [10], very much like in a classical solid. Thus theoretically, there is strong evidence that one has to think of
inhomogeneous scenarios for the KC experiments [4]. As a case study for defects, we look at grain boundaries [11]
: they are found to be mechanically stable when brought into contact with liquid and can be superﬂuid with a critical
temperature of 0.5K. We show that the results by Sasaki et al. [5] are not a consequence of being at phase coexistence.
Our results are based on large-scale quantum Monte Carlo simulations using the worm algorithm [12] and the
Aziz potential [13].
2. Vacancies
Successful theories of supersolidity start from an incommensurate crystal [6] : such quantum point defects as
vacancies and interstitials can Bose condense at low temperature, giving rise to superﬂow. The possible scenarios for
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Figure 1: A sketch of the diﬀerent scenarios for vacancy states in the ground state of solid Helium at the melting density. Supersolid scenarios
include the Andreev-Lifshitz-Chester (ALC) or Dai-Ma-Zhang(DMZ)/Anderson-Brinkman-Huse (ABH) scenarios. A metastable gas of out-of-
equilibrium vacancies can exist for gapped vacancies with an eﬀective repulsive interaction (the upper dashed line). Vacancies with an eﬀective
attractive interaction will phase separate into the commensurate insulating crystal (with density nS) and the liquid (with density nL < nS). Figure
adapted from Ref. [10].
the physics of Helium are sketched in Fig. 1. The Andreev-Lifshitz-Chester (ALC) scenario [14, 15] assumes that the
gain in kinetic energy by delocalizing the vacancy can overcome the potential energy cost of creating it in a perfect
crystal, such that a dilute gas of highly mobile vacancies can be stabilized. The ALC scenario is however ruled out
in 4He because of the large activation energies for vacancies and interstitials [10]. In Fig. 2 we show the spatially
averaged Green function G(k = 0, τ) for the perfect hcp 4He crystal at melting density n = 0.0287 Å−3 and for a low
temperature of T=0.2 K. Results are shown for a system of N=800 atoms. The interstitial (ΔI = 22.8 ± 0.7 K) and
the vacancy (ΔV = 13.0 ± 0.5 K) activation energies can be inferred from the asymptotic imaginary time behavior of
the green function G(0, τ) at zero momentum, k = 0. Our values are in reasonable agreement with other numerical
calculations [7, 9].
Other supersolid ground states with a low density of strongly correlated vacancies were recently put forward by
Dai, Ma and Zhang (DMZ) [16] and also by Anderson, Brinkman and Huse (ABH) [17]. Their scenarios are possible
even when single-vacancy excitations in the perfect crystal are gapped, as indicated in Fig. 1. To assess such a state, we
study the thermodynamic stability of multi-vacancy states in the canonical (N −V −T ) ensemble, keeping the number
of particles ﬁxed. Our consistent observation is that the vacancies undergo phase separation from the crystal. Our
simulations produce the spontaneous formation of vacancy clusters for temperatures up to 1 K, regardless of pressure
and the initial conﬁguration. Already three vacancies cluster easily and form a tight bound state. In Ref. [10] we
computed the vacancy-vacancy correlation function, which is the quantity most sensitive to their eﬀective interaction.
Seen its shape [10] we deduce that this eﬀective interaction is attractive, leading to phase separation. Phase separation
is also supported by energy calculations, since the energy diﬀerence (E(nV)−E(0))/nV is not monotonically increasing
with vacancy concentration nV. The instability occurs not only at a ﬁnite vacancy concentration, but also for a few
vacancies in a large crystal (more than 2000 atoms). The scenario corresponding to the curve labeled “unstable” in
Fig. 1 is hence realized in 4He, no DMZ/ABH-type state is found.
3. Grain Boundaries
Given the instability of the vacancy gas, the only remaining possibilities accounting for the experimental data of
KC are inhomogeneous scenarios, due to a less than ideal sample quality [18, 8]. Metastable vacancies can play an
important role in this case. When a large vacancy cluster is formed, the system can macroscopically lower its energy
by deforming the cluster into a dislocation loop, which might melt locally into a superglass [8, 10]. Other scenarios
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Figure 2: Single-particle Green function G(k = 0, τ) computed for hcp 4He at the melting density n◦=0.0287 Å−3 and T = 0.2 K. Symbols refer to
numerical data, solid lines are ﬁts to the asymptotic decay. The inset shows the vacancy-interstitial gap Egap = ΔI + ΔV for diﬀerent system sizes.
Figure adapted from Ref. [10].
include the migration of vacancies towards the grain boundaries and boundary edges, along which superﬂow might be
possible [4], (as was indeed observed by Sasaki et al. [5]).
Because the experiments by Sasaki et al. are carried out under the conditions of phase coexistence between a
liquid and a solid, their observations could be due to superﬂuid grain boundaries or rather due to a crack ﬁlled with
liquid. Mechanical and energetic stability of the grain boundary requires that the surface tension σGB of the grain
boundary between crystallites A and B is less than σA + σB, where σA(B) is the surface tension between crystallite
A(B) and the liquid. If this condition is not met, the liquid will penetrate between the two crystallites and a crack is
formed.
We will answer this issue by simulating the sample shown in Fig. 3 [11]. In Fig. 4 we show the condensate map
of this sample after a long run. The condensate map is a map of the condensate wave function, obtained by recording
spatial positions of the open ends of the worm when they are suﬃciently far away from each other such that the
correlations between them are negligible [12]. We see that the grain boundary between the two crystallites is a robust
quantum object with a thickness of order 3 layers and did not disappear during the simulation run. The system has
converged to a state where the liquid and solid phase coexist. Compared to the initial conﬁguration, the shapes of
the crystallites (including the angles) have noticeably changed. This is not surprising since the optimal shape of the
crystal-liquid interface depends on the particular orientation of the crystallite axes with respect to the interface.
We have simulated a number of samples with grain boundaries under diﬀerent pressures, crystallite orientations
and temperatures. We ﬁnd that the observation by Sasaki et al. is not a consequence of being right at the melting point
and that the transition temperature is typically of the order of 0.5K. However, grain boundaries featuring an extra
symmetry such as stacking faults and special grain boundaries with nicely matching angles are insulating.
4. Outlook
In conclusion, we have shown the absence of thermally excited vacancies at the low temperatures of the KC
experiments [1, 2] . In addition, we found that vacancies are thermodynamically unstable in solid 4He. The answer
to the KC observations lies thus in inhomogeneous scenarios. Of particular interest are then grain boundaries, which
were ﬁrst in simulations [4] and later also experimentally found to be superﬂuid [5]. We could show that superﬂuid
grain boundaries are mechanically stable when brought into contact with liquid and thus prove that the results in
Ref [5] are not due to cracks ﬁlled with liquid. The transition temperature for superﬂow along grain boundaries is of
the order of 0.5K. Because the grain boundary concentration is too low to fully account for the supersolid signal in
the KC experiment, one might have to look for glassy pockets [8] in the solid samples in the torsional oscillator cell.
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Figure 3: Initial setup for the simulation of a grain boundary in contact with a liquid. Two truncated pyramids are placed on top of each other. The
basal plane of both pyramids is a square with size Lx × Ly = L× L, with L = 24 (the unit is the interparticle distance). The upper and lower pyramid
have diﬀerent random orientations and the height of both pyramids is Lz = L/2. The upper facets of the truncated pyramids are squares of initial
size L/2 × L/2, and form a grain boundary between the two crystallites. Liquid ﬁlls the volume outside the crystallites. Periodic boundaries are
used in the x and y-directions, while atoms in the z = 0 and z = L plane are pinned in order to prevent ﬂow along the boundary in the z-direction.
Figure adapted from Ref. [11].
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Figure 4: Condensate map in the slice x ∈ [0.4L, 0.6L] averaged over the x-direction. The initial setup is shown by dashed lines. Figure adapted
from Ref. [11].
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