Classification is a fundamental image processing task. Recent empirical evidence suggests that classification algorithms which make use of redundant linear transforms will regularly outperform their nonredundant counterparts. We provide a rigorous explanation of this phenomenon in the single-class case. We begin by developing a measure-theoretic analysis of the set of points at which a given decision rule will have an intolerable chance of making a classification error. We then apply this general theory to the special case where the class is compact and convex, showing that such a class may be arbitrarily well-approximated by frame sets, namely, preimages of hyperrectangles under frame analysis operators. This leads to a framebased classification scheme in which frame coefficients are regarded as features. We show that, indeed, the accuracy of such a classification scheme approaches perfect accuracy as the redundancy of the frame grows large.
Introduction
Image classification is a ubiquitous and fundamental image processing task [5, 9] . A generic classification system consists of a feature extractor followed by a classifier. Feature extractors based upon multiresolution transforms are increasingly popular. While much of multiresolution classification has focused on the use of nonredundant multiresolution transforms, or, bases [2, 3, 10, [15] [16] [17] 19, 20] , several recently developed algorithms depend on redundant transforms involving frames [1, 11, 14, [22] [23] [24] . We have developed a multiresolution classification algorithm for biomedical and biometric applications [6] [7] [8] 13] . It begins by taking a multiresolution decomposition, which may be either redundant or nonredundant. A generic classifier is then applied to each of the multiresolution subspaces, and the resulting decisions are then weighed to form a single, final decision. Despite widely varying datasets obtained through distinct imaging modalities [6] [7] [8] 13 ], our results invariably followed the same trend: the redundant version of our classification algorithm outperformed the nonredundant one.
The purpose of this article is to provide a rigorous framework in which this phenomenon may be understood. To make the problem tractable, we consider a basic case of a general classification system in which the feature extractor uses basis or frame coefficients as the features themselves, and the classifier is based on a simple decision rule. In this setting, we prove that redundant transforms indeed yield better classification accuracies than nonredundant ones, and moreover, that accuracies continue to improve as redundancy grows. As such, the work here is but the first step towards both the development of a general theory of frame-based classification, and a formal understanding of the performance of real-world classification algorithms. Our future goal is to extend the general "frames versus basis" theory presented here, to a multiresolution setting.
In this article, we focus on a single-class system in which the feature extractor is a frame analysis operator and the classifier is a characteristic function. We decide that a given signal x ∈ R N is a member of a given class C ⊆ R N precisely when that signal's frame coefficients F x lie within a given set Ω ⊆ R M . This approach is a simplified version of several real-world frame-based classification systems. Such systems may be broadly separated into two categories: in the first [1, 14, 23, 24] , the frames are chosen a priori, while in the second [11, 22] , one chooses a frame which is optimal in terms of some discriminative power metric. In either case, the frame coefficients may themselves be taken as features, an approach we emulate. One may also consider more complicated features, such as the local energies of, or statistical measures on, the frame coefficients; such nonlinear features are not discussed here, and are left for future work.
In the next section, we provide a general, measure-theoretic analysis of a single-class classification problem. We study the effects of noise on an arbitrary single-class decision rule, defining an error set (5) which consists of those points at which there is an intolerable chance of making a classification error. In Theorem 4, we show that this error set approaches the best possible as our decision rule becomes asymptotically perfect. We thus rephrase our classification problem to that of finding feasibly computable approximation sets which approximate the class arbitrarily well. We then narrow our focus to classes that are compact and convex, an assumption which permits us to further simplify our decision rule to that of determining membership in a frame set, namely the preimage of a given set under a frame analysis operator. The formal definition and basic properties of such sets are given in Section 3. In Section 4, Theorem 10 shows that an arbitrary compact convex set may be arbitrarily well-approximated by these frame sets. This paves the way for the ideas of Section 2 to be applied to our frame-based classification scheme (12) , as described in Section 5. Indeed, by combining Theorems 4 and 10, we rigorously justify the same empirical observation that classification accuracy increases with redundancy.
Classification using approximating sets
We consider a basic classification problem: find a robust and efficient means for deciding whether or not a given signal x ∈ R N lies within a given class of signals C ⊆ R N . Here, the goal is to find an accurate, numerically implementable decision rule, or, a function which assigns either the label "belongs to C" or the label "does not belong to C" to any x ∈ R N . That is, lettingĈ denote the set of points a given decision rule labels as "belongs to C," our goal is to find C which closely approximates C, but for which determining membership inĈ is more straightforward than that for C. For example, when C is convex, the setĈ might be taken to be an approximating convex polytope, reducing the membership problem to that of verifying a system of linear inequalities.
In this section, we study the classification errors that occur when using just such a classification scheme: "Decide the signal x ∈ C when x is computed to be in the approximating setĈ."
In addition to classification errors that occur when certain x's lie in C but not inĈ, or vice versa, we also consider errors that arise due to noise. Let
be the probability density function of some probability P , that is, let:
for any Lebesgue measurable set S ⊆ R N , where χ S is the characteristic function of S, p(w) ≥ 0 for all w ∈ R N and P (R N ) = 1. Modeling additive noise as the corresponding random variable W , the probability that this noise perturbs a given x into being an element of S is:
where χ S * p is the convolution of χ S withp(w) := p(−w).
In general, both how poorly or wellĈ approximates C, as well as the magnitude of the noise W will factor into the likelihood of classification errors. Such errors are typically broken into two types: Type-I errors (false positives) in which a point is not an element of C but is classified as one, and Type-II errors (false negatives) in which a point is an element of C but is classified as not. Though either type of error may occur at any point, we are especially concerned with those points x for which the addition of noise W results in x being misclassified more often than some given tolerance. To be precise, given tolerances α I , α II ∈ [0, 1] and using classification scheme (1), the set of points for which there is an intolerable chance that a Type-I error will occur is:
while the corresponding set for Type-II errors is:
In certain applications, such as the detection of cancer, one may want α II to be small whereas α I may be large; false alarms (Type-I) may be revealed by reexamination, but a missed tumor (Type-II) may be deadly. In other applications, such as biometric security, the opposite is true; not being able to open a door (Type-II) is normally just a temporary inconvenience, but granting a stranger access to a secure area (Type-I) is unacceptable.
For a given class C, approximating setĈ and noise distribution p, we define the corresponding error set to be the union of (3) and (4):
while the corresponding total classification error E p (C,Ĉ) is the Lebesgue measure of E p (C,Ĉ); we shall assume throughout that C andĈ are of finite measure, implying χĈ * p is continuous, and therefore (3) and (4) are measurable. Even in the perfect approximation case whereĈ = C, classification errors due to noise will occur; (5) then becomes E p (C, C).
Under the above framework, our goal of having a robust and efficient means of determining membership in C reduces to finding a reasonably computable set C in which membership is easily determined and for which the corresponding error set (5) is small. Unfortunately, as this error set E p (C,Ĉ) is defined in terms of the possibly geometrically complex set C, it may itself be hard to find. In this case, the best one may hope for is to approximate E p (C,Ĉ) by E p (Ĉ,Ĉ). The remainder of this section is devoted to proving that ifĈ is close to C, then the computable error set E p (Ĉ,Ĉ) is close to the true error set E p (C,Ĉ), as both are close to the error set E p (C, C), the set of points x which are often misclassified due to noise, even when the class C is perfectly known. In subsequent sections, we then apply this theory in the special case where C is a compact convex set, showing how such a class may be approximated by particular types of convex polytopesĈ, dubbed frame sets. The paper concludes by discussing methods for estimating E p (Ĉ,Ĉ) in this special case.
Classification in the presence of noise
The error set (5) contains those points at which the decision rule (1) performs poorly. We now determine the limiting form of this error set as the approximating setĈ approaches the true class C.
The distance between two measurable subsets A and B of R N is taken to be the degree to which they overlap, namely:
where m(S) is the Lebesgue measure of S. Under this definition of distance, we have the following lemma, proven in the appendix.
be a sequence of measurable functions from R N into R which converge almost everywhere to f . Let I ⊆ R be measurable, and let B ⊆ R N have finite measure. Then, letting ∂I be the boundary of I, if f −1 (∂I) is of measure zero and
We now use this lemma to prove a technical result, which will lead to the main result of this section, Theorem 4. As we apply Lemma 1 to f = χ C * p, we need to place an additional assumption upon the class C and the noise model p so as to ensure that the measure of f −1 (∂I) is indeed zero. In particular, for a given probability density function p, we say that a measurable set C is regular if (χ C * p) −1 {α} is of measure zero for all α ∈ (0, 1). Though regularity is by no means trivial to verify for a given p and C, and does not hold in general, we nevertheless intuitively expect this requirement to be satisfied under some smoothness conditions, as (χ C * p) −1 {α} is a level surface.
Theorem 2 For any probability density function
is any sequence of measurable sets which is converging to a bounded regular set C, then for any α ∈ (0, 1),
Proof. We prove (7) by applying Lemma 1 with f k = χ C k * p, f = χ C * p and I = (α, ∞); the proof of (8) follows verbatim when I is taken to be [α, ∞). Since C is bounded, we may assume, without loss of generality, that C k has finite measure. This implies that each f k is continuous, and therefore measurable. Furthermore, f k converges to f uniformly since:
for all x ∈ R N . Also, note that the very definition of the regularity of C with respect to p ensures f −1 (∂I) = (χ C * p) −1 {α} is of measure zero.
All that remains to be shown is that there exists a set B of finite measure such that f
, ∞), we claim that B is bounded. Indeed otherwise, taking an unbounded sequence {x j } ∞ j=1 in B, we may apply the Lebesgue dominated convergence theorem [18] to the functions pχ C−x j to obtain a contradiction; these functions are uniformly bounded by p ∈ L 1 (R N ) and, since C is bounded, converge pointwise to zero:
Having that B is bounded, we next note that f −1 (I) = (χ C * p) −1 (α, ∞) ⊆ B. Meanwhile, taking k large enough so that (9) is less than α 2 , we have that
As all the hypotheses of Lemma 1 are indeed satisfied, and as χ C k * p, χ C * p only take values in [0, 1], we obtain the result:
Theorem 4 now follows from Theorem 2 and the following lemma, proven in the appendix:
In particular, we show that when the approximating setĈ is close to the class C, then both the true error set E p (C,Ĉ) and the computable error set E p (Ĉ,Ĉ) are close to the error set E p (C, C):
is any sequence of measurable sets which is converging to a bounded regular set C, then for any Type-I and Type-II error tolerances α I , α II ∈ (0, 1),
Proof. By Lemma 3(c), it suffices to show that our Type-I and Type-II error sets converge independently, namely that:
as well as that:
Recall the definition (3) of E p,I ; since lim
, and so by Lemma 3(b), we obtain the first half of (10):
A more basic form of this same argument yields the second half of (10):
One may use the same ideas to prove (11) , first noting that Lemma 3(a) and (8) of Theorem 2 may be combined to yield:
Frame sets
In the previous section, we considered the errors that arise when using classification rule (1), in which a possibly complicated set C is approximated using a hopefully more easily computable setĈ. From this point onward, we focus on a special case where C is compact and convex, andĈ is a convex polytope. In this section we show how convex polytopes are a special case of sets that naturally arise in the context of frame theory-we term these frame sets. Here and in the following section, we demonstrate that these frame sets indeed provide easily computable approximations for compact convex sets C.
f m is injective; F may be regarded as an M × N matrix whose mth row is f m . We define a frame set to be a preimage of a set under F :
for R N and some subset Ω ⊆ R M , the corresponding frame set is the preimage
Note that if the approximating setĈ is taken to be some frame set F −1 (Ω), then our decision rule (1) becomes:
"Decide the signal x ∈ C when the frame coefficients F x ∈ Ω."
The usefulness of such a scheme rests on three facts. First, since F is linear, F x may be computed quickly and easily, requiring O(MN) operations. Second, determining whether a given y ∈ R M lies in Ω may also be accomplished quickly, provided Ω is simple. Third, as we show below, even when Ω is simple, the frame set F −1 (Ω) may have a rich structure, provided the number of frame elements M is large. We thus believe that the decision rule (12) will be a fast and accurate classification scheme, provided F and Ω are chosen appropriately, the point we address now. Specifically, we show how certain properties of F and Ω are manifested in F −1 (Ω).
Properties of frame sets
Being defined in terms of preimages of sets under the action of a function, frame sets immediately inherit many convenient set relations, such as:
We next provide an explicit method for computing a frame set in terms of a left inverse of the analysis operator, someF : R N → R M for whichF * F = I; such anF is termed a dual frame analysis operator.
Proposition 6 For any dual frame operatorF of F and any
In particular, if F is a real Parseval tight frame, that is,
Proof. To prove (13) , note that if
Having (13), we next note (14) is obtained by taking F * of (13), that is:
For the final conclusion, note that the injectivity of F along with (13) gives that
When F is further assumed to be Parseval, then for any x ∈ R N , the fact that
2 implies the two sets are isometric. 2
Note that neither (13) nor (14) claims that F −1 (Ω) is equal to F * (Ω); indeed the second set is larger than the first, in general. In fact, when F is Parseval and F is chosen to be F T , the set F * (Ω) is isometric to the orthogonal projection of Ω onto F R N , whereas F −1 (Ω) is isometric to the intersection of Ω and F R N .
One may also show that translations, rotations and dilations of frame sets are still frame sets:
The translation of a frame set is a frame set; for any x 0 ∈ R N :
is a frame for R P with analysis operator G, then:
Indeed, if N = P and G is a rotation, (15) implies that the rotation of a given frame set F −1 (Ω) is the preimage of Ω under the similarly rotated frame. A similar result may be obtained if G is a dilation.
A frame set will also inherit many of the basic characteristics of the set of Ω which generates it: Proposition 8 For any frame analysis operator F and subset Ω of R M :
The proofs of the first two parts of Proposition 8 are immediate, while the third follows from the continuity ofF . As a corollary to Proposition 8, note that if F is a frame analysis operator and Ω is compact and convex, then F −1 (Ω) is also compact and convex. We now focus on just this special case and take Ω as a closed hyperrectangle in R M .
Convex polytope frame sets
In the special case where Ω is a closed hyperrectangle
(Ω) is a convex polytope:
That is, the frame set F −1 (Ω) is the intersection of M hyperbands of the form {x ∈ R N : a m ≤ x, f m ≤ b m }. Such sets permit a fast, parallelizable implementation of the decision rule (12), simplifying it to:
Though simple, such a rule may be extremely accurate, provided the underlying class C is compact and convex and the number of frame elements M is sufficiently large; this fact is the subject of our second main result, namely Theorem 10, proven in the following section.
We conclude this section by briefly discussing how our theory should be modified when the class C is not convex. Then, the more general decision rule (12) will still be accurate, provided F −1 (Ω) is close to C. In particular, when C is not convex, then F −1 (Ω) should be not convex, implying, by Proposition 8, that Ω should not be taken to be convex. For example, if for some k = 0, . . . , M, Ω is taken to be:
then F −1 (Ω) consists of all those x ∈ R N for which the frame decision function
is at least k. That is, defining Ω by (18), we have
. When k = M, this set is precisely the intersection of hyperbands given in (16) . However when k < M, this set will be larger than (16), namely those x which belong to at least k of the hyperbands {x ∈ R N : a m ≤ x, f m ≤ b m }. In this case, F −1 (Ω) may be nonconvex, as illustrated in the following example.
Example 9 For any positive integer M, consider the harmonic frame for R 2 which consists of M evenly spaced points about the upper semicircle, f m = (cos
)}.
Letting a m = −1 and b m = 1 for all m = 1, . . . , 3, the bands given in (16) consist of those (x, y) ∈ R 2 which satisfy:
respectively. The decision function (19) for this frame is the sum of the characteristic functions of these three bands, and is illustrated in Figure 1 (a).
For Ω = [−1, 1] 3 , the corresponding frame set F −1 (Ω) is the compact, convex intersection of the three bands (20) , as depicted in Figure 1(b) . Equivalently, F −1 (Ω) is equal to the set of points where the decision function FD equals 3. If a given class C happens to be well approximated by this particular choice of F −1 (Ω), then the simple decision rule (17) performs well.
However, if C is more complicated, a more sophisticated decision rule may be needed. In such cases, we may consider decision rule (12) when Ω is not a cube. For example, when Ω is given by (18) for k = 2, Ω = FD −1 [2, 3] , then the decision rule (12) will state "Decide x ∈ C when x lies in any two of the three bands given in (20) ." Here, the corresponding frame set F −1 (Ω) is not convex, as seen in Figure 1(c) .
The frame decision function FD, given in (19) .
where Ω is a cube.
where Ω is of form (18) . 
Classification of convex sets with frame sets
In Section 2, we considered the classification errors associated with the decision rule (1), in which a given class of signals C is approximated by a computable setĈ. Specifically, we considered the set of points (5) at which such a scheme has an intolerable chance of making a classification error, and, in Theorem 4, showed this error set approaches the best possible error set asĈ is taken ever closer to C.
We now apply this general theory to the special case where C is compact and convex, and whereĈ is taken to be a frame set F −1 (Ω), where Ω is a closed hyperrectangle. Here, our decision rule (1) simplifies to (17) . In particular, we show in Theorem 10 that any compact convex set may be written as a limit of frame sets. Combining the results of Theorems 4 and 10 then leads to Corollary 12, which implies that it is possible to choose F and Ω so that the error set E p (C, F −1 (Ω)) of (17) may be approximated by the more computable set E p (F −1 (Ω), F −1 (Ω)). In the next section, we exploit this approximation by finding upper bounds on E p (F −1 (Ω), F −1 (Ω)), and thus, upper estimates on the true error set. , such that
in which the limit is taken with respect to the distance (6). In particular, letting 
Before we prove the theorem, let us illustrate it with an example:
Example 11 Let the convex compact class of signals C be the unit disk, and let the approximating setĈ be the frame set where a m = −1, b m = 1 and f m = (cos
) for m = 1, . . . , M, as introduced in Example 9. As illustrated in the first row of Figure 2 for M = 2, 4, 6, such approximating setsĈ are regular 2M-sided polygons that circumscribe C; this is due to the fact thatĈ is the intersection (16) of M uniformly distributed bands:
As C is contained inĈ, the distance (6) between them is the measure ofĈ ∩ C c . In the second row of Figure 2 , this distance is seen rapidly converging to zero. As such, the disk may be written as a limit of frame sets; Theorem 10 shows that such a result indeed holds for any compact convex class C.
We may obtain an even faster rate of convergence if the frame sets are not required to circumscribe C. In particular, if we let a m = −b, b m = b for some unknown variable b ≤ 1:
We find the optimal b to be b opt = 2(4 + tan 2 (
2 , for which:
Proof of Theorem 10. We first note that such countable dense sets of vectors indeed exist. In particular, for any positive integer k, the compactness of the hypersphere implies that there exists a finite number of points {f
such that for any x with x = 1, we have
over all k ≥ 1 is then a countable set which is dense in the whole sphere, and as such, is dense in any hemisphere. Next, for any m, let a m = min In the second row, a compact convex class C, indicated in gray, is circumscribed by these setsĈ, with their differenceĈ ∩ C c indicated in black. As formally shown in Theorem 10, the distance betweenĈ and C, namely the measure ofĈ ∩ C c , will tend to zero as the number of frame elements M grows large.
Then, for any x ∈ C, we immediately have that x, f m ∈ [a m , b m ] for all m:
To prove equality in (23) , note that if x / ∈ C, then the fact that C is a compact convex set implies there exists y ∈ R N , y = 1, such that z − x, y > 0 for all z ∈ C. Letting α = min z∈C z − x, y , we have α > 0. Next, since {f m } ∞ m=1
is dense in a hemisphere of {x : x = 1}, there exists m 0 such that:
In particular, in the case that y − f m 0 ≤ α 2 max z∈C z − x , then for any z ∈ C,
Thus, in this case we have:
Meanwhile, in the second case where y + f m 0 is less than the right hand side of (24), a similar argument gives b m 0 < x, f m 0 . To summarize, for any x / ∈ C, there exists m 0 such that (24) is satisfied, which in turn implies either (23) then gives:
To prove (21) , note that since
We claim that the sets in (25) have finite measure when M is sufficiently large. Indeed, as {f m } ∞ m=1 is dense in the hemisphere, then there exists M 0 such that
, the third statement of Proposition 8 gives that since Ω is bounded, then
is bounded. In particular, the measures in (25) are finite whenever M ≥ M 0 . Moreover, as the sets in (25) are nested, that is,
the continuity of the Lebesgue measure [18] implies:
Combining our two main results, namely Theorems 4 and 10, then gives:
Corollary 12 For any regular compact convex set C, there exists a sequence of frame sets
Corollary 12 states two fundamental facts about the decision rule (17) . First, as a frame set F −1 (Ω) grows ever closer to the class C which it is approximating, the actual set of points at which (17) will fail intolerably often, namely
, a set which is computable even when C is not perfectly known. Figure 3(a)-(c) gives examples of E p (Ĉ,Ĉ), whereĈ is taken to be the frame sets depicted in Figure 2(a)-(c) , respectively. A more thorough analysis of such error sets is given in the next section.
Second, and more importantly, Corollary 12 states that when F −1 (Ω) is close to C, the true error set E p (C, F −1 (Ω)) is close to the error set E p (C, C). This error set contains those points that are inherently susceptible to being misclassified, due to the structure of the class C and the noise W . Even when the class C is perfectly known, such errors will occur due to the presence of noise. In this sense, Corollary 12 states that by properly choosing F and Ω, even the simple decision rule (17) can asymptotically obtain the best possible classification accuracy.
We now formally address the central issue of this paper, as described in the introduction: why does the accuracy of a classification algorithm seem to improve as the redundancy of the underlying linear transform is increased? Indeed, Corollary 12 shows that near-optimal accuracies may be obtained if the redundancy of F is allowed to be large. The converse is also true. That is, The top row shows the error sets E p (Ĉ,Ĉ) of the three frame setsĈ depicted in Figure 2 . Here, p is a Gaussian noise model of mean zero and standard deviation σ = 0.35, and the Type-I and Type-II error tolerances α I and α II are each taken to be 1 2 . As M increases, Corollary 12 ensures that these sets will approach E p (C, C), given in (d), where C is the unit disk of Figure 2. when the redundancy of the transform is restricted, there is an upper bound on how well a general compact convex class C may be approximated by a frame set of the form (16) . In particular, if {f m } M m=1 is required to be a basis, then (16) is but a parallelotope, which at best, can only provide a very coarse approximation of C, in general. Thus, at least for the basic, single-class decision rule (17) , higher classification accuracy requires more redundancy. That is, one should expect frames to outperform bases, and more generally, that more redundant frames can outperform frames from the same family and of lesser redundancy.
Estimating the classification error of frame sets
In the previous sections we showed how an arbitrary compact convex set C may be approximated to within an arbitrary precision by a frame set
We further showed that when C is regular, the set E p (C, F −1 (Ω)) of points where the decision rule (17) is likely to fail may be approximated by E p (F −1 (Ω), F −1 (Ω)). In this section, we provide a numerical means for estimating E p (F −1 (Ω), F −1 (Ω)) in the special case where α I ≥ 1 2 , and where the noise W is even, that is, p(w) = p(−w).
Proposition 13
If the Type-I error tolerance α I is at least 
where
Proof. LettingĈ = F −1 (Ω), note that since Ω is convex, then Proposition 8 gives thatĈ is also convex; we claim this implies P (x + W ∈Ĉ) ≤ 1 2 for all x / ∈Ĉ, which, since α I ≥ 1 2
, implies there are no points at which Type-I errors occur intolerably often. That is, the claim implies that (3) is empty when C =Ĉ:
To prove this claim, note that for any x / ∈Ĉ, the fact thatĈ is convex implies there exists y ∈ R N such that z − x, y > 0 for all z ∈Ĉ [4] , that is, such thatĈ lies in a half-space whose boundary contains x. Thus, 
Combining (28) with (29) gives the claim that P (x + W ∈Ĉ) ≤ 1 2 , and thus (27) holds. As such, taking C =Ĉ in (4), we have:
Next, the subadditivity of the probability P implies:
Solving for w then implies (32). Alternatively, as the next result shows, one may explicitly compute the right hand side of (26) in the special case where the noise is Gaussian:
and W ∼ N (0, σ 2 I), then for any frame analysis operator F and any
where erf(
Proof. Since p is radially symmetric, we let U m be an orthogonal matrix such that U m f m = f m e 1 , where e 1 is the first vector in the standard basis for R N , and make the change of variables w = U T m u:
Making the change of variables t =
then gives:
Our result then follows from Proposition 13 by substituting (33) into (26) and then simplifying. 2
The quality of the upper bound in Proposition 14 depends on the coarseness of the subadditivity argument used in the proof of Proposition 13. In particular, Proposition 14 is useful when the misclassification of most x in
) is due to the points leaving but a single hyperband {x : x, f m ∈ [a m , b m ]} as a result of the addition of the noise W . Meanwhile, Proposition 14 is less reliable near the corners of the approximating frame set, that is, wherever two or more of the boundary-defining hyperplanes meet. We now give an example illustrating this phenomenon. ) for m = 1, . . . , M. Here, as in Figure 3 , we let p be a Gaussian noise model of mean zero and standard deviation σ = 0.35, and take both the Type-I and Type-II error tolerances α I and α II to be 1/2.
In particular, when M = 3,Ĉ is the hexagonal set given in Figure 1(b) . The corresponding error set E p (Ĉ,Ĉ) is depicted in Figure 4(a) . By Corollary 12, this set approximates the true error set E p (C,Ĉ), which contains those points at which decision rule (17) is likely to fail.
Unfortunately, even the relatively simple set E p (Ĉ,Ĉ) may be difficult to compute numerically, being defined in terms of a convolution of χĈ withp. Proposition 14 partially remedies this problem by providing an easily computable, but somewhat coarse, superset of E p (Ĉ,Ĉ), as depicted in Figure 4 (b).
Conclusions
In this work, our goal was to formally explain why redundant classification schemes outperform their nonredundant counterparts. We focused on a single- class system in which the feature extractor used basis or frame coefficients as the features themselves, and the classifier was based on a simple decision rule. We first developed a measure-theoretic framework in which an arbitrary single-class decision rule (1) may be formally studied. We then applied this theory to the special case where the class C was compact and convex, showing that such a class may be approximated arbitrarily well by frame sets. In particular, we showed the corresponding decision rule (17) can achieve nearly optimal accuracy, provided the underlying linear transform is very redundant.
In the special case of decision rule (17), we have provided a rigorous framework to explain the empirically observed phenomenon that classification accuracy increases with redundancy.
In the future, we hope to generalize these results to come closer to the realworld classification algorithms. Any single-class decision rule which makes use of frame coefficients will correspond to a frame set F −1 (Ω). Though realworld decision rules are more sophisticated than (17) , implying that Ω is more complicated than a hyperrectangle, we nevertheless expect the accuracy of any such system to increase with redundancy, that is, with the dimension of the space in which Ω lies.
The use of decision rules more sophisticated than (17) will also lead to frame sets F −1 (Ω) that are not necessarily convex. This is significant as the convexity assumption plays an important role in our framework. Although this hypothesis might seem overly restrictive, many real-world classification algorithms assume the problem is convex [21] . This ensures that a feasible solution exists, that the optimum is global and that it can be easily found. Moreover, unless a model of the data is available, one can hardly determine how far from reality this assumption is. As it is natural and more intuitive to assume that most real-world data sets are not convex, it is critical to generalize our framework to include redundant classification of nonconvex sets. For such applications, the theory of Sections 2 and 3 is still valid; then the challenge is to properly model the class C and find corresponding approximating setsĈ and sets Ω such that the decision rule (12) is both computationally feasible, and affords a simple and efficient classification scheme. That is, for more general C, the challenge is to find relatively simple sets Ω for which a result analogous to Theorem 10 is attainable.
For real-world classes which are known to be convex, the material in Sections 4 and 5 is directly applicable. Indeed, the class C may not necessarily represent a set of images themselves, but rather a collection of low-dimensional feature vectors computed from those images. This feature-based projection of a set of images may be a convex set even when the original set of images is not.
A Proofs of Lemmas 1 and 3
Proof of Lemma 1. We apply the Lebesgue dominated convergence theorem [18] to the functions |χ f for almost every x, and in particular, that (A.1) holds for all x / ∈ f −1 (∂I). Indeed, if f (x) / ∈ ∂I, then either f (x) ∈ int(I) or f (x) ∈ int(I c ). In the first case we have χ f 
