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Abstract 
Improved heat exchanger performance is extremely important in air-conditioning and refrigeration systems, 
since it can lead directly to volume, weight, energy, and cost savings. The air-side heat transfer coefficient is the 
limiting factor for many of these heat exchangers, and improvements in this heat transfer performance can yield 
superior heat exchangers. This research investigates a novel approach for active air-side heat transfer enhancement 
in offset-strip fin arrays through the use of thin, mechanically oscillating vanes placed upstream of a model offset-
strip fin array. Dye-in-water flow visualization, hot-wire anemometry, thin-film heat transfer characterization, and 
static pressure drop experiments are performed to determine the thermal behavior of this actively enhanced heat 
exchanger, over a range of forcing frequency/amplitude combinations for Reynolds numbers (based on hydraulic 
diameter) from 450 to 1400. 
Flow visualization experiments reveal dramatic changes in the flow through the array for Reynolds 
numbers greater than 650 when the mechanical forcing is tuned to frequencies at or below the natural array vortex 
shedding frequency with amplitudes equal to half the thickness of the fins within the array. These flow structures are 
qualitatively similar to those associated with an increase in array-averaged heat transfer, as determined from 
previous heat transfer experiments. It is also observed that forcing above the natural array vortex-shedding 
frequency causes the flow structures within the array to be suppressed, returning the flow to that of the unforced 
case. 
Heat transfer characterization experiments reveal array-averaged enhancements up to 7.6% (+/- 4.5%) for 
Re = 1400 when forced at the fin-shedding frequency with an amplitude equal to half the fin thickness. This increase 
in heat transfer is accompanied by an increase in pressure drop of about 3% (+/- 4%), making the realized pressure 
drop penalties are of the order of the experimental uncertainty. Row-by-row heat transfer experiments revealed fin-
averaged heat transfer enhancements up to 14%. The largest enhancements in fin-averaged heat transfer are realized 
for the center rows of fins of the array when forced appropriately for Re > 1200. 
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Chapter 1:  Introduction 
This chapter covers the rationale that motivated the novel experiments conducted during this research. 
First, a brief description is given of the potential benefits of implementing unsteady, harmonic forcing upstream of 
an offset-strip fin heat exchanger. This description will be followed by a review of related literature supporting the 
motivation for this research. Finally, a discussion of the objectives for the proposed plan of research is included. 
1.1 Motivation 
Designers of air conditioning and refrigeration (AC/R) systems are constantly seeking ways to improve 
heat exchanger performance. Such improvements directly lead to the development of smaller, lighter, and more cost 
effective AC/R systems. The limiting factor in most AC/R systems is the air-side heat transfer performance. The 
goal of this research is to improve air-side heat transfer performance. 
In 1983 Webb and Bergles [1] outlined 14 techniques, eight passive and six active, that could be used to 
enhance heat transfer, and they suggested that these techniques could be combined to form ‘compound 
enhancement’ mechanisms that may outperform the individual contributing techniques. Extended surfaces was one 
of the passive techniques mentioned by Webb and Bergles, and they specifically noted that the offset-strip fin could 
generate heat transfer coefficients 80-100% higher than those observed for plain fins with the same surface area. 
Building upon offset-strip fin research, DeJong and Jacobi [2] identified that offset-strip fin arrays can enhance heat 
transfer through two major mechanisms: boundary layer restarting and vortex shedding. Furthermore, they noted 
that each of these geometry-induced contributions provide about the same level of heat transfer enhancement, 
roughly a 40% enhancement when compared to a plain fin. Unfortunately, enhancements due to vortex shedding 
within offset-strip fin heat exchangers were only prevalent at Reynolds numbers higher than those used in typical 
industrial applications. However, Jacobi and Shah [3] noted in a 1998 review of compact heat exchanger 
enhancement mechanisms that external forcing might promote unsteadiness in heat exchangers, and that, if 
controlled, the forcing could result in unsteady heat transfer enhancement. 
Building upon this prior work, the focus of this research project was to develop a compound enhancement 
technique to exploit the naturally occurring flow instabilities (e.g., vortex shedding) of an offset-strip fin array at 
lower Reynolds numbers than they typically occur. This was accomplished by implementing controllable, unsteady 
forcing upstream of a model offset-strip fin array. Should the forced array exhibit flow characteristics similar to 
natural vortex shedding, a 40% enhancement of air-side heat transfer was anticipated.  
1.2 Review of Related Literature 
A literature review was conducted to better understand previous research related to this project. The review 
served to guide the new research project toward optimal goals in a timely manner. This review focused on literature 
for offset-strip fin arrays, the effects of unsteady forcing in mixing layers, and vibratory heat transfer enhancement. 
1.2.1 Offset-Strip Fin Arrays 
Many studies have focused on thermal behavior and flow characteristics of offset-strip fin arrays. DeJong 
and Jacobi [4] provided a thorough review of the use and understanding of offset-strip fin arrays. In the review 
presented here, details relating to the current research will be addressed. 
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In 1982 Mochizuki and Yagi [5] used dye-in-water and hydrogen bubble flow visualization techniques to 
observe flow behavior within offset-strip fin arrays of varying array depth. The authors observed for arrays with 
more than two rows of fins, as Reynolds number was increased, vortices were shed from the downstream rows of 
fins first. The occurrence of vortex shedding propagated upstream until, at the highest Reynolds numbers, all rows 
of fins were shedding vortices. Once all rows were shedding vortices, several vortex-shedding frequencies could be 
observed in the wake of the array. Also, the authors noticed for deep fin arrays, arrays greater than eight rows of 
fins, that the flow within the array progressed from laminar to transitional to turbulent flow as Reynolds number was 
increased. The vortex-shedding frequency measured in the wake behind the array increased with increasing 
Reynolds number with the same magnitude for arrays with between three and seven rows of fins deep, and it 
remained constant at roughly the same magnitude for arrays with nine or more rows of fins. The vortex-shedding 
frequency of arrays with eight rows of fins exhibited characteristics of the two previously mentioned cases. 
In 1991 Xi et al. [6] investigated the development of discrete vortices within offset-strip fin arrays. Dye-in-
water flow visualization experiments were conducted using a five-row deep scale model offset-strip fin array that 
allowed for variations in fin spacing. The authors identified laminar, transitional, and turbulent flow regimes within 
the array for increasing Reynolds number. The authors broke down the transitional flow regime using three defining 
characteristics: waviness, discrete vortex shedding, and turbulence. At the lowest transitional Reynolds numbers, a 
wavy flow was noted to exist in the wake of the array, and as the Reynolds number increased, this waviness moved 
upstream to encompass the two most downstream rows of fins in the array. Further increases in the Reynolds 
number propagated the wavy flow upstream, and a more pronounced unsteadiness, including the appearance of 
discrete vortices, was observed near the two most downstream fins. Increasing the Reynolds number from this point 
caused the unsteadiness, and the discrete vortices, to propagate upstream while the downstream rows of fins 
experienced significant discrete vortex shedding. At higher Reynolds numbers, the flow was fully turbulent. The 
authors speculated that the observed motion of discrete vortices near fin surfaces could cause a heat transfer 
enhancement. By changing the fin spacing, the authors were able to conclude that the observed flow transitions 
occur at lower Reynolds numbers for denser array geometries. They also noticed that the vortex-shedding frequency 
increased as the array geometry became denser. 
As mentioned in Section 1.1 of this report, DeJong and Jacobi [2] quantified the contributions of boundary 
layer restarting and vortex shedding to the overall enhancement of heat transfer. They conducted dye-in-water flow 
visualization experiments to observe flow behavior over a large range of Reynolds numbers. These data were 
complemented with data collected from naphthalene sublimation experiments to identify flow contributions to 
convective enhancement. The results of their experiments showed that boundary layer restarting caused by the 
interrupted surfaces of offset-strip fin arrays contributes roughly a 40% enhancement when compared to a plain-fin 
surface. The authors confirmed the speculation of Xi et al. [6] and showed that roughly an additional 40% 
enhancement can be realized once vortex shedding occurs within the offset-strip fin array. Three model arrays of 
varying fin density were investigated in this study, and the authors’ conclusions matched those of Xi et al. [6], 
demonstrating that vortex shedding occurs at lower Reynolds numbers for more densely spaced fin arrays than for 
sparsely spaced arrays. The authors used an eight-row-deep array and confirmed that vortex shedding began at the 
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downstream end of the array for the lowest Reynolds number and progressed upstream as the Reynolds number 
increased.  
In 2003 Smotrys et al. [7] sought to enhance the air-side heat transfer of offset-strip fin arrays through the 
use of delta-wing vortex generators. Based on the research of DeJong and Jacobi [2], these vortex generators were 
expected to enhance heat transfer in low Reynolds number situations. The authors demonstrated a significant heat 
transfer enhancement through naphthalene sublimation experiments. They used both dye-in-water flow visualization 
and particle image velocimetry (PIV) experiments to relate the enhancement in heat transfer to flow behavior within 
the array. Unfortunately, along with the significant increase in heat transfer, a commensurate increase in pressure 
drop was reported, making this method unsuitable for many applications. Additional details of this research can be 
found in Smotrys et al. [8] and Ge et al. [9]. 
Prior to the mid-1990s, numerical models of offset-strip fin arrays ignored the unsteady flow of the array, 
due to lack of computational power. However, in 1997 Zhang et al. [10] developed a numerical model that included 
flow unsteadiness and modeled the thermal performance of offset-strip fin arrays with much better agreement than 
obtained with the previous, steady-flow models. Furthermore, the authors showed that neglecting intrinsic three-
dimensional effects leads to a sizeable over-prediction in the heat transfer of the offset-strip fin array for high-
Reynolds-number cases.  
Zhang et al. [11] used a two-dimensional version of the model developed by Zhang et al. [10] to study the 
flow and heat transfer behavior of offset-strip fin arrays. The authors were able to show that once the Reynolds 
number increased past a critical value, the flow through the array became unsteady at a single dominant frequency. 
A further increase in the Reynolds number caused the manifestation of multiple frequencies before the flow became 
chaotic. The model allowed the authors to observe that vortices form at the leading edge of the offset-strip fins and 
sweep across the fins to cause the experimentally noted enhancement in heat transfer. It was also shown that wake 
instability was the cause of the increased pressure drop. With these observations, the authors suggested an 
interesting possibility: if vortices can be shed in a manner that does not create wake waviness, then heat transfer can 
be enhanced without incurring the usual pressure drop. 
Later that year Zhang et al. [12] investigated the effect of intrinsic three-dimensional effects on the thermal 
performance of offset-strip fin arrays. The 3-D models showed that spanwise vortices develop within the offset-strip 
fin array at moderate Reynolds numbers, and that these vortices wipe out the leading edge vortices seen in the 2-D 
model, causing the 2-D model to over-predict the heat transfer within the array when compared to the 3-D case. 
Overall, the pressure drop predicted by the 2-D and 3-D models did not differ greatly. However, the cause of the 
pressure penalty, skin drag or form drag, was more clearly characterized in the 3-D case. In the 3-D case, the authors 
noted that spanwise vortices and the development of three-dimensional flows contributed much more to pressure 
drop than to heat transfer enhancement. Because of this, Zhang et al. suggested that it would be optimal for heat 
transfer enhancement to delay the formation of three-dimensional flows in order to realize the optimal heat transfer 
enhancement with a minimal increase in pressure drop.  
DeJong et al. [13] combined the experimental data from DeJong and Jacobi [2, 4] with the numerical 
models developed by Zhang et al. [10-12], as well as new experimental data on offset-strip fin arrays, to validate 
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that the two-dimensional unsteady numerical model adequately predicted the thermal performance of offset-strip fin 
arrays for a range of conditions (prior to the emergence of three-dimensional flows). The largest discrepancy 
between the numerical and experimental data was that the numerical vortex-shedding frequency of the array under-
predicted the experimental array vortex-shedding frequency by about 40%. It was noted by the authors that this 
discrepancy most likely occurred due to slight differences in computational and experimental array geometries.   
In 2001 Saidi and Sunden [14] developed a complementary two-dimensional unsteady model to further 
investigate the thermal performance of offset-strip fin arrays. Their objective was to clarify the mechanisms of heat 
transfer enhancement in offset-strip fin arrays for Reynolds numbers in the transitional flow regime. Similar to 
previous research, the authors observed a dominant frequency of vortex shedding. Based on a noticed dissimilarity 
between heat transfer and momentum transfer within the array, the authors concluded that heat transfer enhancement 
in offset-strip fin arrays was not inherently coupled to an increase in pressure drop. 
In 2002 Balachandar and Parker [15] conducted numerical simulations to determine the critical Reynolds 
number at which vortex shedding occurred within arrays of inline and offset-strip fins. Much of their work focused 
on inline-strip fin arrays, and the authors were able to identify the critical Reynolds number for vortex shedding in 
this case. The authors used a smaller data set for investigating offset-strip arrays and were not able to define the 
critical Reynolds number in this case. They were only able to make weak conclusions based on the data for inline-
strip fin arrays. It was identified by the authors that array density was the lead parameter affecting the onset of 
vortex shedding, in accord with previous research on the topic. 
Several attempts have been made to develop correlations, based on experimental data, to predict the 
thermal performance of offset-strip fin heat exchangers. The first notable correlations were developed by Wieting 
[16] in 1975. Wieting used data of 22 different offset-strip fin array geometries to develop correlations for predicting 
the Colburn j factor and the friction factor, f, for offset-strip fin heat exchangers. Wieting recognized three different 
flow regimes (laminar, transitional, and turbulent) and developed power-law fits for j and f as a function of the 
Reynolds number and geometric parameters of the array. However, these equations were not able to predict the 
thermal performance for all Reynolds numbers, and two separate sets of equations were developed for the laminar 
and turbulent flow regimes. Unfortunately, Wieting was unable to develop j and f equations for the transitional flow 
regime. This left a gap from 1000 ≤ Re ≤ 2000 for which no thermal performance predictions could be made.  
Joshi and Webb [17] conducted a thorough review of previously published work on offset-strip fin arrays in 
1987. They conducted friction factor experiments using eight different model heat exchangers and conducted dye-in-
water flow visualization experiments using three different offset-strip fin arrays. Their results were used to develop 
an equation that predicted the Reynolds number at which the array would cease to experience laminar flow. With the 
use of this equation, the authors were able to develop new sets of j and f equations (additionally using a new 
definition for the hydraulic diameter) that correlated better with available data than the equations developed by 
Wieting [16]. Still, two sets of equations were necessary depending on whether the array was operating in the 
laminar or turbulent flow regimes. However, this operating condition could be determined by the transition equation 
the authors developed in their work.  
 5
In 1995 Manglik and Bergles [18] provided a review of offset-strip fin array literature. They analyzed data 
for eighteen offset-strip fin arrays taken from six different articles, including the above mentioned [17], and 
developed new j and f correlations based on power-law expressions in terms of the Reynolds number and 
dimensionless geometric parameters. These correlations agreed to within +/- 20% with the basis data for offset-strip 
fin heat exchangers operating in the laminar, transition, or turbulent regimes. These correlations proved to be 
superior to previous correlations, because only one set of equations was necessary to predict the thermal behavior of 
offset-strip fin arrays over the entire range of operating conditions with equal or better accuracy, including the 
previously undetermined transitional flow regime.  
More recently Wang et al. [19] expanded upon the work of Du and Wang [20] and Wang et al. [21] to 
develop thermal performance correlations based on experimental data taken from 56 different commercial slit-fin 
heat exchangers, which behave similarly to offset-strip fin heat exchangers. The j and f correlations developed were 
very complicated, but they agreed with over 90% of the analyzed data to within 7.26% for j and 7.18% for f. Careful 
attention was given to differences in exchanger geometry, and the authors noticed that the streamwise length of the 
slit played the most significant role in heat transfer enhancement when compared to other geometric parameters.  
1.2.2 Unsteady Forcing in Mixing Layers 
The two-stream shear layer is an extensively investigated flow that is related to the flow in interrupted fin 
arrays. The seminal research on this subject was conducted by Brown and Roshko [22] in 1974. Using spark-shadow 
graph images, they showed that the mixing layer, for all density ratios, was dominated by large coherent structures. 
Through the use of high-speed movies the authors revealed that the structures within the mixing layer increased in 
size and spacing by merging with neighboring structures, while convecting at the same speed. 
In 1981 Zaman and Hussain [23] used hot-wire measurements to understand turbulence suppression in jets 
under controlled excitation, induced by vibrating ribbons. The authors investigated four different jets, and the 
investigation of the plane mixing layer revealed an 80% reduction in turbulence intensity when the excitation 
frequency was 42% higher than the natural shear layer instability frequency. The authors also noted that turbulence 
suppression could be observed far downstream of where the excitation occurred. 
The following year Oster and Wygnanski [24] conducted hot-wire measurements and smoke visualization 
experiments to reveal the effect of a harmonically oscillating flap positioned at the beginning of a mixing layer. The 
authors also observed a decrease in turbulence when the flap was oscillated at frequencies near the natural instability 
frequency of the flow. They concluded that the motion of the flap caused the flow to become more two-dimensional, 
damping out subharmonic structures in the mixing layer. Without the subharmonic structures, vortex pairing was 
inhibited, and turbulence suppression resulted. 
Later in 1982 Ho and Huang [25] demonstrated that forcing mixing layers at frequencies near a 
subharmonic of the natural instability frequency would generate a ‘collective interaction’ merging multiple wake 
vortices into large-scale structures. They conducted dye-in-water flow visualization experiments and hot-film 
velocity measurements in a mixing layer subjected to velocity perturbations induced by butterfly valves located far 
upstream. They investigated several parametric contributions to wake manipulation (mean shear, forcing frequency, 
forcing amplitude, etc.) and found that forcing frequency had the greatest effect on the mixing layer. Their 
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experiments revealed turbulence suppression at forcing frequencies as low as 70% of the natural instability 
frequency. Turbulence suppression decayed as the forcing frequency decreased, and at values around 17% of the 
natural instability frequency the forced mixing layer became thicker than the unforced mixing layer. The authors 
noted that the structures formed in the forced mixing layer did not occur at the same frequency as the forcing. From 
their observations, they concluded that low-level forcing at the subharmonic of a mixing layer could serve as a 
catalyst to induce vortex merging to create flow structures larger than those occurring in unforced mixing layers. 
Mehta et al. [26] conducted a comparison of experimental data with two-dimensional analytical models for 
forced and unforced mixing layers in 1987. The authors demonstrated that the two-dimensional model closely 
agreed with the experimental data for the forced mixing layer, because the forcing suppressed spanwise turbulence 
and increased the two-dimensionality of the flow. Both the analytical model and the experiments revealed that 
forcing at half of the natural instability frequency generated larger vortical structures than the unforced case, and 
that forcing at frequencies twice the natural instability frequency led to turbulence suppression in the mixing layer. 
In 1989 Koochesfahani and Dimotakis in 1989 [27] placed a sinusoidally oscillating airfoil in the 
downstream region of a mixing layer and conducted flow visualization and laser Doppler velocimetry experiments. 
The results showed that low-frequency, low-amplitude excitation at specific frequencies generated vortical 
structures much larger than those observed in natural flow. The authors further showed that the size of the created 
vortices continued to increase downstream until it reached a maximum size at a location where the vortex passing 
frequency matched that of the excitation frequency. From their experiments, the authors concluded that forcing 
below the natural flow instability frequency did not affect the upstream flow but could generate large-scale flow 
structures downstream. Conversely, forcing at frequencies greater than the natural instability frequency left the 
downstream region virtually unaffected but modified the flow upstream of the airfoil. Later that year, Koochesfahani 
[28] conducted experiments to compare non-sinusoidal forcing with the previously documented sinusoidal case. The 
results showed that much larger and more complex flow structures formed in the wake of the non-sinusoidally 
oscillating airfoil than for its sinusoidal counterpart. 
In 1995 Husain and Hussain [29] conducted hot-wire measurements and flow visualization experiments on 
the effect of two-frequency excitation on mixing layers. Excitation was induced using pressure pulses from a 
speaker box at both the natural instability frequency of the flow and at its subharmonic, equal to half the instability 
frequency. The authors varied the phase between frequencies and were able to control vortex pairing, and turbulence 
enhancement and suppression over a wide range of operating conditions. 
1.2.3 Vibratory Forcing for Air-Side Heat Transfer Enhancement 
Vibratory forcing can be implemented for heat transfer enhancement in many different ways as noted by 
Bergles in 1973 [30]. Bergles outlined that heat transfer could be actively augmented through surface vibration, fluid 
vibration, and through the use of mechanical aids configured to agitate flows around heat exchangers. He pointed 
out that for practical situations it would be necessary to vibrate the fluid rather than the heated surface, and that low-
frequency flow pulsation had the most potential for practical applications.  Bergles speculated that further advances 
in heat transfer would stem from the combination of active and passive enhancement techniques. Ten years later 
these concepts were revisited and expanded upon by Webb and Bergles [1]. 
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A contemporary review of heat exchanger enhancement mechanisms and theories was conducted by Jacobi 
and Shah in 1998 [3]. The authors investigated multiple mechanisms of heat transfer enhancement observed in 
various heat exchangers. They noted that offset-strip and louvered fin arrays experienced laminar flow unsteadiness 
that was linked with a dramatic enhancement in heat transfer. They suggested that unsteady forcing might be able to 
generate self-sustained flow unsteadiness in these geometries; however, they were quick to mention that 
unsteadiness may in fact cause a decline in thermal performance due to undesired fluid-structure interaction. Jacobi 
and Shah proposed an interesting experiment to match the blower frequency to the natural vortex shedding 
frequency of the heat exchanger and monitor the thermal performance. 
Many investigations have focused on heat transfer enhancement from vibrating surfaces. In 1982 Nag and 
Bhattacharya [31] showed that a vertical fin array could realize a 250% increase in heat transfer under optimal 
vibration conditions. These conditions demonstrated a minimum vibration speed (vibration frequency multiplied by 
vibration amplitude) was required to produce enhancement. Beyond this minimal value, the enhancement increased 
dramatically as vibration speed increased. Unfortunately, this active enhancement strategy is not applicable for most 
modern heat exchangers because of the great deal of power required to vibrate most heat exchangers. The remainder 
of this section follows Bergles [30] proposal and focuses on uses of flow pulsation for heat transfer enhancement. 
In 1999 Kearney et al. [32] conducted a thorough review of vibratory heat transfer enhancement with an 
emphasis on oscillating and pulsatile flows. Later, in Kearney et al. [33], the authors demonstrated using the non-
intrusive, pure-rotational CARS method and traditional cold-wire measurements that large heat transfer 
enhancements, up to 100%, could be achieved in high-amplitude, pulsatile flows and that flow-reversal was not a 
requirement for heat transfer enhancement. The research conducted by Kearney et al. [32, 33] demonstrated the 
enhancement potential of tuned flow unsteadiness; however, such flows are difficult to apply to a wide range of heat 
exchangers..  
In 1986, Cooper et al. [34] demonstrated that heat transfer from a flat plate could be enhanced though the 
use of an asymmetric acoustic field. The authors showed that the acoustic field was able to decrease the length of the 
separation bubble occurring at the leading edge of the plate. This decrease in bubble length corresponded to an 
increase in maximum heat transfer occurring at the reattachment, leading to an increase in the time-averaged heat 
transfer coefficient of this location. 
Similar enhancement results were observed by Liu and Sullivan [35] in their 1996 investigation of jet-
impingement heat transfer enhancement through jet excitation. The authors used a loudspeaker attached to a 
chamber wall upstream of the jet nozzle to induce excitation. The results showed that at small nozzle-to-plate 
spacing, forcing the jet at its natural vortex-shedding frequency led to enhanced heat transfer in the wall-jet region, 
and forcing the jet at the sub-harmonic of its natural vortex shedding frequency led to a heat transfer reduction in the 
same region. The authors that stated for all cases little deviation in heat transfer was observed at the stagnation point.  
Recent investigations of vibrating structures placed near heat sources stem from research conducted by 
Gopinath and Mills [36] in 1993. In this work the authors demonstrated an enhancement in convective heat transfer 
from a sphere subjected to acoustic streaming. Building upon this research, Ro and Loh [37] conducted an 
experimental investigation to determine the feasibility of using ultrasonic streaming from a vibrating beam as a 
 8
cooling mechanism in 2001. Their results revealed that ultrasonic cooling could be used as a cooling mechanism, in 
place of a conventional fan, for electronic heat sources. The authors observed that increased amplitude led to 
increased heat transfer and that the beam resonance could be used to generate large vibration amplitudes with little 
power input. The authors included a theoretical design for an ultrasonic flexural wave-based fan with this work. 
In 2004 Wu and Ro [38] experimentally measured the flow patterns and cooling effects of a prototype 
miniature cooling system using a vibrating piezoelectric beam in an arrangement similar to the one suggested by Ro 
and Loh [37]. The authors used a bimorph actuator to resonate a small beam placed parallel to a heat source. 
Variations in the distance between the beam and the heat source revealed an optimal distance for heat transfer 
enhancement, and experiments revealed that the larger the vibration amplitude the greater the heat transfer 
enhancement. The authors reported a heat transfer enhancement of up to 210% when compared to the unforced case. 
Numerical research conducted by Yang [39] in 2002 showed that a transversely oscillating rectangular bar 
placed upstream of fan-cooled heat sources (heated blocks located on a duct floor) can enhance heat transfer from 
the sources by up to 70%. Yang’s numerical model demonstrated that transient thermal cycling, alternating periods 
of heat transfer enhancement and heat transfer suppression, coincided with the motion of the oscillating bar. 
However, the time-averaged result was a dramatic enhancement in heat transfer from the heat sources. The models 
revealed that for a fixed-amplitude oscillation there was an optimal oscillation speed, but for a fixed speed an 
increase in amplitude generated an increase in heat transfer. 
The following year, Yang [40] conducted a numerical investigation with an oscillating rectangular bar in a 
duct upstream of heated channel walls. Results were presented for several Reynolds numbers at different oscillating 
speeds, amplitudes, and frequencies, reporting both the heat transfer enhancement and increase in pressure drop. The 
results revealed that an enhancement of heat transfer was coupled with an increase in average pressure drop. 
However, for the lowest oscillating speed cases (the combinations of smallest oscillating amplitude and frequency); 
the percent increase of heat transfer was far greater than the percent increase in average pressure drop. This gap 
between heat transfer increase and pressure drop increase was shown to grow as Reynolds number increased. 
Similar numerical studies were carried out by Fu and Tong in 2003 [41] and 2004 [42] using an oscillating 
cylinder in place of the rectangular bar used by Yang [39, 40]. The 2003 investigation revealed that the oscillating 
cylinder enhanced the heat transfer from the heated walls of a channel; however, for all cases investigated the 
increase in pressure drop was larger than the increase in heat transfer, resulting in a decline in thermal performance. 
The 2004 investigation focused on heated blocks on the floor of a channel flow downstream of a transversely 
oscillating cylinder. The authors found optimal heat transfer enhancement for cases where the oscillating frequency 
matched the natural vortex shedding frequency of the cylinder. At this frequency, vortex shedding lock-in occurred. 
Unfortunately, no data were recorded for pressure drop in this case, but the results did show increased heat transfer 
enhancement as the Reynolds number increased. 
In 2001 Go et al. [43] used a microfin array to enhance convective heat transfer beyond that of a flat-plate 
heat sink. The microfins were attached to the surface of the flat plate heat sink, and were observed to resonate at the 
same frequency regardless of the airflow velocity supplied to the heat exchanger. The authors observed modest 
enhancements in heat transfer rate, up to 11.5%, at the highest velocity investigated. A complementary numerical 
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model was developed by Go in 2003 [44] to better understand the heat transfer mechanisms of the microfin array, 
with the hope of optimizing its performance.  
1.3 Objective 
This research project is aimed at demonstrating that low-amplitude forcing at specific frequencies upstream 
of an offset-strip fin array can excite flow instabilities within the array and lead to an enhancement in heat transfer 
with a minimal increase in overall core pressure drop. An active, controlled, flow perturbation system is developed 
to create the necessary excitation. The enhancement system is qualitatively validated using dye-in-water flow 
visualization experiments. These experiments are also used to identify near-optimal forcing frequencies and 
amplitudes. Quantitative thermal-hydraulic experiments are conducted to determine the overall performance of the 
forced system. The experiments focus on determining the range of forcing frequencies, relative to the natural array 
vortex shedding frequency, that generate the largest enhancement in heat transfer. Attention is also directed at 
identifying forcing frequencies that suppress heat transfer in the offset-strip fin array. Finally, through this research, 
the application of this enhancement method to air-conditioning systems is explored. 
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Chapter 2:  Design and Arrangement of Experimental Equipment 
In this chapter the equipment used to conduct experiments for this research project is discussed. Geometric 
details, as well as instrument calibration and error-minimization techniques are provided. First the different test 
section elements and geometries are reviewed. Second, the water tunnel and the devices associated with experiments 
conducted in the water tunnel are detailed. Lastly, a description of the wind tunnel and the devices used to conduct 
thermal-hydraulic experiments is included. 
2.1 Test Sections 
The test section for all of the experiments was made up of two main parts: the offset-strip fin array and the 
forcing mechanism. These components are described in detail in the following sections. 
2.1.1 1 Offset-Strip Fin Array 
A 25:1 scale model offset-strip fin array was designed for use in the wind and water tunnel experiments. 
The array was designed with an L-by-L spacing, so that the fin spacing, S, was equal to the streamwise fin length, L. 
The model array was eight rows deep and each row had five or six fins (depending on the row) as shown in Figure 1. 
In the model array, L and S were 2.54 cm and the fin thickness, t, was 0.32 cm. In the spanwise direction (into the 
page in Figure 1) the fins measured 14.61 cm. The hydraulic diameter, Dh, for the offset-strip fin array was 
calculated using the same two-dimensional formula that was used by Smotrys et al. [7], shown in (1). The 2-D 
hydraulic diameter neglects heat transfer from the walls of the array and is 20% larger than the 3-D case. The use of 
the 2-D formula was justified by previous research showing that 3-D flow structures are not dominant for the 
Reynolds numbers of interest to this research. 
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where Ac is the minimum cross-sectional area for the flow, and Pw is the wetted-perimeter of the fin.  
 
Figure 2.1 – Basic offset-strip fin array geometry 
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Given the diversity of experiments conducted, it was necessary to construct two different model offset-strip 
fin arrays. For the water tunnel experiments, the fins in the array were constructed from 0.28-cm thick clear 
Plexiglas, due to the available thickness of the Plexiglas. The thinner fins resulted in a slightly larger hydraulic 
diameter for the water tunnel experiments, Dh-H2O = 4.07 cm. These fins were arranged using two base plates, also 
made of 0.28-cm thick clear Plexiglas, which measured 15.24 cm by 20.32 cm. Including the base plates, the overall 
geometry of the model offset-strip fin array was 15.24 cm wide in the spanwise direction, 20.32 cm deep in the 
streamwise direction, and 15.24 cm tall in the cross-flow direction. This geometry allowed for easy insertion of the 
array into the 15.24 cm square cross-section water tunnel used for dye-in-water flow visualization experiments.  
A different test section was constructed for the induction wind tunnel used for heat transfer characterization 
and pressure drop experiments. The walls of this test section were constructed from 0.48 cm thick aluminum. The 
internal dimensions maintained the same 14.61 cm (spanwise) by 15.24 cm (cross-flow) cross-sectional area. 
However, this test section measured 25.40 cm (streamwise) long. The additional length was needed to accommodate 
the static pressure taps for pressure drop experiments. The fins within the array maintained nearly the same 
geometry as for the water tunnel experiments; however, the fins were constructed at a thickness of 0.32 cm resulting 
in a hydraulic diameter of 3.95 cm. The fins in this test section were constructed to house resistive heaters for use in 
heat transfer characterization experiments. The details of the heaters are given in Section 2.3.4. These fins were 
constructed from stainless steel and fixed directly into the test section walls. The test section had flanges at both 
ends that were cut from 1.27 cm thick garolyte, a machinable insulation material. The flanges were designed to 
easily connect to the inlet of the induction wind tunnel. 
2.1.2 Array Entrance Nozzle 
The water tunnel and wind tunnel used for these experiments had a 15.24-cm square cross-section; 
however, the model offset-strip fin array used in the experiments had a flow through cross-section of 15.25 cm 
(cross-flow) by 14.61 cm (spanwise). To minimize flow disturbances caused by the spanwise geometry change, an 
array entrance nozzle was designed. The walls at the leading edge of the entrance geometry were made from 0.28-
cm thick Plexiglas that tapered in the upstream direction at a 5.3-degree angle. It was necessary to attach top and 
bottom plates to the walls of the entrance geometry for structural integrity of this section. The top plate was made 
from 1.27-cm thick clear Plexiglas and was designed to serve as a ceiling to the test section. The bottom plate was 
made from 0.08-cm thick stainless steel with a leading edge taper at a 12.9-degree angle. Unfortunately, the bottom 
plate added an additional geometry change to the flow-through cross-section. In order to overcome this problem, a 
0.08-cm thick stainless steel plate was inserted beneath the offset-strip fin array during the water tunnel experiments. 
2.1.3 Forcing Mechanism 
A series of thin, mechanically actuated vanes was used to implement unsteady forcing upstream of the 
model offset-strip fin array. The forcing mechanism is depicted in Figure 2.2. This method of forcing provided an 
easy-to-monitor and easy-to-control method for implementing unsteady forcing. A different approach could be used 
in application. 
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a.        b.  
Figure 2.2 – Unsteady forcing mechanism 
Six vanes cut from 0.13-cm thick stainless steel were spaced 2.54 cm apart so that the vanes would be 
inline with the center of the six fins in the leading row of the offset-strip fin array. The vane thickness was less than 
half of the thickness of the fins within the offset-strip fin array in order to conduct a substantial range of amplitude 
variation experiments. The vanes measured 2.54 cm in the streamwise direction and 14.61 cm in the spanwise 
direction, maintaining the same streamwise and spanwise dimensions of the fins within the model offset-strip fin 
array. Oil-free bushings were capped on the ends of the vanes and mounted into the 0.28-cm thick Plexiglas 
sidewalls. Similar to the array entrance section, it was necessary to attach a 0.08-cm thick stainless steel plate along 
the bottom of the sidewalls in order to maintain structural integrity. The six vanes were fixed together by a rigid 
stainless steel forcing rod, seen at the left side in Figure 2.2. The rod passed through an o-ring-sealed slot in the 
1.27-cm thick Plexiglas ceiling of the test section and rigidly connected the series of oscillating vanes to the forcing 
control system. 
The six oscillating vanes were positioned one fin length ahead of the leading row of fins of the model array 
for the experiments conducted in the water tunnel, and two fin lengths upstream of the leading row of fins of the 
model array for the experiments conducted in the wind tunnel. This difference in upstream spacing was due to 
differences in the tunnel construction. 
2.1.4  Forcing Control System 
A Labworks Inc. LW-126-13 vibration system was used to drive the motion of the vanes during all of the 
experiments. This system consisted of a Labworks Inc. ET-126 B-1 Electrodynamic Shaker and a PA-138 Linear 
Power Amplifier; both are shown in Figure 2.3.  
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Figure 2.3 – Labworks Inc. vibration system 
The system was controlled using a LabVIEW™ virtual instrumentation panel (VI). This VI generated a 
sinusoidal voltage output that was sent to the power amplifier and drove the electrodynamic shaker. The VI also 
monitored feedback from sensors placed on the head of the shaker. For low frequency forcing, less than 5 Hz, a 
Duncan Electronics 9605 Miniature Linear Motion Position Sensor, a linear position voltage transducer (LPVT), 
was used to track the displacement of the shaker head during the experiments.  
During experiments with forcing frequencies higher than 5 Hz, a Kistler 8636B50M05 accelerometer was 
attached to the head of the shaker to monitor its acceleration. The transient output from the accelerometer was 
recorded by a LabVIEW™ VI in five second intervals at 1000 samples per second. For each 5000 point 
measurement, the maximum and minimum data points were used to determine the peak and valley acceleration of 
the shaker head. The actual number of points used to determine the peak and valley acceleration for each experiment 
was equal to twice the forcing frequency used during the experiment. Additionally, the highest and lowest 25 data 
points (0.5% of the total measurements) were neglected because these values were determined to be system noise. 
Ten such samples were recorded and averaged for each forcing experiment, and these values were used to determine 
the shaker head acceleration, aShaker. 
As previously mentioned, a stainless-steel forcing rod rigidly linked the oscillating vanes to the head of the 
electrodynamic shaker. The forcing rod ensured that all vanes moved at the same frequency and amplitude as the 
shaker head. This arrangement allowed for all feedback sensors to be placed on the head of the shaker and not on the 
vanes themselves, thereby minimizing uncontrolled flow disturbances within the test section. 
2.2 Dye-in-Water Flow Visualization Experiments 
2.2.1 Recirculating Water Tunnel 
A recirculating water tunnel was used to conduct the dye-in-water flow visualization experiments. A 
schematic of the water tunnel used in these experiments is provided in Figure 2.4. For each experiment, flow in the 
water tunnel passed through an entrance plenum, followed by a flow conditioning section consisting of screens and 
honeycombs. Next, it passed through an area contraction that accelerated the flow into the test section. Following 
the test section was a return plenum, after which the flow returned to the pump. 
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The water tunnel pump was controlled by a variable frequency drive. The face velocity was measured by 
recording the time it took for a drop of dye to travel 10 cm in the upstream portion of the test section. The forcing 
mechanism and the model offset strip fin array were placed within the test section during the velocity correlation 
experiments, and the water tunnel was filled to approximately the same channel water depth that would be used 
during the flow visualization experiments. These precautions ensured that the pump losses encountered during the 
correlation experiments would be the same as those during the flow visualization experiments. 
 
Figure 2.4 – Water tunnel schematic 
Velocity correlation measurements were conducted for seven different pump frequencies, and the results 
showed a linear correlation with the face velocity. No flow visualization experiments were conducted outside of this 
range to ensure that the velocity correlation was accurate for all experiments. 
As previously mentioned, for a given pump frequency the time required for a drop of dye to travel 10 cm in 
the upstream portion of the test section was recorded. In order to accomplish this task, a stop watch was used to 
measure time the dye droplet as it passed between two fixed markers within the test section, and this process was 
repeated thirty-eight times for each frequency. The repetition decreased the standard deviation of the velocity to 
within 2% of the mean velocity for the pumping frequencies that were used during flow visualization experiments.  
Prior to conducting experiments, the water tunnel was allowed to run for at least 30 minutes, allowing the 
pump to warm up and the water temperature to reach a steady state. During the warm-up period a large number of 
air bubbles collected on the offset-strip fin array. Before conducting experiments, the air bubbles were removed 
from all elements within the test section using a paint brush.  
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2.2.2 Array Flow Visualization Experiments 
The dye-in-water flow visualization experiments were conducted for flows through forced and unforced 
offset-strip fin arrays in the recirculating water tunnel. The model offset-strip fin array was placed near the end of 
the test section. This placement allowed sufficient room to incorporate the oscillating vanes and entrance sections 
upstream of the model array. A Powerstrut vibration isolation support structure was constructed and positioned 
around, but not touching, the water tunnel. The electrodynamic shaker was connected to this support structure to 
ensure that no secondary vibrations, from the base of the shaker, were transmitted to the test section. The support 
structure was constructed so that the electrodynamic shaker could be suspended above the water tunnel. This 
arrangement allowed the forcing rod, connecting the shaker to the oscillating vanes, to pass through the free surface 
of the water tunnel, further minimizing possible disturbances. A schematic of the flow visualization arrangement is 
given in Figure 2.5. 
 
Figure 2.5 – Experimental set-up for array flow visualization experiments 
Dye was injected at least 10.16 cm upstream of the forcing mechanism using a thin dye injection needle 
with a tapered leading edge. The needle was bent at a 90 degree angle, allowing the dye to be gravity fed through the 
free surface of the water tunnel and injected in the streamwise direction. The vertical portion of the dye injection 
needle was surrounded by a casing to minimize flow disturbance. The dye flow rate was regulated by an adjustable 
valve, and the flow rate was kept at a value below that of the moving water so the dye would not enter the model 
array at a higher velocity than the water velocity.  
The dye was made by adding a few drops of food coloring to a liter of water. This mixture gave the dye 
nearly the same density as the water. The water tunnel was filled at least six hours prior to conducting any 
experiments. This time allowed the water within the tunnel and the dye to reach room temperature. Keeping the dye 
and the water tunnel water at the same temperature helped to achieve neutral buoyancy of the dye. The neutral 
buoyancy was checked by injecting a small amount of dye into the water tunnel when the flow was not moving. The 
motion of the dye was observed for thirty seconds, well above the maximum time the dye would remain within the 
test section for flow visualization experiments, and no buoyancy effects were observed.  
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Images were obtained using a Nikon Coolpix 4500 digital camera. The camera was mounted on a camera 
rail facing the front wall of the test section. The camera could be traversed along the rail to obtain images over the 
entire length of the test section. High-resolution images as well as lower-resolution digital video clips were recorded 
to document the qualitative behavior of the flow during these experiments. 
2.2.3 Array Vortex-Shedding Experiments  
Additional dye-in-water flow visualization experiments were conducted to determine the vortex-shedding 
frequency of the offset-strip fin array. For these experiments a standard scale with centimeter markings was attached 
to the outside of the front wall of the test section. High-resolution digital images were recorded using a Nikon 
Coolpix 4500 digital camera mounted on a tripod facing the test section. The spacing between vortices shed in the 
wake of the array was determined using commercial computer plot extraction software. Dividing the vortex velocity 
by the vortex spacing yielded the natural vortex-shedding frequency of the array. 
2.3 Wind Tunnel Experiments 
2.3.1 Induction Wind Tunnel 
An induction wind tunnel was used for hot-wire anemometry, heat transfer measurements, and average core 
pressure drop experiments. For these experiments, the electrodynamic shaker was positioned over the oscillating 
vanes, connected to a vibration isolation support structure, in a manner similar to that for the water tunnel 
experiments. A schematic of the induction wind tunnel and of the experimental arrangement of equipment used in 
conjunction with the wind tunnel to carry out the experiments described above is depicted in Figure 2.6. 
 
Figure 2.6 – Experimental set-up for wind tunnel experiments 
It was necessary to develop a blower frequency-to-air speed correlation prior to conducting experiments in 
the wind tunnel. The correlation was obtained by inserting a TSI-Velocicalc 8355 hot-ball anemometer into the 
center of the tunnel, upstream of the test section. Measurements were recorded at various blower frequencies, and a 
linear fit was developed to correlate the face velocity to the blower frequency.  
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For the experiments conducted in the wind tunnel it was necessary to record the barometric pressure in the 
lab to determine the air density. The pressure was measured using a Princo mercurial barometer located in the lab. 
The barometer reading was adjusted using manufacturer supplied tables to include deviations from the calibration 
due to the room temperature and gravity. 
2.3.2 Wind Tunnel Entrance Design 
To minimize freestream turbulence, a contraction and flow conditioning system was developed for the wind 
tunnel. At the inlet to the wind tunnel, bell-mouths were placed outlining the 50 cm by 50 cm square entrance cross-
section. These rounded sections were designed to minimize the entrance losses as the air flowed from the room into 
the experimental apparatus. A 15.24 cm radius was used for the curve of the entrance section. This decreased the 
entrance loss to a maximum value of KL-Entrance = 0.04 as described by Munson et al. [45]. 
Aluminum honeycomb was placed 7.62 cm downstream of the curved inlet to the wind tunnel to serve as a 
flow straightener. The honeycomb had a cell diameter of 0.64 cm and a cell wall thickness of 0.013 cm. A 5.08-cm 
thick section of the honeycomb was used to achieve a cell length-to-diameter ratio of eight, which is widely 
accepted as the required ratio to effectively straighten laminar flow. Two screens of equal mesh size were placed at 
regular intervals of 7.62 cm following the honeycomb to eliminate small scale turbulence created by the honeycomb 
cell walls. Similar screen and honeycomb configurations were shown to adequately reduce wind tunnel turbulence 
by Scheiman [46]. 
An 11:1 area-ratio contraction was placed after the flow-conditioning portion of the wind tunnel entrance. 
The contraction was constructed from 5.08 cm thick blue foam insulation that was glued together to achieve the 
appropriate thickness to accommodate the parabolic curve of the contraction. The foam was cut using a hot-wire 
bow. Surface deformities caused during the cutting process were filled with lightweight spackle. The interior surface 
of the contraction was coated with acrylic paint and sanded until smooth. The geometry of the interior of the 
entrance section was modeled from the guidelines set by Morel [47]. 
2.3.3 Hot-Wire Anemometry 
The baseline forcing frequency for the dye-in-water flow visualization experiments was based on the 
theoretical vortex shedding frequency found through a literature review. The frequencies used for baseline forcing 
are discussed further in Section 4.1. However, for the heat transfer characterization experiments it was desired to use 
the actual vortex shedding frequency of the array, and this frequency was determined using hot-wire anemometry. 
The hot-wire anemometer probe was inserted 7.62 cm behind the test section. The probe was positioned so 
that it was centered behind the test section in both the spanwise and transverse directions. This location positioned 
the anemometer probe tip directly behind the center of the fin in the eighth row and between the sixth and seventh 
channels. The data acquired by the anemometer were reduced using a LabVIEW™ VI. The VI calculated the Fast-
Fourier Transform (FFT) of the signal acquired by the anemometer with a resolution of 0.25 Hz.  
2.3.4 Heat Transfer Characterization 
Heat transfer characterization was performed using a thin-film heat transfer (TFHT) experimental set-up. 
As previously mentioned, the stainless-steel fins of the wind tunnel array contained hollow centers for the insertion 
of thin-film heaters. Additionally, three data-acquisition fins (DAQ-Fins) were developed. Each DAQ-Fin had five 
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30-gage (0.025-cm diameter), Teflon coated OMEGA type-T thermocouples embedded within the surface of the fin. 
A thermocouple junction was centered in both the streamwise and spanwise direction on the fin surface. Other 
thermocouple junctions were placed 0.12 cm from the leading and trailing edges of the fin. The two final 
thermocouple junctions were placed equidistant between the outer thermocouple junctions and the center 
thermocouple junction. The thermocouple junctions were staggered with 1.27-cm spacing in the spanwise direction. 
A schematic of the DAQ-Fins is shown in Figure 2.7. 
 
Figure 2.7 – Schematic of DAQ-Fin used for TFHT experiments 
For the heat transfer characterization experiments, a 0.028-cm thick Q-FOIL™ heater was placed within 
each of the forty-four fins in the test section of the offset-strip fin array. All sides of the heaters were coated with a 
0.038-cm thick compressible thermal transfer material to ensure a uniform surface heat flux. The heaters were 
connected to each other in two sets of twenty-two fin series. The fins were powered by an HLAB Model 895A 
regulated power supply capable of delivering 320 volts-DC at 1.5 amps. The heaters were rated with an average 
electric resistance of nine ohms and were capable of operating at up to 450 °F when maximum power was supplied. 
Three different data acquisition fins were developed for use in this research. The first fin developed, DAQ-
Fin1, had 0.035-cm deep channels machined in the surface of the fin. The thermocouple wires were positioned in the 
channels, covered with Devcon S50/50345 Metal Patch and Fill Compound, and sanded until smooth. The 
thermocouple probes were encased in OMEGABOND® epoxy adhesive, which served as thermocouple grease. 
Unfortunately, the channels were just barely deep enough to accommodate the thermocouple wires, so when the 
surfaces were sanded they could not be made as smooth as desired because the thermocouple wires were being 
damaged in the sanding process. The second fin developed, DAQ-Fin2, was designed in the same manner as DAQ-
Fin1, but with 0.05-cm deep channels. This slight extra depth allowed for the thermocouple wires to sit well enough 
below the surface for proper sanding. The thermocouple probes for this fin were encased in Omegatherm “201” high 
temperature, high thermal conductivity paste. A third fin was developed, DAQ-Fin3, which had the thermocouple 
wires run along the inside of the fin, against the resistive heater. A small channel, filled with Omegatherm “201” 
high temperature, high thermal conductivity paste, was machined to allow the thermocouple probes to sit closer to 
the surface. A digital image of the three DAQ-Fins is provided in Figure 2.8. 
Experiments were conducted to justify that all three DAQ-Fins were interchangeable so as to produce 
similar results during heat transfer characterization experiments. For these experiments all three DAQ-Fins were 
placed in the fourth row of the array, and their transient behavior was recorded as the array experienced changes in 
forcing and Reynolds number. There was a strong agreement (6% maximum difference) between the data measured 
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from DAQ-Fin2 and DAQ-Fin3 for all experiments, but DAQ-Fin1 measured 6-12% lower surface temperatures 
than the other two fins when subjected to the same experimental conditions. Because of this inconsistency, DAQ-
Fin1 was not used during the heat transfer characterization experiments. Furthermore, these experiments revealed 
that the test section reached steady-state within 90 minutes of a change in Reynolds number, and it reached steady-
state within 30 minutes when forcing was implemented. Detailed results of these experiments can be found in 
Appendix C. 
 
Figure 2.8 – Digital image of the DAQ-Fins developed for TFHT measurements 
For heat transfer measurements the outputs of the fin-embedded thermocouples along with a freestream 
thermocouple were recorded by a LabVIEW™ VI run on a Dell Optiplex G1 personal computer at one thousand 
samples per second. A five-second average was used for all data reported for this project. The voltage input to DAQ-
Fin2 was measured by the same LabVIEW™ VI and averaged in the same manner as the thermocouples. The 
voltage input to DAQ-Fin3 was measured by a TENMA 72-5070 digital multimeter, and the current supplied to both 
fins, which were connected in series, was measured by a FLUKE 87 TRUE RMS multimeter. 
2.3.5 Average Core Pressure Drop 
Static pressure taps were positioned in the center of the four walls of the test section upstream and 
downstream of the offset-strip fin array and forcing vanes. The upstream pressure taps were located 19.05 cm 
upstream of the oscillating vanes, 24.13 cm upstream of the model offset-strip fin array. The downstream pressure 
taps were located 2.54 cm downstream of the model offset-strip fin array. 
At both the upstream and downstream locations the four static pressure taps were connected to each other 
by clear, 0.32-cm diameter tubing. This same tubing connected the pressure taps to a Furness Controls FCO332 
differential pressure transmitter. The pressure transmitter had a dynamic range from zero to 4.98 Pa amplified to a 
linear voltage output of zero to five volts DC. The output of the pressure transducer was analyzed by a LabVIEW™ 
VI using a five-second average voltage measurement sampled at one thousand samples per second.  
DAQ-Fin1 
DAQ-Fin2 
DAQ-Fin3 
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Chapter 3:  Procedure and Scope of Experiments 
The methodology used in conducting the various experiments throughout this project is described in this 
chapter. Also detailed in this chapter are the ranges of all experiments, including descriptions of the purpose of the 
experiments and justification of the parametric range when necessary.  
3.1 Unsteady Forcing Experiments 
The array behavior when subjected to unsteady mechanical forcing is discussed in Sections 4.2, 4.5, and 
4.6; however, prior to conducting forcing experiments it was necessary to develop forcing guidelines in order to 
maintain low-amplitude forcing, the baseline forcing amplitude was decided to be equal to half of the thickness of 
the fins in the offset strip fin array. Given this forcing amplitude, the tip of the oscillating vanes would be inline with 
the top and bottom broad surfaces of the fin at the peaks of its motion. It was believed that any vortices shed by the 
oscillating vanes would advect downstream and sweep the surfaces of the leading row of fins in the array, thereby 
enhancing heat transfer. This geometric arrangement is depicted in Figure 3.1; however, the oscillating vane 
geometry and upstream spacing in Figure 3.1 is not to scale with the fin thickness. 
 
Figure 3.1 – Baseline forcing amplitude 
Using this guideline for forcing amplitude, a dimensionless amplitude, Λ, was developed using the actual 
forcing amplitude, A, and the thickness of the fins within the array, t. This parameter was defined as follows: 
2/t
A=Λ  (2) 
It was also necessary to determine a baseline forcing frequency. Frequency was non-dimensionalized using 
the forcing frequency, ω, the fin thickness, t, and the array-averaged velocity (equal to the face velocity multiplied 
by the ratio of the average array flow through area to the upstream cross-section area), Ua, and was represented in 
the form of the Strouhal number, St, for comparison with other published literature. Strouhal number was defined as: 
aU
tSt ⋅= ω  (3) 
The natural array vortex-shedding frequency, ωvs, was used as the baseline forcing frequency; however, the 
natural array vortex-shedding frequency does not vary linearly with the array-averaged velocity, so different 
Strouhal numbers were used as the baseline dimensionless frequency, depending on the array-averaged velocity for 
that given experiment. For clarity the ratio, Ψ, of the forced Strouhal number to the Strouhal number for natural 
vortex-shedding, Stvs, was used to identify dimensionless frequency variation from the baseline. This ratio was: 
vsvsSt
St
ω
ω==Ψ  (4) 
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For all forced and unforced experiments, the Reynolds number, Re, was used as the dimensionless velocity 
parameter and was defined in its common manner, shown in equation (5), using the array-averaged velocity, Ua, the 
hydraulic diameter, Dh, the fluid density, ρ, and the fluid dynamic viscosity, µ.  
µ
ρ ha DU ⋅⋅=Re  (5) 
3.2 Dye-In-Water Flow Visualization Experiments 
Dye-in-water flow visualization experiments were performed early in this project. These experiments served 
as a proof-of-concept to demonstrate that large-scale flow structures developed within the offset-strip fin array when 
the upstream flow was subjected to unsteady mechanical forcing. These experiments allowed for a qualitative 
comparison of the excited flows from the current work with flows observed in other studies of unforced offset-strip fin 
arrays. 
An initial set of experiments was conducted having only the model offset-strip fin array in the water tunnel. 
These experiments spanned from Re = 700 to Re = 3000, and they were used to validate the offset-strip fin array 
compared to previous research.  
Unforced experiments were conducted with the vanes in place upstream of the tunnel, but not oscillating for 
Reynolds numbers ranging from Re = 954 to Re = 2760. These experiments were conducted both to confirm that the 
placement of stationary fins upstream of the array did not affect the flow through the array, and to serve as a baseline 
to compare with the flow behavior of a forced array. 
Forced experiments were conducted for Reynolds numbers ranging from Re = 379 to Re = 1760. Most 
Reynolds numbers were investigated with the forcing parameters set such that St = 0.18 and Λ = 1.0. Additional forced 
experiments were conducted with varying amplitudes and frequencies for several Reynolds numbers ranging from Re 
= 379 to Re = 918.  
For each experimental case investigated, a digital video was recorded of the flow from near the upstream dye-
injection point, through the oscillating vanes and the array, to the open channel wake after the model array. Additionally, 
several high-resolution digital images were recorded at each fin position within the model array for most Reynolds 
numbers. A schematic of the test section during the flow visualization experiments is displayed in Figure 3.2. 
 
Figure 3.2 – Model array as observed during flow visualization experiments 
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During these experiments the frequency of oscillation was set using a LabVIEW™ VI, and the amplitude 
of the oscillations was hand-calibrated using the linear power amplifier. The water temperature was measured using 
a mercury thermometer before and after each experiment. The water temperature was used to compute the kinematic 
viscosity, ν, which is the ratio of the dynamic viscosity, µ, to the water density, ρ, using a fourth order curve fit to 
the temperature dependent data provided by Munson et al. [45].  
3.3 Array Vortex Shedding Experiments 
Additional dye-in-water flow visualization experiments were conducted to determine the natural vortex-
shedding frequency of a baseline (unforced, no vanes upstream) offset-strip fin array. Dye was injected upstream of 
the array and allowed to flow through the array. High-resolution digital images were obtained of flow in the wake 
region behind the offset-strip fin array. The images captured not only the flow within the array, but also a scale fixed 
to the front wall of the water tunnel in the foreground of the image. For each image captured, the pumping frequency 
was recorded to identify the flow velocity. 
The images were evaluated using plot extraction software, and the spacing between vortices was recorded. 
Following the work by DeJong et al. [4] the convective vortex velocity was assumed to be 92% of the freestream 
velocity. Using the average vortex spacing the vortex-shedding frequencies of the array for Reynolds numbers 
ranging from Re = 790 to Re = 1369 were determined. 
3.4 Hot-Wire Anemometry Experiments 
Hot-wire anemometry experiments were conducted for various Reynolds numbers, ranging from Re = 859 
to Re = 1820. For each experiment, an FFT was computed with 0.25 Hz accuracy from data acquired at 1024 
samples per second for four seconds. The results of the FFT were converted into a power spectrum and plotted 
versus Strouhal number. These experiments served to determine the array vortex shedding frequency for each 
Reynolds number by measuring the frequency of periodic velocity fluctuations associated with the passage of 
vortices. For some Reynolds numbers, it was difficult to determine the vortex shedding frequency from the 
anemometer output due to poor signal-to-noise ratio of the velocity measurements. 
3.5 Heat Transfer Characterization Experiments 
Two data acquisition fins, DAQ-Fin2 and DAQ-Fin3, were used to collect simultaneous fin surface 
temperature measurements. DAQ-Fin3 was used to measure the fin surface temperature for all experiments 
conducted in the odd-numbered rows of the array, and DAQ-Fin2 was used to measure the fin surface temperature 
for the fins located in the even-numbered rows within the array.  
The placement of the DAQ-Fins during the heat transfer characterization experiment is shown in Figure 
3.3. The red fins indicate that all fins are heated. DAQ-Fin3 was used to obtain surface temperature measurements 
from all of the green surfaces, and DAQ-Fin2 was used to obtain surface temperature measurements from the blue 
surfaces. This arrangement allowed for fin surface temperature measurements to be collected at the center of the 
offset-strip fin array, thus minimizing the effects of the tunnel walls. 
Since only two DAQ-Fins were available to collect data from eight rows of fins, the data were collected in 
sets. The first set had DAQ-Fin3 in row one and DAQ-Fin2 in row two of the array. The second set of experiments 
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positioned DAQ-Fin3 in row three and DAQ-Fin2 in row four. Subsequent sets of experiments were conducted for 
rows five through eight. The different sets of experiments were conducted on different days, and slight variations in 
barometric pressure and steady-state film temperature made it impossible to repeat experiments for different sets of 
rows at identical Reynolds numbers. These deviations are reflected in the Reynolds number uncertainty and are 
discussed in detail in Appendix B. 
 
Figure 3.3 – DAQ-Fin arrangement for TFHT experiments 
A series of experiments was conducted to justify the experimental method of thin-film heat transfer 
characterization. For these experiments the test section was modified to resemble the test section used by Ge et al. in 
their 2002 work [9]. Experiments were conducted for Re = 820, 922, 1020, 1160, 1340, and 1480 for every row 
within the array. The experimental data were then compared with the naphthalene sublimation data acquired by Ge 
et al. The array-averaged results of both techniques agreed within +/-18%, and the results agreed within 1% for Re = 
1020. Details of these experiments can be found in section 4.3.1. 
Forced and unforced heat transfer characterization experiments were conducted for Re = 450, 625, 860, 
1035, 1135, 1215, 1315, and 1400. Table 1 lists the scope of heat transfer experiments conducted for all rows of fins 
within the array. It was desired to investigate various forcing frequencies and amplitudes. For Re = 860, 1035, and 
1135 experiments were conducted with the forcing frequency equal to 80%, 100%, and 120% of the array vortex 
shedding frequency while holding the forcing amplitude fixed at Λ = 1.0. For the same Reynolds numbers amplitude 
variation experiments were conducted using Λ = 0.8, 1.0, and 1.2 holding the forcing frequency equal to the array 
vortex shedding frequency.  
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Table 3.1 – Scope of TFHT experiments 
Re St = 0.14 Ψ = 1.0 Ψ = 0.5 Ψ = 0.8 Ψ = 1.2 
450 Λ = 1.0 Λ = 1.0    
625 Λ = 1.0 Λ = 1.0    
860 Λ = 1.0 Λ = 0.8, 1.0, 1.2  Λ = 1.0 Λ = 1.0 
1035 Λ = 1.0 Λ = 0.8, 1.0, 1.2  Λ = 1.0 Λ = 1.0 
1135 Λ = 1.0 Λ = 0.8, 1.0, 1.2  Λ = 1.0 Λ = 1.0 
1215 Λ = 1.0 Λ = 1.0 Λ = 1.0 Λ = 1.0  
1315 Λ = 1.0 Λ = 1.0 Λ = 1.0   
1400 Λ = 1.0  Λ = 1.0   
 
A review of bluff body vortex-shedding literature [5, 6, 48-51], further detailed in section 4.1.1, suggested 
that the natural vortex shedding frequency of a single fin from the model array should occur for St ~ 0.14. Forcing 
experiments were conducted at each Reynolds number investigated with frequencies tuned to generate a Strouhal 
number equal to 0.14 to determine if this frequency affected the heat transfer within the array. 
For each experiment a LabVIEW™ VI converted the voltage output from each of the thermocouples 
mounted in the DAQ-Fin surfaces as well as the freestream thermocouple to temperature measurements. These 
temperature values were recorded as a five-second average, at one thousand samples per second. At least thirty-two 
values were recorded for each experiment conducted. The multiple values were averaged and compared to determine 
the experimental uncertainty of the measurement. Experimental uncertainty details can be found in Appendix B.  
Additionally, for each experiment, the barometric pressure, the voltage supplied to each of the DAQ-Fins, 
the current supplied to the system, and the wind tunnel blower frequency were recorded. These values remained 
constant during the experiment and were not data-logged using the LabVIEW™ VI.  
During these experiments the forcing frequency was set and monitored using a LabVIEW™ VI. The same 
VI monitored the shaker head acceleration through the output of the accelerometer used during the experiments. The 
peak acceleration necessary to generate the desired forcing amplitude was calculated, and the amplitude of the signal 
output was adjusted to match the monitored amplitude to the desired amplitude. Details of this process can be found 
in Section 2.1.4 and Appendix A. 
3.6 Average Core Pressure Drop Experiments 
Unforced pressure drop experiments were performed for Re = 860, 1035, 1135, 1215, 1315, and 1400. 
Forced pressure drop experiments were also conducted for these same Reynolds numbers with the same variations in 
forcing amplitude and frequency as in the heat transfer characterization experiments (outlined in Table 3.1). Pressure 
drop data were acquired at one thousand samples per second, and a five-second averaged pressure drop was 
recorded for each experimental run. This process was repeated at least 32 times for each case reported. 
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Chapter 4:  Discussion of Experimental Results 
The results of the experiments, including explanations and interpretations, are presented in this chapter. 
Explanations and interpretations are included where necessary. For information on the data reduction equations 
used, please refer to Appendix A. Information about experimental uncertainty, results, and technique can be found in 
Appendix B.  
4.1 Array Vortex Shedding Frequency 
As mentioned in section 3.1 it was desired to use the natural array vortex-shedding frequency as the 
baseline forcing frequency. Different means were used to determine the natural array vortex-shedding frequency at 
different times during this research project. Initially, a literature review was used to determine the approximate 
natural vortex-shedding frequency of an offset-strip fin array. Later, dye-in-water flow visualization was used to 
quantify this value; however, this method contained large uncertainty. A final quantification of the natural array 
vortex shedding frequency was determined using hot-wire anemometer measurements in the wind tunnel. 
4.1.1 Literature Review 
Literature on the vortex-shedding frequency of offset-strip fin arrays [4-6] revealed a strong frequency 
dependence on the ratio of fin spacing, S, to fin length, L. Results from the literature are summarized in Figure 4.1. 
The array used for this research project was constructed with a fin spacing to fin length ratio of 1.0. Based 
on the results plotted in Figure 4.1 it was expected that the Strouhal number for the natural vortex-shedding 
frequency for the model array used in this research was at or below St = 0.20. This value was used as the baseline 
forcing frequency for the forced dye-in-water flow visualization experiments. 
The Reynolds numbers in Figure 4.1 are based on fin thickness, t, rather than on hydraulic diameter, Dh. 
These data can be converted to apply to the present study by multiplying by a factor of 12.34 (the ratio of the 
hydraulic diameter to the fin thickness).  
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Figure 4.1 – Array vortex shedding frequencies from published material 
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4.1.2 Dye-In-Water Flow Visualization 
Several experiments were conducted visualizing the flow in the wake of an offset-strip fin array to 
determine the natural array vortex-shedding frequency for various Reynolds numbers. These experiments focused on 
the frequency of vortices appearing in the wake of an unforced offset-strip fin array. 
The average Strouhal number for natural vortex shedding, recorded for various Reynolds numbers, is 
shown in Figure 4.2. For the lower Reynolds numbers investigated, the Strouhal number was around 0.20. With 
increasing Reynolds number, the Strouhal number first decreased slightly then increased and appeared to level off, 
with some variation, around St = 0.25.  
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Figure 4.2 – Vortex-shedding Strouhal numbers recorded during flow visualization 
4.1.3 Hot-Wire Anemometry 
Due to the high uncertainty in the dye-in-water array vortex-shedding frequency experiments, hot-wire 
anemometry experiments were also conducted to determine the natural array vortex-shedding frequency. These 
experiments were conducted in a wind tunnel.  
The power spectrum for each experiment was plotted versus Strouhal number in order to determine the 
Strouhal number associated with the natural vortex-shedding frequency. The appropriate Strouhal number could be 
identified by a peak in the power spectrum at the vortex-shedding frequency. Select power spectra from three 
different hot-wire anemometry experiments are shown in Figure 4.3. 
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Figure 4.3 - Power spectra for a. Re = 861, b. Re = 909, and c. Re = 1430 
The lowest Reynolds numbers investigated revealed a single frequency spike in the power spectrum, 
similar to Figure 4.3a. This result was correlated to laminar vortex-shedding of the last row of fins within the array. 
Slight increases in Reynolds number revealed a power spectrum with no discernible vortex-shedding frequency, see 
Figure 4.3b.  This was caused by the transition to unsteadiness, in which fins within the array begin to shed vortices, 
but there was no lock-in between the shedding from one row to another. The wake revealed little about the vortex 
shedding nature of the array. Further increases in Reynolds number revealed two distinct peaks, as seen in Figure 
4.3c. The first peak was associated with the frequency of vortices shed from one side of the fins within the array, 
and the second peak represented the true array vortex-shedding frequency consisting of all vortices shed from either 
side of the fins within the array.  
Care was taken when discriminating frequency peaks from system noise. Noise appeared in the power 
spectra as singular spikes at specific frequencies, and true vortex-shedding frequency peaks appeared much broader 
due to slight irregularities in flow patterns. The vortex-shedding frequencies that were found, represented as 
Strouhal numbers, are shown in Figure 4.4 plotted versus Reynolds number. Also included are the experimental 
values from the dye-in-water flow visualization experiments for comparison. 
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Figure 4.4 – Strouhal number for array vortex shedding, data from all experiments 
For the lowest Reynolds numbers investigated the Strouhal number associated with the natural array 
vortex-shedding frequency was observed to be constant at about St = 0.15. This agrees with the natural vortex-
shedding frequency for a single fin shedding vortices as found in the literature [5, 6, 48-51]. As the Reynolds 
number is increased, the Strouhal number decreases slightly, then increases before stabilizing at approximately St = 
0.20. This array Strouhal number is in agreement with literature focusing on Strouhal numbers for higher Reynolds 
numbers [4-6]. 
4.2 Array Flow Visualization Experiments 
Dye-in-water flow visualization experiments were conducted to qualitatively reveal whether or not 
unsteady forcing upstream of an offset-strip fin array could induce flow instabilities to occur within the array and if 
so, which combinations of forcing frequency and forcing amplitude generated the largest flow instabilities. It has 
previously been shown [4, 8, 9] that flow instabilities within an offset-strip fin array lead to enhanced heat transfer.  
The dye was injected upstream of the array, and in all images the dye flows from left to right. The ends of 
the fins have been blackened and row numbers have been added to the digital images shown in this section. Small 
circles can be seen in some of the images. These circles are air bubbles trapped between the base plate of the model 
array and the wall of the test section. They did not interfere with the flow in any way.  
Although experiments were also conducted with dye flowing across the odd-numbered rows, only images 
showing dye flowing across the even numbered rows are included in this report. The dye in odd-numbered row flow 
visualization experiments flowed across the vanes positioned upstream of the array. During the forcing experiments 
the motion of the vanes distributed the dye and made it difficult to observe the flow within the array. For this reason, 
these images have been omitted from this report; however, the images, as well as video clips, are referred to where 
appropriate. 
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4.2.1 Unforced Array 
Unforced array experiments were conducted with and without the stationary vanes upstream of the model 
offset-strip fin array to serve as a baseline for comparison with the forced-array experiments. Since the geometry of 
the array matched that used by Ge et al. [9], their work could be used as a preliminary guide to qualitatively match 
observed flow structures with anticipated thermal performance.  
An initial set of experiments was conducted to determine that the placement of the stationary vanes 
upstream of the model did not affect the baseline flow through the array. It was observed that the vortices began to 
shed from the eighth row of fins within the array, signaling the change from steady flow to unsteady flow, at much 
lower Reynolds numbers when the stationary vanes were positioned upstream of the offset-strip fin array. The vanes 
position upstream of the array may have acted as an additional row of fins, causing the eighth row of fins to behave 
like a ninth row of fins when the stationary vanes were in place upstream, explaining the development of vortices at 
lower Reynolds numbers for the array with stationary vanes positioned upstream. Based on these observations, it 
was determined to use the behavior of the array with the vanes in place as the unforced baseline to compare with the 
forced experiments.  
The flow through the unforced array behaved much like the flow observed by Ge et al. [9]. For low 
Reynolds numbers flow through the array was steady and laminar. As Reynolds number increased, a slight wake 
instability was observed, and this instability increased and could be observed closer to the model array with further 
increases in the Reynolds number. The flow through the array at Re = 567 is shown in Figure 4.5, and this observed 
flow was steady and laminar. 
a.   
b.   
Figure 4.5 – Unforced flow through first half, a, and second half, b, of the array at Re = 567 
At Re ~ 850, the last row of fins within the array began to shed vortices. This phenomenon signaled the 
change from the steady flow regime to the unsteady flow regime. The flow through the array at Re = 870 is shown 
in Figure 4.6. It can be observed that small vortices are forming on the surface of the eighth row of fins within the 
array and being shed into the wake. 
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a.   
b.   
Figure 4.6 – Unforced flow through first half, a, and second half, b, of the array at Re = 870 
As the Reynolds number was increased further, the occurrence of vortex shedding was manifested further 
upstream. By Re ~1430 all rows of fins within the array were experiencing some level of vortex shedding. Although 
the first row of fins began to shed vortices at Re ~ 1430, it was not until Re ~ 1600 that the first row of fins 
generated a strongly periodic wake. Flow through the array at Re = 1460 is shown in Figure 4.7, and flow through 
the array for Re = 1760 is shown in Figure 4.8.  
a.   
b.   
Figure 4.7 – Unforced flow through first half, a, and second half, b, of the array at Re = 1460 
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a.   
b.   
Figure 4.8 – Unforced flow through first half, a, and second half, b, of the array at Re = 1760 
In Figure 4.7, flow waviness can be seen between the second and fourth rows of fins. This waviness was 
caused by the shedding of vortices even though no clear vortices can be observed on the surface of the second row 
of fins in this image. By the sixth row of fins, vortex shedding is clearly occurring, and vortices qualitatively similar 
to a Karman vortex street can be observed passing from the fin in the sixth row across the fin in the eighth row. 
These vortices become distorted as they pass the fin in the eighth row; because of interaction with vortices shedding 
from the surface of the eighth fin (these vortices are not visible in this image).  
Flow through the array at a higher Reynolds number is shown in Figure 4.8. For this case it is clear that 
vortices are being shed from the second row of fins, and these vortices can be seen sweeping across the surface of 
the fins in the fourth row of the array. In the second half of the array, shown in Figure 4.8b, it is difficult to make out 
any coherent flow structures. This difficulty was caused by the interaction between vortices created by upstream 
rows interacting with vortices created by the downstream rows of fins. This vortical interaction caused the dye to 
dissipate and lessened the image quality for the downstream fin positions. 
The images shown in Figures 4.5-8 represent only a small fraction of the total number of images recorded 
during the unforced flow visualization experiments; however, these images reveal the key features observed during 
the experiments. The images show that vortex shedding begins downstream in the array and progresses upstream as 
Reynolds number increases. This behavior was representative of the anticipated behavior for the unforced offset-
strip fin array. 
4.2.2 Forced Array 
Forced flow experiments were conducted in the same manner, and for the same Reynolds numbers, as the 
unforced flow experiments. During the forcing experiments, dye that flowed across the oscillating vanes quickly 
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dissipated, and the images recorded did not reveal much about the flow within the array. This was mentioned earlier 
as the reason that the flow visualization images presented in this report reflect only images for which the dye was 
injected to impinge on the second row of fins within the array.  
4.2.2.1 Effect of Baseline Forcing 
As defined in Section 3.1, the baseline forcing parameters were such that the forcing amplitude would be 
equal to one half of the thickness of the fins within the array, and the forcing frequency would be tuned to the 
natural vortex shedding frequency for the array. When the dye-in-water flow visualization experiments were 
conducted, it was believed that the Strouhal number corresponding to the natural array vortex shedding frequency 
was approximately 0.20, and that this value was more or less independent of Reynolds number. A miscalculation of 
the flow velocity at the time of the experiments caused a non-linear shift in the baseline Strouhal number used 
during the forcing experiments. The actual Strouhal number used for each experiment is listed where necessary. 
For low Reynolds numbers, the introduction of baseline unsteady forcing upstream of the offset-strip fin 
array had no observed effect on the flow within the array. The lack of flow augmentation could have been caused by 
dominant viscous affects of low Reynolds number laminar flow damping out any structures formed, or it may have 
been that the correspondingly low-frequency motion of the oscillating vanes was not rapid enough to induce flow 
unsteadiness. It is also possible that flow structures developed in the offset-strip fin array during the low Reynolds 
number baseline forcing experiments were too small to be distinguished with the dye streaks. However, baseline-
unsteady forcing had a significant effect on the flow through arrays for Reynolds numbers greater than Re ~ 650. 
For Reynolds numbers greater than this, the second row of fins clearly began to shed vortices, and perhaps the fourth 
row of fins began to shed vortices as well; however, it was unclear whether or not the downstream rows of fins shed 
vortices for Reynolds numbers greater than Re ~ 650 when the array was subjected to baseline-unsteady forcing. As 
the Reynolds number was further increased, the vortices shed from the second row of fins became more and more 
prominent.  
Through a qualitative comparison of flow visualization images, it appeared that baseline-unsteady forcing 
upstream of the offset-strip fin array caused the fins in the array to shed vortices at significantly lower Reynolds 
numbers when compared to the unforced array. Additionally, the images revealed that the upstream rows of fins in 
the array experienced vortex shedding induced by baseline-unsteady forcing first. Then, as the Reynolds number 
was increased, all rows of fins began to shed vortices of much greater magnitude than what was observed in the 
unforced case. 
The flow through the array subjected to baseline forcing for the same Reynolds number cases shown in 
Figures 4.5-8 in section 4.2.1 is shown in Figures 4.9-12. It is clear from Figure 4.9 that baseline-unsteady forcing 
has little visible effect on the array for this low Reynolds number case, Re = 567.  
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a.   
b.   
Figure 4.9 – Flow though a baseline-forced array at Re = 567, St = 0.19 
At Re = 870, the flow within the array was dramatically affected by the introduction of baseline-unsteady 
forcing upstream of the model array. A slight waviness can be seen in Figure 4.10 between rows two and four of the 
array. This waviness was associated with small-scale vortex shedding from the second row of fins. The fourth and 
sixth rows of fins experienced increasing levels of vortex shedding, and the eighth row, which shed small-scale 
vortices in the unforced case, was shedding large, coherent vortices from the surface of the fin.  
a.   
b.   
Figure 4.10 – Flow though a baseline-forced array at Re = 870, St = 0.18 
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a.   
b.   
Figure 4.11 – Flow though a baseline-forced array at Re = 1460, St = 0.16 
Further increases in Reynolds number caused the second row of fins to shed large-scale coherent vortices 
as seen in Figure 4.11 for Re = 1460 and St = 0.16. These vortices were advected downstream and interacted with 
flow structures created by the downstream rows to form secondary structures that dissipated the dye in the water 
tunnel. For this case (Re = 1460), the flow structures surrounding all of the rows of fins appeared to be affected by 
the introduction of baseline-unsteady forcing upstream of the model array. 
a.   
b.   
Figure 4.12 – Flow though a baseline-forced array at Re = 1760, St = 0.17 
 35
At Re = 1760 and St = 0.17, shown in Figure 4.12, the effect of baseline-unsteady forcing was not as 
pronounced compared to flow observations for lower Reynolds number flows. It appeared that an increase in vortex 
shedding from the second row of fins occurred, but for this Reynolds number the second row of fins readily shed 
vortices even in the unforced case.  
The implementation of baseline-unsteady forcing upstream of an offset-strip fin array revealed a dramatic 
change in flow structure for 650 < Re < 1600. In this Reynolds number range the upstream fins began shedding 
vortices at significantly lower Reynolds numbers than in unforced flow. These vortices advected downstream and 
interacted with vortices shed by the downstream rows of fins to create secondary flow structures. Both the onset of 
vortex shedding and the development of secondary flow structures have been identified as causes for heat transfer 
enhancement [2]. For Re < 650 and Re > 1600 it was difficult to qualitatively recognize changes in the flow 
structure between the unforced and the baseline-forced offset-strip fin array, at least from these dye-in-water 
experiments. However, it was possible that these flow regions experienced enhanced heat transfer attributed to the 
unsteady forcing. Additionally, during the baseline-forced flow visualization experiments only spanwise vortices 
were observed to be generated. The occurrence of only spanwise vortices was thought to be a positive result, since 
spanwise vortices do not affect the average core pressure drop as significantly as other flow structures. 
4.2.2.2 Effect of Amplitude Variation 
Experiments with variations in the forcing amplitude were conducted for Reynolds numbers around Re = 
850. The forcing amplitude was varied above and below the baseline to explore the impact that the forcing 
amplitude had on the flow. Most amplitude variation experiments focused on forcing at amplitudes 20% above and 
below the baseline forcing amplitude; however, experiments were also conducted for 0.80 < Λ < 1.85.  
When the forcing amplitude was decreased to Λ = 0.80, the flow within the array appeared qualitatively 
similar to the flow through the array in the unforced case. It was difficult to keep the electrodynamic shaker 
functioning properly at such a low frequency and amplitude, so the experiments were not able to be run for very 
long times. Every attempt was made to ensure that the experimental run was at least 60 seconds, long enough for 
flow structures to develop within the array; however, it was possible that no structures were observed due to 
inadequate time for the structures to develop. It was more likely that the small forcing amplitude was not large 
enough to affect the flow significantly, and the oscillating vanes acted in essentially the same manner as when they 
were stationary during the unforced experiments. 
Flow through the array at Re = 870, subjected to low-amplitude forcing at Λ = 0.8 (St = 0.18), is shown in 
Figure 4.13. It is clear that the low-amplitude forcing did not greatly affect the flow within the array when compared 
to the baseline forcing seen in Figure 4.10. The flow appeared to be similar to the unforced case, shown in Figure 
4.6; however, it was possible that a higher level of vortex shedding occurred at the eighth row of fins, compared to 
the unforced case. 
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a.   
b.   
Figure 4.13 – Flow through the array at Re = 870, St = 0.18, and Λ = 0.8 
Increasing the amplitude to Λ = 0.9 created weaker versions of the flow structures observed in the baseline 
case, but the flow was altered to a much greater extent than when Λ = 0.8 was used. Setting Λ = 1.0 was the baseline 
case and can be seen in Figure 4.10. For this amplitude the flow structure within the array had changed dramatically 
when compared to the unforced case, Figure 4.6. Further increases in amplitude, up to Λ = 1.2, revealed 
qualitatively similar flow structures within the array compared to the baseline case. Thorough evaluation of the 
digital images revealed that it was possible that slightly larger flow structures were created around the upstream 
rows of fins within the array at Λ = 1.2, but that the downstream rows of fins generated slightly smaller flow 
structures when subjected to forcing at Λ = 1.2 than when forced at the baseline amplitude. However, the flow 
structures observed surrounding the eighth row of fins within the array are much larger when forced at Λ = 1.2 than 
when unforced. Flow through the array at Re = 870, subjected to forcing at Λ = 1.2 (St = 0.18), is shown in Figure 
4.14. 
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a.   
b.   
Figure 4.14 – Flow through the array at Re = 870, St = 0.18, and Λ = 1.2 
As the forcing amplitude was increased above Λ = 1.20, the upstream flow began to show a wavy motion. 
This waviness implied that the motion of the oscillating vanes was beginning to greatly affect the flow. The second 
row of fins within the array continued to shed vortices of large size. However, the rest of the fins in the array did not 
generate any additional flow structures, and the vortices shed by the second row of fins could be observed to be 
advected down the center of the flow channel without interacting with the downstream fins. These experiments 
revealed that an optimal forcing amplitude to generate large-scale flow structures within the offset-strip fin array 
existed and was of the order of half the thickness of the fins within the array. 
4.2.2.3 Effect of Frequency Variation 
The effect of the forcing frequency on the flow within the offset-strip fin array was observed for several 
different Reynolds numbers, but, similar to the amplitude variation experiments, the majority of frequency variation 
experiments were for Reynolds numbers around Re = 850. The full range of these experiments covered 0.03 < St < 
0.54 with the baseline forcing frequency observed to be St = 0.18. 
For very low forcing frequencies, 0.03 < St < 0.11, the flow upstream of the model array displayed large-
scale waviness that dispersed the dye away from the fins within the array. Flow structures still appeared to form 
within the array; however, it was difficult to determine the relative magnitude between very low-frequency forcing 
created structures and the baseline-forcing created structures. Increasing the forcing frequency decreased the 
upstream waviness, and for St = 0.11 the upstream waviness was of a much smaller scale than for lower frequencies. 
By St = 0.15 upstream waviness could no longer be observed. 
Dye flowing through the array at Re = 870, subjected to low-frequency forcing at St = 0.11 (Λ = 1.0), is 
shown in Figure 4.15. Small-scale upstream waviness can be seen in this image in the area upstream of the second 
row of fins. The flow structures observed within the array subjected to forcing at St = 0.11 were similar to the 
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structures observed during baseline forcing, shown in Figure 4.10, and much larger vortices were shed from the 
eighth row of fins in the low-frequency forcing case as compared to the unforced case. 
The upstream flow for Re = 870 subjected to unsteady forcing at St = 0.14 (Λ = 1.0) was still slightly wavy. 
However, unlike lower-frequency forcing experiments, the flow structures created within the array were clearly of a 
larger scale than those observed in the baseline-forcing case. Figure 4.16 shows the flow through the array for this 
experiment, and the vortices shed from the second row of fins were much larger and well defined when compared to 
the baseline-forced case shown in Figure 4.10. Additionally, the flow around the downstream rows of fins appeared 
to be greatly affected by the formation of secondary structures at a level in excess of those observed during the 
baseline-forcing case.  
a.   
b.   
Figure 4.15 – Flow through the forced array at Re = 870, Λ = 1.0, and St = 0.11 
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a.   
b.   
Figure 4.16 – Flow through the forced array at Re = 870, Λ = 1.0, and St = 0.14 
When the forcing frequency was increased beyond the baseline value a drastic transformation occurred on 
the flow within the array. Subjecting the array to unsteady forcing at frequencies only 20% greater than the baseline-
forcing frequency caused the flow within the array to stabilize. It appeared for these flows that the array returned to 
its unforced flow behavior and large-scale flow structures were no longer observed within the array. 
Flow through the array at Re = 870, subjected to unsteady forcing at St = 0.22 (Λ = 1.0), is shown in Figure 
4.17. The flow patterns observed were quite similar to the unforced case, shown in Figure 4.6. There was only slight 
evidence of vortex shedding from the eighth row of fins within the array.  
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a.   
b.   
Figure 4.17 – Flow through the forced array at Re = 870, Λ = 1.0, and St = 0.22 
Further increases in the forcing frequency did not change the flow patterns within the array, compared to St 
= 0.22, and the flow very much resembled the flow through the array for the unforced case. This dramatic change in 
array-formed flow structures revealed a strong link between the frequency of unsteady forcing and the generation of 
large-scale flow structures within the array. 
4.3 Heat Transfer Characterization Experiments 
Quantitative heat transfer experiments were conducted for an unforced and a forced offset-strip fin array. 
The experiments determined the local heat transfer coefficient at five points across the surfaces of the fins 
highlighted in Figure 3.2. The Nusselt number, Nu, of the array could be calculated directly. 
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In the Nusselt number equation I and V were the measured current and voltage supplied to the thin-film 
heater, respectively, As was the fin surface area, Tfin and Tair were the fin temperature and the ambient air 
temperature, respectively, Dh was the hydraulic diameter, and k was the thermal conductivity of air. The thermal 
transfer material supplied with the heaters ensured a uniform heat flux through the surface of the fin, and 
calculations showed that the stainless-steel fins adequately conducted the heat from the heaters to the fin surface. 
Natural convection experiments demonstrated that the fin-surface temperature was constant within the measurement 
uncertainty. The average temperature reading from the five thermocouples embedded in each DAQ-Fin surface was 
used for the fin temperature for the fin-averaged experiments, and the individual thermocouple readings were used 
to define the fin temperature for the fin-local experiments. The average of the Nusselt numbers recorded for all fin 
rows at a given Reynolds number were used to represent the array-averaged data presented in section 4.3.5. 
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Slight changes in barometric pressure, ambient temperature, and steady-state average fin temperature 
affected the Reynolds number for each experiment. These changes made it impossible to repeat experiments for all 
fin positions at identical Reynolds numbers. Because of this repeatability problem, all Reynolds numbers discussed 
in sections referring to thin-film heat transfer represent the averages of the Reynolds numbers for all experiments 
conducted. Details on the experimental uncertainty associated with these Reynolds numbers can be found in 
Appendix B. 
4.3.1 Validation of Measurement Technique 
A direct heat transfer measurement apparatus was developed for this project. This measurement process 
was validated by comparing the heat transfer results for an unforced array (without stationary vanes positioned 
upstream) to the mass transfer results published by Ge et al. [9] for the same offset-strip fin array geometry. The 
published mass transfer data, in the form of the Sherwood number, Sh, were converted to the appropriate heat 
transfer data, in the form of the Nusselt number, Nu, using the heat and mass transfer analogy as defined by Mills 
[52]: 
4.0Pr ⎟⎠
⎞⎜⎝
⎛⋅=
Sc
ShNu  (7) 
Naphthalene sublimation, NS, results from Ge et al. [9] are compared to the thin-film heat transfer results, 
TFHT, from the current study in Figure 4.18. This plot shows that the thin-film technique delivered relatively good 
agreement (within 9% for fin-averaged heat transfer for the same Reynolds number, Re = 1020) with the heat 
transfer values obtained previously through naphthalene sublimation. As mentioned in Section 3.5, the two 
techniques showed an agreement of array-averaged heat transfer for Re = 1020 within 1%. For lower Reynolds 
numbers the naphthalene sublimation technique reported higher heat transfer than the thin-film technique. 
Conversely, for higher Reynolds numbers the thin-film technique reported higher heat transfer than the naphthalene 
sublimation technique. The agreement (within 18% for array-averaged heat transfer) between the two heat transfer 
measurement techniques validated the thin-film method as a reliable way to conduct heat transfer experiments. 
Further details of the validation of the thin-film technique are found in Appendix C.  
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Figure 4.18 – Validation of heat transfer measurement technique 
4.3.2 Unforced Array 
Experiments were conducted with stationary vanes positioned upstream of the model offset-strip fin array 
to determine the unforced heat transfer. The results of these experiments were compared to data acquired during the 
measurement validation experiments to determine the effect that the stationary vanes positioned upstream of the 
model offset-strip fin array had on the array heat transfer. Primarily, the unforced heat transfer values obtained 
through these experiments were used as the baseline to determine the relative heat transfer enhancement, caused by 
the implementation of unsteady forcing.  
The thin-film heat transfer data obtained both with and without the stationary vanes placed upstream of the 
model offset-strip fin array is shown in Figure 4.19. From these plots it is clear that the positioning of the vanes 
upstream does not affect the heat transfer within the array to any significant extent. The collective unforced heat 
transfer data in the row-by-row format that was used to represent data in Section 4.3.3 is plotted in Figure 4.20. 
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Figure 4.19 – Comparison data from unforced array experiments 
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Figure 4.20 – Unforced heat transfer 
4.3.3 Forced Array – Fin-Averaged Experiments 
Forced heat transfer experiments were conducted and act as the focal point for this research project. The 
fin-averaged experiments provided a row-by-row evaluation of the heat transfer within the array. These experiments 
were useful to identify the onset of vortex shedding within the array.  
4.3.2.1 Effect of Baseline Forcing 
Two different sets of baseline-forcing experiments were conducted. For both sets of experiments, the 
baseline-forcing amplitude was set to Λ = 1.0, the same as it was for the baseline-forcing flow visualization 
experiments. Thus, two different baseline-forcing frequencies were considered and investigated over the relevant 
Reynolds number range.  
The first baseline-forcing frequency parameter investigated was to set the forcing frequency equal to the 
array vortex-shedding frequency, St = Stvs, as determined by the hot-wire anemometry experiments discussed in 
Section 4.1.3. The results of these experiments are shown in Figure 4.21 and were surprising, as they revealed no 
significant enhancement in heat transfer when compared to the unforced experimental data shown in Figure 4.20. In 
these experiments, all observed heat transfer enhancements and suppressions were of the order of the experimental 
uncertainty. It is believed that the unchanging heat transfer demonstrated how unsteady forcing at the natural array 
vortex-shedding frequency does not affect the heat transfer of the fins within the array. 
A second set of baseline-forcing experiments was conducted keeping the forcing amplitude fixed at Λ = 
1.0, but adjusting the forcing frequency to be equal to the fin vortex-shedding frequency which was defined in the 
literature as St ~ 0.14. These experiments (shown in Figure 4.22) demonstrated no noticeable enhancement for Re < 
1200; however, fin-averaged heat transfer enhancements were observed at up to 14% for Re > 1200 when compared 
to the unforced experiments shown in Figure 4.20.  
The forced heat transfer experiments conducted using St = 0.14 as the baseline-forcing frequency revealed 
significant enhancements for the rows of fins at the center of the array for Re > 1200. These results confirm that 
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low-amplitude unsteady forcing at specific frequencies can be used to enhance heat transfer within an offset-strip fin 
array for flows above a critical Reynolds number. 
0
5
10
15
20
25
30
35
1 2 3 4 5 6 7 8
Row
N
u
Re 460
Re 625
Re 860
Re 1035
Re 1135
Re 1215
Re 1315
 
Figure 4.21 – Forced heat transfer: St = Stvs and Λ = 1.0 
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Figure 4.22 – Forced heat transfer: St = 0.14 and Λ = 1.0 
4.3.3.2 Amplitude Variation Experiments 
Similar to the flow visualization experiments, heat transfer characterization experiments were conducted 
using a fixed forcing frequency and varying the forcing amplitude. For these experiments the baseline forcing 
frequency was set equal to the natural array vortex-shedding frequency as determined by the hot-wire experiments 
discussed in Section 4.1.3. It was shown in Section 4.3.3.1 that forcing at this frequency did not appear to affect the 
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heat transfer within the array beyond the experimental uncertainty. Unfortunately, the amplitude variation 
experiments yielded similar results.  
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Figure 4.23 – Forced heat transfer: effect of amplitude variation 
Figure 4.23 shows the effect of a +/-20% deviation in forcing amplitude from Λ = 1.0 for Re = 860, 1035, 
and 1135. Most data points for a given Reynolds number are clustered quite close together, well within the 
experimental uncertainty, suggesting the changes in forcing amplitude investigated do not strongly affect the heat 
transfer within the array. On close inspection it was seen that forcing at Λ = 1.0 consistently yielded the best 
enhancement of heat transfer at a given Reynolds number and fin position.  
4.3.3.3 Frequency Variation Experiments 
Experiments were conducted for several Reynolds numbers, investigating the impact the forcing frequency 
had on potential heat transfer enhancement. Hot-wire anemometry revealed different natural vortex-shedding 
frequencies for different Reynolds numbers, and for clarity a dimensionless frequency ratio, Ψ, was used to identify 
the variations in forcing frequency. Ψ represented the ratio of the forcing Strouhal number to the Strouhal number 
for vortex shedding and is defined in equation (4) in Section 3.1. 
Experiments were conducted for Re = 860, 1035, and 1135 at Ψ = 0.8, 1.0, and 1.2. Additionally, 
experiments were conducted for Re = 1215 at Ψ = 0.8 and 1.0. The results of these experiments are shown in Figure 
4.24. Though none of the experiments revealed enhancements in heat transfer much beyond the uncertainty, a clear 
trend demonstrated the highest heat transfer occurred for Ψ= 0.8. This trend suggests that the prescribed set of 
experiments was conducted above the optimal forcing frequency.  
A greater range of frequency variation experiments was conducted for Re = 1215 in an attempt to identify 
the optimal forcing frequency and its ratio to the natural vortex-shedding frequency of the array. The results of these 
experiments for all fin positions are shown in Figure 4.25. The first two rows of fins did not show significant 
enhancement regardless of forcing frequency. However, the center rows of fins within the array revealed that an 
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optimal forcing frequency existed around Ψ = 0.7, and the last two rows of fins in the array displayed an optimal 
enhancement when the forcing frequency was closer to Ψ = 0.5. These results confirm the observations for the 
frequency variation experiments depicted in Figure 4.24 and suggest that the bulk of the forcing experiments may 
have been conducted at frequencies higher than the optimal forcing frequency. 
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Figure 4.24 – Forced heat transfer: effect of frequency variation 
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Figure 4.25 – Forced heat transfer: Re = 1215, Ψ variation 
The hot-wire anemometry results revealed a dominant frequency at the subharmonic of the natural vortex-
shedding frequency for Re > 1200. This frequency occurred at St = 0.10 for all Reynolds numbers investigated 
larger than Re = 1200. Since this frequency occurred so strongly in the natural flow through the array, it was of 
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interest to investigate the effect of unsteady forcing at this frequency on the heat transfer from the fins within the 
array. Figure 4.26 shows the results of forcing experiments for Re > 1200 with the forcing frequency set to St = 0.10 
and the forcing amplitude set to Λ = 1.0. 
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Figure 4.26 – Forced heat transfer: Re = 1215, 1315, and 1400; St = 0.10 
Forcing at the subharmonic of the natural vortex-shedding frequency for Re > 1200 (Figure 4.26) improves 
the thermal performance for all rows of fins, with the possible exception of the last row, when the values are 
compared to the unforced experiments depicted in Figure 4.20. What was more interesting was that the enhancement 
realized at Re = 1215 continued to increase as row number increased even though the heat transfer enhancement of 
other Reynolds numbers investigated peaked in the center of the array. This effect can be better viewed in Figure 
4.27 showing the percent enhancement observed, ζ, which is defined as: 
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Figure 4.27 – Heat transfer enhancement: Re > 1200; St = 0.10 and Λ = 1.0 
4.3.4 Forced Array – Fin-Local Experiments 
Local heat transfer data were recorded for all experiments conducted. Row-by-row data for both the 
unforced and the forced array at Re = 1215 are shown in Figures 4.28a-h. The fins within the unforced offset-strip 
fin array experienced the highest heat transfer at the leading edge due to the growing boundary layer. The heat 
transfer declined across the fin surface as the boundary layer grew, and there was an increase in heat transfer at the 
trailing edge of the array corresponding to the shedding of vortices. 
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Figure 4.28 – Local TFHT experiments, Re = 1215, unforced and forced 
As shown in Figure 4.28, the local heat transfer of the forced offset-strip fin followed the same trends as the 
unforced case. The anomaly in the center thermocouple position in Figure 4.28f was investigated and appeared to be 
caused by a grounding problem with the thermocouple. It was believed that the heat transfer at this location should 
follow the same trend as for the unforced case and represent the minimum heat transfer across the fin.  
4.3.5 Forced Array – Array-Averaged Experiments 
One of the most important results presented in this report is the array-averaged enhancement realized 
though the implementation of unsteady forcing upstream of an offset-strip fin array. These results averaged the data 
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reported previously in the row-by-row experiments to determine trends in the effect of unsteady forcing on the 
offset-strip fin array.  
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Figure 4.29 – Array forced heat transfer: effect of frequency variation 
The variations in forcing frequency investigated for this research project, shown in Figure 4.29, displayed 
little deviation from the unforced case for Re < 1200. However, for Re = 1215 low-frequency forcing at Ψ = 0.8 and 
for Re > 1200 at Ψ = 0.5, up to a 4.4% heat transfer enhancement was observed. However, this enhancement was 
within the experimental uncertainty (approximately 5%).  
When the array was subjected to unsteady forcing at the fin-shedding frequency, St = 0.14, an increases in 
heat transfer was observed for Re > 1000, and this heat transfer enhancement increased with Reynolds number. 
These results can be seen in Figure 4.30. 
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Figure 4.30 – Array forced heat transfer: forcing at St = 0.14 and Λ = 1.0 
The heat transfer enhancement observed for select Strouhal numbers can be seen in Figure 4.31. Forcing at 
St = 0.14 was clearly the best choice to enhance heat transfer for Re > 1200. Figure 4.31 further shows that non-
optimal, low-frequency forcing, at St = 0.10, outperformed higher frequency forcing, St = Stvs (0.20 for Re > 1200), 
for Reynolds numbers in the same range.  
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Figure 4.31 – Array heat transfer enhancement: Λ = 1.0 and vary St 
The array-averaged heat transfer experiments focusing on amplitude variation, shown in Figure 4.32, 
demonstrate that the relatively small changes in forcing amplitude investigated in this research project did not 
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dramatically affect the heat transfer of the array. However, a closer look at the enhancement observed for the various 
forcing amplitudes investigated showed that forcing at the baseline forcing amplitude, Λ = 1.0, consistently yielded 
the best performance of the amplitudes investigated, though all values are within the experimental uncertainty. 
These results, which are all within the experimental uncertainty, are clarified in Figure 4.33. 
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Figure 4.32 – Array forced heat transfer: effect of amplitude variation 
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Figure 4.33 – Array heat transfer enhancement: effect of amplitude variation 
4.3.6 Other Experiments 
After completing the prescribed set of forcing experiments outlined in Table 3.1, it became of interest to 
investigate other forcing frequencies for lower Reynolds number flows. A relatively small set of additional thin-film 
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heat transfer experiments was conducted with the DAQ-Fins positioned in the fifth and sixth rows of the model 
array. These rows exhibited the largest enhancement in heat transfer for Re > 1200 and were determined as the 
optimal position to recognize an increase in thermal performance for Re < 1200.  
The results of the additional experiments conducted to investigate potential heat transfer enhancement for 
low-frequency forcing are shown in Figure 4.34. The experiments conducted for Re > 1100 demonstrated a strong 
correlation with Ψ = 0.7 as the optimal forcing frequency; however, these results were not universally recognized 
below Re = 1100. In the low Reynolds number range, Re < 1100, there was no single beneficial forcing frequency 
observed. It was also made obvious through these experiments that higher Reynolds number flows experienced 
higher heat transfer enhancement caused by unsteady forcing than their lower Reynolds number counterparts. 
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Figure 4.34 – Forced heat transfer enhancement: rows 5, a, and 6, b, varying Re and Ψ 
4.4 Average Core Pressure Drop Experiments 
Average core pressure drop experiments were conducted to determine the pressure drop penalty, if any, 
associated with the heat transfer enhancements observed in the forced array experiments. The pressure drop across 
the array was recorded for similar Reynolds numbers, forced at the same frequency and amplitude combinations, as 
those investigated during the heat transfer experiments.  
4.4.1 Frequency Variation Experiments 
All forcing frequencies investigated generated similar increases in average core pressure drop for Re < 
1200, as compared to the unforced case. The largest increase in pressure drop was about 5% higher than the 
unforced case. These values are all within the experimental uncertainty (about 10%) for the pressure drop 
experiments. For Re > 1200 (Ψ = 0.8 and 1.0), the increase in pressure drop decreased with increasing Reynolds 
number, and the forced pressure drop was indiscernible from the unforced case for Re > 1215. Additionally, forcing 
at Ψ = 0.5 for Re > 1200 revealed no increase in pressure drop. The results of the forcing frequency variation 
experiments can be seen in Figure 4.35. 
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Figure 4.35 – Array pressure drop: effect of frequency variation 
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Figure 4.36 – Array pressure drop: forcing at St = 0.14 and Λ = 1.0 
Forcing at the fin shedding frequency, St = 0.14, was investigated separately from the rest of the frequency 
variation experiments, because this frequency demonstrated the greatest enhancement in heat transfer. The results of 
these experiments, shown in Figure 4.36, reveal that there was a consistent increase in average core pressure drop of 
about 3-4% for all Reynolds numbers investigated.  
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4.4.2 Amplitude Variation Experiments 
Additional experiments were conducted to determine the effect of changes in the forcing amplitude on the 
array pressure drop. These experiments showed that changes in the forcing amplitude had a negligible effect on the 
average core pressure drop. From the results shown in Figure 4.37, it can be seen that all forcing experiments 
increased the pressure drop by about the same percentage (3-4%) with the high amplitude forcing (Λ = 1.0) 
displaying a slightly higher pressure drop than the other cases investigated.  
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Figure 4.37 – Array pressure drop: effect of amplitude variation 
4.5 Thermal Performance Evaluation 
The thermal performance of the array was investigated to determine the relationship between increases in 
heat transfer and pressure drop to determine optimal operating characteristics for this system. No noticeable increase 
in heat transfer was observed for Re < 1000, so the thermal performance evaluation will focus on Re > 1000. 
Increases in heat transfer were observed when upstream forcing was implemented with a forcing amplitude of Λ = 
1.0 and a forcing frequency of Ψ = 0.8 for 1000 < Re < 1250, with a forcing frequency of Ψ = 0.5 for Re > 1200, 
and with a forcing frequency of St = 0.14 for Re > 1000.  Figure 4.38 shows the results of these experiments, 
including the uncertainty related with the unforced case, which was representative of the experimental uncertainty 
for all heat transfer experiments. Though all forcing combinations presented yielded an increase in heat transfer, 
only the cases of Re > 1200 forced at Λ = 1.0 and St = 0.14 show a heat transfer increase higher than the unforced 
experimental uncertainty.  
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Figure 4.38 – Heat transfer performance: unsteady forcing for increased heat transfer 
Increases in heat transfer are often associated with increases in average core pressure drop. It was of 
interest for this research project to view the pressure drop performance for the same set of experiments depicted in 
Figure 4.38. It can be seen in Figure 4.39 that forcing tended to increase the average core pressure drop slightly for 
all cases except for Re > 1200 forced at Λ = 1.0 and Ψ = 0.5. For this case there is no increase in pressure drop 
observed. The experimental uncertainty is included for the unforced case in Figure 4.39, and it was clear that for all 
cases the pressure drop across the array was not increased more than the experimental uncertainty. 
To further investigate the thermal performance of the forced array, a pressure drop enhancement parameter, 
β, was defined as follows: 
1001 ⋅⎟⎟⎠
⎞
⎜⎜⎝
⎛ −=
Unforced
Forced
f
fβ  (9) 
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Figure 4.39 – Pressure drop performance associated with increased heat transfer 
The enhancements of heat transfer and pressure drop are displayed together in Figure 4.40 for easy 
observation. From this figure it is clear that forcing at Re < 1200 generated a higher percent increase in pressure 
drop than in heat transfer. However, for Re > 1200 forcing at Λ = 1.0 and St = 0.14 generated an increasing heat 
transfer enhancement and a diminishing pressure drop enhancement for increasing Reynolds numbers. Also of 
interest were the experiments conducted for Re > 1200 forced at Λ = 1.0 and Ψ = 0.5, in which the heat transfer 
enhancement was coupled to a pressure drop suppression. For this case, both heat transfer enhancement and pressure 
drop enhancement decrease for increasing Reynolds numbers. The experimental uncertainty for heat transfer 
enhancement was approximately 4.5%, and for pressure drop enhancement the experimental uncertainty was 
approximately 4%. 
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Figure 4.40 – Heat transfer and pressure drop enhancement 
The mechanical power required to operate the oscillating vanes ranged from approximately three watts for 
Re = 1000 to roughly nine watts for Re = 1400. These power values are higher than those that would be realized 
during industrial implementation due to the robustness of the mechanical forcing system used for this research. 
 60
Chapter 5:  Project Summary 
5.1 Conclusions from Experimental Findings 
The experiments conducted during this research successfully demonstrated that the heat transfer of an 
offset-strip fin array can be increased when the upstream flow was subjected to low-amplitude/low-frequency 
unsteady forcing at specific frequency and amplitude combinations. It was further demonstrated that for certain 
frequency and amplitude combinations this increase in heat transfer could be achieved with a minimal increase in 
average core pressure drop.  
5.1.1 Conclusions from Dye-in-Water Flow Visualization Experiments 
Dye-in-water flow visualization experiments showed that unsteady forcing upstream of a model offset strip 
fin array changed the flow structure within the array for 650 < Re < 1600 when the forcing amplitude was tuned to 
Λ = 1.0 and the forcing frequency was approximately St = 0.18. The implementation of unsteady forcing caused the 
flow within the array to become unsteady. Furthermore, the observed unsteadiness was most prominent for the 
leading rows of fins within the array. This observation differs from the natural (unforced) occurrence of flow 
unsteadiness. A qualitative evaluation of the flow structures (matching the flow through the forced array to higher 
Reynolds number flows from previous research conducted on offset-strip fin arrays) suggested the potential for heat 
transfer enhancement.  
It appeared that slight increases, of about 20%, in forcing amplitude generated flow structures similar to 
those observed with a forcing amplitude of Λ = 1.0, but when the forcing amplitude was increased further, to about 
Λ = 1.5, the flow structures created by the forcing appeared to be smaller than those observed when Λ = 1.0. It is 
believed that the flow structures created by the forcing mechanism advected down the channels of the array for this 
case, and by not impinging on the fins of the array did not excite the array unsteadiness to the same level observed 
when Λ = 1.0. The flow through the array appeared unchanged when compared to the unforced case when the 
forcing amplitude was decreased below Λ = 1.0. It is believed that for these cases the unsteady forcing mechanism 
was not of large enough amplitude to generate any unsteady structures in excess of those generated by the stationary 
vanes.  
The behavior of the forced array appeared to be more significantly affected by changes in the forcing 
frequency than by changes in forcing amplitude. Large-scale flow waviness was observed in the flow between the 
forcing mechanism and the array when forced at low forcing frequencies, 0.03 < St < 0.11. The waviness dispersed 
the dye within the array and made it difficult to distinguish changes in the array flow structure. Forcing at 
intermediate forcing frequencies, 0.11 < St < 0.20, generated large-scale flow structures within the array that were 
larger and more frequent than the structures observed for the unforced case. However, when the forcing frequency 
was further increased, to St = 0.22, the flow within the array stabilized and appeared to be the same as for the 
unforced case. These results demonstrated that there exists a definite range of forcing frequencies that can alter the 
flow structure within an offset strip fin array, and that forcing at frequencies above this range does not alter the flow 
structure within the array. 
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5.1.2 Conclusions from Array Vortex-Shedding Frequency Experiments 
Quantitative hot-wire anemometry experiments revealed that the natural vortex-shedding frequency of the 
model offset strip fin array occurred at approximately St = 0.15 for Re < 900. This value was similar to those 
reported in the literature for vortex-shedding from a single fin, suggesting that only the final row of fins experienced 
vortex shedding for these Reynolds numbers. The natural vortex-shedding frequency increased as Reynolds number 
increased for 900 < Re < 1200 before reaching a constant vortex-shedding frequency of St = 0.20 for Re > 1200. 
This value matched the anticipated vortex-shedding frequency determined through a review of offset-strip fin array 
literature. 
5.1.3 Conclusions from Heat Transfer Experiments 
The heat transfer experiments were conducted to directly measure the fin-local, fin-averaged, and array-
averaged heat transfer coefficients. These experiments showed that low-Reynolds-number flows, Re < 1000, did not 
experience any significant enhancement in heat transfer when subjected to a variety of forcing frequency and 
amplitude combinations. For Re > 1000 the most prominent heat transfer enhancements were observed when the 
array was subjected to forcing at Λ = 1.0 and St = 0.14. These enhancements suggest that forcing at the fin shedding 
frequency would be the optimal strategy for heat transfer enhancement in offset-strip fin arrays.  
The row-by-row heat transfer investigation showed that the center rows of fins within the offset-strip fin 
array experienced the largest enhancements in heat transfer. Fin-local heat transfer characterization experiments 
revealed that the heat transfer across the fin surface behaved the same in both the forced and unforced cases. Array-
averaged heat transfer experiments demonstrated that with proper forcing frequency/amplitude combinations, the 
heat transfer enhancement increased with increasing Reynolds number. 
Most experiments showed little change (well within the experimental uncertainty) from the unforced heat 
transfer when the array was subjected to unsteady forcing; however, it was observed that forcing above or below the 
baseline forcing amplitude, Λ = 1.0, did not perform as well as the baseline case. This observation is in accord with 
the dye-in-water flow visualization experiments. Variations in forcing frequency suggested that the optimal forcing 
frequency existed below the range identified during the dye-in-water flow visualization experiments. Unfortunately, 
the dye-in-water experiments were used to define the scope of experiments investigated during the heat transfer 
characterization portion of the research. These results were inconclusive and suggest that a higher heat transfer 
enhancement could be realized for frequencies not investigated in this research project. 
The heat transfer experiments did not yield heat transfer enhancements of up to the 40% anticipated from 
the literature review. However, fin-averaged heat transfer enhancements were observed up to 14% in the center of 
the array for higher Reynolds number flows, and array-averaged heat transfer enhancement was observed up to 7.6% 
for the highest Reynolds numbers investigated. 
5.1.4 Conclusions from Pressure Drop Experiments 
Average core pressure drop experiments were conducted using static pressure taps placed upstream of the 
forcing mechanism and downstream of the array. These experiments showed a trend suggesting that unsteady 
forcing caused approximately a four percent increase in average core pressure drop for most forcing conditions. 
However, most forced pressure drop values were within the calculated experimental uncertainty of the unforced 
case.  
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5.1.5 Conclusions from Thermal Performance Evaluation 
The thermal performance was investigated by comparing increases in heat transfer with increases in 
pressure drop for the same set of forcing conditions. It was observed that for Re > 1200 forced at Λ = 1.0 and St = 
0.14, the benefit from increased heat transfer exceeded the penalty from increased pressure drop, making unsteady 
forcing a favorable choice for these flows. More interesting was that for Re > 1200 forced at Λ = 1.0 and Ψ = 0.5 (St 
= 0.10), the heat transfer increased moderately when compared to the unforced case; however, the pressure drop 
decreased below the unforced case for this forcing condition. This result is extremely interesting; however, for all of 
these cases the observed pressure drop increase was within the experimental uncertainty of the unforced case. The 
mechanical power required to operate the forcing mechanism increased from three to nine watts over the range of 
Reynolds numbers investigated for thermal performance (1000 < Re < 1400). This power requirement would be 
much smaller in application, because the forcing mechanism would be designed specifically for the application-
operating conditions. 
5.2 Methods for Practical Industrial Implementation 
A goal of this research was to explore a means for practical industrial implementation. The most obvious 
manner to implement the benefits of unsteady forcing into industrial applications would be through tuning of the 
blower blade-passing frequency to the natural fin-shedding frequency of the array. This implementation method 
should yield a positive result since all of the experiments conducted demonstrated the forcing frequency to be the 
defining parameter for heat transfer augmentation.  
More sophisticated methods could be used to implement unsteady forcing similar to the vibrating 
piezoelectric beams used by Ro and Loh [37] and Wu and Ro [38] or similar to the vibrating microfins used by Go 
et al. [43] as discussed in Section 1.2.3 of this report. The piezoelectric beams or microfins could be designed to 
resonate at the desired frequency for maximum heat transfer enhancement, and the supply voltage could be 
increased to tune the vibrating amplitude to the optimal level. 
Other less-invasive approaches could be to subject the offset strip fin array to vibratory acoustic, magnetic, 
or electric fields. Again, it has been demonstrated that forcing frequency is the controlling parameter for heat 
transfer augmentation, and it may be possible to achieve heat transfer enhancement though the introduction of one of 
these non-intrusive fields pulsating at the appropriate frequency.  
5.3 Suggestions for Future Research 
This research project successfully demonstrated that low-amplitude/low-frequency forcing upstream of an 
offset-strip fin array significantly alters the flow behavior within the array, and that the changes in flow structure 
lead to an enhancement in heat transfer with minimal increases in pressure drop. The results of the experiments 
conducted during this research project were promising but not entirely conclusive. It might be of interest to carry out 
experiments at higher Reynolds numbers to see if even greater heat transfer enhancements could be achieved.  
Additional forcing frequency/amplitude combinations could be investigated to possibly uncover a thermal 
performance maximizing combination for Re < 1000. This discovery would be very beneficial since Re < 1000 is 
the typical operating range for most offset-strip fin heat exchangers.  
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Different mechanical devices could be used to implement unsteady forcing. These mechanisms could vary 
in thickness, shape, and placement. Additionally, other means for implementing unsteady forcing could be 
investigated to demonstrate the universal effect of subjecting offset-strip fin arrays to certain forcing frequencies. As 
mentioned in Section 5.2, several non-intrusive forcing methods could be investigated to determine whether or not 
they yield similar results. The most obvious next step would be to attempt acoustic forcing in a manner similar to the 
experiments conducted by Liu and Sullivan [35] as discussed in Section 1.2.3. Each unsteady forcing 
implementation technique could be evaluated using operation power as a criterion. 
Since the central rows of fins within the array experienced the greatest enhancements in heat transfer it may 
be of interest to conduct experiments with a deeper array. Such an array may experience heat transfer enhancements 
at lower Reynolds numbers, or if the increasing enhancement trend continues through the deeper array, overall heat 
transfer enhancements of 20-40% could be achieved. 
Additionally, it would be of great interest to investigate the effect of unsteady forcing for frosting 
applications. Improving the heat transfer within the center rows of the array through unsteady forcing could cause 
frost to grow more uniformly through the entire array. This would increase the time between thawing cycles, 
improving the heat exchanger performance in different ways than those investigated during this research project. 
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Appendix A:  Data Reduction Equations 
Data presented in this report were determined through experimentally measured values. This appendix lists 
the equations used to develop reported values from measured quantities, and the method of this data reduction. 
The measured quantities are listed below in Table A.1 along with the measurement equipment used during 
the various experiments. 
Table A.1 – Measured quantities 
Measured Quantity Nomenclature Measurement Equipment Units 
Fin Length L Calipers Cm 
Fin Spacing S Calipers Cm 
Fin Thickness T Calipers Cm 
Spanwise Fin Length d Calipers Cm 
Shaker Head/Vane 
Acceleration 
aShaker Accelerometer connected to 
LabVIEW™ VI 
g’s 
Shaker Head/Vane Frequency ω Accelerometer connected to 
LabVIEW™ VI 
Hertz 
Water Tunnel Water 
Temperature 
TH2O Omega Mercury Thermometer °F 
Water Tunnel Pumping 
Frequency 
FH2O Variable Frequency Drive Hertz 
Water Tunnel Water Depth dH2O Ruler Inches 
Time  Stopwatch Seconds 
Array Vortex-Shedding 
Frequency 
ωvs Hot-wire anemometer connected to 
a LabVIEW™ VI performing a FFT 
Hertz 
Upstream Air Temperature Tup Omega Thermocouple connected 
to a LabVIEW™ VI 
°C 
Local Fin Temperature Tfin Omega Thermocouple connected 
to a LabVIEW™ VI 
°C 
Barometric Pressure P Barometer mmHg 
Current Supplied to DAQ-Fins I Multimeter mAmps 
Voltage Supplied to DAQ-Fin Vfin Multimeter Volts 
Wind Tunnel Blower 
Frequency 
Fair Variable Frequency Drive Hertz 
Lab Temperature Tlab Omega Mercury Thermometer °C 
Average Core Pressure Drop ∆P Pressure Transmitter connected to 
a LabVIEW™ VI 
inH2O 
 
The measured quantities were used to develop the following properties 
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The air density during the heat transfer characterization experiments was calculated using Tfilm, the 
measured pressure, and the gas constant, R, as follows: 
film
air TR
P
⋅=ρ  (A5) 
The air density was calculated in a similar manner for the pressure drop experiments; however, Tlab was 
used in place of Tfilm for these experiments. Additionally, several quantities were calculated using a curve fit of one 
of the quantities listed in Table A.1. These values and their respective curve fits are: 
Table A.2 – Quantities determined through curve fitting 
Calculated Value Nomenclature Curve Fit Fit Parameter 
Water Tunnel Array 
Averaged Velocity 
UH2O First order fit based on timed motion of 
dye in the freestream, area corrected 
for the array 
FH2O 
Water Tunnel Water 
Viscosity 
νH2O Fourth order fit based on data from 
Munson et al. [45]. 
TH2O 
Wind Tunnel Array 
Averaged Velocity 
Uair First order fit based on freestream 
velocities measured by a hot-ball 
anemometer 
Fair 
Wind Tunnel Air 
Viscosity 
µair First order fit based on data from Mills 
[53]. 
Tfilm 
Wind Tunnel Air 
Thermal Conductivity 
kair First order fit based on data from Mills 
[53]. 
Tfilm 
 
The major defining parameters for this research project can be calculated using the above values as follows: 
aU
tSt ⋅= ω  (A6) 
Where Ua represents the array averaged velocity of the experiment being conducted either in the wind tunnel or the 
water tunnel. 
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Here Atotal is the maximum flow through cross-sectional area of the test section for the pressure drop experiments. 
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Appendix B:  Uncertainty Analysis 
Uncertainty for the experimental measurements was thoroughly evaluated to ensure that small 
enhancements in heat transfer could be realized. The uncertainty policies outlined by Kline and McClintock [54] 
were used to determine experimental uncertainties with 95% confidence. Uncertainty, E, was defined as follows: 
( ) 2/122 PB EEE +=  (A13) 
EB and EP are the uncertainty due to bias error and the uncertainty due to precision limits, respectively. Table A.3 
below lists the bias errors and precision limits for the quantities used in data reduction calculations. In some cases 
the precision limit was calculated as twice the standard deviation, 2σ, of the experimental data recorded. 
Table A.3 – Measurement uncertainties 
Measured Quantity Nomenclature Bias Error Precision Limit 
Fin Length L 0 m 0.000127 m 
Fin Spacing S 0 m 0.000127 m 
Fin Thickness t 0 m 0.000051 m 
Spanwise Fin Length d 0 m 0.000127 m 
Shaker Head/Vane Acceleration aShaker N/A 2σ g’s 
Shaker Head/Vane Frequency ω N/A 0.01 Hz 
Water Tunnel Water 
Temperature 
TH2O 0 °F 0.5 °F 
Water Tunnel Pumping 
Frequency 
FH2O N/A 0.1 Hz 
Water Tunnel Water Depth dH2O 0 m 0.0004 m 
Time    
Array Vortex-Shedding 
Frequency 
ωvs N/A 0.25 Hz 
Upstream Air Temperature Tup 0.5 °C 2σ °C 
Local Fin Temperature Tfin 0.5 °C 2σ °C 
Barometric Pressure P < 1 mmHg 1 mmHg 
Current Supplied to DAQ-Fins I 0.5% of Reading 0.002 A 
Voltage Supplied to DAQ-Fin1 Vfin1 0.8% of Reading 0.01 V 
Voltage Supplied to DAQ-Fin2 Vfin2 0.1046% of Reading 0.01 V 
Wind Tunnel Blower Frequency Fair N/A 0.1 Hz 
Lab Temperature Tair 0 °C 0.05 °C 
Average Core Pressure Drop ∆P 0.01% of Reading 2σ Pa 
 
These values were used to determine the experimental uncertainty for the dimensionless quantities Re, St, 
Λ, and Nu that were used in this report. The propagation equation defined by Kline and McClintock [54] was used 
to determine the individual uncertainties for these quantities. For example, the equations used to determine the 
uncertainty for ReH2O are: 
),,,,,,(Re 2222 TotalOHOHOHOH AdtLSTFf=   (A14a) 
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Similar equations were used for the other dimensionless parameters. Table A.4 lists the uncertainty 
percentages of the reported quantities. Given the large number of experiments conducted, the high, low, and average 
percent uncertainty was reported in most cases. 
Table A.4 – Uncertainty for reported values 
Measurement Average Uncertainty Low Uncertainty High Uncertainty 
ΛH2O n/a n/a n/a 
Λair=1.0 (Λ = 1.06) +/- 10.23% +/- 3.40% +/- 39.90% 
Λair=1.2 (Λ = 1.27) +/- 9.91% +/- 6.40% +/- 17.14% 
Λair=0.8 (Λ = 0.83) +/- 10.37% +/- 6.71% +/- 18.62% 
StH2O n/a +/- 5.74% +/- 6.24% 
Stair n/a +/- 4.03% +/- 9.29% 
Ψair n/a +/- 0.04% +/- 0.15% 
ReH2O n/a +/- 5.78% +/- 6.35% 
Reair +/- 6.29% +/- 5.30% +/- 10.07% 
Nuair +/- 4.80% +/- 2.62% +/- 9.94% 
Reair-row1 +/- 6.35% +/- 5.35% +/- 9.90% 
Reair-row2 +/- 6.51% +/- 4.48% +/- 10.07% 
Reair-row3 +/- 6.12% +/- 5.30% +/- 8.97% 
Reair-row4 +/- 6.40% +/-5.30% +/- 9.27% 
Reair-row5 +/- 6.11% +/- 5.32% +/- 9.89% 
Reair-row6 +/- 6.28% +/- 5.48% +/- 10.05% 
Reair-row7 +/- 6.29% +/- 5.34% +/- 9.93% 
Reair-row8 +/- 6.21% +/- 5.33% +/- 9.91% 
Nuair-row1 +/- 4.08% +/- 2.93% +/- 5.36% 
Nuair-row2 +/- 5.84% +/- 3.48% +/- 9.94% 
Nuair-row3 +/- 3.84% +/- 2.62% +/- 8.80% 
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Measurement Average Uncertainty Low Uncertainty High Uncertainty 
Nuair-row4 +/- 6.21% +/- 3.42% +/- 9.85% 
Nuair-row5 +/- 3.49% +/- 2.58% +/- 5.55% 
Nuair-row6 +/- 5.13% +/- 3.03% +/- 9.82% 
Nuair-row7 +/- 5.21%  +/- 3.54% +/- 9.94% 
Nuair-row8 +/- 4.56% +/- 2.69% +/-8.45% 
Reair-Re=460 +/- 9.69% +/- 8.96% +/-10.07% 
Reair-Re=625 +/- 7.58% +/- 7.23% +/- 7.86% 
Reair-Re=860 +/- 6.38% +/- 6.26% +/- 6.98% 
Reair-Re=1030 +/- 5.95% +/- 5.76% +/- 6.98% 
Reair-Re=1135 +/- 5.77% +/- 5.58% +/- 6.50% 
Reair-Re=1215 +/- 5.68% +/- 5.52% +/- 6.61% 
Reair-Re=1315 +/- 5.56% +/- 5.42% +/- 9.94% 
Reair-Re=1400 +/- 4.56% +/- 2.69% +/- 8.45% 
Nuair-Re=460 +/- 4.32% +/- 2.72% +/- 8.49% 
Nuair-Re=625 +/- 3.53% +/- 2.67% +/- 6.86% 
Nuair-Re=860 +/- 3.81% +/- 2.36% +/- 7.72% 
Nuair-Re=1030 +/- 4.47% +/- 3.09% +/- 8.94% 
Nuair-Re=1135 +/- 4.88% +/- 3.35% +/- 9.94% 
Nuair-Re=1215 +/- 5.44% +/- 3.62% +/- 9.94% 
Nuair-Re=1315 +/- 5.63% +/- 3.83% +/- 9.73% 
Nuair-Re=1400 +/- 6.06% +/- 4.18% +/- 9.82% 
fair-Re=860 +/- 11.43% +/- 11.14% +/- 11.66% 
fair-Re=1035 +/- 9.85% +/- 9.70% +/- 10.04% 
fair-Re=1135 +/- 8.98% +/- 8.83% +/- 9.15% 
fair-Re=1215 +/- 8.61% +/- 8.48% +/- 8.74% 
fair-Re=1315 +/- 8.15% +/- 8.07% +/- 8.19% 
fair-Re=1400 +/- 7.93% +/- 7.85% +/- 7.99% 
 
In addition to measurement uncertainty, the Reynolds numbers reported for the thin-film heat transfer 
experiments incurred a repeatability uncertainty. Day-to-day changes in barometric pressure and row-by-row 
changes in steady-state film temperature made it impossible to repeat experiments for all rows of fins at identical 
Reynolds numbers. Table A.5 lists the array-averaged Reynolds numbers investigated, along with the uncertainty to 
accommodate 95% of all measurements.  
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Table A.5 – TFHT-Reynolds number uncertainty for reported values 
Reported Re Average Measured Re 95% Confidence Interval 
Re = 460 459 +/- 20     (+/- 4.36%) 
Re = 625 624 +/- 20     (+/- 3.21%) 
Re = 860 (Λ = 1.0) 860 +/- 32     (+/- 3.72%) 
Re = 860 (Λ = 0.8) 859 +/- 34     (+/- 3.96%) 
Re = 860 (Λ = 1.2)  859 +/- 33     (+/- 3.84%) 
Re = 1030 (Λ = 1.0) 1032 +/- 45     (+/- 4.36%) 
Re = 1030 (Λ = 0.8) 1036 +/- 62     (+/- 5.98%) 
Re = 1030 (Λ = 1.2) 1037 +/- 62     (+/- 5.98%) 
Re = 1135 (Λ = 1.0) 1133 +/- 41     (+/- 3.62%) 
Re = 1135 (Λ = 0.8) 1136 +/- 41     (+/- 3.61%) 
Re = 1135 (Λ = 1.2) 1135 +/- 43     (+/- 3.79%) 
Re = 1215 1216 +/- 32     (+/- 2.63%) 
Re = 1315 1312 +/- 27     (+/- 2.06%) 
Re = 1400 1402 +/- 39     (+/- 2.79%) 
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Appendix C:  Validation of TFHT Technique 
The thin-film heat transfer apparatus used to directly measure the heat transfer coefficient was newly 
developed for this research project. Care was taken to ensure that the measurements recorded from this new 
apparatus were consistent with previously recorded heat transfer measurements taken from offset-strip fin arrays. 
Section 4.3.1 presented the data acquired to validate this measurement technique. Figure A.1 shows these data 
broken down into row-by-row plots that compare the thin-film heat transfer, TFHT, method used during this 
research project with the naphthalene sublimation data, NS, that were acquired by Ge et al. [9] in 2002. 
Unfortunately, Ge et al. presented very few data points for the eighth row of fins for their offset-strip fin array. A 
linear curve fit was added to Figure A.1h to extrapolate the trend in their data. 
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Figure A.1 – Row-by-row comparison of TFHT and NS heat transfer characterization 
In addition to validating the measurement technique, it was also necessary to validate the measurement 
process. The primary concern was to determine the time it took for the TFHT apparatus to reach steady-state. Figure 
A.2 shows the transient heat transfer results from DAQ-Fin1 positioned in the fourth row of fins within the array. 
Various increases and decreases in Reynolds number were investigated, as well as several implementations of 
unsteady forcing. The results showed that the TFHT apparatus reached steady-state one hour after changes in 
Reynolds number were made to the system. The results also showed that steady-state was achieved quicker for 
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 75
situations with higher heat transfer than for those with lower heat transfer. The apparatus was observed to reach 
steady-state within 30 minutes of the implementation of unsteady forcing, and the majority of the change in heat 
transfer realized by unsteady forcing could be observed ten minutes after forcing was implemented.  
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Figure A.2 – Time for TFHT to reach steady-state 
As discussed in Section 2.3.4, three different DAQ-Fins were developed to record TFHT data for this 
research project. Figure A.2 displays the transient behavior of the three different DAQ-Fins positioned side by side 
in the fourth row of fins within the offset-strip fin array. All three DAQ-Fins exhibited the same behavior and 
reached steady-state within one hour of a change in Reynolds number and 30 minutes for changes in forcing 
parameters (not shown). 
It was essential to ensure the three different DAQ-Fins returned the same heat transfer values when 
subjected to the same operating conditions. Similarity experiments were conducted, and these experiments revealed 
that DAQ-Fins 2 and 3 showed excellent agreement for the range of Reynolds numbers of interest in this research 
project. However, DAQ-Fin1 consistently yielded higher heat transfer coefficients when compared with the other 
DAQ-Fins. Based on these results, shown in Figure A.3, it was determined that only DAQ-Fins 2 and 3 would be 
used for the heat transfer characterization experiments conducted for this project, as was mentioned in Section 2.3.4. 
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Figure A.3 – Time for TFHT to reach steady-state: DAQ-Fin comparison 
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Figure A.4 – DAQ-Fin comparison 
