Introduction {#Sec1}
============

Within the last decades a rise in tick-borne diseases in Europe such as tick-borne encephalitis (TBE), and Lyme borreliosis (LB)^[@CR1]--[@CR3]^ has caused concerns that climate change may be altering the dynamics of vectors and their associated diseases^[@CR4],[@CR5]^. In Europe, and especially in Scandinavia, the hard tick *Ixodes ricinus* is the most common vector of tick-borne pathogens^[@CR2],[@CR6],[@CR7]^. Scandinavia constitute the northern-most range of *I. ricinus* in Europe^[@CR7],[@CR8]^, and LB and TBE have been increasing in both Norway and Sweden^[@CR8]--[@CR12]^, whereas in Denmark, LB has long been endemic^[@CR2]^, but TBE has only been found in two geographical areas^[@CR13],[@CR14]^.

Although human behavior may affect the risk of tick exposure, tick abundance and pathogen prevalence also determine human tick-borne disease incidence^[@CR15]^. Many studies have shown how tick abundance not only influences human exposure to ticks but also has an impact on the relative prevalence of pathogens within the ticks^[@CR16]--[@CR19]^. In Sweden, Jaenson *et al*.^[@CR16]^ found a significant correlation between *I. ricinus* nymph density and prevalence in ticks of *B. burgdorferi* sensu lato (group of spirocheates causing LB), indicating that nymph density could be used to assess risk of human exposure to *B. burgdorferi* s.l. Mysterud *et al*.^[@CR20]^ found that human LB incidence in Norway was higher in areas with high *I. ricinus* abundance, and Jensen *et al*.^[@CR21]^ found a correlation between neuroborreliosis incidence and tick densities in Denmark.

In addition to climate, abundance and distribution of *I. ricinus* may also be affected by factors such as land cover, landscape composition, and availability of host species^[@CR1],[@CR3]^. Several studies have investigated tick distribution and abundance in Scandinavia. Although conclusions differ regarding a latitudinal range expansion for *I. ricinus* in Norway^[@CR6],[@CR8],[@CR22]^, Jaenson *et al*.^[@CR7]^ found *I. ricinus* to have expanded their northern range in Sweden and found an increase in tick abundance over time within their well-established range. High abundances in Norway are found along the coastline in the southeast to approximately 65.3°N^[@CR6],[@CR8],[@CR9],[@CR11],[@CR12],[@CR22]^, whereas high abundance are found in south and central Sweden^[@CR7]^. In Denmark, *I. ricinus* has been widespread for years, but an increase in abundance has been reported throughout the country since the late 1980's^[@CR23]^. This rise in abundance in Scandinavia has been ascribed to both climate change and the resulting effects on vegetation but also an increase in the number of the main host for adult tick species in Scandinavia -- the roe deer (*Capreolus capreolus*)^[@CR3],[@CR7],[@CR23]^.

*I. ricinus* has been found to have higher abundance in forest habitats^[@CR24]--[@CR26]^, as these habitats provide environmental and climatic conditions optimal for tick survival^[@CR24],[@CR26],[@CR27]^. The forest configuration also affect tick abundance, as forest fragmentation and the resulting increasing edge zone provide cover and forage for several tick host species, thus elevating local abundances of these species^[@CR26],[@CR28]^.

Although host density is important when determining drivers of tick abundance, data on host species can be hard to obtain, especially for larger regions. Many studies have, however, been able to link environmental and climatic variables to tick presence and abundance^[@CR16],[@CR21],[@CR29]--[@CR34]^. Finding and validating links between tick abundance/distribution and environmental and climatic variables, may enable us to develop models that can predict to un-sampled regions and potentially also predict future scenarios of abundance and distribution. Several models have used environmental variables to predict emergence of TBE^[@CR35]^ and TBE exposure^[@CR36]^ as well as the potential future distribution of *I. ricinus* in Europe, North Africa and the Middle East^[@CR37]--[@CR39]^.

Modelling vector abundance and distribution may aid the responsible authorities in targeting areas at risk for disease outbreaks or increases in incidence of already established diseases. We have previously modelled the geographical distribution of *I. ricinus* nymphs in southern Scandinavia, using presence/absence data from the largest uniform data set from Scandinavia to date, environmental variables, and machine learning (ML) techniques^[@CR34]^. Here we apply abundance data from the same nymph data set and similar additional datasets for larvae and adults and ML techniques to model abundance of *I. ricinus* in Scandinavia. Whereas spatial tick models can predict the geographical range of ticks and general habitat occurrence, abundance models provide a more detailed measure of habitat suitability and a measure of high exposure zones, as well as providing data for classical epidemiological modelling (such as R~0~ models). We wanted to create tick abundance models with high predictive power using environmental variables. Our main focus was the predictive ability of the models, not identifying risk factors or quantifying the effect of the different variables on tick abundance. We had 2 distinct aims with this study. First, we wanted to create spatial maps of tick abundance in Scandinavia for the year 2016. Secondly, we wanted to test if these models could also be used to predict tick abundance for the same time period the following year, which would show that our modelling concept could be used to predict tick abundance for the same time period in other years as well. These maps can then be used with human and animal health data to assess the spatial risk of tick bites and thus the risk of getting infected with a tick-borne pathogen. We here present the first maps of *I. ricinus* abundance in southern Scandinavia for a specific period in a specific year, created using ML techniques and environmental variables.

Methods {#Sec2}
=======

Stratification of study region and site selection {#Sec3}
-------------------------------------------------

The stratification of the study region has been described in details in Kjær *et al*.^[@CR34]^. Our study region included all of Denmark, southern Norway and south-eastern Sweden (Fig. [1](#Fig1){ref-type="fig"}). We excluded all altitudes above 450 m, where we expected very low abundance/absence of ticks. We used Fourier processed satellite imagery of the maximum normalized difference vegetation index (NDVI^[@CR40]^) and land cover data from Corine (all 1 × 1 km resolution^[@CR41]^). After dividing each country within the study region into equally sized north and south parts, we divided them further into "high" NDVI (\>median value) and "low" NDVI (≤median value). We then divided these stratified regions into forest and meadow, using the Corine Land Cover classes defined in Table [1](#Tab1){ref-type="table"}. No other land cover classes, e.g. urban and agricultural areas, were sampled for ticks (or predicted by the resulting model, Fig. [1](#Fig1){ref-type="fig"}).Figure 1The stratification of the study area in southern Scandinavia. The map depicts the 159 sample sites from 2016 (red) and the 12 new sample sites from 2017 (blue), with the revisited sites from 2016 (black) depicted. Habitat definitions are described in Table [1](#Tab1){ref-type="table"}. The lines through each country divide the country into equally sized north and south strata. Only parts of Norway and Sweden were included in the field study, due to logistics. NDVI is the normalized difference vegetation index.Table 1Stratification of land cover types for selecting field sites to survey *I. ricinus* within southern Scandinavia.Stratification definitionCorine land cover definitionForestBroad-leaved forestConiferous forestMixed forestMeadowLand principally occupied by agriculture with significant areas of natural vegetationNatural grasslands^\*^Moors and heathlandTransitional woodland-shrub^\*^This land cover type was not found at any of the study sites.

We used R 3.4.2^[@CR42]^ (sampleStratified in the raster package) to randomly select 30 first priority sample sites consisting of 80% forest and 20% meadow in each country^[@CR34]^. For each first priority site, we randomly selected 10 alternative sites (if access to first priority sites proved impossible or if not enough tick nymphs could be collected, see below) ordered in priority after smallest distance to original site. For meadows, we additionally created 10 alternative forest-sites, if it proved impossible to collect ticks in meadows.

We additionally chose 20 random sites along the Oslo Fjord in Norway (with 10 alternatives), as we were interested in investigating tick abundance along the Oslo Fjord in greater detail.

Field study {#Sec4}
-----------

We measured tick abundance between 15. August and 30. September, 2016, within the hours of 11--16, using a 100 m north and a 100 m east facing transect at each site^[@CR34]^. In both directions along each transect, we "dragged"^[@CR43]^ a white flannel cloth (1.05 × 1.15 m, containing lead weights in one end), removing and counting tick instars every 50 meters. This study was a part of a larger study to collect ≥600 nymphs from 30 sites in each country for pathogen detection. As some sites had no or low nymph abundance, an alternative site was chosen for nymph collection while keeping the abundance data from the original site, resulting in more than 30 sites with abundance measures per country (Fig. [1](#Fig1){ref-type="fig"}). In 2017, using the exact same procedure as in 2016, we measured abundance at 10 sites in each of the three countries between 15. August to 30. September. Six of those 10 sites were previously visited in 2016; the three sites with the lowest (excluding zeros) and the three sites with the highest tick nymph abundance, respectively (Fig. [1](#Fig1){ref-type="fig"}). We did this to gauge whether the relative differences in abundances would be consistent or simply a result of annual variation, and we chose nymphs to be the measure for new site selection as they were not as patchily distributed as larvae (adult counts were too low and not used as a measure). We used Spearman's rank correlation to compare the number of instars between the two years.

The remaining four of the ten sites were completely new sites in each of the three countries, and selection of these sites were based on areas of interest (Fig. [1](#Fig1){ref-type="fig"}). We planned to use all the 2017 sites to test the boosted regression tree (BRT) abundance models (based solely on 2016 data), but kept the validation of the revisited and new sites separate, as the 18 revisited sites were part of the randomized site selection scheme while the 12 new sites were not randomly selected.

Abundance modelling {#Sec5}
-------------------

We used R 3.4.2 (packages caret and gbm) to run four BRT models on the log-transformed abundance data (total count of all 400 m transects for each site) from 2016 for larvae, nymphs, adult males and adult females respectively, using 92 environmental predictors (rasters with a pixels size of 1 km^2^, Table [2](#Tab2){ref-type="table"}). We created separate models for each instar as pathogen prevalence varies greatly between tick instars and thus each instar poses a different disease risk to humans and animals^[@CR44],[@CR45]^. BRT is a ML technique using regression trees and gradient boosting^[@CR46]^, that produces predictions of a response variable, in our case log(abundance). The resulting models can then be used to predict tick abundance in un-sampled areas if the predictor variables are available for these areas.Table 2The environmental predictors used in the boosted regression tree models to predict tick abundance in the modelled Scandinavian region.SourceVariablesModis (Fourier transformed), 2001--2012^\* [@CR40]^Middle infra-redDaytime land surface temperatureNight-time land surface temperatureNDVIEVIWorldClim 1.4, 1960--1990^[@CR61]^AltitudeBioClim (WorldClim), 1960--1990^[@CR62]^BIO1: Annual mean temperatureBIO2: Mean diurnal range (mean of monthly (max temp -- min temp))BIO3: Isothermality (BIO2/BIO7)\*100BIO4: Temperature seasonality (standard deviation \*100)BIO5: Max temperature of warmest monthBIO6: Min temperature of coldest monthBIO7: Temperature annual range (BIO5-BIO6)BIO8: Mean temperature of wettest quarterBIO9: Mean temperature of driest quarterBIO10: Mean temperature of warmest quarterBIO11: Mean temperature of coldest quarterBIO12: Annual precipitationBIO13: Precipitation of wettest monthBIO14: Precipitation of driest monthBIO15: Precipitation seasonality (coefficient of variation)BIO16: Precipitation of wettest quarterBIO17: Precipitation of driest quarterBIO18: Precipitation of warmest quarterBIO19: Precipitation of coldest quarterHarmonized World Soil Database v 1.2 (FOA, IIASA), 2009^[@CR63]^Soil types, depicted by Soil Mapping Unit Code of major soil group (FAO-90 soil classification system)Corine Land Cover (2006) raster data^[@CR41]^Corine Land Cover (2006) raster data (100 m^2^)^[@CR41]^European inventory of land cover in 44 classesEuropean inventory of land cover in 44 classes^\*^For each of the variables, the Fourier processing output includes mean, minimum, maximum, variance in raw data, combined variance in annual, bi-annual, and tri-annual cycles as well as amplitude, phase and variance of annual, bi-annual and tri-annual cycle.All predictors come as raster files with a resolution of 1km^2^, except the 100 × 100 m Corine Land Cover raster. NDVI is the normalized difference vegetation index; EVI is the enhanced vegetation index.

We used packages raster and gdal to calculate and add 12 more predictor variables. As a measure of habitat fragmentation, we used the 1 km^2^ Corine Land Cover raster to calculate the percentage of the surrounding eight pixels identical to the land cover class, to assess if a particular land cover pixel was part of a large patch (low fragmentation) or if it was a solitary patch (high fragmentation). We only calculated the surrounding cover percentages for land cover types in which tick abundance was measured, however all cover types surrounding a pixel were used for the calculation, resulting in six additional predictor variables. To assess the effect of habitat edges, we used a higher resolution Corine Land Cover raster (100 m^2^) to calculate the amount of edge of the above cover types (in 100 m's) within a 1 km^2^ pixel. We looked at each 100 m^2^ pixel and assessed the eight surrounding pixels. If any of these eight pixels were of a different cover type than the pixel being investigated, the latter pixel would be considered an "edge" pixel. We summed up the values to correspond to a 1 km^2^ resolution, resulting in six 1 km^2^ rasters for each land cover type.

We used a tuning grid to optimize model parameters, varying interaction depth, learning rate and minimum observations per node^[@CR46]^, whereas number of trees was kept constant at 1,500 trees. We performed a stratified 5-fold cross-validation (CV) with 10 repetitions to validate our models, to select the optimal tuning parameter values and to estimate the prediction error, i.e. the normalized root-mean-square error (NRMSE, RMSE divided by the standard deviation of the observed data). A 5-fold CV, randomly divides the data into 5 equally-sized folds, and fits a model excluding one fold at a time, using this excluded fold as an evaluation test set. The 10 repetitions, resulted in ca. 1550 predictions for each model (159/5 × 5 × 10). Using a 5-fold CV process, ensures that the model is continuously built on a subset of the data and evaluated by applying it to the remaining "unseen" data. The aim of the CV process is to tune model parameters and to evaluate how well the model can predict unseen data. Once a final model with optimal tuning parameters for each instar was selected based on 2016 data and CV results, we used these final models based on the entire dataset to predict instar abundance in the entire study area for 2016. We used ArcMap 10.6.1^[@CR47]^ to depict the resulting abundance maps.

To test how well our models could predict abundance at sites in 2017, we first used the final 2016 instar models to predict abundance at the new 2017 sites, and evaluated model fit by comparing the modelled abundance to the observed abundance using NRMSE and R^2^. To test predictive power for the revisited sites in 2017, we reran the 2016 models for larvae and nymphs (complete with a 5-fold CV), but additionally used a leave-one-out (LOO) approach by running each of the instar models 18 times, each time leaving out a single 2016 site that was revisited in 2017. We then used each of these 18 new 2016 models to predict instar abundance at the 2017 site that was left out in the particular 2016 model. We evaluated model fit by calculating NRMSE and R^2^ of the observed and predicted abundance at the 2017 sites. We used the LOO approach since leaving these 2016 data in the model to predict abundance at the revisited sites in 2017 would bias the predictions, as these sites would already be known to the model. We used the LOO approach instead of removing all 18 points at once, since this would reduce our sample sizes and could impair the ML approach.

Simple spatial interpolation {#Sec6}
----------------------------

We additionally wanted to compare the ML models produced to simple spatial interpolation methods to test, whether ML models actually provided more information. We used Inverse Distance Weighting interpolation (IDW)^[@CR48]^ in R 3.4.2 (packages gstat and spm), which predict values to unmeasured locations based on the values of the surrounding measured locations (the search neighborhood). The IDW method is purely spatial and assumes that the influence (weight) of the measured points diminishes with distance away from the unmeasured point, and that the weight of these points are proportional to the inverse of the distance from the unmeasured point raised to a power^[@CR48]^. We used a tuning grid to optimize the IDW interpolations, by varying the power as well as the size of the search neighborhood. We furthermore performed a 5-fold CV with 10 repetitions to validate the resulting interpolations and to compare them to our BRT models. We depicted the resulting interpolation maps in ArcMap 10.6.1^[@CR47]^.

Results {#Sec7}
=======

Field study {#Sec8}
-----------

In 2016, we measured abundance at 37, 47 and 75 sites in Denmark, Norway and Sweden respectively (Fig. [1](#Fig1){ref-type="fig"}). In Denmark, 70% of these sites were in forested habitats, with 30% of the sites in meadow habitats. In Norway, 80% of the sites were in forested habitats and 20% of the sites were in meadow habitats, whereas in Sweden, 79% of the sites were in forested habitats and 21% were in meadow habitats. The 159 sites present 63.6 km of dragged transects^[@CR34]^. By revisiting 6 sites in each country in 2017, we found that despite variation between the years in the absolute number of instars, the numbers correlated well between years, where sites with low and high abundance in 2016 also had low and high abundance in 2017 (Spearman's rho ranging from 0.49--0.91 and all P \< 0.05, Fig. [2](#Fig2){ref-type="fig"}). Larvae and nymphs had higher abundance in 2016 than in 2017, whereas a pattern was not clear for adult ticks (Fig. [2](#Fig2){ref-type="fig"}).Figure 2Comparison of the observed *I. ricinus* abundances from 2016 and 2017. Observed summed *I. ricinus* abundances for the year 2016 plotted against the summed abundances for the year 2017 for the 18 sites that were revisited in 2017. (**a**) Larvae, (**b**) nymphs, (**c**) adult males, (**d**) adult females. The black line depicts a 1:1 relationship between counts from 2016 and 2017. Spearman's rho above each graph depicts the results from the Spearman Rank correlation. Not all points are visible as some counts had the same value in 2017 as in 2016 (for example, 8 sites had zero counts of adult males and females for both 2016 and 2017; this number was 4 and 3 for larvae and nymphs, respectively).

Abundance modelling {#Sec9}
-------------------

The best BRT tuning parameters for all instar models are found in Table [3](#Tab3){ref-type="table"}. CV for the final larva model produced a NRMSE of 0.69 and a R^2^ of 0.52 (Fig. [3a](#Fig3){ref-type="fig"}), whereas the final model including all data produced a NRMSE of 0.15 and a R^2^ of 0.98. CV for the final nymph model produced a NRMSE of 0.65 and a R^2^ of 0.58 (Fig. [3b](#Fig3){ref-type="fig"}), and the final model including all data produced a NRMSE of 0.21 and a R^2^ of 0.96. Both the final adult male and adult female model performed poorly due to low abundance counts in all 3 countries (Fig. [2](#Fig2){ref-type="fig"}, CV results males: NRMSE = 0.94, R^2^ = 0.10, CV results females: NRMSE = 0.96, R^2^ = 0.04). Even when pooled into one single adult group, the model performed poorly (CV results: NRMSE = 0.93, R^2^ = 0.11) and thus adult ticks were omitted from further prediction, IDW interpolation and mapping.Table 3The best BRT tuning parameters for all final instar models, validated using 5-fold cross validation with 10 repeats.Instar modelInteraction depthLearning rateMinimum number of observations per nodeLarvae30.012Nymphs20.012Adult males20.0012Adult females10.0012Adults20.0012Figure 3Observed versus predicted abundances of *I. ricinus* larvae and nymphs. Observed abundances (log(N + 1)) plotted against predicted abundances (5 folds, 10 repeats, ca. 1550 predictions) for (**a**) *I. ricinus* larvae and (**b**) *I. ricinus* nymphs, based on cross validation results from the final boosted regression tree models to predict tick abundance in southern Scandinavia. The red line is the actual regression line from a linear regression analysis run on the observed and predicted values, whereas the black line depicts a 1:1 relationship between observed and predicted values. NRMSE is the normalized root-mean-square error.

We plotted the prediction errors for both the larva and nymph model (observed log(abundance + 1) minus mean predicted log(abundance + 1)) over the folds and the repeats, in order to visualize a potential spatial pattern in the prediction errors and concluded there were no specific patterns (Fig. [4](#Fig4){ref-type="fig"}). The final prediction maps encompassed 100%, 68.4% and 85.8% of Denmark, Norway and Sweden's total land area (Fig. [5](#Fig5){ref-type="fig"}). Larva and nymph abundance predictions for Denmark were generally higher than for Norway and Sweden, with maximum predicted abundance being almost 3.5--4 times higher than for Norway and Sweden (Table [4](#Tab4){ref-type="table"}). The average abundance for larvae was approximately double of the nymph abundance for all three countries (Table [4](#Tab4){ref-type="table"}).Figure 4Prediction errors for *I. ricinus* larvae and nymphs. The map depict the predicted values (observed abundance, log(N + 1)) -- predicted abundance (log(N + 1)) of (**a**) *I. ricinus* larva abundance and (**b**) *I. ricinus* nymph abundance, based on the final boosted regression tree models to predict abundance in southern Scandinavia. High negative values show sites where predicted abundance is much higher than the measured abundance of nymphs or larvae, whereas high positive values indicate sites with low predicted abundance, but with measured higher abundance of tick larvae or nymphs.Figure 5Predicted abundance maps for *I. ricinus* larvae and nymphs. Maps of predicted abundance (log(N + 1)) for (**a**) *I. ricinus* larvae and (**b**) *I. ricinus* nymphs, produced by the final boosted regression tree models. The mapped region encompasses 100%, 68.4% and 85.8% of Denmark's, Norway's and Sweden's total land area. White areas within Denmark, Norway and Sweden are altitudes above 450 m or lakes, rivers and streams, or habitats other than our sampled forest and meadow habitats (not predicted).Table 4Summary data of the predicted abundances within the study region for each of Denmark, Norway and Sweden.CountryInstarMinMaxMeanStdevDenmarkLarvaeNymphs004,265250301442NorwayLarvaeNymphs001,1211112122SwedenLarvaeNymphs001,2581612123Abundances are back-transformed from log(N + 1) values and are abundances/400 m^2^ (corresponding to the area traversed using the transects, see Methods). All values have been rounded to whole numbers. Min = minimum number predicted, Max = maximum number predicted, Mean = mean number predicted, Stdev = standard deviation of the mean number predicted. Minimums are corrected from −1 to 0, values below zero arising from using gaussian regression in the BRT models.

For both the nymph and larva models, the most important predictors were day and night-time land surface temperatures and related parameters, the middle infra-red index and related parameters, and parameters related to the vegetation indexes EVI and NDVI (Figs. [6](#Fig6){ref-type="fig"}, [7](#Fig7){ref-type="fig"}). In the larva model, altitude was the fourth most important predictor (Fig. [6](#Fig6){ref-type="fig"}), whereas it ranked 11 in the nymph model. For both the larva and nymph model, land cover, habitat fragmentation and edge length ranked fairly low in importance; \> rank 13 for the larva model and \> rank 14 for the nymph model.Figure 6Predictor importance for the *I. ricinus* larva model. Plots of the 10 most important predictors in the final boosted regression tree model predicting larval *I. ricinus* distribution in southern Scandinavia. All are partial dependence plots, and illustrates the marginal effect of the selected variables on the response after integrating out the other variables. All daytime and night-time temperatures are land surface temperatures. NDVI is the normalized difference vegetation index.Figure 7Predictor importance for the *I. ricinus* nymph model. Plots of the 10 most important predictors in the final boosted regression tree model predicting nymphal *I. ricinus* distribution in southern Scandinavia. All are partial dependence plots, and illustrates the marginal effect of the selected variables on the response after integrating out the other variables. All daytime and night-time temperatures are land surface temperatures. NDVI is the normalized difference vegetation index and EVI is the enhanced vegetation index.

Testing the models on data from the 12 new sites in 2017, resulted in NRMSE = 1.13 and R^2^ = 0.16, and NRMSE = 0.80, R^2^ = 0.57 for the larva and nymph model respectively (Fig. [8a,b](#Fig8){ref-type="fig"}). The 18 larva models used to test each revisited 2017 site gave 5-fold CV results with NRMSE values ranging from 0.68 to 0.71, with corresponding R^2^ values ranging from 0.50 to 0.54. For the nymph models, the NRMSE values ranged from 0.65 to 0.68, with corresponding R^2^ values ranging from 0.54 to 0.57. Testing model fit when predicting the 2017 revisited sites, produced NRMSE = 0.59 and R^2^ = 0.65 for the larva model and NRMSE = 0.59 and R^2^ = 0.69 for the nymph model (Fig. [8c,d](#Fig8){ref-type="fig"}).Figure 8Observed versus predicted abundances of *I. ricinus* larvae and nymphs for 2017 sites. Observed abundances (log(N + 1)) plotted against predicted abundances for (**a**) *I. ricinus* larvae at new 2017 sites, (**b**) *I. ricinus* nymphs at new 2017 sites, (**c**) *I. ricinus* larvae at revisited 2017 sites, and (**d**) *I. ricinus* nymphs at revisited 2017 sites. Predictions were calculated using boosted regression tree models trained with 2016 data to predict tick abundance in southern Scandinavia. The red line is the actual regression line from a linear regression analysis run on the observed and predicted values, whereas the black line depicts a 1:1 relationship between observed and predicted values. NRMSE is the normalized root-mean-square error.

Simple spatial interpolation {#Sec10}
----------------------------

The best tuning parameters for the larval IDW model was a power of 1.2 and a neighborhood search of 10 points. CV results produced a NRMSE of 0.82 and a R^2^ of 0.34. For the nymph model, the best tuning parameters was a power of 1 and a neighborhood search of 8 points. CV results produced a NRMSE of 0.81 and a R^2^ of 0.34. As with the BRT prediction maps, we only predicted to habitat types that corresponded to our sampling sites (forest and meadow, Table [1](#Tab1){ref-type="table"}) and only altitudes below 450 m^[@CR34]^ (Fig. [9](#Fig9){ref-type="fig"}).Figure 9Interpolation maps of *I. ricinus* larvae and nymphs. Maps of interpolated abundance (log(N + 1)) for (**a**) *I. ricinus* larvae and (**b**) *I. ricinus* nymphs, produced by Inverse Distance Weighted interpolation. The mapped region encompasses 100%, 68.4% and 85.8% of Denmark's, Norway's and Sweden's total land area. White areas within Denmark, Norway and Sweden are altitudes above 450 m or lakes, rivers and streams, or habitats other than our sampled forest and meadow habitats (not interpolated).

Discussion {#Sec11}
==========

We developed models to predict the abundance of *I. ricinus* nymphs and larvae in southern Scandinavia using ML techniques and environmental variables, and created abundance maps of the region for the period August-September, 2016. Both models performed well and outperformed simple spatial interpolation methods; however the nymph model performed slightly better than the larva model with CV and the nymph model was also better at predicting abundance the following year.

Previously, we have modeled the spatial distribution of nymphs in southern Scandinavia using models with high predictive power^[@CR34]^. We found annual variation in tick abundance between 2016 and 2017, but the BRT abundance models still had high predictive power for the revisited sites in 2017. The results showed that the temporal variation between years was small enough to give our models high predictive power for both 2016 and revisited sites the following year. The model predictions for the new sites in 2017 performed well for the nymph model, whereas the larva model performed poorly. We tried correcting the 2017 larva data, using a 2016:2017 ratio based on the geometric mean, but this did not improve the 2017 predictions. The poor predictive power of the larva model for the new sites in 2017 may partly be attributed to a high ratio of larval absences at the new sites in 5 out of 12 sites, making this dataset zero-inflated, and thus not suitable for the Gaussian regression used in the BRT model. We found large spatial differences in the abundances of larvae in both years. As reported from other field studies^[@CR49],[@CR50]^, we found larvae to be more patchily distributed than nymphs, a pattern that might be explained by the *I. ricinus* life cycle. The presence and abundance of larvae depends on where tick eggs are deposited. Larvae are not highly mobile^[@CR3]^, and as one female *I. ricinus* can lay around 2000 eggs^[@CR51],[@CR52]^, all larvae counted in one patch could potentially stem from a single female. Nymphs, however, are found where a larva has dropped of a host and has metamorphosed into a nymph and thus the distribution of nymphs depends more on host distribution and movement^[@CR3]^. One caveat with using our 2016 models to predict abundance to the new sites in 2017, was that the new sites were not randomly selected, but based on areas of interest. This could potentially have resulted in biases in the evaluation of our models for the 12 new 2017 data, but not for the 18 revisited sites.

The BRT models had a tendency to overestimate abundance at sites with zero abundance (Fig. [3](#Fig3){ref-type="fig"}). The repeated CV predictions in a BRT model is the average taken from many models, thus the models tend to overestimate low values and underestimate high values^[@CR53]^. To overcome this problem, we explored splitting the data into a presence/absence binomial (Bernoulli) BRT model and a log-transformed presence only Gaussian BRT^[@CR53],[@CR54]^, however the resulting ensemble models performed much poorer than the one-model approach and were therefore abandoned.

The nymph prediction map, based on the 2016 field data, corresponded well with the known distribution of ticks in Scandinavia, with high abundance throughout Denmark (average prediction value ca. 11--17 times higher than in either Norway or Sweden), along the southern coast of Norway and southern parts of Sweden^[@CR3],[@CR6],[@CR7],[@CR11],[@CR55],[@CR56]^. As in Kjær *et al*.^[@CR34]^, we noticed a distinct border above the great lakes in Sweden, where abundance was lower, coinciding with the biogeographical and climatic boundary called Limes Norrlandicus (LN)^[@CR57]^. Above the LN we find the Boreal zone, whereas below it we find the more species rich boreo-nemoral zone with shorter and milder winters^[@CR57]^. The prediction map is mainly temperature driven and the higher abundances in the south of Sweden and around the coastline of Norway distinctly follows a temperature gradient, which may also explain the distinct patches of low predicted abundance below the great lakes in Sweden, where we observe lower mean annual temperatures (Fig. [10a](#Fig10){ref-type="fig"}). In Denmark we predicted high nymph abundance throughout the country except in the dry heathlands and sandy habitats of central and western Jutland, which corresponds to what we know about tick biology and the need for a high relative humidity and soil moisture to sustain ticks^[@CR3]^.Figure 10Temperature and precipitation maps. (**a**) Map of mean annual temperature in Scandinavia and (**b**) Map of precipitation of driest quarter (BIO1 and BIO17 from BioClim, see Table [2](#Tab2){ref-type="table"} in the manuscript).

The larva prediction map showed a slightly different pattern for Sweden, particularly in south-central Sweden, where larval abundance was low compared to relatively high abundances of nymphs. This pattern was also found in the observed abundances, and could potentially be explained by the area being located 200--250 meters above sea level (MASL) with its highest point being 377 MASL. The highland climate is generally colder with more snow and consequently the vegetation and fauna differs from the rest of the surrounding lower areas of southern Sweden, possibly producing spurious effects on larva survival- and life stage turn-over rates. We did find altitude to be among the top 5 predictors for the larval model. Previous studies from the Czech Republic have shown that *I. ricinus* egg survival and hatching decreases with altitude^[@CR58]^, and even though we only surveyed sites with altitudes below 450 m, the model predicted lower larval abundance at higher altitudes (Fig. [6](#Fig6){ref-type="fig"}). The higher larva abundance in the northern parts of Sweden could potentially be due to the precipitation in the driest quarter variable (ranked 17 in variable importance for the larval model, Fig. [10b](#Fig10){ref-type="fig"}), with the higher abundance band corresponding to a band with lower precipitation.

Temperature was the main driver of both the nymph and larva abundance model. However, the BRT modelling method cannot detect causality and thus we cannot tell if this effect of temperature is direct or due to other factors correlated with temperature, such as host species distribution and abundance^[@CR3],[@CR7],[@CR29]^. None the less, we were able to create biologically feasible prediction maps based on environmental predictors alone. Contrary to what we know about the effect of land cover, landscape fragmentation and forest edge on tick densities, the landscape cover and configuration variables did not rank high in importance for either model. It may be that the 100 m^2^ and 1 km^2^ resolutions we used were not fine-scaled enough to catch the true landscape configuration. We did see an effect of NDVI and EVI on both larva and nymph abundance (Figs. [6](#Fig6){ref-type="fig"}, [7](#Fig7){ref-type="fig"}), which also reflects the amount and type of land cover as these indicators are both based on visible and near-infrared sunlight reflected by plants.

The IDW interpolation maps relied solely on the abundance values of the surrounding locations assuming that high and low abundance were spatially correlated. Compared to the BRT maps, the IDW maps failed to predict the higher larval abundance around the Norwegian and Swedish coastlines, and did not predict a lower nymph abundance below the great Swedish lakes or the higher abundance on the west coast of Norway. The IDW methods had lower predictive power than our BRT models, indicating that climatic and environmental predictors may be among the key drivers of *I. ricinus* abundance.

With temperature as one of the key drivers of tick abundance and distribution, changes in temperature may not only directly affect tick and host survival^[@CR7]^ but may also influence plant communities and the timing of the growing season. Studies in southern Sweden have shown that increases in tick abundance from the 1980s to the 1990s were related to extended spring and autumn seasons^[@CR59]^, and scenario models for Sweden found that future climate change may cause a markedly prolonged vegetation period causing an increase in both range and abundance of *I. ricinus*^[@CR29]^. In Scandinavia, a range expansion alone may however not markedly increase human exposure to ticks. In Kjær *et al*.^[@CR34]^, we related tick distribution to human population density data in Scandinavia and found that a potential *I. ricinus* range expansion may not affect many additional people -- as ca. 70--80% of the Scandinavian population already live within the distribution range of *I. ricinus*. However, an increase in abundance within the already established range is likely to have an effect on human exposure to tick-borne pathogens, as risk of pathogen transmission is related to the actual abundance of ticks, densities of reservoir hosts and the pathogen rates within these reservoirs^[@CR1],[@CR16],[@CR17],[@CR20],[@CR21]^. Even though changes in temperature and climate may cause changes to tick abundance, this may not necessarily create an increase in pathogen prevalence as pathogen transmission also depends on the tick life cycle^[@CR60]^. TBEV is thought to be transmitted through co-feeding on the same host^[@CR1]^, and this has been suggested to require the presence of different stages of ticks (larvae and nymphs) on the same host, and so is dependent on synchrony in the seasonal activity of these instars^[@CR1],[@CR35]^. Climate change may disrupt the synchrony of seasonal activity of larvae and nymphs and thus disrupt the transmission through co-feeding^[@CR1],[@CR35]^. To make more accurate predictions for the future, there is a great need to better understand the different pathogen transmission pathways in tick vectors, how they contribute to overall pathogen prevalence, and how these pathways may be affected by climate.

Using environmental variables, we created models and maps of tick nymph and larva abundance with relatively high performance for the year, the tick data were collected. The data used to create the models give us abundance for a moment in time, and as such do not capture the annual variation in tick abundance or the effect of climate change on future abundance. We were, however, able to accurately predict to revisited sites in 2017 for both larvae and nymphs, and for entirely new sites in 2017, the nymph model was able to predict fairly accurately. Our results indicate that temperature affects the abundance of *I. ricinus* ticks, and thus a change in temperature in the coming decades may affect the abundance and distribution of *I. ricinus* in Scandinavia and other areas. A change in tick abundance may affect the transmission of pathogens and alter the existing human exposure risk and tick-borne disease incidence. Data on tick abundance, as produced in our models, may be used in epidemiological models and may aid authorities in determining areas to be targeted for surveillance and guide citizens and pet owners on where to take preventive measures. The modelling concept shown here, is a first and promising step towards more detailed models using dynamic weather data to predict tick abundance in the future.
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