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Введение
В [1] для систем калмановского типа была реше
на задача нахождения количества информации
по Шеннону в совместной задаче фильтрации и
обобщенной экстраполяции стохастических процес
сов по непрерывнодискретным наблюдениям с па
мятью для общего и условногауссовского случаев.
В данной работе рассматривается информационная
эффективность дискретного канала наблюдения от
носительно дискретного канала без памяти для ста
ционарного гауссовского марковского процесса
диффузионного типа (процесс Орнстейна–Уленбе
ка). Система обозначений та же, что и в [1].
Информационная эффективность наблюдений 
с памятью относительно наблюдений без памяти
Представляет интерес вопрос об эффективно
сти наблюдений с памятью в задаче экстраполя
ции, т. е. увеличивает или уменьшает количество
информации наличие памяти. Данное исследова
ние проведем для частного случая скалярных ста
ционарных процессов xt, zt, η(tm) определяемых со
отношениями
(1)
когда непрерывные наблюдения без памяти, дис
кретные наблюдения с памятью единичной крат
ности (N=1, τ1=τ), процесс xt является стационар
ным гауссовским марковским процессом диффу
зионного типа с корреляционной функцией
K(α)=[Q/2a]exp{–a|α|} и временем корреляции
αk=1/a. Этот процесс, известный как процесс Орн
стейна–Уленбека, широко используется как в тех
нических приложениях для моделирования реаль
ных процессов с корреляционной функцией эк
споненциального типа [2], так и в финансовой ма
тематике для моделирования процесса изменения
процентной ставки [3].
В качестве меры информационной эффектив
ности наблюдений с памятью η(tm) относительно
наблюдений без памяти η~(tm), когда G1=0 в задаче
экстраполяции в случае   может быть взята величи
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количества информации (3.30) в [1] при  в момен
ты времени tm, поступающие соответственно из на
блюдений η(tm) и η~(tm). Рассматриваем случай ред
ких дискретных наблюдений, когда на интервалах
t∈(tm,tm+1) решения дифференциальных уравнений
для элементов матрицы Г~3(τ,t,s) достигают стацио
нарных значений γ, γ01(t *), γ11(t *), γ11(T), γ01(T), γ11(T),
определяемых формулами (3.19) из [4], где t *=t–τ
и T=s–t являются соответственно глубиной памяти
и интервалом экстраполяции. Тогда согласно (4.36)




Относительно глубины памяти имеются две
крайние ситуации: случай малой глубины, когда
t *→0, случай большой глубины, когда t *→∞. Пусть
Δ0
e=limΔe при t *→0 и Δ
∞
e=limΔe, при t *→∞.
Из (1–3) следует
(4)







Исследование поведения Δe(t *) как функции
глубины памяти t * на основе (1–4) с использовани
ем (3.19) из [4] дает следующий результат
Утверждение.
Пусть
1) Если (G0,G1)∉G, то Δe(t *) является монотонно
убывающей функцией глубины памяти от зна
чения Δ0e>0 до значения Δ∞e<0, обращаясь в ноль
в точке t *=te*, для которой справедлива формула
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Рис. 1. Зависимости Δe(t*) от t* при различных значениях a
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где знак «–», если G0G1=|G0|.|G1|, и знак «+», если
G0G1=–|G0|.|G1|, и которая может быть определена
как эффективная глубина памяти.
2) Если (G0,G1)∈G, то Δe(t *)≤0 для всех t *≥0.
Физическая интерпретация полученного резуль
тата заключается в следующем. В случае большой
глубины памяти t *αk, где αk=1/a есть время корре
ляции процесса xt, что приводит к отсутствию корре
ляционных связей между x
τ
, xtm, xs. Поэтому при боль
ших t * сигналы Y(τ)=G1xτ не содержат взаимной ин
формации о текущих xtm и о будущих значениях xs
процесса xt и действует в канале с памятью как до
полнительный шум, что приводит к уменьшению
приращения количества информации по сравнению
с каналом без памяти. Этим и объясняется Δ
∞
e<0 при
любых значениях коэффициентов передачи G0 и G1.
В случае малой глубины памяти, когда t *αk, коэф
фициент корреляции между значениями xt и xtm близок к
единице и поэтому сигналы Y(τ,tm)=G0xtm+G1xτ воспри
нимаются как Y(tm)=(G0+G1)xtm. Так как условия
(G0,G1)∉G означают |G0+G1|>|G1|, то интенсивность
полезного сигнала Y(τ,tm) в канале с памятью оказы
вается выше интенсивности полезного сигнала G0xtm
в канале без памяти, что и обеспечивает большую
информативность Y (τ,tm) относительно G0xtm. Этим и
объясняется свойство Δ
∞
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Рис. 2. Зависимости Δ0e (G0) от G0 при различных значениях G
1; 1; 1; 1; 0,1a Q V T    
ратное свойство при выполнении противоположно
го условия. Условие (G0,G1)∉G является условием су
ществования единственного корня уравнения
(6)
к которому приводит условие Δe(t *)=0 и решение
которого имеет вид (5).
На рис. 1 приведено семейство по a кривых
Δ
e(t *) при T=0,1, из которого видно, чем меньше a,
т. е. больше αk=1/a, тем больше эффективная глу
бина памяти. Значения te* на рис. 1 соответствуют
значениям, которые вычислены по формуле (5).
Поскольку при малой глубине памяти поведение Δe
зависит от соотношения между G0 и G1, то на
рис. 2, 3 приведены соответственно семейства по
G1 кривых Δ0e(G0) и по G0 кривых Δ0e(G1) при T=0,1.
На рис. 4 изображены для рассмотренного приме




ственно для случаев наблюдений с памятью и без
памяти, когда t*<te* и дискретные наблюдения на
чинаются с момента t1, а на рис. 5 соответствую
щие траектории, когда t*>te*. Физическая интерпре
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Рис. 3. Зависимости Δ0e (G1) от G1 при различных значениях G0
1; 1; 1; 1; 0,1a Q V T    
С ростом интервала экстраполяции, когда
T→∞, из (1–3) следует, что Δe→0. Этот эффект
объясняется тем, что при s>>tm исчезают корреля
ционные связи между x
τ
, xtm, xs. Поэтому, как в η(tm),
так и в η~(tm) отсутствует полезная информация о
будущих значениях xs, т. е. в этом смысле они ста
новятся информационно эквивалентными.
Влияние непрерывных наблюдений на информа
тивность дискретных наблюдений осуществляется
через параметр δ=H02/R, который пропорционален
отношению сигнал/шум по интенсивности в непре
рывном канале наблюдения. При δ→∞ получаем,






→0. Таким образом, при достижении абсолютно
точного измерения в непрерывном канале дис
кретные наблюдения как с памятью, так и без па
мяти не привносят новой информации о значениях
xs при любых T. При δ=0, что соответствует случаю
отсутствия непрерывных наблюдений, справедли
вы формулы (1–5), в которых γ=Q/2a, λ=a, κ=1,
т. е. в этом случае появляется явная зависимость te*
от времени корреляции α k=1/a процесса xt.
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Рис. 4. Траектории Ist[.], I~st[.] для случаев наблюдений с памятью и без памяти при t*<te*
Рис. 5. Траектории Ist[.], I~st[.] для случаев наблюдений с памятью и без памяти при t*>te*
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Результаты работы могут быть использованы
при исследовании таких базовых задач теории
информации и теории передачи сообщений, как
информационная эффективность каналов пере
дачи и оптимальная передача (оптимальное ко
дирование и декодировние), когда в качестве
математических моделей сообщений использу
ются стохастических процессы диффузионного
типа.
Выводы
Рассмотрен пример информационной эффек
тивности наблюдений с памятью относительно на
блюдений без памяти в задаче экстраполяции.
Показано, что наличие памяти в наблюдениях
может как увеличивать, так и уменьшать количе
ство информации.
Работа выполнена при поддержке ФЦП «Научные и науч
нопедагогические кадры инновационной России» на
2009–2013 гг., проект № 02.740.11.5190.
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Введение















– коэффициенты собственного многочлена,
подлежащие определению.
Согласно методу Фаддеева [1], для решения
этой задачи строится следующая цепочка последо
вательностей:
Шаг 1: A1=A, spA1=p1, B1=A1–p1E;
Шаг 2: A2=AB1, (1/2) spA2=p2, B2=A2–p2E;...
Шаг m–1: Am–1=ABm–2, (1/(m–1)) spAm–1=pm–1,
Bm–1=Am–1–pm–1E;
Шаг m: Am=ABm–1, (1/m))spAm=pm, Bm=Am–pmE,
где sp – след соответствующей матрицы, а E – еди
ничная матрица порядка m, причем Bm≡[0], что яв
ляется удобным контрольным условием правиль
ности проведенных вычислений.
Кроме того, если detA≠0, то обратная матрица
имеет вид
Математический аппарат
Для вычисления собственного многочлена
P(λ(x1,x2,...,xn)) матрицы A(x1,x2,...,xn) представим






ют достаточной степенью гладкости по всем пара
метрам x1, x2,..., xn.
Для построения собственного многочлена неав
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Предложен метод определения коффициентов!функций собственных многочленов и обратных матриц многопараметрических
матриц на основе метода Д.К. Фаддеева и многомерных дифференциальных преобразований Г.Е. Пухова. Представлен мо!
дельный пример и процедура нахождения коэффициентов!функций характеристического многочлена и обратной матрицы.
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