In the presence of large dimensional datasets that contain many irrelevant features (variables), dimensionality reduction algorithms have proven to be useful in removing features with low variance and combine features with high correlation. In this paper, we propose a new feature selection method which uses singular value decomposition of a matrix and the method of least squares to remove the irrelevant features and detect correlations between the remaining features. The effectiveness of our method has been verified by performing a series of comparisons with state-of-the-art feature selection methods over ten genetic datasets ranging up from 9,117 to 267,604 features. The results show that our method is favorable in various aspects compared to state-of-the-art feature selection methods.
Introduction
In high-dimensional datasets there are a large number of irrelevant features that have no correlation with the class labels. Irrelevant features act as noise in the data that not only increase the computational costs, but in some cases divert the learning process toward weak model generation. The other important issue is presence of correlation between good features which makes some features redundant. Both redundant and irrelevant features have a negative effect on the performance of a classifier in terms of complexity and accuracy [1, 2] .
The goal of feature selection methods is to select the most important and effective features [3] . So, feature selection can decrease the model complexity in the training phase while retaining or improving the classification accuracy.
There has been a growing interest in the applications of feature selection algorithms in diagnosing cancer and identifying important genes that have a contributing factor on the disease [4, 5, 6, 7, 8] . Also Genome-Wide Association Studies (GWAS) are being used to identify markers with high significance on a disease [9, 10, 11, 12] . In GWAS one considers the genome across many different people and look for single nucleotide polymorphisms (SNPs) that are statistically significant (have very small p-values). So, in GWAS one needs a large number of samples which is a barrier in terms of cost, time to prepare samples, and other technicalities. Since the number of SNPs is usually very high, it is customary to remove SNPs whose p-values are not significant with respect to a threshold. This step can be viewed as filtering out irrelevant SNPs based on p-values. One would then apply a feature selection algorithm on the reduced dataset to select a subset of SNPs and build a model to classify the samples. We note that there is a strong encouragement against the misuse of statistical significance and p-values and actually putting an stop on using p-values altogether [13] .
In this paper, we propose dimension reduction based on perturbation theory (DRPT) that first filters out irrelevant features based on singular value decomposition and then detects features that correlate with each other based on perturbation theory. Let D = [A | b] be a dataset where b is the class label and A is the m × n matrix whose columns are the features. We shall focus on datasets where m << n and of particular interests to us are genomic datasets.
These include datasets where each feature is the expression level of a gene measured across all samples. In this case, there is only a limited number of genes that are associated to the disease and as such only expression levels of certain genes can differentiate between cases and controls.
We consider the underdetermined system Ax = b where A has full row-rank.
This system can be solved by the least squares method and the pseudo-inverse of A. One can view each component x i of x as an assigned weight to feature F i . Therefore, the bigger the |x i | the more important F i is in connection with b. It then makes sense to filter out those features whose weights are very small compared to the average of local maximums over |x i |'s. After removing irrelevant features, we obtain a reduced dataset which we still denote it by
In the next phase, we detect correlations between columns of A. Since
x has the smallest 2-norm amongst all solutions to Ax = b, we note that if features F i and F j correlate then |x i | and |x j | must be almost the same. To detect these correlations, we perturb A by adding it with a randomly generated matrix E such that ||E|| 2 = 10 −s σ min (A), where σ min (A) is the smallest singular value of A. Letx be the solution to (A + E)x = b. In Theorem 3.2 we show if F i and F j correlate then |x i −x i | and |x j −x j | are almost the same. Next, we use a simplified least-squares method called Savitsky-Golay smoothing filter [14] to cluster ∆x = |x −x|. This process yields a step-wise function where each step is a cluster. We note that features in the same cluster do not necessarily correlate and as such we further break up each cluster of ∆x into sub-clusters using entropy of features. Finally, from each sub-clsuter we pick a feature and rank all the selected features using entropy.
We compare our method with three state-of-the-art feature selection methods, namely minimal-redundancy-maximal-relevance criterion (mRMR) [15] , least angle regression (LARS) [16] , and Hilbert-Schmidt Independence Criterion Lasso (HSIC-Lasso) [17] over ten genomic datasets ranging up from 9,117 to 267,604 features. The results show that our method is favorable in various aspects compared to state-of-the-art feature selection methods.
The rest of this paper is organized as follows. In Section 2 we review related work. We present our approach and the algorithm in Section 3. Experimental results and performance comparisons are shown in Section 4 and we conclude the paper in Section 5.
Related Work.
In this section, we review some of the work in the literature on feature selection (FS) as well as perturbation theory, SVD and their applications to FS.
Feature Selection
FS methods are categorized as filter, wrapper and embedded methods [18] .
Filter methods evaluate each feature regardless of the learning model. Wrapperbased methods select features by assessing the prediction power of each feature provided by a classifier. The quality of the selected subset using these methods is very high, but wrapper method are computationally inefficient. The last group consolidates the advantages of both methods, where a given classifier selects the most important features simultaneously with the training phase.
These methods are powerful, but the FS process cannot be defused from the classification process.
In [19] , the authors offer a new FS algorithm by combining a wrapper FS method based on a Binary Differential Evolution algorithm with a rank-based filter FS method. Similar ideas using Differential Evolution algorithm was used in [20] . Some well-known filter FS methods including Minimum Redundancy Maximum Relevance (mRMR) [15] use mutual information to estimate the relationships between each feature and the class labels and between each pair of features.
On the other hand, some approaches use aggregated sample data to select and rank the features [15, 21, 16, 17] . The least absolute shrinkage and selection operator (LASSO) is an estimation method in linear models which simultaneously applies variable selection by setting some coefficients to zero [21] . Least angle regression (LARS) proposed by Efron et al. [16] is based on LASSO and is a linear regression method which computes all least absolute shrinkage and selection operator [21] estimates and selects those features which are highly correlated to the already selected ones. Yamada et al. in [17] proposed a non-linear FS method for high-dimensional datasets called Hilbert-Schmidt independence criterion least absolute shrinkage and selection operator (HSIC-Lasso), in which the most informative non-redundant features are selected using a set of kernel functions, where the solutions are found by solving a LASSO problem. The complexity of the original Hilbert-Schmidt FS is O(n 4 ). In a recent work [22] called Least Angle Nonlinear Distributed (LAND), the authors have improved the computational power of the HSIC-Lasso. They have demonstrated via some experiments that LAND and HSIC-Lasso attain similar classification accuracies and dimension reduction. However, LAND has the advantage that it can be deployed on parallel distributed computing.
There are various survey papers on FS algorithms. A recent survey [23] offers a comprehensive and structured overview of recent advances in FS methods. In [24] , the authors review how different filter FS methods work. They compare based 22 filter FS methods on 16 classification datasets (6 of which have more than 12,000 features) with respect to run time and accuracy. They conclude that there is no group of filter methods that always outperforms all other methods. In [25] the authors compare 32 FS methods on 4 public gene expression datasets for breast cancer prognosis, in terms of predictive performance, stability and functional interpretability of the signatures they produce.
The authors note that FS makes a significant influence on the accuracy, stability and interpretability of signatures.They conclude that complex wrapper and embedded methods generally do not outperform simple univariate FS methods, and ensemble FS has generally no positive effect.
Perturbation theory and SVD
Let A be an m × n . Recall that A admits a singular value decomposition (SVD) in the form A = U ΣV T , where U m×m and V n×n are orthogonal matrices and Σ = diag(σ 1 , . . . , σ m , 0, . . . , 0) is an m × n diagonal matrix. Here, V T denotes the transpose of V = v 1 · · · v n and σ 1 , . . . , σ m are called singular values of A. The smallest non-zero singular value of A is denoted by σ min and the greatest of the σ i is also denoted by σ max . Throughout, by norm of a vector we always mean its 2-norm. It is well-known that ||A||= σ max , where
Since Ax = b may not have a unique solution, instead one considers the least squares problem min x ||Ax−b|| 2 . It is well-known that the unique solution whose 2-norm is the smallest is given by x = A + b, see [26] .
The sensitivity of solutions of Ax = b to perturbation is discussed in [27] for the case that A has full column-rank. The authors introduced "component-wise condition numbers" to measure the sensitivity of each solution component to perturbations. For a matrix A of full row-rank (m ≤ n), The minimal 2-norm solution to Ax = b using a QR factorization is discussed in [28] . Letx be the
An upper bound for the relative error ||x −x||/||x|| in terms of the condition number κ(A) = σ max /σ min is given in [28, Theorem 5.6.1] and an improve bound is given in [29] .
The effect of perturbations on singular values is extensively studied, see [30, 31] . Focusing on Hermitian matrices, tighter bounds for eigenvalues is given in [32] with applications to principal component analysis.
The truncated SVD of A is constructed based on the rank r of A and using only the first r columns of U and V . Both SVD and truncated SVD have been used in various classification problems, see for example [33, 34] . Also, SVD has been successfully used in [35] to extract features from images. Recently, a new FS method based on SVD is proposed in [36] with applications to reinforcement learning; the idea is to compute a low-rank approximation of the transition matrix and approximate the reward predictor from the raw input data. the last column. We also denote by F i the i-th feature (column) of A. We shall first consider eliminating the irrelevant features. We normalize the columns of A so that each F i has norm 1. Then, we solve the linear system Ax = b by using the method of least square. So, we can approximate b as a linear combination
Proposed approach
We view each x i as an assigned weight to F i . Given that each F i has norm 1, if x i is small compared to the other x j 's, then the vector
It then makes sense to filter out those features whose weights are very small. In other words, we shrink the weights of irrelevant features to zero.
We prove below how weight of each feature F i is directly affected by the
form an orthonormal basis of R m . 
Consider the SVD of A as
Since the u i s are orthonormal, we get
Letb 1 , . . . ,b m be the coordinates of b with respect to the basis u 1 , . . . , u m form
Similarly, letz 1 , . . . ,z m be the coordinates of z with respect to this basis. Since A has full row-rank, we have σ i > 0, for all i. We deduce, by Equation 1, thatz k =b k /σ 2 k , for each k. On the other hand,
Our focus in this paper is on datasets where m << n, for example genomic datasets usually have hundreds of samples compared to tens of thousands of Note that the definition of relevancy is not quantitative and one has to set a threshold for the degree of relevancy. We set a dynamic threshold by calculating the average of all local maxima in x and remove those features that their corresponding value |x i | is smaller than the threshold. In a sense, the threshold is set so that the rank of the reduced matrix is still the same as of the original A. So, the reduced matrix retains the same prediction power as A in approximating b.
To illustrate correlation of irrelevant, redundant and important features, we construct a weighted graph from a Colon dataset [37] as shown in Figure 1 (a).
We consider each feature/column of matrix A as a node and the class label Recall that a perturbation of A is of the form A + E, where E is a random matrix with normal distribution. We choose E to be a random matrix such that 
Now, if a feature, say F t , is independent of the rest of features, then it follows that |x t −x t |≈ 0. On the other hand, suppose F 1 , . . . , F t correlate with each other and that any proper subset consisting of these features is linearly independent. So, t i=1 c i F i = 0, fo some non-zero coefficients c 1 , . . . , c t . So we must have and F 22 = 3F 20 . are closest to each other. We shall now explain the clustering process of ∆x.
By Theorem 3.2, if features F i and F j correlate then the differences ∆x i and ∆x j are almost the same. That is, the correlations between features are encoded in ∆x. Now, we sort ∆x and obtain a stepwise function where each step can be viewed as a cluster consisting of features that possibly correlate with each other. To find an optimal number of steps, it makes sense to smooth ∆x where we view ∆x as a signal and use a simplified least-squares method called Savitsky-Golay smoothing filter [14] . Figure 2 exhibits how the smoothening process on ∆x preserves its whole structure without changing the trend.
We note that the converse of Theorem 3.2 may not be true in general. That Generally, entropy is a key measure for information gain and it is capable of quantifying the disorder or uncertainty of random variables according to a series of observations. Also, entropy effectively scales the amount of information that is carried by random variables. Entropy of a feature F is defined as follows:
where m is number of samples and f k is the frequency with which F assumes the k-th value in the observations. While high entropy is attained when all the f k s are the same, low entropy means that each value of F have different probability of occurrence. 
Noise-robustness
In real datasets, it is likely that D involves some noise. For example, in genomics, it is conceivable that through the process of preparing a genomic dataset, some error/noise is included and as such the dataset D is noisy. We note that the label column b is already known to us (and without noise). So
where A 1 = A + E 1 and ||E 1 || 2 is small (||E 1 || 2 = 10 −s σ min (A)). A perturbation of A 1 is of the form
where ||E 2 || 2 = 10 −s σ min (A). Our aim is to show that if certain columns of A correlate then so do the same columns of A 1 and vice versa.
any subset of S is linearly independent, 2. F 1 , . . . , F t are linearly independent from the remaining columns of A.
Then the vectors c 1 · · · c t and x 1 −ỹ 1 · · ·x t −ỹ t are proportional.
Hence,
Since F 1 , . . . , F t are linearly independent from the rest of features, we get
Now, if c 1 · · · c t and x 1 −ỹ 1 · · ·x t −ỹ t are not proportional, we can use Equation (3) and our first hypothesis to get a dependence relation of a shorter length between the elements of S , which would contradict our assumption that any proper subset of S is linearly independent. The proof is complete.
We also remark that our method is insensitive to shuffling of the dataset D.
That is if we exchange rows (or columns), there is insignificant change in ∆x.
We have demonstrated this fact through experiments in Tables 4; we offer a proof as follows. we note that every shuffling is a composition of elementary matrices.
Algorithm.
The MATLAB R implementation of DRPT is publicly available on GitHub 1 . 
Return: the top k features
Complexity.
The complexity of our proposed method is dominated by the complexity of the SVD which is O(mn 2 , m 2 n), since the inverse of perturbedÃ is calculated using SVD.
Experimental Results.
We compared our method with three state-of-the-art FS methods, namely minimal-redundancy-maximal-relevance criterion (mRMR) [15] , least angle regression (LARS) [16] , and Hilbert-Schmidt Independence Criterion Lasso (HSIC-Lasso) [17] . We used MATLAB R implementations of LARS and LASSO by Sjöstrand [38] , and HSIC-Lasso by the authors.
To have a fair comparison among different FS methods, we read the datasets by the same function and use a stratified partitioning of dataset so that 70% of of each class is selected for FS. Then we use Support Vector Machine (SVM)
and Random Forest (RF) classifiers implemented in MATLAB R , to evaluate the selected subsets of features on the remaining (unseen) 30% of the dataset.
We set k = 50 to select the top 50 features, however within this set we find an optimal subset of features that yields maximum accuracy. The set up is applied across all methods. We report the average classification accuracies and average number of selected features over 10 independent runs where the dataset is row shuffled in each run.
Datasets.
We select a variety of dataset from Gene Expression Omnibus (GEO) 2 and dbGaP 3 to perform FS and classification. The specifications of all datasets are given in Table 2 .
All the GEO datasets are publicly available. To pre-process the data, we develop an R code to clean and convert any NCBI dataset to CSV format 4 . We use GEO2R [39] to retrieve the mappings between prob IDs and gene samples.
Probe IDs without a gene mapping were removed. Expression values of each gene is the average of expression values of all mapped prob IDs to that gene. We also handle missing values with k-Nearest Neighbors (kNN) imputation method. 
Results.
The average number of selected features and average classification accuracies over 10 independent runs using SVM and RF on the datasets described in Section 4.1 are shown in Table 3 . The empty spaces in Table 3 under LARS and HSIC-Lasso's columns simply mean that these methods do not run on those datasets; this is a major shortfall of these methods and it would be interesting to find out why and to what extent LARS and HSIC-Lasso fail to run on a dataset.
In terms of accuracy using either of SVM or RF, we can see from Table 3 that DRPT is at least as good as any of the other three methods.
In Table 4 , we report the standard deviation (SD) of the number of selected features and SD of the classification accuracies over 10 independent runs. Lower
SDs are clearly desirable which is also an indication of the method's stability with respect to permutation of rows. We note that the default number of selected features by LARS is almost the number of samples in a dataset. In Table 5 , we perform a further comparison between LARS and DRPT where we set k to be the default number of features suggested by LARS and we use the classifier to find an optimal subset of size at most k. For example, the dataset GDS1615, has 127 samples in total. Since we take approximately 70% of samples for FS, the suggested number of features by LARS is k = 87. suggests that Lars does not select an optimal subset of features.
We had to leave HSIC Lasso and mRMR out of the comparison in Table 5 because HSIC Lasso does not allow to select the number of features while the running time of mRMR would be exceptionally high if we were to select higher number of features.
We also take advantage of IBM R LSF to report running time, CPU time and memory usage of each FS method. We just remark that through parallelization, an algorithm might achieve a better running time at the cost of having greater CPU time. is almost the as same as the running time. However, a parallelized algorithm takes more CPU time as it hires multi-processes. Figure 5 (a) shows the CPU time that is taken by mRMR, LARS, HSIC-Lasso, and DRPT on six common datasets. Clearly, mRMR takes the highest CPU time and it is also obvious that HSIC-Lasso uses more processes as it is implemented in parallel.
We also quantify the computational performance of all methods based on the peak memory usage over six common datasets ( Figure 5(b) ). We observe that mRMR and HSIC-Lasso require an order of magnitude higher memory than LARS. Although the peak memory usage by DRPT is significantly lower than mRMR and HSIC-Lasso, DRPT takes almost the same amount of memory across all datasets. In this regard, there is a potential for more efficient implementation of DRPT. In this paper, we presented an effective and practical FS method which we call it DRPT for high-dimensional genomic datasets. The novelty of our method is to remove irrelevant features outright and then detect correlations on the reduced dataset using perturbation theory. We have shown that our proposed algorithm performs well in practice compared to state-of-the-art FS algorithms.
Performance of DRPT is insensitive to permutation of rows or columns of the data.
In this paper, we focused only on genomic datasets because inherently they are similar. For example they all have full-row rank. Besides, it is widely accepted that there is no dimension reduction algorithm that performs well on all datasets (compared to other methods). In a future work, we aim to revise our current algorithm to offer a new FS algorithm that performs well on face and text datasets.
