ABSTRACT In this paper, we consider a relay-enabled wireless-powered communication network (WPCN), consisting of a relay-hybrid access point (RHAP), harvesting and transmitting nodes, and a base station (BS). Contrary to conventional networks, the nodes rely on the energy signal of the RHAP to harvest energy, and they transmit information to the BS via the RHAP. The nodes work on the principle of harvest-transmitto-cooperate protocol, in which a node harvests energy from a power source in the downlink and transfers information to a relay in the uplink to convey data to the BS. In this paper, we propose a new distributed medium access control (MAC) mechanism in a relay WPCN, based on carrier sense multiple access with collision avoidance, a binary exponential random backoff mechanism. In the proposed scheme, the nodes and the RHAP contend to access the channel with different contention window sizes. Furthermore, the RHAP is given more preference to access the channel by giving a smaller contention window size than the nodes. We propose a Markov chain model for the proposed-MAC and a Markov chain model for the energy states of the nodes. It models the behavior of changing states between energy harvesting and data transmission. The analysis and simulations show the effectiveness of the proposed MAC in terms of throughput and energy efficiency.
I. INTRODUCTION
Energy harvesting is an emerging technique to prolonging the vitality of a node in wireless networks [1] . With the advancement in wireless communications, energy harvesting becomes the next attention focal point for the paradigm shift in energy provisioning. Conventionally, the source of energy harvesting methods includes solar, thermoelectric, piezoelectric, wind, vibrational energy along with other physical phenomena [2] . A new energy harvesting method unfolds the solution to harvest energy from Radio Frequency (RF) signals [3] . The bi-fold advantage of RF signals enables the fact that it can carry information and it can also be used to harvest energy [4] , [5] . A lightweight and inexpensive sensor node in a network, deployed in an adverse environment, needs a continuous power supply to follow through its operation successively. Thus, wireless energy harvesting has the features to provide a convenient way for a node to harvest energy and operate [6] .
Moreover, a significant advancement in wireless powered technologies highly escalates the feasibility in practical applications [7] - [12] . Some examples in practical scenarios include harvesting energy from ambient radio signals, e.g., cellular and TV signals [7] , and powering nodes by a dedicated power transmitter in some applications of Computational Radio Frequency Identification (CRFID) [8] . Moreover, various applications can be found ranging from wearable devices to environmental, military and health monitoring systems [8] - [10] . With the advancement in antenna technology and efficient circuit designs for RF energy harvesting, it is not unlikely that the wireless energy harvesting technology is widely utilized in the future [11] , [12] .
Wireless Powered Communication Networks (WPCNs) are considered to be one of the most promising and active research areas to focus on [5] and [13] . In a WPCN, a node harvests energy from a power source in its downlink, stores in a pre-equipped battery and then uses it to transfer information in the uplink. A two mode, harvest − then − transmit (HT) is one of the most practical and simple protocols to use in WPCNs [14] . In the HT protocol, energy is harvested in the first mode from a single antenna hybrid access point (HAP) and then used to transmit information in the second mode, where HAP is the combination of a power beacon (PB) and an access point (AP) for wireless communications.
In an amplify-and-forward (AF) based network, a relaying protocol is proposed [15] , where a relay uses RF signals to harvest energy and forward the received information from a source to a destination. Two protocols are proposed [15] , i.e., time switching-based relaying (TSR) and power splitting-based relaying (PSR) protocols at the relay. TSR has a dedicated portion of time block for a relay to harvest energy from a source signal, the remaining time block is used to transmit information from a source to relay and then to a destination by the relay. PSR uses a portion of time block to harvest energy and receives information at the same time, where a fraction of power signal is used to harvest energy by the relay and the remaining power signal is used in source-to-relay transmission. The remaining time block is used in relay-to-destination transmission. In the harvest-then-cooperate (HTC) protocol [16] a relay and a source node harvest energy from the AP in the downlink and cooperatively work to transmit the source's information to the AP in the uplink. The energy harvesting scheme from a single user is progressed to examine multiple users in WPCN networks [17] , where energy is harvested by the nodes in the downlink and then they transmit in the uplink by Time Division Multiple Access (TDMA).
In a wireless network, multiple nodes accessing the channel experience collisions, resulting in performance degradation. Medium Access Control (MAC) protocols need to be designed to overcome or mitigate collisions among the transmitting stations. A collision mitigation mechanism called Distributed Coordination Function (DCF) in IEEE 802.11 is based on Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA) [18] , [19] . The CSMA-based DCF uses a slotted binary exponential backoff mechanism. Nevertheless, little efforts have been put to research on a distributed coordination based mechanism in a multiuser energy harvesting network. Specifically, in a two or more-tier energy harvesting network [20] , it is challenging to provide a distributed coordination mechanism.
In this paper, we propose a novel distributed coordination mechanism to mitigate collisions in a two-tier WPCN, which to the best of our knowledge is the first of its kind in WPCN. In the network, the nodes depend upon the relay HAP (RHAP) to harvest energy and transmit data. The RHAP acts as a relay to power the nodes, collect the nodes information, and transmit the information to the base station (BS). The nodes and RHAP work on the principal of harvest-transmit-to-cooperate (HTTC) protocol. For the purpose of distributed coordination mechanism, we allow the nodes as well as the RHAP to take part in contention to access the channel. The nodes and the RHAP follow different contention mechanisms. We analyze the contention mechanism of the nodes and the RHAP, and the changing behavior of a node from data transmitting to energy harvesting or vice versa.
We summarized our core contributions as follows:
• We propose a new Harvest-Transmit-To-Cooperate (HTTC) protocol and dynamic mode selection mechanism for relay Wireless Powered Communication Networks (WPCNs). In the proposed protocol, nodes are entirely dependent on the Relay Hybrid Access Point (RHAP), to harvest energy from it, and forward their data to the RHAP to relay it to the Base Station (BS). A node changes its mode from data transmitting to energy harvesting by monitoring the energy availability of the node. In the protocol, there are three modes which are actively chosen, (i) node energy harvesting, (ii) node data transmission and (iii) RHAP data relaying to the BS. The nodes and the RHAP contend to access the medium, i.e., actively choose their mode, with their own contention mechanism.
• We propose a distributed coordination medium access mechanism of data transmission and energy harvesting for collisions mitigation in a two-tier network with multiple energy harvesting and data transmitting nodes, and a single RHAP. The nodes as well as the RHAP actively take part in contention to access the channel, and they use different contention mechanisms. The RHAP is given preference to access the channel more frequently, as it has to convey the information to the end BS.
• We conduct the analysis by using a Markov chain model for the backoff mechanisms of both nodes and RHAP and evaluate performance of end-to-end throughput and energy efficiency of nodes.
• We analyze the changing behavior of a node state from energy harvesting to data transmitting by designing a Markov chain model. A node decides for being either state on the basis of an energy level of its battery while the RHAP provides power to the node on request.
II. SYSTEM MODEL
As depicted in Fig. 1 , we consider a WPCN with energy harvesting in the downlink (DL) and information transfer in the uplink (UL) from the nodes to the RHAP. The RHAP is VOLUME 6, 2018 FIGURE 2. A harvest-transmit-to-cooperate (HTTC) protocol in a relay-enabled wireless powered communications network. .
used as a relay to transfer information to the BS and it also provides power to the nodes on request. The HAP is a hybrid of PB and Information Receiver (IRx), where PB provides power while IRx acts as an AP to receive data from nodes. The nodes and RHAP in a two-tier network (between nodes and RHAP, and between RHAP and BS) act in a distributed coordination manner, transmitting independently without a centralized scheduling entity. For the channel model, we consider the path loss and small-scale fading. The standard path loss and Rayleigh fading model are considered as the path loss and fading model, respectively.
A. HARVEST-TRANSMIT-TO-COOPERATE (HTTC) PROTOCOL
The HTTC protocol, as shown in Fig. 2 , consists of three modes. In the harvest mode, a node harvests energy from the RHAP. In the transmission mode the node then transmits data to the RHAP. In the relay mode, the RHAP acts as a relay to transmit data to the BS. The success probability by each agent in a given mode is dependent on a contention mechanism. The time interval of the RHAP transmission (data relaying) will be longer than those of energy harvesting and data transmission of nodes, since the RHAP collects data from the successful nodes until the channel is free and it is ready to transmit the collected data in a superframe altogether (see Fig. 3 ). The RHAP after accessing the medium relays data to the BS. A node and the RHAP actively chooses their modes in contention. The decision of a node, on the other hand, to opt for energy harvesting time or data transmitting time depends upon the availability of energy of the node.
B. RHAP MODEL
The RHAP is assumed to have sufficient energy, and it nurtures nodes in its downlink by transmitting power on the request of nodes. The RHAP then receives data from contending nodes, and saves the data in a queue. The RHAP also takes part in contention with the nodes to access the channel in a distributed coordination mechanism and transmits the collected data to the BS in a superframe. A handshaking mechanism is adopted by the RHAP for reliable communications with the BS and with the corresponding nodes. In the power transmitting mode, when it receives a request from a node, the power is delivered by the PB in the RHAP to the node and the energy in a unit time T can be expressed as in [21] 
where E n h is the harvested energy by a node in T , and P n h is the received harvesting power by a node. The value η represents the energy harvesting efficiency, where η ∈ (0, 1), which depends on the AC to DC conversion efficiency including circuit power losses. And γ 1 is the success probability of energy request by nodes. The received power at a node P n h = ζ P r th , where P r th is the transmitting power of the PB and ζ is the channel gain, where ζ = hl −ψ , h is the fading factor and ψ is the path-loss exponent of distance l. The random variable h, denotes the Rayleigh fading model with an exponential distribution. In [22] - [24] , parameters for the power transmission by the PB are presented.
C. NODE MODEL
A node can either receive energy or send data, depending upon its battery status. Moreover, each node is equipped with a single antenna to transmit information in the uplink or receive energy in the downlink. The node works on the principle of time-switching. The time-switching from energy harvesting to data transmission or vice versa depends upon the energy availability of a node by monitoring the battery status in a pre-equipped battery. The decision of a node status is based on an energy threshold level. Then the amount of energy consumption of a node in transmitting data to the RHAP in unit time T with the success probability of data transmission by nodes γ 2 can be expressed as follows [21] .
where E n t is the amount of energy consumption of a node in transmitting data in T , and P n t represents the data transmitting power of a node. The harvested energy is stored in a pre-equipped battery to be used to transmit data. Similarly, the RHAP uses the same transmission power, i.e., P r t = P n t . In a distributed coordination mechanism, the node uses the same channel to harvest energy and transmit data along with the RHAP. As in the RHAP, since a node is bound to reliable end-to-end transmissions, a handshaking mechanism is adopted.
III. PROPOSED COORDINATION METHOD
This section briefly explores the distributed coordination mechanism for a relay-enabled wireless powered communication network. In the distributed coordination mechanism each agent independently takes part in transmission. Each agent (node or RHAP) takes part in a contention process before transmitting on a channel by IEEE 802.11 Wireless Local Area Network (WLAN) Distributed Coordination Function (DCF) [18] , [19] .
In the proposed scheme, a node or the RHAP is allowed only to transmit in an individual slot with the duration σ . The proposed scheme opts a binary exponential backoff mechanism as a collision mitigation scheme [18] . Before packet transmission, a backoff time is chosen uniformly in the range [0, W i − 1], where W i is the backoff window at the backoff stage i. The initial backoff window W 0 is set to the minimum backoff window W min , and the backoff window is doubled after each unsuccessful transmission. Then the backoff window at backoff stage i can be expressed as
where m is the maximum backoff stage. The RHAP follows a different contention scheme compared to that of a node, i.e., it has a fixed backoff stage and contention window. Consequently, the RHAP will get more chance to win the contention compared to the nodes. The more chances for the RHAP to win in a contention, the more data is sent to the BS. The backoff counter for the RHAP can be obtained in the range of [0, W j ], where W j represents the fixed backoff window size for the RHAP.
The value of a randomly chosen backoff counter of a node is decremented at each slot as the channel is sensed idle until it reaches zero. The backoff counter becomes frozen when the channel is sensed busy. Then, the node can forward a request for data or energy. Fig. 3 illuminates the whole process. The nodes and the RHAP contend to access the same wireless channel. A handshaking technique for a node is required for the end-to-end reliable data transmission. An energy on-demand technique is also adopted for a node to request energy. The RHAP follows a four-way handshaking technique to communicate to the end respondent or the sensor fusion center, the BS.
A node1 sends RTS for Data (RD) packet to the RHAP, under the condition that a node has enough energy in its battery. In response, after waiting for Short Inter Frame Space (SIFS), the RHAP sends back CTS for Data (CD) packet to the node. The node waits for SIFS and sends its data to the RHAP. The RHAP then responds an ACK packet to the node. The node waits DIFS, and it will repeat the process. The node2 with scarcity of energy, after the bakoff time, sends an RTS for Energy (RE) packet to the RHAP to demand energy. The RHAP waits for SIFS, then responses with CTS for Energy (CE) packet to the node. It waits for SIFS, and starts transmitting energy to the node. The node then harvests energy from the power transmitter.
The RHAP retains the data in a buffer after the successful reception from the data transmitting nodes. After the backoff time, the RHAP transmits a Request To Send (RTS) to the BS. Waiting for SIFS, the BS responds back with Clear To Send (CTS) to the RHAP. Then, the RHAP transmits the retained data in a superframe to the BS. The RHAP receives the ACK packet by the BS for reliability, and the communication ends. The success probability of superframe transmission is denoted as γ 3 . After DIFS, the RHAP and the nodes again take part in contention to forward a request (RTS/RE/RD) and the process continues.
The frames RD, CD, RTS and CTS carry the information on the size of the data packet to be transmitted. The RE and CE packets carry the information of the duration of the energy transmission to power the node. The information can be used by other nodes or the RHAP for the Network Allocation Vector (NAV), which contains the information of the time span for the channel to remain busy. Hence, if a node or the RHAP is hidden from a transmitting or receiving node or the RHAP, by observing packets RD, CD, RE, CE, RTS and CTS frames, it can appropriately suspend further transmission till the channel becomes idle. Consequently, a node or the RHAP is rendered to mitigate collisions, increasing the success rate of packets to the end BS. Therefore, it improves the overall network performance in terms of throughput and energy efficiency.
Adding more, the packets RE and CE packets contains the information on the energy harvesting duration. The packets VOLUME 6, 2018 can be received to the other nodes and can read the harvesting duration information on the packets. And since the nodes receiving the RE and CE packets can know the energy harvesting duration and they can defer their transmissions during the intervals by Network Allocation Vector (NAV). They may prefer sleeping to save more energy till the RHAP power transmission ends, or even they can harvest ambient energy from the surroundings RF signals.
IV. PERFORMANCE ANALYSIS
We consider a fixed number of nodes and an RHAP contending to access the channel. Nodes are assumed to be in a saturation condition, so that packets are always available to transmit in the queues of nodes. First, we examine the behavior of a single node to retrieve the stationary transmission probability τ n , with a Markov chain model [18] . Second, we study the behavior of the RHAP with a Markov chain model to obtain its stationary transmission probability τ r . Third, we analyze the stationary behavior of a node changing from a data transmitting state to an energy harvesting state. Furthermore, we derive the throughput as a function of τ n and τ r and we also analyze the total energy consumptions in transmitting data to the end BS by expressing the energy efficiency as a function of τ n and τ r .
A. NODE PACKET TRANSMISSION MARKOV CHAIN
We take into account a fixed number of nodes n, contending to access the channel. Let the backoff counter at time slot t for a node be c n (t). The backoff stage is represented by s n (t). The model can now be represented by a bi-dimensional discrete time Markov process {s n (t), c n (t)}. Then, the transition probabilities can be represented as where p is the conditional collision probability by a transmitted packet on the channel. For a bi-dimensional Markov chain, let x i,k = lim t→∞ P{s n (t) = i, c n (t) = k} be the stationary distribution. Then the balance equation can be expressed as follows.
The distribution for state i can be written in terms of the initial state as
Similarly at the maximum backoff stage m
then the distribution is
from Eqs. (5) to (8) the stationary transmission probability τ n , i.e., the probability that a node transmits in a time slot can be represented as follows.
Eq. (9) can be written as
B. RHAP PACKET TRANSMISSION MARKOV CHAIN
The RHAP also takes part in contention along with the nodes. The RHAP provides power to nodes on demand and it receives data from nodes to relay it to the BS. The bidimensional Markov chain model for the RHAP, as in Fig. 5 , can be represented as {s r (t), c r (t)} and the transition probability can be expressed as follows.
We obtain the stationary transmission probability of the RHAP as follows.
From Eq. (9), the stationary transmission probability of a node τ n directly depends on the collision probability p while the stationary transmission probability of the RHAP τ r in Eq. (12) is independent of probability p. However, the stationary probabilities τ n and τ r mutually affect p. A packet faces a collision with the probability p, when at least two nodes transmit among n − 1 nodes and the RHAP. The collision probability p then can be expressed as
where r is the number of RHAPs and r = 1 in the proposed scheme. After rearranging the terms, Eq. (13) can be expressed as
From Eqs. (9), (12) and (14) we can obtain the conditional collision probability p by numerically solving the equations. Let p tr be the probability that one or more nodes (or RHAP) among the n nodes and the r RHAPs transmit in a slot. Then p tr can be represented as
Let p n suc be the probability that one node successfully transmits in a slot under the condition that there is a transmission on the channel. It can be expressed as
The success probability p r suc that one RHAP transmits on the channel in a slot is given as
The total success probability that there is no collision during the transmission of nodes or RHAPs then can be represented as
Collisions can be divided into three categories, nodenode, node-RHAP and RHAP-RHAP collisions. RHAP-RHAP collision can occur only when more than one RHAPs (r > 1) collide. The homogeneous collision among nodes, where at least two packets transmitted by nodes collide, can be represented as
Similarly, the homogeneous collision among RHAPs, where at least two packets transmitted by RHAPs collide, can be obtained as The heterogeneous collision among nodes and RHAPs, where at least one node and one RHAP collide is represented as
The total collision probability of a node can then be represented as
And the total collision probability of an RHAP can be obtained as
The total collision probability of nodes and RHAPs can then be represented as
The RHAP collision probability p r col = p n,r col when there is only a single RHAP (r = 1), since there is no RHAP homogeneous collision (p r,r col = 0).
C. ENERGY-DATA MARKOV CHAIN
A node can either harvest energy or transmit data. The decision for a node to transmit data or harvest energy is based on the battery status and battery threshold level. If the available energy in a battery of a node is more than the threshold level, the node decides to transmit data, but in case the energy level is lower than or equal to the threshold, the node determines to request energy to the RHAP to harvest energy.
We consider two state Markov chain model as shown in Fig. 6 , where the state denotes the energy level. The energy level is considered low when the battery level is lower than the threshold level. Otherwise it is considered as high. The probabilities that a node remains in the data transmission mode and a node transits to the energy harvesting mode are 1 − β and β, respectively. Similarly, 1 − α and α represent the probabilities that a node remains in the energy harvesting mode and a node transits to the data transmission mode.
In the steady state, the stationary distribution probabilities can be represented by µ 1 and µ 2 .
where µ 1 is the probability that a node behaves as a data transmission node in the steady state.
where the µ 2 is the steady state probability that a node is in the low energy state and ready to request for energy.
A node consumes energy in data transmission. The data transmission can be either successful or collision. In either case it costs energy to the node. The energy consumption of collision can be represented as
where E col is the energy consumption during the packet collision with the transmission power P n t and the collision time (T = T c ) from Eq. (2) . Similarly the energy consumption of successful data transmission can be obtained as
where p n suc is the success probability of a node for contention, and from Eq. (2), E suc is the energy consumption in successful data transmission with the transmission power P n t and the success time (T = T s ). Similarly, the amount of energy harvesting by a node can be represented as
where E har is the harvested energy with the harvesting time (T = T h ) and the harvesting power P n h from Eq. (1). From Eqs. (25) to (29) we can obtain the stationary probability of a node being in the high energy state, i.e., data transmitting node.
where α = E n h and β = E n s + E n c . Similarly, the stationary probability of a node being in the low energy state, i.e., energy harvesting node, can be represented as
The throughput is defined as the number of bits successfully transmitted in total time from a node to the end station, i.e., the BS. Let S e be the throughput, then
where From Fig. 3 , the times utilized in different scenarios can be written as The packet sizes of RTS, RD and RE are assumed to be the same, where RD and RE can be differentiated by a flag bit for data or energy. Note that RD and RTS are similar in the sense that both are the request packets for data with different destinations.
E. ENERGY EFFICIENCY
Energy efficiency is defined as the number of bits successfully transmitted to the BS by the nodes per joule of energy consumption. The energy is consumed in the data transmission of nodes. The data transmission can be either success or collision. The energy consumption depends on the number of nodes, and hence the success and the collision rates. Since the increase in the number of nodes appeals to collision, the energy consumption increases, affecting the energy efficiency. The increase in success rate can lower down the energy consumption to improve the energy efficiency. The successful end-to-end data transmission is related to the success probability of the RHAP and the superframe size. The superframe is directly related to the successful data transmission of nodes and the success of the RHAP. Apparently, the larger the success rate, the better the energy efficiency becomes. The energy efficiency can be expressed as follows.
Eq. (35) shows that the energy efficiency is directly related to the success probability of the RHAP p r suc , the superframe size D SF and the energy consumptions in collision and successful data transmission.
V. PERFORMANCE EVALUATION
The performance of the network is evaluated by simulations and validated by analysis. The simulations are carried out in a custom-made simulator written in MATLAB. The network topology (see Fig. 1 ) consists of an RHAP which is accessible to the nodes and the BS. The nodes and the BS are inaccessible directly but rather connected via a relay i.e., RHAP. The nodes are randomly deployed in an area (10m × 10 m) with uniform distribution. The number of nodes changes from 5 to 50 and a single RHAP. The RHAP is located at the origin of a cell and it relays the information to the BS. The RHAP contends with the nodes, and it provides nodes with energy on their request and relays their information to the BS. We assume that the RHAP transmits power P r th , and a node receives it with path loss and random channel gain ζ , i.e., P n h = ζ P r th . For the channel model, we consider the path loss and small scale-fading, i.e., path loss model and Rayleigh fading model. We assume that the PB can adjust the power to facilitate nodes [22] - [24] . We have conducted simulations for 1000 network topologies and 10, 000 sec to get the ensemble average performance. The parameters used in the analysis and simulations are summarized in Table 1 [18] , [22] - [24] .
A. THROUGHPUT Fig. 7 illustrates the results of the end-to-end throughput. The results show that the analysis results accurately match with those of the simulation outcomes. The number of bits transmitted in total time can be affected by the number of nodes in a network. The harvesting energy can also affect the throughput performance by activating more or less nodes to transmit data. Fig. 7(a) depicts the results of the end-to-end throughput for varying number of nodes n. The increase in the number of nodes, while keeping the harvesting time (T h ) and the power P n h constant, increases the opportunity to collisions, but the distributed handshaking mechanism counters this effect very well. The rationale behind this is the normal multi-stage backoff mechanism of the nodes after collisions and the single stage backoff window (e.g., m = 0) W j of the RHAP.
In the handshaking mechanism, agents transmit small packets (e.g., RD or RE) to establish a connection, compared to the basic mechanism which sends full data packets directly without connection establishment. In case of collision, the basic mechanism costs full data packet E[P] loss while the proposed handshaking mechanism loses small request packets (RD/RE). The impact of this phenomenon is evident from the results. The handshaking mechanism can improve performance compared to that of the basic mechanism. The increase in RHAP contention window W j decreases the collision probability p n col with the nodes but in turn decreases its transmission probability τ r which decreases VOLUME 6, 2018 the throughput. While increasing the maximum backoff stage m, the probability of collision of nodes decreases leading to increase of the throughput. Fig. 7(b) shows the results for the end-to-end throughput by varying the harvesting power. The time to harvest and the number of nodes are kept constant. The increase in the harvesting power in a fixed harvesting time increases the harvesting energy to store and then to use it in succeeding data transmissions. The increase in harvesting energy causes the increase of the data transmission probability p n high of the nodes. It increases the throughput as more bits can be transmitted to the BS. The increase in the harvesting power and the harvesting energy maximizes the number of nodes to transmit data. Since the harvesting power determines the maximum number of active nodes to transmit data, the throughput increases by increasing the harvesting power.
The proposed handshaking mechanism utilizes most of the stored energy for valuable data transmission, while the basic mechanism consumes more energy E n c in collisions. The more energy consumptions coerce the nodes to choose to harvest rather than to transmit, decreasing the probability p n high . The increase in the RHAP contention window W j decreases its transmission probability τ h and hence decreases the collision probability p n col . The decrease in p n col causes it to increase the success probability p n suc , which induces to improve the throughput. The increase in the maximum backoff stage m of the nodes incurs to increase the success probability p n suc and decreases the collision probability p n col , resulting in the increase of the end-to-end throughput. Fig. 8 depicts the impact of the power transmitted by the PB of the RHAP, on the throughput of the nodes. Increasing power makes the nodes to save more energy and to utilize it in their subsequent packet transmissions. Since the path loss and the channel loss incurs the nodes to receive less power, which negatively affects the saving amount of energy. Increasing the power transmitted by the PB P r th is subject to receive more power and to save more energy at the node. Thus, the trend of linear increase in the throughput of the nodes with the increase in the PB transmitting power is observed, as a result the nodes' harvesting power P n h increases. The more power is received by the nodes, the more opportunities to transmit data are expected rather than to harvest energy, resulting in the throughput performance. Along with the power transmitted by the PB, the increasing number of nodes also affects the increasing throughput S e .
However, the trend seems to converge as we observe the results when number of nodes is 30 and 50 (n = 30, 50) in both RD/CD and basic methods. At this point, the energy consumption in collision becomes more evident which affects the throughput. The basic method shows lower performance compared to the proposed RD/CD method, since the basic method loses many packets in collision and hence much energy. As a result, the nodes opt to harvest more energy frequently, which lowers the throughput performance. Note that, the results of the case when n = 30, 50 are lower than the case when n = 15 in basic method. However in the proposed RD/CD method, on the contrary, the throughput n = 30 is higher than the throughput (n = 15, 50). This shows the effectiveness of the proposed RD/CD method over the basic method, since in the basic method, nodes experience large size packet losses during collision, and hence more energy is wasted.
B. RHAP DATA QUEUE Fig. 9 shows the results of the data queue of an RHAP, which is the number of average packets accumulated in the queue of an RHAP before it gets channel access to transmit. And the number of accumulated packets is directly related with the successful packet transmissions of nodes. The superframe size is also associated with the number of packets in the queue of the RHAP. Fig. 9(a) shows the results of the number of the RHAP data packets in its queue for varying number of nodes n. The RHAP queue size tends to increase with the increase in n. As a counter-effect, the collision probability p n col can also increase with the increase in n. The increase in the RHAP backoff window W j causes it to increase the data packets in the queue. The increase in W j decreases the RHAP transmission probability τ r which has a positive affect on the success probability p n suc and the collision probability p n col of nodes. The increase in τ r gives an opportunity to select a random value in higher window size to decrease the collision probability p n col with the nodes. On the other hand, it also gives higher chance to the nodes to transmit, leading to increase in the success probability p n suc of nodes. Then it causes to accumulate more packets in the RHAP queue before transmission and hence increases the size of a superframe to be transmitted to the BS. Fig. 9(b) depicts the results of the RHAP data queue for changing the harvesting time in a fixed harvested power P n h . The increase in the harvesting time T E gives an opportunity to harvest more energy E har which can be used in the succeeding data transmissions. The more available energy in the energyqueue, the more opportunity for a node to transmit data. The increase in the harvesting time activates more nodes to transmit data packets till it saturates since it increases the probability p n high to transmit data to the RHAP. The harvesting time is already enough to activate the maximum number of nodes to transmit, so further increase in the harvesting time will have a negative effect in the throughput and the energy efficiency. It does not have further significant impact on the data transmission probability p n high rather it increases the transmission time cost.
The increase in the contention window W j of an RHAP gives more opportunity for the nodes to transmit data and hence increases the probability p n suc . At smaller contention window W j , due to the increase in the transmission probability τ r of the RHAP, the collision probability p n col increases. Since the probability τ r decreases with the increase in W j , the success probability of nodes increases and it makes the packets accumulate in the RHAP queue. The increase of W j has a significant impact on both basic and handshaking mechanisms, and the results in Fig. 9 (b) also strengthen our arguments. Fig. 10 shows the results of the energy efficiency and the consumption in data transmission. The energy is usefully consumed in successful data transmission which gives a valuable return, not in collision. Then the energy efficiency can be improved to reduce the useless energy consumptions in collision. The energy efficiency (E eff ) for varying numbers of nodes with different contention window sizes is shown in Fig. 10(a) . The energy efficiency E eff decreases with the increase in the number of nodes n appealing to more collisions. The increase in the collision probability p n col affects VOLUME 6, 2018 and decreases the success probability p n suc of nodes. The handshaking mechanism loses small packets (RE/RD) in collision, so small amount of energy is consumed compared to the basic mechanism. Furthermore, the backoff mechanism mitigates collisions with different backoff window sizes and the maximum backoff stage (m). The effects are more apparent in the basic mechanism compared to the handshaking mechanism due to more energy loss and less data success rate.
C. ENERGY EFFICIENCY AND CONSUMPTION
There is a trade-off among the collision probability p n col , the success probability p n suc and the transmission probability τ r with the change of the RHAP backoff window W j . A significant performance improvement can be maintained due to the balance in the probabilities. The performance is affected by the change in the backoff stage m of nodes. For example, changing the maximum backoff stage for nodes from m = 3 to m = 5, gives a significant improvement due to the decrease in collision and the increase in the success probability p n suc . In the basic mechanism, at RHAP W j = 32 and m = 5, it gives better energy efficiency E eff with the increase in n compared to other backoff window sizes.
The energy consumption in transmitting data relates with the success and collision of packets. The larger the transmitting packet size, the more the energy consumption is caused. Fig 10(b) shows the results of the energy consumptions for varying numbers of nodes n with different contention window sizes. Since the handshaking mechanism uses small packets (RE/RD) to establish connections, the energy consumption is lower in collision. Comparatively, the basic mechanism directly sends data without connection establishment, so the energy consumption is higher in collision. The increase in n causes more collisions, affecting the success probability p n suc . The energy consumption in the handshaking mechanism tends to decrease with the increase in n, while it tends to increase in the basic mechanism, resulting in more energy loss in collision. The energy consumption seems to decrease with the increase in the RHAP contention window W j by decreasing the transmission probability τ r . The lower the RHAP transmission probability τ r , the lower the success rate and hence the energy consumption. However, lower success rate decreases the energy efficiency by transmitting smaller number of bits.
VI. CONCLUSION
In this paper we have presented a distributed MAC protocol for a relay-enabled wireless powered communication network. An HAP acts as a relay to convey information to the BS and it also provides power to the nodes on a request. The nodes contend to access the channel for harvesting energy from the RHAP and transmitting data to the RHAP. We have also presented a Markov chain model for the backoff mechanisms of nodes and an RHAP, and an energy-data Markov chain model for nodes. The proposed handshaking mechanism outperforms the conventional mechanism in terms of throughput and energy efficiency.
