In this paper we give an FFT implementation on a distributed menaory parallel machine for block scattered distributions of data with different block sizes. We have also addressed the problem of rearranging the data after computing FFT on the same machine. The motivation for rearrangement comes from problems such as solution of partial differential equations using spectraltechniqueswhich require the final data distribution to be identical to the initial one.
Finally, we evaluatedthe performanceof our implementation on the Intel iPSC/860.
The rest of the paper is organizedas follows. In the secondsection we discussthe issues involvedin designinga parallel FFT algorithm. In the third sectionweproposea parallel FFT algorithm for variable block size. The fourth section describesthe rearrangementproblem.
In the fifth sectionthere is a discussionof the experimental results and in the sixth section we give conclusions.
Fourier Transform
The DFT, X(k), of an N-point sequence x(r) is defined as,
where j = v/Z-1. We assume, for convenience, that N is a power of 2.
(1)
FFT Algorithm
There are two distinct classes of FFT algorithms; namely decimation in time, and decimation in frequency.
We have used a decimation in frequency FFT algorithm and it is described The process is then repeatedly applied to the two subsequences. An example of an eight point decimation in frequency FFT algorithm is shown in Figure  2 (a). The fundamental unit of computation that we use in our algorithm is a butterfly (see Figure   2 (b)). Extra storage.
Parallel Implementation
The first approach requires twice the storage of the second approach.
For these reasons our parallel implementation of the FFT algorithm is based on the second approach. Depending upon the block size the work distribution for the first and third phases will differ.
In the extreme cases one of these two phases will not be executed. The fourth stageforms the third phase,which is computed by combining the data within a block. (ii) Collect all the data destined for one node in one set to avoid multiple sends.
(iii) Send the collected data to the appropriate nodes and receive data being sent by other nodes.
(iv) Place each data item in its destination block with the correct displacement.
The data rearrangement problem in the worst case is equivalent to the complete exchange problem [13, 12] (see Figure  5 (a)). That is each node needs to send data to all the other nodes in the machine. However, that is not always the case. For example, the FFT shown in Figure 5( The reason for the slight variation in the FFT section performance lies in tile relative distribution of work between the three phases of the algorithm.
In Figure 8 we have plotted tile effect of block size on relative distribution of work in the three phases of the FFT section.
As expected, the fraction of time taken by the first phase is maximum for tile smallest block size and steadily decreases as the block size increases. The third phase exhibits a reverse trend. TILe region where both these phases have approximately equal work is also tile region which shows higher performance in Figure 6 . Also notice from Figure 8 that the fraction of time used in the second phase remains almost constant for all block sizes. The the second phase takes rnore time than the other two since it also involves internode coImnunication.
The effect of data size on the communication and computation time of the fit section of the code is shown in Figure  9 . To plot this we picked tile best performance for every data size. With very small data sizes ahnost the entire time is taken up by the communication.
As the data sizes increase, computation starts taking larger fractions of the execution time.
The computation fraction tends to saturate when the data sizes become sufficiently large. [6]
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