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Abstract—Power consumption is a major limitation in the
downlink of multibeam satellite systems, since it has a significant
impact on the mass and lifetime of the satellite. In this context,
we study a new energy-aware power allocation problem that aims
to jointly minimize the unmet system capacity (USC) and total
radiated power by means of multi-objective optimization. First,
we transform the original nonconvex-nondifferentiable problem
into an equivalent nonconvex-differentiable form by introducing
auxiliary variables. Subsequently, we design a successive convex
approximation (SCA) algorithm in order to attain a stationary
point with reasonable complexity. Due to its fast convergence, this
algorithm is suitable for dynamic resource allocation in emerging
on-board processing technologies. In addition, we formally prove
a new result about the complexity of the SCA method, in the
general case, that complements the existing literature where the
complexity of this method is only numerically analyzed.
Index Terms—Satellite communications, unmet system capac-
ity, power consumption, resource allocation, multi-objective opti-
mization, successive convex approximation, complexity analysis.
I. INTRODUCTION
MULTIBEAM satellite systems (MSS) provide flexibilityand efficient exploitation of the available resources in
order to satisfy the (potentially asymmetric) traffic demand of
users. Due to the fact that the satellite power is quite limited,
resource allocation mechanisms should take into consideration
not only the co-channel interference (CCI), but also the
satellite power consumption in the downlink transmission.
The joint problem of routing and power allocation in MSS is
examined in [1], using Lyapunov stability theory. Moreover,
the studies [2] and [3] deal with several resource allocation
problems in MSS with and without CCI, respectively. In [4],
a dynamic power allocation algorithm is proposed exploiting
a rain attenuation stochastic model. A comparison between
non-orthogonal frequency reuse (NOFR) and beam-hopping
(BH) systems is presented in [5], where various capacity
optimization schemes are reported. Furthermore, linear and
nonlinear precoding techniques are investigated in [6] and [7].
Unlike previous works, a multi-objective approach that min-
imizes the USC together with the satellite power consumption
is presented in [8]. In particular, a two-stage optimization is
proposed to attain a set of Pareto optimal solutions using
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metaheuristics. However, these algorithms do not provide any
optimality guarantee, and their performance is heavily affected
by the optimization parameters. Besides, although this method
is suitable for offline power allocation, it is rather inappropriate
for online/real-time power allocation since it requires a lot of
computation time to find nearly-optimal solutions.
In this letter, we introduce a new performance metric, which
has not been systematically studied so far, including both
the USC and total power consumption. This is in contrast
to the majority of recent studies that solely minimize either
the former or the latter objective. Moreover, we develop an
optimization algorithm which always converges and, assum-
ing appropriate constraint qualifications, achieves a stationary
point (first-order optimality guarantee) with relatively low
complexity. In addition, numerical results show that the algo-
rithm performance is almost independent of the initialization
point. Consequently, the proposed algorithm can be used in
dynamic wireless environments where the resource allocation
should be decided in a very short time. Finally, a formal proof
about the complexity of the SCA method is also given.
The rest of this study is organized as follows. In Section II,
the optimization problem is formulated and then transformed
into an equivalent differentiable form. Afterwards, based on
the SCA method, we design an energy-efficient power al-
location algorithm in Section III. The performance of this
algorithm is analyzed through simulations in Section IV, and
some conclusions are provided in Section V.
II. PROBLEM FORMULATION AND TRANSFORMATION
Consider a multibeam satellite system with a geostationary
satellite using N beams (N = {1, 2, . . . , N}) and K sub-
carriers (SCs) of bandwidth BSC (K = {1, 2, . . . ,K}). For
notation simplicity and without loss of generality, it is assumed
that: 1) the total bandwidth, Btot = KBSC , is reused by all
beams, i.e., the frequency reuse factor is equal to 1 (worst-
case scenario), and 2) during a specific time slot, each beam
serves only one user within its coverage area (user i is served
by the ith satellite beam, ∀i ∈ N ). Moreover, we focus on
the downlink (data transmission from the satellite to users)
considering ideal, without noise and interference, feeder links
between the gateways and the satellite.
The signal to interference-and-noise ratio (SINR) of the
ith user (i ∈ N ) on the kth SC (k ∈ K) is expressed by:
γ
[k]
i = g
[k]
i,i p
[k]
i
/( ∑
j∈N\i
g
[k]
j,ip
[k]
j + σ
2
i,k
)
, where p[k]j is the
transmit power of the jth satellite beam, σ2i,k is the thermal
noise power of the ith user, and g[k]j,i is the channel power
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2gain between the jth satellite beam and the ith user, all
over the kth SC. More precisely, g[k]j,i includes free-space
path loss (FSPL), rain attenuation, transmit antenna gain of
satellite beam as well as receive antenna gain of user. For the
sake of convenience, the transmit power vector is denoted by
p =
[
p[1],p[2], . . . ,p[K]
]
, where p[k] =
[
p
[k]
1 , p
[k]
2 , . . . , p
[k]
N
]
,
∀k ∈ K. In addition, the USC [9] is defined by:
USC(p) =
∑
i∈N
max (Creqi − Ci(p), 0) (1)
where Creqi and Ci(p) = BSC
∑
k∈K
log2
(
1 + γ
[k]
i
)
are the ith
user’s requested and offered capacity (in bps), respectively1.
Moreover, the total radiated power is given by:
Ptot(p) =
∑
i∈N
∑
k∈K
p
[k]
i (2)
Focusing on the multi-objective optimization, we study the
following nonconvex minimization problem:
min
p∈Z
f(p) = USC(p) + wPtot(p) (3)
with convex feasible set Z = {p ∈ RNK+ :
∑
k∈K
p
[k]
i 6 Pmaxi ,
∀i ∈ N and ∑
i∈N
∑
k∈K
p
[k]
i 6 Pmaxtot }, where Pmaxi is the
maximum transmit power of the ith satellite beam, and Pmaxtot
is the maximum total radiated power of the satellite2. The
fixed/predefined weight w ∈ [0,+∞) is measured in bps/W,
and expresses the priority of the total radiated power with
respect to USC. Consequently, a trade-off between the USC
and total power consumption (which is proportional to the
total radiated power) can be achieved for a specific value of
w. In particular, w = 0 corresponds to USC minimization.
Moreover, it can be proved that problem (3) is NP-hard by
following similar arguments as in [8]. Nevertheless, as will be
seen later, we can obtain a stationary point of the equivalent
differentiable problem with reasonable complexity.
Afterwards, by applying the transformation p = 2y (p[k]i =
2y
[k]
i , ∀i ∈ N , k ∈ K), where y = [y[1],y[2], . . . ,y[K]] with
y[k] =
[
y
[k]
1 , y
[k]
2 , . . . , y
[k]
N
]
, ∀k ∈ K, we obtain the equivalent
nonconvex problem:
min
y∈S
f(2y) = USC(2y) + wPtot(2
y) (4)
with convex feasible set S = {y ∈ RNK : ∑
k∈K
2y
[k]
i 6
Pmaxi , ∀i ∈ N and
∑
i∈N
∑
k∈K
2y
[k]
i 6 Pmaxtot }. Notice that the
above transformation reduces the number of constraints by
NK (lower complexity), since p ∈ RNK+ becomes y ∈ RNK .
Finally, in order to remove the non-differentiability of
the objective function, we rewrite problem (4) in its
1In case of adaptive coding and modulation (ACM), the offered capacity
can be approximated by CACMi (p) ≈ BSC
∑
k∈K
log2
(
1 + ζγ
[k]
i
)
without
altering the methodology, where ζ ∈ (0, 1) is obtained through curve fitting
(offered capacity versus SINR).
2It is possible to have additional minimum-capacity constraints for each
user (Ci(p) > Cmini , ∀i ∈ N ) in order to increase the system availability
(the methodology remains the same).
Algorithm 1. Energy-Efficient Power Allocation
1: Select a starting point p ∈ Z, and a tolerance  > 0
2: Set ` = 0, y = log2(p), ti = max
(
Creqi − Ci(p), 0
)
, ∀i ∈ N
and F0 = F (y, t)
3: repeat
4: Solve the convex minimization problem (8) with approximation
point y¯ = y in order to achieve a global optimum (y∗, t∗)
5: Set ` = `+ 1, y = y∗, t = t∗, p = 2y and F` = F (y, t)
6: until |F` − F`−1| 6  |F`−1|
equivalent epigraph-form [10] using the auxiliary variable
t = [t1, t2, . . . , tN ]:
min
(y,t)∈Ω
F (y, t) =
∑
i∈N
ti + w
∑
i∈N
∑
k∈K
2y
[k]
i (5)
with nonconvex feasible set Ω = {(y, t) ∈ RNK+N : ti > 0,
ti > Creqi − Ci(2y), ∀i ∈ N and y ∈ S}. Observe that the
new objective F (y, t) is convex now, and the first two con-
straints in Ω are equivalent to ti > max (Creqi − Ci(2y), 0),
∀i ∈ N . Furthermore, problem (5) is equivalent to prob-
lem (4) in the following sense: (y, t) is a global optimum
of (5) if and only if y is a global optimum of (4) and
ti = max (C
req
i − Ci(2y), 0), ∀i ∈ N .
III. ENERGY-EFFICIENT POWER ALLOCATION
Subsequently, we utilize the mathematical tool of SCA
(refer to the Appendix) in order to tackle problem (5) with rela-
tively low complexity. Firstly, the offered capacity can be writ-
ten as follows: Ci(2y) = BSC
∑
k∈K
[
ϕ
[k]
i
(
y[k]
)− ϑ[k]i (y[k])],
where ϕ[k]i
(
y[k]
)
and ϑ[k]i
(
y[k]
)
are convex functions given
by (note that the log-sum-exp function is convex [10]):
ϕ
[k]
i
(
y[k]
)
= log2
∑
j∈N
g
[k]
j,i2
y
[k]
j + σ2i,k
 (6)
ϑ
[k]
i
(
y[k]
)
= log2
 ∑
j∈N\i
g
[k]
j,i2
y
[k]
j + σ2i,k
 (7)
Now, for a given approximation point y¯ ∈ RNK , we can
construct the next convex minimization problem:
min
(y,t)∈Θ(y¯)
F (y, t) =
∑
i∈N
ti + w
∑
i∈N
∑
k∈K
2y
[k]
i (8)
with convex feasible set Θ(y¯) = {(y, t) ∈ RNK+N : ti > 0,
ti > Creqi − C˜i(y, y¯), ∀i ∈ N and y ∈ S}, where:
C˜i(y, y¯) = BSC
∑
k∈K
[
ϕ˜
[k]
i
(
y[k], y¯[k]
)
− ϑ[k]i
(
y[k]
)]
(9)
ϕ˜
[k]
i
(
y[k], y¯[k]
)
= ϕ
[k]
i
(
y¯[k]
)
+∇ϕ[k]i
(
y¯[k]
)
·
(
y[k] − y¯[k]
)T
(10)
Observe that C˜i(y, y¯) is a concave function of y. In addition,
the elements of ∇ϕ[k]i
(
y¯[k]
)
are given by:
∂ϕ
[k]
i
(
y¯[k]
)
∂y
[k]
l
=
g
[k]
l,i 2
y¯
[k]
l∑
j∈N
g
[k]
j,i2
y¯
[k]
j + σ2i,k
, ∀l ∈ N (11)
3TABLE I
SYSTEM PARAMETERS
Parameter Value
Beam radius 150 km
Frequency band Ka (20 GHz)
Number of beams and SCs N = 7, K = 4
Subcarrier bandwidth (BSC ) 125 MHz
Thermal noise power (σ2i,k = σ
2, ∀i ∈ N , k ∈ K) −124 dBW
Maximum beam power (Pmaxi = Pmax, ∀i ∈ N ) 100 W
Maximum total power (Pmaxtot ) 500 W
Free-space path loss 210 dB
Rain attenuation mean and standard deviation 2.6 dB, 1.63 dB
User antenna gain 41.7 dBi
Maximum satellite beam antenna gain (Gmax) 52 dBi
3-dB angle (θ3dB) 0.2◦
Algorithm 1 presents an iterative process based on the SCA
method. In particular, we provide the next proposition which
readily follows from Theorems 1 and 2 in the Appendix. Note
that the number of variables and constraints of problem (8) is
polynomial in N and K (NK+N and 3N +1, respectively).
Proposition 1. Algorithm 1 generates a monotonically de-
creasing sequence {F`}`>0 (i.e., F`+1 6 F`) and converges
to a finite value L ( lim
`→∞
F` = L > −∞). Moreover, assuming
suitable constraint qualifications, L = lim
`→∞
F` = F
(
yˆ, tˆ
)
for some stationary point
(
yˆ, tˆ
)
of problem (5). Finally,
the complexity of Algorithm 1 is O ((ξ/)h(N,K)), where
ξ = F0/F∗ > 1, with F∗ being the globally minimum objective
value of problem (5), and h(N,K) is the complexity of the
convex problem (8) which is polynomial in N and K.
IV. NUMERICAL SIMULATIONS AND DISCUSSION
In this section, we examine a MSS with the parameters
given in Table I. Unless otherwise specified, the tolerance and
the starting point of Algorithm 1 are selected as  = 10−3 and
p = (Pmaxtot /(NK)) 11×NK , where 11×NK is the all-ones 1×
NK vector. As concerns the requested capacities of the users,
we have assumed an asymmetric traffic distribution according
to the linear model: Creqi = r i, ∀i ∈ N , where r is the
traffic slope measured in bps. Furthermore, each satellite beam
antenna has the following radiation pattern [6], [8]: G(θ) =
Gmax
(
J1(u)
2u + 36
J3(u)
u3
)2
, where θ is the angle between the
corresponding beam center and the user location with respect
to the satellite, Gmax is the maximum satellite beam antenna
gain (G(0) = Gmax), u = 2.07123
sin(θ)
sin(θ3dB)
with θ3dB the 3-dB
angle (G(θ3dB) = Gmax/2), and J1(u), J3(u) are respectively
the first and third order Bessel functions of the first kind.
All graphs, except for Fig. 3, present statistical averages
derived from 200 independent Monte Carlo simulations, where
each user is uniformly distributed within its beam coverage
area. For the sake of comparison, we have used a conven-
tional scheme, namely, uniform power allocation (UPA), where
p
[k]
i,UPA = P
max
tot /(NK), ∀i ∈ N , k ∈ K.
Firstly, we investigate the convergence speed of the pro-
posed algorithm for w = 0, 10 Mbps/W and different starting
points. As shown in Fig. 1, Algorithm 1 achieves nearly the
same convergence rate and final objective value regardless of
the starting point. Given the tolerance  = 10−3, the proposed
Fig. 1. Convergence of Algorithm 1 for r = 0.7Gbps, and starting point
p = µ (Pmaxtot /(NK))11×NK or random initialization.
Fig. 2. USC and total radiated power versus the traffic slope.
Fig. 3. Performance comparison with the two-stage approach [8] for a
particular system configuration with r = 0.7Gbps.
algorithm requires about 10 iterations to converge for both
values of w and for all the starting points under consideration.
Secondly, Fig. 2 illustrates the USC and total radiated power
achieved by the conventional scheme and Algorithm 1 (for two
different weights) versus the traffic slope. Although the UPA
scheme makes full use of the available power, it has the highest
USC. On the other hand, for w = 0 (USC minimization) we
have the lowest USC using less power than UPA. In addition,
the last scheme with w = 10 Mbps/W achieves an USC that
4lies between the other two schemes, but with much less power
(high energy savings). This is expected because higher priority
is given to the total radiated power as the weight w increases.
Last but not least, Fig. 3 compares the performance of
the proposed method with the two-stage approach [8]. In
particular, the 5 operating points attained by the proposed
approach belong to the Pareto boundary obtained from [8].
It has been observed that many values of w achieve operating
points on the Pareto boundary, but we only present 5 points
for better illustration. Therefore, the proposed method shows
similar performance with [8]. Note that in multi-objective
optimization, there is no objectively optimal solution, but only
Pareto/subjectively optimal solutions.
In summary, [8] presents a posteriori method where the
network designer selects an operating point after the compu-
tation/visualization of the Pareto boundary, while this letter
introduces a priori method where the weight w is specified
before any computation, and then a single solution is obtained.
Finally, we would like to emphasize that the former approach
is appropriate for offline power allocation (no strict limitations
on processing time), whereas the latter approach is suitable for
online/dynamic power allocation due to its rapid convergence.
V. CONCLUSION
In this letter, we have designed a SCA-based opti-
mization algorithm with high convergence speed, which
is suitable for real-time power allocation in MSS with
strict computation/processing-time requirements. The pro-
posed multi-objective approach enables network designers to
achieve a compromise between the USC and total power
consumption. Numerical simulations have also verified the ad-
vantage of this approach. Moreover, the complexity of the SCA
method, in its general form, has been studied theoretically.
APPENDIX
SUCCESSIVE CONVEX APPROXIMATION METHOD
SCA is an iterative method that attains a stationary point
of a nonconvex optimization problem by solving a sequence
of convex problems [11]. Despite the fact that the achieved
solution may or may not be globally optimal, this technique
has reasonable computational complexity. More specifically,
the following theorem is provided, where all the functions are
assumed to be differentiable (and therefore continuous).
Theorem 1 ([11]). Let P be a nonconvex minimization prob-
lem with objective ψ0(x), and nonempty-compact feasible set
D = {x ∈ Rn : ψi(x) 6 0, 1 6 i 6 m}, with x =
[x1, x2, . . . , xn]. Moreover, suppose that ψi(x) = ui(x) −
vi(x) for 0 6 i 6 m, where ui(x) and vi(x) are convex
functions. Let
{
P˜j
}
j>1
be a sequence of convex minimization
problems with objective ψ˜0,j(x,x∗j−1), compact feasible set
Dj = {x ∈ Rn : ψ˜i,j(x,x∗j−1) 6 0, 1 6 i 6 m},
and global minimum x∗j (with x
∗
0 ∈ D). If ψ˜i,j(x,x∗j−1) =
ui(x) − v˜i(x,x∗j−1) for 0 6 i 6 m and j > 1, where
v˜i(x,x
∗
j−1) = vi(x
∗
j−1) + ∇vi(x∗j−1) ·
(
x− x∗j−1
)T
, with
∇vi(x) = [∂vi(x)/∂x1, ∂vi(x)/∂x2, . . . , ∂vi(x)/∂xn], then:
(a) x∗j−1 ∈ Dj ⊆ D and ψ0(x∗j ) 6 ψ0(x∗j−1), ∀j > 1,
(b) lim
j→∞
ψ0(x
∗
j ) = ψ0(
_
x) = L > −∞ for all the accumula-
tion/limit points _x of the sequence
{
x∗j
}
j>0, and (c) assuming
suitable constraint qualifications, all the accumulation points
_
x are stationary points of P (i.e., satisfy the corresponding
Karush-Kuhn-Tucker conditions), and L = lim
j→∞
ψ0(x
∗
j ) =
ψ0(xˆ), where xˆ is some stationary point of P .
Taking advantage of the fact that SCA generates a monoton-
ically decreasing sequence of objective values, and using the
property of telescoping sums:
∑M
l=1 (al−1 − al) = a0 − aM
for any integer M > 1, we introduce and prove the following
result concerning the complexity of the SCA method.
Theorem 2. Suppose that the SCA method terminates when∣∣ψ0(x∗j )− ψ0(x∗j−1)∣∣ 6  ∣∣ψ0(x∗j−1)∣∣ for some predefined
tolerance  > 0, and ψ0(x∗) > 0, where x∗ is a global
minimum of P . Then, the complexity of the SCA method
is O ((ξ/)h(n,m)), where ξ = ψ0(x∗0)/ψ0(x∗) > 1 and
h(n,m) is the complexity of each convex optimization problem
which is a polynomial function of the number of variables and
constraints (n and m, respectively).
Proof: According to Theorem 1, it holds that
ψ0(x
∗
0) > ψ0(x∗j−1) > ψ0(x∗j ) > ψ0(x∗) > 0,
∀j > 1. As concerns the number of iterations until
convergence, if we denote by ν the smallest integer
such that
∣∣ψ0(x∗ν)− ψ0(x∗ν−1)∣∣ 6  ∣∣ψ0(x∗ν−1)∣∣ ⇔
ψ0(x
∗
ν−1) − ψ0(x∗ν) 6  ψ0(x∗ν−1), then for all integers less
than ν the last inequality does not hold: ψ0(x∗l−1)−ψ0(x∗l ) >
ψ0(x
∗
l−1) >  ψ0(x∗) ⇒ ψ0(x∗l−1) − ψ0(x∗l ) > ψ0(x∗),
∀l ∈ {1, 2, . . . , ν − 1}. By summing from 1 to ν − 1, we
obtain
∑ν−1
l=1
(
ψ0(x
∗
l−1)− ψ0(x∗l )
)
>
∑ν−1
l=1  ψ0(x
∗) ⇒
ψ0(x
∗
0) − ψ0(x∗ν−1) > (ν − 1)  ψ0(x∗). Since ψ0(x∗ν−1) >
ψ0(x
∗), we get (ν − 1)  ψ0(x∗) < ψ0(x∗0) − ψ0(x∗), and
therefore ν < 1 + (ξ − 1)/ < 1 + ξ/ = O (ξ/). Hence,
the SCA method requires O (ξ/) iterations to converge.
Moreover, each convex optimization problem can be globally
solved with polynomial complexity in the number of variables
and constraints [10], and thus Theorem 2 follows directly. 
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