A simple explicit expression for the Laplace transform of rg(r) for 3D square-well fluids is proposed. The model is constructed by imposing the following three basic physical requirements: (a) lim,,, +g(r) = finite, (b) lim,,cS(q) = finite, and (c) lim,,,,-g(r>llim,~x,+g(r)=exp($ksr). When applied to 1D square-well fluids, the model yields the exact radial distribution function. Furthermore, in the sticky-hard-sphere limit [X + 1, E+ ~0, (X -1 )exp(ElkgT)= finite] the model reduces to Baxter's exact solution of the Percus-Yevick equation. Comparison with Monte Carlo simulation data shows that the model is a good extension of Baxter's solution to "thin" square-well fluids. For "wide" square-well fluids the model is still an acceptable approximation even for densities slightly above the critical density and temperatures slightly below the critical temperature.
I. INTRODUCTION
The study of square-well (SW) fluids is important as a means to understand the behavior of real fluids at and out of equilibrium, The SW interaction potential is i co , r<u q(r)= -E, a<r<Xu (1.1) 0, r>hu, where (T is the diameter of the hard core, E is the well depth, and (X -1) (T is the well width. The equilibrium properties of a SW fluid depend on the values of three dimensionless parameters: the reduced number density p* = pa3, the reduced temperature T* = kBT/E (ks being the Boltzmann constant), and the width parameter X. In the limits A+ 1 and/or e--+0 (i.e., T*+m), the SW fluid becomes the hard-sphere (HS) fluid. On the other hand, the sticky-hard-sphere (SHS) fluid' is obtained by taking the limits X+ 1 and ~+a (i.e., T* -+ 0) while keeping the parameter 7 -1=1q1-~-l)pT* (1.2) constant. In the limit r-'-+0, the SHS fluid reduces to the HS fluid. Thus, at a given density p*, the parameter space for SW fluids can be taken as the plane (T-',X), it reduces to the line ( T-',A = 1) for the SHS fluid and it shrinks to the point ( T-' ,X) = (0.1) for the HS fluid. This geometric picture shows that the generalizations from HS to SHS and from SHS to SW are not trivial at all.
Despite the mathematical simplicity of the SW potential, no analytical solution of the conventional integral equations for fluids (YBG, HNC, Percus-Yevick, . ..) is known.' Therefore, information about the radial distribution function and the structure factor of SW fluids is usually obtained via Monte Carlo (MC) simulations, numerical solutions of inte-"Permanent address: Departamento de Fisica, Universidad de Extremadura, E-0607 1 Badajoz, Spain.
gral equations, or perturbation theory.3-7 The mean spherical approximation of Sharma and Sharma' provides an analytical expression for the structure factor, but it is not consistent with the hard core exclusion constraint.
The most popular integral equation is, perhaps, the Percus-Yevick (PY) equation.2 It is exactly solvable for the HS interaction' and, more generally, for the SHS interaction.' This is important, since the SHS fluid can be used to model the thermodynamical and structural properties of "thin" SW fluids (i.e., with XC 1. 1).10-'2 Recently, these very short-ranged SW interactions have been used to explain the properties of systems such as colloidal particles, microemulsions, and micelles. 7~'2-14 The aim of this paper is to propose a quasi-analytical model for the radial distribution function (RDF) g(r) and, equivalently, the structure factor S(q) of SW fluids. The model is constructed by assuming for a function F(t) related to the Laplace transform of rg(r) a form suggested by its exact low-density behavior and consistent with the following physical requirements: (a) g(r) is finite at r= u, (b) S(q) is finite at q = 0 or, equivalently, the isothermal compressibility is finite, and (c) y(r)=e'+' (')'kBTg(r) is continous at r=Xa. We have recently shown15-'7 that the same method as applied to the HS and SHS cases yields the respective exact solutions of the PY equation. Therefore, our model can be seen as a generalization to SW fluids of the analytical expressions obtained from the PY equation for HS and SHS fluids. Consequently, the model is especially useful for short-ranged SW fluids, its quality worsening as X increases. This paper is organized as follows. Basic definitions and useful equations are presented in Sec. II. The model is introduced and worked out in Sec. III. Section IV deals with the comparison with MC simulation results. The paper ends with a brief discussion in Sec. V.
II. BASIC DEFINITIONS
The RDF g(r) of a fluid is directly related to the probability of finding two particles separated by a distance r.2
(2.7) t-m 2356 S. Bravo Yuste and A. Santos: Structure of square-well fluids Thus, it contains information about the spatial structure as well as the thermodynamic properties of the fluid. In real fluids the RDF can be determined from neutron or x-ray diffraction experiments, which measure the static structure factor S(q). Both quantities are related by Fourier transforms:
On the other hand, according to Eq. (2.4), the behavior of G(t) for small t determines the value of S(0):
where h(r) = g ( r) -1 is the net correlation function and p is the number density. A formal representation of g(r) is given by means of a power series expansion: co y(r)=e'P(')'ke*g(r)= I+ C y,(r)@.
?l=l
From a practical point of view, however, this representation is only useful at low densities. The exact expression of yl(r) for SW fluids is given, for instance, in Ref. 18 . Henceforth we will restrict ourselves to threedimensional fluids with a hard core at r= (T. Let us now introduce the Laplace transform G(t) of rg( r) :
where we have taken the hard-core diameter cr as length unit. We take the Laplace transform of rg( r), rather than that of g(r), in order to relate it in a simple way to the Fourier transform of g(r). Thus, the structure factor can be obtained from G(t) as
where 7~ = (7~/6) p*. The isothermal compressibility is directly connected to S(0). In previous works,15-17 we have found it convenient to define an auxiliary function F(r) through the relation
(2.5)
Laplace inversion of Eq. (2.5) provides a useful representation of the RDF:
where f,( r) is the inverse Laplace transform of t[ F( t)]" and O(r) is Heaviside's step function. Only the n first terms in the summation are needed to determine g(r) for r< n + 1. The series (2.2) and (2.6) are quite different; while the coefficients y,(r) in Eq. (2.2) are density-independent, the coefficients f,(r) in Eq. (2.6) do depend on density.
Thus, the knowledge of F(t) is fully equivalent to that of g(r) or S(q). In particular, the value of g(r) at contact point, g( 1 '), is given by the asymptotic behavior of F(r) for large t:
On physical grounds, both g( 1') and S(0) must be finite in a disordered fluid. The first condition yields, on account of 4. (2.7),
(2.9) By inserting Eq. (2.8) into the first equality of Eq. (2.5), the condition S(0) = finite fixes the first five terms in the expansion of F(t) in powers of t: I5
It is remarkable how these two rather weak conditions restrict so much the behavior of F(t) for large and small t. Nevertheless, there are still an infinite number of forms for F(t) compatible with Eqs. (2.9) and (2.10). In fact, both equations are so general that they do not include the temperature and apply to any hard-core potential. In order to gain insight into the features of F(f) which are characteristic of a given potential, it is useful to consider its exact form up to first order in density. In the case of a SW fluid with h<2, one can get from Ref. 18 the following structure for F(t):
In these equations, x=e"r*-1. Equations (2.10)-(2.13) show that F(t) is singular in the double limit t-+0, v+O.
III. THE MODEL
All the equations of the previous sections are exact. Our objective now is to propose a simple functional form for F(t) consistent with the behaviors (2.9) and (2.10). In the HS and SHS cases,i5-17 we proposed rational-function forms, i.e., Padd approximants, for F(t). The approximations containing the least number of parameters turned out to co-incide with the corresponding solutions of the PY equation. Equation (3.1) is sufficient to satisfy the requirement (2.9), Following the same line of reasoning and taking into account so that Eq. (2.9) does not impose any constraint on E(t). We the exact low density behavior, Eqs. (2.11)-(2.13), we propose rational forms for R(r) and R(t) in Eq. (2.11). More have taken for R(t) a form similar to that of R(t) because, according to Eqs. (2.12) and (2.13), both functions have a specifically, similar structure in the low-density limit. In addition, we 1 A(O) have chosen a common denominator in order to recover the R(r)= --1217 1 +S(14+S(*42+S(3)t3 ' (3.1) SHS form for F(t) in the limits A+ 1, x+m, x( A -1) = fixed. l6 1 R(t)= --#O)+~i(l)t 1277 1 +S" ++S'2't2+S(3v~ (3. 2) Thus, the function F(t) is given in our model as
where we have taken
since F( 0) = -l/ 12 7, and we have called
These changes have been introduced to emphasize the interpretation of Eq. (3.3) as a generalization to the SW interaction of the analytic solution of the PY equation for the SHS interaction. In that case, the expression for F(t) isI
The model (3.3) contains six parameters to be determined. The exact expansion (2.10) imposes four constraints among them. Thus, we can express four of the parameters in terms of, for instance, AC') and Lc2). The result is
We need two additional constraints to determine the six parameters. One of those constraints is given by the (exact) continuity condition of the function y(r) at r = A.2 This implies
Let us implement this condition on our model, Eq. (3.3). We denote by c(r) and s(r) the inverse Laplace transforms of tR( r) and tR( t), respectively. Then, if A < 2, Eq. (2.6) gives
Condition (3.12) yields
(1 +x)$(0)=x&A-1).
(3.14)
Now, according to our model,
where z 1, z2, and z3 are the roots of the denominator in Eqs.
(3. I)-(3.3). Consequently, Eq. (3.14) becomes
where we have taken into account that
Equation (3.16) is a transcendent equation. Given a value of A(') the set of Eqs. (3.8)-(3.11) and (3.16) can be solved to yield. L(l) LC2), s(l), SC21 , and ,Sc3). All we have done is to propose the model (3.3) and then impose the basic exact conditions (2.10) and (3.12). It still remains to determine the parameter A('). Since we are not aware of any additional basic condition valid at any density, we resort to the obvious condition lim,,oy( r) = 1. Let us call A~")=lim,,~(0), Li2) "lim,,o . L(') Then, the zero-density limit of Eq. 
Condition (3.12) yields ,$*)=xX(X-1). Finally, Eq. (3.18) becomes exact if and only if &,')=x.
The evaluation of the model up to first order in density is carried out in Appendix A. It is proved there that the difference Ay,( r) between the approximate and the exact first order coefficient in the density expansion (2.2) is
where Ato' is defined as the linear coefficient of the density expansion of A") [see Eq. (A5)]. We see that our model leads to an inexact function y I (r) in the interval 1 <r< X. This discrepancy is not important in the case of thin SW potentials and disappears in the SHS and HS limits. There does not seem to be an obvious criterion to choose AI'). The criterion Ayl( I)=0 leads to A\')= -x( 1 +X)(X-1)3, while the criterion of least mean square deviation leads to a positive choice of A '1" . ity, we choose A$')= As a compromise guided by simplic-0. Figure 1 shows the exact and the approximate functions y 1(r) in the case A = 1.5, x = 1 for this value of A 1".
This analysis of the low density behavior of the model does not suffice to determine the parameter A(') at an arbitrary density 17. For the sake of simplicity, however, we will identify A"' with its exact zero-density value, i.e., cients are known at given values of 77, T", and A, Eq. (3.3) provides the explicit expression of the function F(t) in our model and, hence, the explicit expressions of g( r) and S(q). Appendix B shows that in the limit ~-+a, A -+ 1, x( A -1) = I / 12 T= const, we recover the results obtained in Ref. 16 for the SHS potential. In that case, our model coincides with the analytical solution of the PY equation. On this basis, one can expect our model to be a fair approximation in the case of thin SW potentials.
The same line of reasoning followed here can be easily applied to the one-dimensional SW fluid. This is done in Appendix C. It is shown there that the model coincides with the exact solution to the problem, which can be obtained from the work of Salsburg, Zwanzig, and Kirkwood." This fact gives extra support to our model, Eq. (3.3), as a useful simple approximation.
IV. COMPARISON WITH MONTE CARLO SIMULATIONS
According to the previous section, we expect our model to be especially adequate to describe the structural properties of thin SW fluids. '," ',,,""""',,',',"",,",,,"', ) emulsions (A = 1.02), the structure' factor predicted by our model is hardly distinguishable from that given by the PY solution for SHS and both approximations agree well with simulation.
Henderson and co-workers5*6 have carried out rather extensive MC simulations of SW fluids for several values of A. Figures 3 and 4 show the values of g(r) at r= 1' and r= A-, respectively, as functions of 1 lT* for A = 1.125 and p*=O.4, 0.6, and 0.8. The points at l/T*=0 correspond to HS, in which case our model coincides with WertheimThiele's solution of the PY equation and underestimates g( 1 +) at high densities. As the temperature decreases, both theory and simulation indicate that g( 1') and g( A-) tend to increase. The quantitative agreement worsens at low temperatures ( 1 /T* = 2), although the theory succeeds in showing up that g(l+) and g(A-) are greater for p*=O.4 than for p * = 0.8 in the low temperature region.
Figures 5 and 6 are similar to Figs. 3 and 4, but for a wider well (A = 1.25). As expected, the agreement is worse now, especially at high densities and/or low temperatures. Despite this, our model correctly predicts that g( l+) at p* = 0.8, in contrast to what happens with A = 1.125, tend to decrease as the temperature decreases. In order to assess the degree of reliability of our model when one goes from the HS fluid to a wide SW fluid at a given temperature, Fig. 7 shows g( 1') versus A at T* = 2 and p*=O.4, 0.6, and 0.8.*' At the density p*=O.4 the agreement is excellent, even for A = 1.85, in which case T* = 2 is a subcritical temperature? At p* = 0.6 and 0.8 the agreement is reasonably good for A 5 1.5 and A 5 1.25, respectively. For wider wells, the theoretical values of g( 1 +) rapidly fall down and eventually the set of Eqs. (3.8)-(3.11) and (3.16) ceases to have a solution.
In Figs. 3-7 we have used the points r = 1 and r = A to monitor the agreement between our model and simulation data. Now we are going to compare the respective radial distribution functions g(r) for some representative cases. From Figs. 3 and 4 we concluded that a good agreement can be expected if A = 1.125, even for relatively large densities and low temperatures. This is confirmed by Fig. 8 , where the case p* = 0.8, T* = 1 is considered. The agreement in the region r > A is better than in the region 1 < r < A. This might 3.0 F"""""""""""""""""'d be a remnant of the fact that our model is not exact to first order in density in the latter region.
Let us now consider the well width h = 1.5, which is usually taken as adequate to model the molecular interactions in argon. Figure 9 compares g(r) obtained from simulation and from our model for the state p* = 0.5, T* = 1. The agreement is surprisingly good, especially if one considers that in this state the fluid is in the liquid phase and that our model, by construction, is expected to yield an accurate representation of the structural properties of thin SW fluids only. On the other hand, as the density increases, the reliability of the model decreases. We already saw in Fig. 7 that at T* = 2 and p* = 0.8 the value of g( 1 +) is clearly underestimated in the case X = 1.5. Figure 10 shows that the overall prediction for g(r) is not as poor as one might anticipate. The jump at r= A is described fairly well, as well as the behavior in the region r > X .
It must be emphasized that the set of equations satisfied by the parameters of the model fail to have a solution for densities sufficiently high, temperatures sufficiently low, and wells sufficiently wide. This is the case, for instance, if ,,*=O& T*=z 3, and X = 1.5. We have observed that this lack of a solution is mainly due to our choice for the parameter A(') of its exact zero-density value, Eq. (3.20). If, instead, we adjust the value of A(') as to fit the simulation value of g( 1 +), then we get a solution. The result obtained in this way for p*=O.8, T*=$ and X=1.5 is compared with MC simulation data in Fig. 11 . As expected, the agreement near the contact point is good, but deviations are quite apparent when approaching r= A from the left. The details of g(r) in the region r>X are not well described either. The dashed curve in Fig. 10 represents the result obtained under thesamecriterioninthecasep*=0.8, T*=2,andX=1.5. Since the temperature now is higher than before, the agreement is much better. On the other hand, this modification of our model implies to empirically fit the parameter A('). It would be preferable to find an independent simple criterion to determine A(') as a function of p*, T*, and A. Of course, such a criterion should reduce in the zero-density limit to the one adopted along this paper, Eq. (3.20).
V. SUMMARY AND DISCUSSION
In this paper we have proposed a very simple model for the structure of a square-well (SW) fluid of (relative) width A -I< 1. The model consists of assuming rational forms for the functions R(t) and R(r) defined in Eq. (2.1 l), where F(t) is a function related by Eq. (2.5) to the Laplace transform G(t) of rg(r). The knowledge of F(t) allows one to get an analytical expression for the radial distribution function (RDF) g(r), Eq. (2.6), as well as for the structure factor S(q), Eq. (2.4). We impose on our model the following three basic conditions: (a) g( 1') =finite; (b) S(0) = finite; (c) g( A-)/8( A ') = exp( l/TX). By construction, the rationalfunction forms for R(t) and R(t), Eqs. (3.1) and (3.2), are consistent with condition (a). Then, condition (b) establishes five (algebraic) constraints among the seven parameters characterizing R(t) and R(t). Condition (c) yields a sixth (transcendent) constraint. In order to determine all the parameters, one of them must be fixed. We have chosen to assign to AC') its exact zero-density value, which turns out to be independent of A. This closes the construction of our model. It must be stressed that the model is not constructed as a perturbation correction to the PY solution for SHS fluids. Consequently, it can be applied in principle to wide SW fluids. The comparison with Monte Carlo results shows a much better agreement than one could expect. At high densities (p* = 0.8, for instance) it is well-known that the PY approximation is not good enough in the case of hard spheres. Thus, it is not surprising that the model fails (and eventually has no solution) as the temperature decreases and/or the well width increases. However, at moderate densities (say p*=O.4, which is greater than the typical critical density), the agreement is pretty good even for temperatures below, but near, the critical temperature.
The model proposed in this paper is not fully analytical, since one of the equations satisfied by the parameters is transcendent. This is not surprising, as the exact solution of the one-dimensional problem also involves a similar transcendent equation. Nevertheless, the numerical evaluation of the parameters can be easily carried out.23 On the other hand, if the model is applied to thin SW fluids, Eq. (3.12) can be expanded in powers of A -1 to yield an algebraic, rather than a transcendent, equation. Work is now in progress along this line. Due to the simplicity of the model, the RDF to first order in density is not exact in the interval 1 < r< A. This is not a serious drawback, since the density expansion of the RDF fails to converge even at temperatures and volumes significantly greater than the critical temperature and volume.18
Furthermore, on the basis of the fact (ii), our model is expected to be a good approximation in the case of thin SW fluids (say A or 1.1). Thin SW fluids are very useful tools to analyze properties of colloids, micelles, microemulsions, and other systems exhibiting percolation behavior.77'2-14,21 Baxter's solution of the PY equation for SHS has been usually considered as an adequate model for such systems.'0-'2'22 On the other hand, our model allows one to "correct" Baxter's solution by incorporating effects associated to a non-zero attractive-well width.
Substitution into Eq. (3.3) yields, after some algebra, ('47) where the low-density behavior of Fexact(t) is given by Eqs. (2.11)-(2.13) and we have called a=-3x(l+X) (A2-1) , 64%
From Eq. (A7) one can get the difference Ayt( r) between the approximate and the exact coefficient y t (r) in the density expansion (2.2). The result is
Thus, the difference vanishes if r> A, regardless the values of /i(P) and L \"' Now, the continuity condition (3.12) im- 
-+
( 1 -v)LC2) .
(B4)
In the SHS limit, Eq. (3.14) is equivalent to To determine A"' we make use of the continuity condition (3.12) or, equivalently, (3.14), where now t(r) and E(r) are the inverse Laplace transforms of R(t) and E(t), respectively. The resulting condition is In the one-dimensional case, we introduce the Laplace transform G(t) of g(r): G(t)= = I dre-"g(r). 
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Since g( 1') must be finite, we conclude that F(t)-r-1, t-a.
On the other hand, since S(0) must also be finite, the first two coefficients in the expansion of F(t) in powers of t are known:
Equations (Cl)-(C8) are the one-dimensional counterpart of Eqs. (2.3)-(2.10), respectively, and are exact. As done in Sec. III, our model consists of assuming rationalfunction forms for the functions R(t) and k(t) defined in Eq. where A(')= 1 +A(') and (ClO) 
