Early states like China, India, Italy and Greece have been experiencing more rapid economic growth in recent decades than have later-comers to agriculture and statehood like New Guinea, the Congo, and Uruguay. We show that more rapid growth by early starters has been the norm in economic history, and that the "reversal of fortune" associated with European overseas expansion from about 1500 to 1960 was an exception. We demonstrate that the colonial era reversal was in the process of being reversed in recent decades, and that this second reversal is in line with longer-term trends dating back to the first agricultural revolution.
Introduction
It has become clear, of late, that history will not allow itself to be ignored in the study of economic development. Hall and Jones (1999) demonstrate that countries in which European languages are widely spoken, in many cases as a result of their colonial experience, have better institutions, which explain a large part of the variance in countries' per capita output levels. Acemoglu, Johnson and Robinson (2001) show that countries in which European settlement was discouraged by high mortality rates experienced slower growth than others in the five millennia after 1500. Hibbs and Olsson (2004) , who find institutions a strong predictor of income levels, show that crosscountry differences in the dates of transition to agriculture, most of which occurred thousands of years ago, explain 53% of the variance in 1997 per capita income and 38% of the variance in the quality of institutions. Bockstette, Chanda and Putterman (hereafter BCP, 2002) show that an early and durable history of political organization above the tribal level is a powerful predictor of recent rates of economic growth.
In this paper, we begin with these observations that history has left its mark on levels and rates of economic development, and we focus on an important difference between the era of European expansion and colonization (roughly 1500 to 1960) and both the millennia which proceeded it and the shorter recent era of decolonization and increasing global trade. Up to about 1500, the rates of economic, technological, and political development of the world's societies are fairly well predicted by the factors emphasized by Hibbs and Olsson, Bockstette et al., and Diamond (1998) -i.e., the presence or absence of early agricultural development and the associated growth of population densities and social complexity, including larger scale polities and more complex divisions of labor. By two thousand years ago, centuries of agricultural development had led to the presence of dense populations, tax collecting states, and cities in parts of China, India, West Asia, the Mediterranean basin, Mesoamerica and Peru; but large parts of sub-Saharan Africa, Australia, the Americas, and northernmost Eurasia continued to be occupied by peoples for whom agriculture was unimportant or unknown.
Map 1 shows the distribution of states around the world during the years 1 -50 C.E.
according to the index of state history used in Chanda and Putterman (forthcoming) and using the borders of present-day countries rather than of ancient states and empires to define its observations. 1 In the agrarian states of the old world, metallurgy, coinage, animal drawn plows, the military use of the horse, and written language were well developed many centuries ago, while lands without agriculture (Australia, Southern
Africa, eastern and southern South America, and the far north of both hemispheres) and those with less productive agricultures (New Guinea, Polynesia, what is now the eastern United States) lagged behind in population growth and technological development. The new world agrarian states of Mesoamerica and Peru, which were relative newcomers to agriculture, also lagged behind old world states in key technologies that, along with their lack of resistance to European diseases, would permit their easy conquest by old world states a millenium and a half later (Diamond, 1998) .
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Despite the spread of both old and new world civilizations during the millennium prior to 1500, the world of that year still contained large areas with little or no agriculture, writing, metallurgy, or supra-tribal political organization, and levels of economic and technological development still largely followed the patterns set by early agriculture. Historian Angus Maddison points out the similarity in the levels of development of the old world core areas of Europe, the Ottoman Empire, India and the Far East around 1500. Map 2 shows the depth of indigenous state history associated as of 1 The data can be found in an Appendix, Putterman (2003) . As described further, below, the index accords a higher score to a present-day country if, during the period in question, it was politically integrated above the tribal level, if the state that ruled it was indigenous, and if that state covered more of the present country's territory. Current borders are used because the variable was developed to explain differences in growth rates and levels of development among contemporary countries. Use of current borders means, for example, that what is now Italy is considered to have had state-level organization in 1 C.E. by virtue of the presence of the Roman Empire. 2 According to Diamond and others, the differences in disease resistance were not unrelated to differences in agricultural development. In particular, he argues that diseases like smallpox had long ago jumped to densely-settled Eurasians from their sheep, goats, cattle and pigs, conferring a degree of resistance on the Eurasian populations of the age of exploration. Because the people of the Americas had passed out of the range of Eurasian disease transmission before the advent of Eurasian animal husbandry, and because the Americas did not have such animals on hand to domesticate, they lacked such resistance. pyramid. This post-1500 pattern underlies the "reversal of fortune"-the slower growth after 1500 of colonized lands that were either more disease-ridden or more densely populated in 1500-pointed out by Acemoglu, Johnson and Robinson (hereafter AJR 2001, AJR 2002) .
The central theme of this paper is that the pattern of slower growth by the previously more advanced colonized (or, as we will see, non-European) areas after 1500 is exceptional, and that the reversal that AJR document is in fact limited to the era of colonialism, ending around 1960. Since the post-World War II era of decolonization and global trade has gotten into full swing, the disadvantage under which history's early starters labored in the era of colonialism has changed again into an apparent advantage. Specifically, the aim of this paper is to demonstrate, statistically, three propositions: (1) up to 1500, economic change and technological progress followed more or less predictably upon early agricultural development; (2) from 1500 to 1960, there was a reversal of the fortunes of most non-European lands, as emptier countries were to a large extent developed by Europeans while other non-European regions felt the negative impact of a Europe-dominated world; and finally, (3) from 1960 to the present, there has been a relative resurgence of non-European earlier developers and a resurfacing of the disadvantages of those non-European societies (apart from the few "empty lands" settled overwhelmingly by Europeans) that were behind in 1500 and are catching up slowly if at all today.
Empirical Strategy and Data
To show that early agrarian state development predicts level of development in 1500, we employ as measures of early development the number of years since the onset of agriculture in a region, and measures of state history as of 50, 500, and 1000 CE. We measure development in 1500 using per capita income in that year as provided by direct estimates, and as extrapolated based on the level of urbanization in 1500, and also on both the level of urbanization and population density in 1500. Bairoch (1988) and are further augmented by numbers from AJR (2002). GDP per capita numbers for a larger set of countries in 1500 are also taken from Maddison (2001) , as are the numbers for 1960 and 1998. All these numbers are in 1990 international dollars (PPP adjusted).
Further details for these variables are found in the appendix.
The state history variables, which summarize whether present-day countries had states, giving more weight to indigenous states covering more of a country's present territory, are taken from the "State Antiquity Appendix Version 2" used by Chanda and Putterman (forthcoming) . This is an improved version of the original data used in BCP.
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The data begin in the year 1 of the common era, and are organized by half centuries. As in both BCP and Chanda and Putterman, we continue to focus on versions of the variable that downweight for each additional half century in the past using a 5% depreciation rate.
We use STATEHIST50, which considers the values for the first half century only, and STATEHIST500, STATEHIST1000 and STATEHIST1500, which use values for the first 500, 1000, and 1500 years, respectively.
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The variable AGYEARS is an estimate, in 2000 CE, of the number of years since a country's transition from a foraging to an agricultural society. 7 This variable is based on Hibbs and Olsson (2004) , who estimated the number of years from 10,000 BCE onwards to the establishment of agricultural societies, using a calibrated model that attributes the transition to the "bio-geographic" endowments -that is, endowments of wild grain pre-cursors and large animals suitable to domestication -discussed by Diamond (1998) . Table 1a summarizes the data for AGYEARS and the four state history measures.
We summarize the data for the entire sample of countries for which such measures are available, for countries that were later colonized and were studied by AJR, and for the 5 Despite changes, the old and new series are rather highly correlated; for example, the old and new values for the full measure to 1950 using a 5% backward discounting rate have a correlation of .8957. 6 When calculating STATEHIST500, STATEHIST1000, and STATEHIST1500, we give full weight to the most recent half century and discount earlier half centuries progressively (by 1/(1.05), 1/(1.05) 2 , etc.). We then sum the discounted values for each country and normalize the sums so that the highest observed country value is 1 and the lowest is 0. 7 Actual agricultural transitions may have taken hundreds of years, so the transition year should be understood to approximate the year in which agriculture first surpassed foraging as a source of food supply.
slightly larger sample of all non-OECD countries for which the data are available. level of development, but also the likelihood of becoming colonized by a European country (Diamond, 1998) . Table 1b presents correlations between the same variables for the same samples.
The very strong positive correlation between AGYEARS on one hand and the STATEHIST variables stand out. Clearly the onset of agriculture had strong implications for the appearance and existence of states, as historians have often remarked. Indeed, the correlation between having come early to agriculture and having a longstanding state later on actually strengthens with time in our sample, with STATEHIST1500 having the strongest correlation.
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Estimating GDP per Capita in 1500
Maddison (2001) provides estimates of per capita income in 1500 for a subset of the countries in our sample and for some broader regions. Due to the limited number of available estimates for income in 1500, AJR used estimates of urbanization rates in that year as a substitute for income. We adopt a different strategy, that of estimating GDP per capita in 1500 based on the relationships between per capita income, urbanization, and population density. Specifically, we ran OLS regressions for countries and regions in the Maddison sample with log of GDP per capita in 1500 as the dependent variable and, either a) only the urbanization rate in 1500 as an independent variable, or b) both the urbanization rate and the log of 1500 population density, as independent variables. The logic for using urbanization as a correlate of GDP per capita is well motivated in AJR. In general, well developed agricultural technologies and extensive transportation networks 10 A priori one might have expected that the correlation with AGYEARS would be strongest for STATEHIST50, then STATEHIST500, STATEHIST1000, and last STATEHIST1500. It must be remembered, however, that while STATEHIST is a stock variable, the data on which it is based go back to 1 CE only. Hence it is possible that STATEHIST50 and STATEHIST500 pick up some relatively transient states (such as the Mayan civilization in Guatemala and Mexico) while STATEHIST1500 identifies more long lasting governments, which is what is predicted by AGYEARS. If we had a measure of the history of statehood as of 50 CE going back two thousand rather than 50 years, we would probably have found a stronger positive correlation between state history as of 50 CE and AGYEARS (compare, for instance, Guatemala and Mexico versus Egypt, India or China).
are a prerequisite for high levels of urbanization. The use of population density as a correlate of living standards is less straightforward, because in the pre-industrial period, population density could be considered an indicator of technological sophistication but not necessarily of higher average incomes (Galor and Weil (2000) ). Despite this, the strong correlation between the GDP per capita in 1500 and population densities in 1500
for the Maddison sample led us to use it along with urbanization rates in creating our second set of estimates. The estimated coefficients for the benchmark sample are listed in Table 2 . These estimates are based on a sample of 32 major world regions and individual countries for which Maddison provides estimates. These are mostly European countries, their offshoots, a few other individual countries (India, China and Mexico) and regions (Africa, Asia, etc.). As the results suggest, using urbanization rates only explains 38% of the variation in log GDP per capita in 1500. Adding the logarithm of population density takes this up to 55% -a significant increase. How good are the estimates compared to the actual values of the dependent variable? Table 3 Using these estimated coefficients, we compute predicted values of GDP per capita in 1500 for both in sample and out of sample countries, in this case using the population density estimates given by McEvedy and Jones for a larger sample of countries. 12 Turning to the predicted values for both out of sample and in sample countries, we again see fairly credible summary statistics. The urbanization only benchmark produces a minimum of $461, for the U.S., and a maximum of $1147, for
Belgium. For the urbanization and population density benchmark the highest value of 11 We also tried a regression where population density was the only independent variable. While the RSquare was fairly high at 0.40, we found that there was a heavy downward bias. Compared to the observed maximum of 1100, the predicted maximum was only around $600 and the predicted minimum was also lower than the observed minimum. 12 Notice that this procedure allows us to estimate GDP per capita in 1500 for present-day countries in regions, e.g. Africa, for which Maddison provides an estimate for the region as a whole, only.
$1050 is again for Belgium and the lowest value of $327 is for Uruguay. 13 The next three lowest values are for the U.S., Canada and Australia. 
Testing Proposition (1): Influence of Early Development on Incomes on the Eve of European Expansion
We are now ready to document our first proposition: that global variation in standards of living on the eve of European expansion is to a significant degree explained by differences in the timing of the development of agriculture and of large scale political systems. Hibbs and Olsson (2004) Living standards were not as unequal then as they were at the end of the second millennium, and this dampened variation might lead to less interesting results in 1500.
Despite that, the results in Table 4 support our first proposition. Both STATEHIST and AGYEARS have significant correlations with log GDP per capita in 1500 and have the correct sign. The effects are more pronounced when both urbanization and population density are used to predict 1500 per capita income. Almost half of the variance in predicted per capita income is explained by AGYEARS and STATEHIST1500, according to the last column. 15 For a visual impression, the relationship between STATEHIST1500 and 1500 per capita income is shown in Figure 1 .
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It would be interesting to see whether AGYEARS predicts income levels in 1500
only via the existence of longer-established states, or whether it has direct effects as well.
Columns (3) and (6) examine this question for the two estimates of GDP per capita.
Unfortunately the results are mixed. When we use urbanization based income levels, it seems that STATEHIST1500 has the overriding effect on per capita income. On the other hand, if we focus on the urbanization and population density based estimates of GDP per capita, we clearly see that both STATEHIST1500 and AGYEARS have direct effects.
How large are the economic effects? Consider the effects of STATEHIST1500 based on column 4. Peru has state history value and GDP per capita in 1500 of 0.65 and $560, respectively-the latter being approximately the sample mean. If Peru's state history value increased by one standard deviation (0.35), taking it to the highest possible 14 The correlation of post-1960 growth rates with the updated measure of STATEHIST constructed up to 1950 (used in Chanda and Putterman and in this paper) is 0.44-significant at the 1% level. Also, consonant with Hibbs and Olsson's result for income levels as opposed to growth rates, the correlation between updated STATEHIST1500 and 1995 per capita income is 0.24, significant at the 5% level. 15 We also examined the robustness of these relationships both a) when the sample is limited to AJR's (2001) group of colonized countries and b) when the sample is limited to non-OECD countries. The results carry over, except that when both STATEHIST1500 and AGYEARS are included, only the former is consistently statistically significant. 16 Unlike the regression analysis, which uses predicted values of GDP per capita for all countries, Figure 1 uses Maddison's estimates when these are available. Countries for which this is the case are distinguished in the figure by having their letter codes in bold typeface.
value, it's GDP per capita in 1500 would rise to $630. Consider, instead, the effects AGYEARS (based on column 5). According to estimates by Hibbs and Olsson, agricultural societies began to appear in Peru approximately 6150 years ago (later than the mean value of 7.3 millennia (see Table 1A )). If instead the transition had taken place one standard deviation (2.2 millennia) earlier (8350 years ago), Peru would have had a per capita income of $640 in 1500.While these numbers may not seem large at first glance, during the pre-industrial period estimated variation in average living standards was small and a move from $560 to $630 would be sufficient to take Peru from the sample mean to the top end of the distribution, ahead of the United Kingdom.
Testing Proposition (2): The Colonial Era Reversal
Having constructed values for GDP per capita in 1500 and having confirmed our first proposition-that levels of economic development in 1500 were substantially predictable by early agriculture and state formation-we now turn to our second proposition, which restates for the 1500 to 1960 period and also extends to non-colonized countries the AJR finding that countries that were more economically developed in 1500 became less developed in the centuries that followed. Tables 5a and 5b examine the evidence. The dependent variable here is log GDP per capita in 1960. 17 The sample in Table 5a includes all colonized countries but excludes the countries that Maddison calls "Western offshoots" and Hibbs and Olsson call "neo-Europes"-that is, the U.S., Canada, Australia, and New Zealand-as well as Hong Kong and Singapore. We dropped the Western offshoots because we are more interested in examining the experiences of countries considered to be developing countries after 1960. Hong Kong and Singapore are dropped because of their unique city state characteristics. 18 The first four columns of Table 5a confirm the AJR finding-strong evidence of a reversal of fortunes by 1960. Column 1 confirms this result using the same variable as do AJR, while 17 Unlike AJR, who focus on incomes in 1995, we concentrate on the change up to 1960, since our third proposition will be that the reversal during the colonial epoch was itself in the process of being reversed after that time. 18 Due in part to that status, they are quite atypical in that while both city-states were nearly empty lands in 1500, they absorbed the urban culture and thus "social capabilities" of neighboring China (for Singapore, China and India) and of colonizing power England far more rapidly and completely than did any countrysized territory of the colonized and developing worlds.
column 2 finds the same result using the related population density variable. The third and fourth columns document the reversal when we use our predicted values for GDP per capita. Between the two values, the one based on urbanization and population density predicts a much stronger reversal.
The last four columns of Table 5a test the reversal thesis using our measures of early development rather than income, urbanization and population density. Comparing column 5 of Table 5A to columns 1 and 4 of Table 4 further supports the reversal thesis:
whereas a long history of supra-tribal polities is positively associated with income in 1500, the correlation is negative and significant at the 1% level, for income in 1960.
Column 6 finds AGYEARS to be statistically insignificant. However, in columns 7 and 8
we reran the regressions of columns 5 and 6 but now restricted our sample to only those countries for which we could construct GDP per capita data in 1500. This represents our core set of countries whose experiences in terms of GDP per capita can be traced over our three focal years of 1500, 1960 and 1998 . Within this smaller sample of countries AGYEARS is statistically significant. For this core sample, STATEHIST1500 continues to predict the reversal and in fact registers a stronger negative effect. There is also a significant jump in the R-Square in these columns.
In Table 5b we repeat the exercise for developing countries rather than colonized countries. The sample differs in that it includes a few countries such as China and South Korea which were never colonized by Europeans but are viewed as economically less developed or developing in the period after 1960. For the larger sample of countries AGYEARS does not seem to predict the reversal and is also insignificant. However all the other results allow us to conclude that the reversal of fortune documented for colonized countries by AJR holds more generally for countries of the developing world.
Testing Proposition (3): The Resurgence of Non-European Early Developers
We last turn to our third proposition, which is that the advantages conferred by early agrarian development up to 1500 resurfaced during the post-World War II period, so that early developers grew faster than late ones in the latter period. Evidence on this proposition differs from that on the other two because the second half of the century was too short a period to bring about the full overturning of the effects of the previous 460
years. Thus if we run regressions with 1998 log GDP per capita as the dependent variable and 1500 GDP per capita values as the independent variable, we still see some evidence of an overall reversal. 19 Since we are looking for the beginning of a process of reversing of AJR's reversal rather than a complete overturning of the earlier reversal, our dependent variable for the post-War period is the annual growth rate in that period, not the achieved income level in the last observed year. Because we used Maddison's data for 1500 and 1960 for GDP per capita figures, we also use his numbers to construct the growth rates in the post-War period. This, however, only allows us to construct growth rates from 1960 to 1998, since his numbers end with the latter year.
Before starting, we quickly re-examine the reversal during 1500-1960 with growth rates as the dependent variable, to make sure that there is no suspicion of our having "baited and switched" the reader by focusing on terminal income in the analysis for 1500 and 1960 but on growth rates in the analysis for 1960 to 1998. Table 6 lists the results when growth rates from 1500 to 1960 are the dependent variables. We use the two possible growth rates based on our two estimates of log GDP per capita in 1500. The independent variables we examine are the two GDP per capita numbers which we constructed and the two measures of early development, STATEHIST1500 and AGYEARS. The results are as expected. Both estimates of initial GDP per capita have significant negative effects on growth rates during the subsequent 460 years -strong evidence of absolute convergence within this sample. STATEHIST1500 also has a strong negative effect on economic growth and so does years AGYEARS. Interestingly the Rsquares are also quite high, especially when the independent variables are AGYEARS or the log of GDP per capita in 1500 based on both population density and urbanization. In sum, an AJR-style "reversal of fortunes" is also confirmed with respect to 1500-1960 growth rates.
We are now ready to discuss the results for growth between 1960 and 1998, which are presented in Tables 7a and 7b . Columns (1) and (2) document the effects of the 1500 GDP per capita numbers. When using urbanization as the only basis for establishing initial income we find a weak positive effect on growth rates during this period, which is significant at the 10% level in the non-OECD sample but not in the colonized country sample. On the other hand, the GDP per capita numbers extrapolated from both urbanization and population density register a positive effect significant at the 10% level in the colonized sample and at the 5% level in the larger non-OECD sample.
Columns (3) to (6) focus on state history and agricultural onset. Here the results still more strongly support our contention that early starters are again growing more rapidly in the post-War period. Columns (3) and (4) represent the limited sample of countries for which we could estimate 1500 GDP levels. As the results suggest, for this sample both STATEHIST1500 and AGYEARS have significant effects on economic growth. In columns (5) and (6) we do not restrict the sample to just countries for which GDP per capita in 1500 is available. 20 The results continue to be robust-both state history and agricultural onset affect growth significantly at the 1% level. These results support our conjecture that countries that had an earlier start on development in pre-modern times have been growing more rapidly of late; the reversal of fortune has begun to be reversed.
A visual impression is given by Figure 2 , which plots the relationship between STATEHIST1500 and recent rates of economic growth.
The estimated coefficients in Tables 6 and 7 provide some rather interesting contrasts. Consider for example Column (6) in Table 6 and column (2) in Table 7a . These two columns examine the effects of GDP per capita in 1500 on growth rates from 1500-1960 and 1960-98, respectively, for the same sample of countries. Although the standard error is considerably higher in the second case, it is still worthwhile to note that the positive effect on growth during 1960-98 is at least twice as high as the negative effect on growth during 1500-1960. In the case of STATEHIST1500, the standard errors are more 20 The samples used to estimate columns 5 and 6 in Tables 7a and 7b correspond to columns 5 and 6 in  Tables 6a and 6b respectively. or less the same, but the positive effects during 1960-1998 are on the order of six times greater than the negative effects during 1500-1960. Comparing column (8) of Table 6 with Column (4) of Table 7 for AGYEARS we again see that the magnitude is four times higher in the post 1960 period (though the standard error is much higher as well). Thus not only did the early starters manage to begin regaining their leadership but they seemed to be doing it at a much faster pace than they had previously been losing it. In fact, the reversal process proceeded quickly enough so that, as Chanda and Putterman (forthcoming) show, the simple correlation between STATEHIST1500 and 1995 per capita income for a world sample of 95 countries was already positive and significant at the 5% level. 21 Hibbs and Olsson also find a significant positive relationship between early agricultural onset and per capita income in 1997.
A possible problem with these results is that this reversal of AJR's reversal might simply be explained in terms of convergence dynamics. Absolute convergence suggests that countries that are relatively poorer should grow faster. While we know that absolute convergence does not hold for the large sample of world countries in the post-War period (DeLong (1988), Mankiw Romer and Weil (1992) ), if one simply focused on the 37 colonized countries for which we constructed 1500 GDP numbers, it does turn out to hold: the simple correlation between 1960 log GDP per capita and subsequent growth is -0.3. We know that log GDP per capita in 1500, STATEHIST1500 and AGYEARS all have negative effects on 1960 per capita income levels. Therefore it might be natural to expect that if log GDP per capita in 1960 has a negative effect on economic growth, then all of these variables have a positive effect on economic growth.
To see whether the effects of STATEHIST1500 and AGYEARS on 1960-95 growth are not simply picking up convergence dynamics, we rerun the regressions in Table 7 but with log GDP per capita in 1960 as a control variable. Column (1) of Table 8 is a basic regression that shows that absolute convergence holds for the 1960-98 period for the 37 countries for which data is available on GDP per capita in 1500. Columns (2), (4) and (5) list the results for the three variables: log 1500 GDP per capita based on both urbanization and population density, STATEHIST1500 and AGYEARS. This time around, we dropped the log GDP per capita estimate based on urbanization, since it had little predictive power for growth from 1960 to 1998.
Column (2) of the table suggests that log GDP per capita in 1500 no longer has any power to predict the 1960-98 growth rates once we include log 1960 GDP per capita, which is also now insignificant. This probably implies that 1500 GDP per capita only works, in the regressions of Tables 7a and 7b , through its effect on GDP per capita in 1960; thus its earlier recorded positive effect simply captured convergence dynamics. A two stage regression which tests and supports this supposition appears in column (3).
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The instrumental variable used here is, of course, log of GDP per capita in 1500. It is not surprising that the effects of income levels in 1500 for post-War growth simply capture convergence -after all this is just an income measure and not some deeper institutional or geographical measure. When we turn to STATEHIST1500 and AGYEARS in columns (4) and (5), however, we find that these variables continue to predict growth rates during the post-War period over and above any effects they may have on initial GDP per capita.
In fact it seems that the overriding effect on the growth rate is the direct effects of these variables, since the initial GDP per capita now is no longer significant. In column 6 we repeat the same regression with the expanded sample. The significance of STATEHIST now actually rises and so does its economic effect. These results are similar for AGYEARS as well. For both sample sizes, AGYEARS is significant at the 1% level.
Again, log GDP per capita in 1960 is no longer significant. Thus it seems that although countries that had had longer histories of agrarian state society suffered during the colonial era, they have begun to grow fast enough that they may soon fully rebound from this negative shock. Similar results on growth in the 1960-90 period are obtained by Burkett, Humblet and Putterman (1999) using as proxies for early development the Boserupean measures population density, cultivated acres per capita, and the irrigated 22 Note that the first stage regression is the same as the one that appears in Column 4 of Table 5A share of cultivated land. Greater early or pre-industrial development is associated with faster, not slower, economic growth in the late 20 th Century.
While it is difficult to undertake robustness checks for regressions run in the first two parts of this paper because of a lack of data on other variables during the pre-1960 period, it is possible to do this for growth between 1960 to 1998. Table 9 lists results which control for the some of the variables used in standard cross country growth regressions. These include the log of the investment rate, population growth rate and a human capital measure (secondary enrollment ratio). The first three columns list results when we do not control for the 1960 level of GDP per capita. The remaining three columns add this variable as well to test for the role of convergence dynamics discussed earlier.
As is apparent from these regressions, STATEHIST1500 and AGYEARS are significant predictors of economic growth even after controlling for these variables. This is true even when the log of GDP per capita in 1960 is controlled for. However this is not true for log GDP per capita in 1500; as in table 8, it is only a significant predictor of growth when the 1960 GDP per capita is not included. As in most growth regressions, the investment rate is consistently significant. However this is not true for population growth rates and secondary enrollment rates. Finally, initial GDP per capita in 1960 is not consistently significant. In column (4) it is significant, while in columns (5) and (6) it is not significant. This suggests that long run geographical and institutional measures might have played a deeper role than simple convergence dynamics in determining growth rates in the second half of the twentieth century.
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Conclusion
Over most of economic history, an early start in agricultural development, leading to the growth of population density, cities, and polities above the tribal level, has conferred a continuing economic advantage, an effect recently confirmed for the present day by Hibbs and Olsson. Yet, during the period of European economic expansion 23 BCP and Chanda and Putterman (forthcoming) undertake additional robustness tests, including in their post-War growth regressions the same ICRG institutional quality measure used by Hibbs and Olsson and used earlier by Knack and Keefer (1995) , and ethnic heterogeneity as used in Easterly and Levine (1997) .
starting roughly in 1500, Acemoglu, Johnson and Robinson have demonstrated that early developers, at least among countries colonized by Europeans, experienced slower or even negative economic growth.
In this paper, we show how these two opposing tendencies fit together. We reconfirm, but for the much earlier and pivotal year 1500, Hibbs and Olsson's result that early agrarian development conferred an advantage. We then demonstrate that the AJR result of a decline in the living standards of the non-European countries that were more advanced in 1500 holds also when we include non-colonized developing countries, when we leave out the "neo-Europes," and when we use our derived estimates of income in 1500 rather than their proxy for income, the urbanization rate. And we show that an early start on agriculture and state formation had perverse effects on growth prospects between 1500 and 1960. However, unlike AJR, we break the data at the year 1960 and find that the reversal process, which they extend right through 1995, was actually being undone during the post-World War II period, during which the effects of European expansion and colonialism appear finally to have been wearing off. During 1960 -1998, old agrarian societies like China, Taiwan, South Korea, and (more recently) India began to catch up with earlier industrializers, while most of the new states of sub-Saharan Africa, much of Latin America, and other countries that were less advanced with respect to agrarian state development, urbanization and population density in 1500, experienced slow or no net economic growth.
What, exactly, is the advantage conferred by early agrarian development? While this is not the place for a lengthy exposition, it seems that the early development of agriculture and the state may have brought in its wake not only increases in economic specialization and population density, but also changes in culture and institutional capabilities. 24 Although Western Europe's break from the Eurasian pack to establish trading, colonial, and industrial hegemony over most of the world temporarily turned the relationship between early development and growth on its head outside of Europe, 25 the institutional capacities of those old societies that were not too far behind Europe in 1500
were once again putting them at an advantage in the late 20 th Century. 26 This suggests that building up social capabilities is a very long-term process, and that although that process might be shortened through well chosen capacity-building programs, it doesn't serve policy-makers well to underestimate the size of the task. 25 There is a large literature on why the industrial revolution took place first in Europe. Interesting treatments include those of Diamond, 1998 , Landes, 1999 , and Pomeranz, 2000 We are well aware of the challenge that some early developers, especially in the "fertile crescent" and Egypt, have not done very well of late. Diamond, 1998 and 2004 , attributes the "fertile crescent's" current state to ecological fragility and over-exploitation. Relative to Western Europe and East Asia, the long-term decline of the old fertile crescent and Egypt relative to Western Europe and East Asia may arguably already have been in evidence by 1500. Yet some observers believe that Egypt and Iraq could be Middle East success stories given the right policies.
Data Appendix
State History (STATEHIST50, STATEHIST500, STATEHIST1000, STATEHIST1500): We began by dividing the period from 1 to 1950 C.E. into39 half centuries. For each period of fifty years, we asked three questions (and allocated points) as follows: 1. Is there a government above the tribal level? (1 point if yes, 0 points if no); 2. Is this government foreign or locally based? (1 point if locally based, 0.5 points if foreign [i.e., the country is a colony], 0.75 if in between [a local government with substantial foreign oversight]; 3. How much of the territory of the modern country was ruled by this government? (1 point if over 50%, 0.75 points if between 25% and 50%, 0.5 points if between 10% and 25%, 0.3 points if less than 10%). Answers were extracted from the historical accounts on each of 107 countries in the Encyclopedia Britannica, including the regional articles in the Macropedia section. The scores on the three questions were multiplied by one another and by 50, so that for a given fifty year period, what is today a country has a score of 50 if it was an autonomous nation, 0 if it had no government above the tribal level, 25 if the entire territory was ruled by another country, and so on. We then combined the data for various time periods (half centuries). .For example to construct STATEHIST1500 we used the first 30 half centuries. We experimented with different ways of "discounting" to reduce the weight of periods in the more remote past (All results in this paper use the 5% discount rate). Finally in order to make the series easier to interpret, the resulting sum was divided by the maximum possible value the series could take given the same rate of discounting the past. Thus the value that the index can take for any given country lies between zero and one. A summary for each country is available in Putterman (2003) .
Years since the Onset of Agriculture (AGYEARS):
Calibrated estimates of approximate number of years since regions moved from foraging to agricultural societies using 2000CE as the year of reference. Original data comes from Hibbs and Olsson (2004) .
Population Density: Calculated from population numbers and total land area from McEvedy and Jones (1978) . For the estimates of Table 2 , the numbers for the included world regions are taken from Maddison (2001) , while the numbers for individual countries are those from McEvedy and Jones.
Urbanization: There are two sets of numbers here. The first set of numbers is used to run the benchmark regressions to estimate the relationship between urbanization and Maddison's GDP per capita estimates in 1500. Urbanization rates for this sample comes mainly from Bairoch (1988 ), supplemented by AJR (2001 . This includes mostly European countries and major world regions. The second sample of urbanization numbers used to construct the expanded set (mostly colonized countries) of GDP per capita in 1500 comes from AJR (2001).
GDP per capita in 1500:
The raw numbers are in 1990 international dollars and are taken from Maddison (2001) . The expanded sample is based on the regressions in Table 2 . GDP per capita in 1960 and : These are in 1990 international dollar numbers and are taken from Maddison (2001) .
Investment Rate (1960 Rate ( -2000 and Population Growth Rate (1960 Rate ( -2000 : This is constructed from Penn World Tables version 6.1. For most countries the data ends at 1998 and thus the average reflects a 60-98 average. (1960) : From the data set for Barro and Lee (1994) . Note: a 1 indicates that data are available for the country and variable. Notes: Columns (7) and (8) restricts the sample to countries for which we also have estimated 1500 GDP numbers. Constant included but suppressed Notes: Columns (7) and (8) restrict the sample to countries for which we also have estimated 1500 GDP numbers. 
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