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ABSTRACT
FRAMED SHEAVES ON A QUADRIC SURFACE
FEBRUARY 2018
NGUYEN-THUC-HUY LE
B.Sc., UNIVERSITY OF CAMBRIDGE
M.Sc., KING’S COLLEGE LONDON
M.S., UNIVERSITY OF MASSACHUSETTS AMHERST
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Paul Hacking
Nakajima [42, chapter 2] obtains a quiver variety description for the moduli of torsion
free sheaves on the projective plane with fixed rank and Chern classes and a framing
along a fixed line (such a sheaf is called a framed sheaf.) In this thesis, we study the
moduli of framed sheaves on the projective plane with a framing along a fixed smooth
conic. This is embedded as the fixed locus of a certain involution on the moduli space
M of framed sheaves on the smooth quadric surface with a framing along a fixed
hyperplane section. We obtain a description forM in terms of a hyperka¨hler quotient
(see Hitchin et al. [20, section 3.E] ) of the coadjoint orbit
L = {(W˜I , W˜II)
∣∣ W˜I ∩ W˜II = 0} ⊂ G(n, W˜ )×G(n, W˜ ),
where W˜ is a fixed 2n-dimensional vector space. Then the involution above is given
by simply switching W˜I and W˜II . We then study in details an example with low rank
v
and second Chern class. We also compute the Poincare´ polynomial of M. Finally,
we conjecture that the hyperka¨hler quotient of the twistor deformation of L gives a
twistor deformation of M to MF2. Because H∗ (MF2) can be explicitly described
using a torus action, we expect that this twistor family can be used to describe the
action of the involution on H∗ (M).
vi
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CHAPTER 1
INTRODUCTION
Nakajima [42, chapter 2] considers the moduli of rank r torsion free sheaves E on P2
with a fixed second Chern class together with an isomorphism
E
∣∣
l
≃ O⊕r
P1
along a fixed line l ⊂ P2, which he calls a framing at infinity. He obtains an elegant
ADHM description (see Atiyah, Drinfeld, Hitchin and Manin [4]) for this space and
computes its Poincare´ polynomial via an Atiyah-Bott type calculation (cf. Atiyah
and Bott [3, page 23].) This is the first instance of his quiver varieties (see Nakajima
[41, section 2].)
One can ask for a description in terms of a quiver for the next simplest case, the
moduli space MP2(r,m) of torsion free sheaves on P2 with a framing along a fixed
conic C, with fixed rank and Chern classes, indicated by r and m (see section 2.1 for
the precise definition.) In this thesis, a framing of a sheaf E along a smooth rational
curve T is an isomorphism
φ : E
∣∣
T
∼−→ OP1(−1)⊕r.
Such a pair (E, φ) is called a framed pair (the reason we consider this framing rather
than Nakajima’s is outlined in appendix A.)
Let MBM (r, n) be the fine moduli space of torsion free sheaves on P1 × P1 with
a framing along the diagonal, where r and n indicate the rank and Chern classes
1
(see section 2.1.) The existence, smoothness and quasi-projectivity of MBM(r, n)
and MP2(r,m) follow from Bruzzo and Markushevich [10, theorem 3.1], whose work
builds on the construction of fine moduli spaces of framed sheaves by Huybrechts and
Lehn [25, 24]. Our key observation is the following, which is inspired by Kim [28,
page 88],
MP2(r,m) is the fixed locus of a certain involution on MBM(r, 2m).
This involution is induced by the following involution on P1 × P1
(z1, z2) 7→ (z2, z1).
To understand this better, we construct in section 2.2 a moduli spaceM(r, n), which
is isomorphic to MBM(r, n), as follows.
Let W˜ , V and W be fixed complex vector spaces of dimensions 2n, n − r
2
and r
respectively (r is even.) We fix an identification
W˜ = V ⊕ V ⊕W.
There is a coadjoint orbit Ln of GL(W˜ ) which sits inside the product of Grassman-
nians
G(n, W˜ )×G(n, W˜ )
as a Zariski open subset (Ln is symplectic by McDuff and Salamon [37, page 168].)
The diagonal action of GL(V ) on W˜ induces one on Ln ⊂ G(n, W˜ ) × G(n, W˜ ). We
consider a moment map
µr,n : Ln −→ End(V )∗
for this action and define
M(r, n) def= U(r, n)/GL(V )
2
where U(r, n) is a certain Zariski open subset of µ−1r,n(0) and show that this parametrizes
torsion free sheaves on P1 × P1 which are framed along the diagonal. That is,
M(r, n) ≃MBM(r, n).
In this way, the induced involution on M(r, n) can be understood simply as
(W˜I , W˜II) 7→ (W˜II , W˜I).
Such an explicit description is potentially fruitful for the study of the fixed locus
MP2(r,m).
On M(r, n) (≃ MBM(r, n)) there is a holomorphic symplectic structure such that
MP2(r,m) is a holomorphic Lagrangian subvariety in the case n = 2m (see section
2.1.) In chapter 5 we conjecture thatM(r, n) is in fact a hyperka¨hler quotient in the
sense of Hitchin et al. [20, section 3.D] (this would agree with the fact that M(r, n)
is isomorphic to a certain quiver variety Mξ(v, w), which is a hyperka¨hler quotient
in a different way.) We conjecture that a similar moduli space MF2(r, n) of framed
sheaves on the Hirzebruch surface F2 is a hyperka¨hler quotient of the cotangent bundle
T ∗G(n, W˜ ) and the twistor deformation of this hyperka¨hler structure has general
fibers isomorphic to M(r, n). Because H∗ (MF2(r, n)) can be explicitly described
using a torus action, we expect that this twistor family can be used to describe the
action of the involution on H∗ (M(r, n)).
The case n = 2m = 2 is worked out in details in chapter 3. The Poincare´ polynomial
for M(r, n) is obtained in chapter 4 by referring to the torus fixed-point method of
Nakajima and Yoshioka [44, section 3] and in particular the explicit computation of
Bruzzo et al. [11, theorem 4.4].
Conventions. Throughout, an algebraic variety means a noetherian reduced scheme
of finite type over C.
3
The following computation is used frequently in this thesis in computations involving
Chern classes and Euler characteristics, and hence will be referred to simply as the
Hirzebruch-Riemann-Roch formula.
χ(E) = (ch(E).td(X))2
=
((
r + c1(E) +
1
2
(c1(E)
2 − 2c2(E)
)
.
(
1− 1
2
KX + χ (OX)
))
2
= rχ (OX) + 1
2
c1(E).(c1(E)−KX)− c2(E),
where X is a smooth projective algebraic surface and E a rank r coherent sheaf on
X .
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CHAPTER 2
MODULI OF FRAMED SHEAVES ON A SMOOTH
QUADRIC SURFACE
2.1. Moduli of framed sheaves on P2 as the fixed locus of an
involution
Let r, m and n be positive integers with r even. Let MP2(r,m) be the moduli space
parametrizing pairs (G, φ) which consist of a rank r torsion free sheaf G on P2 with
second Chern class m+ r
4
− r2
8
and an isomorphism
φ : G
∣∣
C
∼−→ OP1(−1)⊕r,
where C is a fixed smooth conic in P2. Two pairs (G1, φ1) and (G2, φ2) inMP2(r,m)
are said to be isomorphic if there exists an isomorphism f : G1
∼→ G2 which restricts
on C to the following commutative diagram
G1
∣∣
C
G2
∣∣
C
OP1(−1)⊕r
f
∣∣
D
φ1 φ2
.
In this case, we denote
(G1, φ1)
f
∼−→ (G2, φ2).
Let MBM(r, n) be the moduli space parametrizing pairs (E, φ) which consist of a
rank r torsion free sheaf E on P1 × P1 with first Chern class − r
2
(1, 1), second Chern
class n+ r
2
− r2
4
and an isomorphism
φ : E
∣∣
D
∼−→ OP1(−1)⊕r,
5
where D is the diagonal in P1 × P1. The notion of isomorphic pairs in MBM(r, n)
is similar to that in MP2(r,m). Elements of MP2(r,m) and MBM(r, n) are often
called framed pairs. These moduli spaces are instances of a construction by Bruzzo
and Markushevich [10, theorem 3.1].
Let i : P1 × P1 → P1 × P1 be the involution (z1, z2) 7→ (z2, z1). Let p : P1 × P1 → P2
be the quotient by i. Then p is a double covering which ramifies along the diagonal
D, a smooth hyperplane section, and the branch locus is a smooth conic, which after
a change of coordinates, can be taken to be C.
We study MP2(r,m) by pulling back via p∗ to P1 × P1. More precisely, we have
Proposition 2.1.1. MBM (r, n) is a smooth holomorphic symplectic variety and there
is a closed embedding of MP2(r,m) in MBM(r, 2m) as a holomorphic Lagrangian
subvariety given by
MP2(r,m) p
∗−→ MBM(r, 2m)
(G, φ) 7→ (p∗G, p∗φ)
Moreover, there is an induced involution
MBM(r, n) iM−→MBM(r, n)
(E, φ) 7→ (i∗E, i∗φ)
and the image of MP2(r,m) under p∗ is equal to the fixed locus of iM.
Proof. By Huybrechts and Lehn [24, theorem 4.1], the obstruction to smoothness for
MBM(r, n) at (E, φ) is
Ext2(E,E(−D)) ≃ Hom(E,E(−D))∗ = 0, (2.1.2)
where the last equality follows from equation (2.2.32). Hence MBM(r, n) is smooth.
Sala [47, theorem 6.1] constructs a holomorphic symplectic form ΩM(τ) onMBM(r, n),
6
which depends on the choice of a nonzero rational 2-form τ ∈ H0(ωP1×P1(2D)) ≃ C
(see also Mukai [38, theorem 0.1] for the unframed case and Bottacin [8, theorem 4.3]
for the framed locally free case.) We describe ΩM(τ) on a fiber. By Huybrechts and
Lehn [24, theorem 4.1],
T(E,φ)M(r, n) ≃ Ext1(E,E(−D)).
Then ΩM(τ) is given at (E, φ) by
Ext1(E,E(−D))× Ext1(E,E(−D)) ◦−→ Ext2(E,E(−2D))
tr−→ H2(P1 × P1,OP1×P1(−2D)) ≃ H2(P1 × P1, ωP1×P1) ≃ C,
where the first isomorphism comes from the isomorphism
OP1×P1(−2D)
τ
∼−→ ωP1×P1.
Next, we claim that
The morphism p∗ maps MP2(r,m) bijectively onto the fixed locus of iM. (2.1.3)
That p∗ is a regular map is due to an argument similar to that in the proof of lemma
4.2.1 below. Since p ◦ i = p, we have
i∗(p∗G) = p∗G
for any (G, φ) ∈ MP2(r,m). Hene p∗ maps MP2(r,m) into the fixed locus of iM. To
prove that the image of p∗ is equal to this fixed locus, we claim that for any fixed
7
point (E, φ) of iM (i.e. i
∗(E, φ) ≃ (E, φ)) there exists a map g : E → E which makes
the diagram
E E
P1 × P1 P1 × P1
g
i
(2.1.4)
commute and such that g2 = idE and g
∣∣
D
= idE|D . In fact, let us define (2.1.4) to be
the composition of the two commutative diagrams
E i∗E
P1 × P1
∼
and
i∗E E
P1 × P1 P1 × P1
i∗
i
and show that it has the desired properties. Restricting it to D we obtain the com-
mutative diagram
E
∣∣
D
E
∣∣
D
OP1(−1)⊕r
g
∣∣
D
φ φ
. (2.1.5)
which implies that g
∣∣
D
= idE|D . Composing (2.1.4) with itself we obtain
E E
P
1 × P1 P1 × P1
g2
.
g2 fixes the framing φ, since g
∣∣
D
= idE|D . By the proof of lemma 2.2.29, the only
automorphism of (E, φ) is idE . Thus g
2 = idE. Hence p
∗ is surjective onto the fixed
locus of iM. The injectivity of p
∗ follows from the fact that
(p∗p
∗G)Z/2Z ≃ G.
The fixed locus of iM is smooth by Donovan [14, lemma 4.1] since MBM(r, 2m) is
smooth. Similarly to (2.1.2), MP2(r,m) is smooth. By Zariski’s main theorem (see
for example Mumford [39, page 209]), p∗ is an isomorphism onto its image, which is
8
closed. Hence p∗ is a closed embedding. We observe that ΩM(τ) is anti-invariant. In
fact, in local coordinates, OP1×P1(−2D)
τ
∼−→ ωP1×P1 is given (up to a scalar factor) by
τ =
dz ∧ dw
(z − w)2 .
The involution i interchanges z and w. Hence i∗τ = −τ , which implies that i∗MΩM(τ) =
−ΩM(τ). Hence the fixed locus of iM is a holomorphic Lagrangian subvariety of
MBM(r, 2m).
This motivates us to seek a description ofMBM(r, n) in which the involution iM can
be made explicit. This is the content of our main result, theorem 2.2.6.
2.2. Moduli of framed sheaves on P1 × P1
Let W˜ , V and W be fixed complex vector spaces of dimensions 2n, n − r
2
and r
respectively. We fix an identification
W˜ = V ⊕ V ⊕W. (2.2.1)
Let G(n, W˜ ) be the Grassmannian of n-dimensional subspaces in W˜ and Ln the
Zariski open subset of G(n, W˜ )×G(n, W˜ ) which consists of complementary pairs of
subspaces. For each (W˜I , W˜II) ∈ Ln there is a natural identification
W˜ = W˜I ⊕ W˜II . (2.2.2)
We define µr,n : Ln → End(V ) by
µr,n(W˜I , W˜II)
def
= p0iIpIi0 + p1iIpIi1 − idV , (2.2.3)
where i0 (resp. i1) is the inclusion of the first (resp. second) term of (2.2.1), p0 (resp.
p1) is the projection onto the first (resp. second) term of (2.2.1), iI (resp. iII) is the
9
inclusion of the first (resp. second) term of (2.2.2) and pI (resp. pII) is the projection
onto the first (resp. second) term of (2.2.2).
Hereafter, we denote by X the quadric surface P1×P1. Let (X0 : X1) (resp. (Y0 : Y1))
be coordinates on the first (resp. second) factor of X . For each (W˜I , W˜II) ∈ Ln we
have a sequence
0→ OX(−1,−1)⊗ V a−→
OX(−1, 0) ⊗ W˜I
⊕
OX(0,−1) ⊗ W˜II
b−→ OX ⊗ V → 0, (2.2.4)
where
a =
 Y0pIi0 + Y1pIi1
X0pIIi0 +X1pIIi1
 ,
b =
(−X0p1iI +X1p0iI ∣∣ − Y0p1iII + Y1p0iII) .
Let U(r, n) be the Zariski open subset of µ−1r,n(0) which corresponds to the morphism
b being surjective.
Lemma 2.2.5. (W˜I , W˜II) ∈ U(r, n) iff (2.2.4) is a monad.
(We say
0→ A c−→ B d−→ C → 0
is a monad if it is exact at A and C and dc = 0 and, in that case, call ker(d)/Im(c)
the cohomology of this monad.)
Proof. Let Z be the locus of points p ∈ X such that a⊗C(p) is not injective. Then Z
is closed in X and disjoint from D, since a⊗C(p) is injective for all p ∈ D. But D is
ample so D.C > 0 for any curve C ⊂ Z. Hence Z contains no such curve. It follows
that Z is of codimension at least 2 in X . Hence a is injective as a sheaf morphism.
We have
10
ba = (−X0p1iI +X1p0iI)(Y0pIi0 + Y1pIi1) + (−Y0p1iII + Y1p0iII)(X0pIIi0 +X1pIIi1)
= −X0Y0p1(iIpI + iIIpII)i0 +X1Y1p0(iIpI + iIIpII)i1 +X1Y0(p0iIpIi0 − p1iIIpIIi1) +
X0Y1(−p1iIpIi1 + p0iIIpIIi0)
= X0Y0p1i0 +X1Y1p0i1 +X1Y0(p0iIpIi0 + p1iIpIi1 − p1i1) +X0Y1(−p1iIpIi1 + p0i0 −
p0iIpIi0)
= (X1Y0 −X0Y1)µr,n,
where we have used the fact that iIpI+ iIIpII = idW˜ in the third and fourth equalities
and the facts that p1i0 = p0i1 = 0 and p1i1 = p0i0 = idV in the last equality. Hence
ba = 0 iff µr,n = 0.
Finally, the surjectivity of b follows from the definition of U(r, n).
GL(V ) acts on Ln by simultaneously acting on the two copies of V in (2.2.1). This
action restricts to one on U(r, n) ⊂ µ−1r,n(0), which is set-theoretically free by lemma
2.2.29. Let M(r, n) be the set-theoretical quotient U(r, n)/GL(V ). By proposition
2.2.48 below, M(r, n) is an algebraic space. Our main result is
Theorem 2.2.6. M(r, n) is isomorphic to MBM(r, n). The involution iM in section
2.1 becomes
(W˜I , W˜II) 7→ (W˜II , W˜I).
Remark 2.2.7. In fact, there is a description for M(r, n) ≃MBM(r, n) as a quiver
variety by Nakajima [43, page 709] and lemma 4.2.1 below. However, our result makes
it clear how the involution iM acts.
We first construct a bijective map M(r, n) → MBM(r, n). For (W˜I , W˜II) ∈ U(r, n)
we denote by EW˜I ,W˜II the cohomology of monad (2.2.4). The restriction of this monad
to the diagonal D ≃ P1Z0:Z1 is of the form
0→ OD(−2)⊗ V
(
Z0
Z1
0
)
−−−−→ OD(−1)⊗ (V ⊕ V ⊕W ) (Z1,−Z0,0)−−−−−−→ OD ⊗ V → 0, (2.2.8)
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which is also a monad, where Zi is the restriction of Xi to D for i = 0, 1. Since the
Koszul complex
0→ OD(−2)⊗ V
(
Z0
Z1
)
−−−→ OD(−1)⊗ (V ⊕ V ) (Z1,−Z0)−−−−−→ OD ⊗ V → 0
is exact, the cohomology of (2.2.8) is OP1(−1) ⊗ W . Hence we obtain a natural
isomorphism
φW˜I ,W˜II : EW˜I ,W˜II
∣∣
D
∼−→ OP1(−1)⊗W,
which is a framing of EW˜I ,W˜II along the diagonal D. We define
Fr,n : M(r, n) −→MBM(r, n)
(W˜I , W˜II) 7→ (EW˜I ,W˜II , φW˜I ,W˜II).
Lemma 2.2.9. Fr,n is well-defined.
Proof. For each g ∈ GL(V ) let
g′ := g ⊕ g ⊕ idW ∈ GL(V ⊕ V ⊕W ) = GL(W˜ ).
We have a commutative diagram, which is an isomorphism of monads,
0 OX(−1,−1)⊗ V
OX(−1, 0) ⊗ W˜I
⊕
OX(0,−1) ⊗ W˜II
OX ⊗ V 0
0 OX(−1,−1)⊗ V
OX(−1, 0) ⊗ g′W˜I
⊕
OX(0,−1) ⊗ g′W˜II
OX ⊗ V 0,
g g′ g
(2.2.10)
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This gives an isomorphism
EW˜I ,W˜II
∼−→ Eg′W˜I ,g′W˜II ,
which preserves the framing because g′ acts trivially on W .
The next task is to construct a set-theoretical inverse for Fr,n.
Proposition 2.2.11. For a pair (E, φ) ∈MBM(r, n) there is a canonical monad
0→ OX(−1,−1)⊗ VE aE−→
OX(−1, 0) ⊗ W˜I,E
⊕
OX(0,−1) ⊗ W˜II,E
bE−→ OX ⊗ V ′E → 0, (2.2.12)
of which the cohomology is E, where
VE = H
1(E(−1,−1)), V ′E = H1(E),
W˜I,E = H
1(E(−1, 0)), W˜II,E = H1(E(0,−1)).
The proof uses
Lemma 2.2.13. Hq(E(−1,−1)) = Hq(E(−1, 0)) = Hq(E(0,−1)) = Hq(E) = 0 for
q = 0, 2. Moreover,
dimCW˜I,E = dimCW˜II,E = n,
dimCVE = dimCV
′
E = n−
r
2
.
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Proof. Since E is torsion free and X is a smooth surface, we have the exact sequence
0 −→ E −→ E∨∨ −→ E∨∨/E −→ 0, (2.2.14)
where E∨∨ is locally free and E∨∨/E is supported at a finite set of points. The short
exact sequence
0 −→ E∨∨(−(k + 1)D) −→ E∨∨(−kD) −→ E∨∨(−kD)∣∣
D
−→ 0
yields the long exact sequence
0 −→ H0(E∨∨(−(k + 1)D)) −→ H0(E∨∨(−kD)) −→ H0(E∨∨(−kD)∣∣
D
)
−→ H1(E∨∨(−(k + 1)D)) −→ H1(E∨∨(−kD)) −→ H1(E∨∨(−kD)∣∣
D
)
−→ H2(E∨∨(−(k + 1)D)) −→ H2(E∨∨(−kD)) −→ 0.
We have H0(E∨∨(−kD)∣∣
D
) = H0(OP1(−2k − 1)⊕r) = 0 if k ≥ 0. Hence
H0(E∨∨(−kD)) = H0(E∨∨(−(k + 1)D))
for k ≥ 0. By Serre vanishing theorem, Serre duality and the fact that D is ample,
we have H0(E∨∨(−kD)) = H2 (E∨∨∨(kD))∗ = 0 for k sufficiently large. Hence
H0(E∨∨) = H0(E∨∨(−D)) = H0(E∨∨(−2D)) = · · · = 0.
We have H1(E∨∨(−kD)∣∣
D
) ≃ H0(E∨∨∨∣∣
D
⊗OP1(2k− 2))∗ = H0(OP1(2k− 1)⊕r)∗ = 0
for k ≤ 0, where the first isomorphism is by Serre duality on D. Hence
H2(E∨∨(−kD)) = H2(E∨∨(−(k + 1)D))
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for k ≤ 0. By Serre vanishing theorem we have H2(E∨∨(lD)) = 0 for l sufficiently
large. Hence
H2(E∨∨(−D)) = H2(E∨∨) = H2(E∨∨(D)) = · · · = 0.
(2.2.14) yields the long exact sequence
0 −→ H0(E) −→ H0(E∨∨) −→ H0(E∨∨/E)
−→ H1(E) −→ H1(E∨∨) −→ 0
−→ H2(E) −→ H2(E∨∨) −→ 0,
which gives that
H0(E) = H2(E) = 0.
Similarly, H0(E(−D)) = H2(E(−D)) = 0 and Hq(E(−1, 0)) = Hq(E(0,−1)) = 0 for
q = 0, 2.
The dimensions of W˜I,E, W˜II,E, VE and V
′
E are obtained from a Chern class compu-
tation using the Hirzebruch-Riemann-Roch formula.
Proof of proposition 2.2.11. We use a Beilinson-type spectral sequence associated to
the resolution of the diagonal for X = P1× P1. Let ∆X×X be the diagonal in X ×X
and pi : X × X → X the projection onto the ith factor for i = 1, 2. We have
X × X = P1X0:X1 × P1Y0:Y1 × P1Z0:Z1 × P1W0:W1 and ∆X×X is given in X × X by the
equations
X0Z1 − Z0X1 = Y0W1 −W0Y1 = 0.
Using these equations, we obtain a Koszul complex
0→ OX×X(−1,−1,−1,−1)→
OX×X(−1, 0,−1, 0)
⊕
OX×X(0,−1, 0,−1)
→ OX×X → O∆X×X → 0,
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which is a resolution of O∆X×X . Note that
O(−1,−1,−1,−1) = ∧2(O(−1, 0,−1, 0)⊕O(0,−1, 0,−1)).
We put
Cp := ∧−p(O(−1, 0,−1, 0)⊕O(0,−1, 0,−1)).
Let L· · be a double complex each column of which is a resolution of the corresponding
term in the complex p∗1E⊗C· (this is called a Cartan-Eilenberg resolution of p∗1E⊗C·,
see Weibel [51, pages 145-146].) There are two associated spectral sequences
′Epq1 = R
qp2∗(p
∗
1E ⊗ Cp),
′′Epq2 = R
qp2∗(Hp(p∗1E ⊗ C·)),
which both converge to Rp+qp2∗(p
∗
1E ⊗C·) (the notation Rip2∗(D·) is the ith hyper-
direct image which is defined as follows: one chooses a Cartan-Eilenberg resolution
L·· of D·, applies p2∗ to L·· and defines Rip2∗(D·) as the ith cohomology sheaf of
the total chain complex associated to p2∗(L··), see Okonek et al. [45, page 243].) We
have
p2∗
(
p∗1E ⊗O∆X×X
)
= p2∗
(
p∗1E
∣∣
∆X×X
)
= E.
Hence
′′Epq2 =

E if (p, q) = (0, 0)
0 otherwise
.
Since
Rqp2∗(p
∗
1E⊗O(a, b, c, d)) = Rqp2∗ (p∗1(E(a, b))⊗ p∗2OX(c, d)) = Hq(E(a, b))⊗OX(c, d),
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′E1 is given by
0→ Hq(E(−1,−1))⊗OX(−1,−1)→
Hq(E(−1, 0)) ⊗ OX(−1, 0)
⊗
Hq(E(0,−1)) ⊗ OX(0,−1)
→ Hq(E)⊗OX → 0.
(2.2.15)
This spectral sequence degenerates at E2 by lemma 2.2.13. Hence E is the cohomology
of the monad (2.2.12).
Since E
∣∣
D
≃ OP1(−1)⊕r we have H0
(
E
∣∣
D
)
= H1
(
E
∣∣
D
)
= 0, and the long exact
sequence of cohomology for the exact sequence
0 −→ E(−1,−1) X0Y1−X1Y0−−−−−−−→ E −→ E∣∣
D
−→ 0
yields a natural isomorphism
αE : VE = H
1(E(−1,−1)) ∼−→ H1(E) = V ′E.
Restricting monad (2.2.12) to D, we obtain the following monad
0 −→ OD(−2)⊗ VE
aE
∣∣
D−−−→ OD(−1)⊗ (W˜I,E ⊕ W˜II,E)
bE
∣∣
D−−−→ OD ⊗ V ′E −→ 0, (2.2.16)
of which the cohomology is E
∣∣
D
.
Let W˜E :=
(
W˜I,E ⊕ W˜II,E
)
. Let (Z0 : Z1) be coordinates on D ≃ P1. Let
aE
∣∣
D
= aE,1Z0 + aE,2Z1
bE
∣∣
D
= bE,1Z0 + bE,2Z1
where aE,i ∈ Hom(VE, W˜E) and bE,i ∈ Hom(W˜E, V ′E).
Lemma 2.2.17. (Nakajima [42, pages 21-22])
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(i) There is a natural inclusion
W = H0
(
E(1)
∣∣
D
) cE,φ→֒ W˜E
such that Image(cE,φ) = ker(bE,1) ∩ ker(bE,2).
(ii) The map
γE,φ := aE,1 ⊕ aE,2 ⊕ cE,φ : VE ⊕ VE ⊕W −→ W˜E
is an isomorphism.
(iii) Fixing an isomorphism θE : V → VE, then the isomorphism ψE,φ := γE,φ ◦
(θE ⊕ θE ⊕ idW ) : (V ⊕ V ⊕W ) ∼−→ W˜E makes the diagram
0 OD(−2)⊗ V OD(−1)⊗
(
V
⊕
V
⊕
W
)
OD ⊗ V 0
0 OD(−2)⊗ VE OD(−1)⊗ W˜E OD ⊗ V ′E 0
(
Z0
Z1
0
)
θE
(Z1,−Z0,0)
ψE,φ
αE◦θE
(2.2.18)
commute. This isomorphism of monads is unique up to a change of basis in V .
The inverse of (2.2.18) induces the framing
E
∣∣
D
φ
∼−→ OP1(−1)⊗W.
Using lemma 2.2.17, we define
Gr,n : MBM(r, n) −→M(r, n)
(E, φ) 7→ (W˜I , W˜II) := (ψ−1E,φ(W˜I,E), ψ−1E,φ(W˜II,E)).
Lemma 2.2.19. Gr,n is well-defined.
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The proof uses the following lemma, which is a clear consequence of lemma 2.2.17.
Lemma 2.2.20. For (W˜I , W˜II) = Gr,n(E, φ), the following diagram
0 OX(−1,−1)⊗ V
OX(−1, 0) ⊗ W˜I
⊕
OX(0,−1) ⊗ W˜II
OX ⊗ V 0
0 OX(−1,−1)⊗ VE
OX(−1, 0) ⊗ W˜I,E
⊕
OX(0,−1) ⊗ W˜II,E
OX ⊗ V ′E 0
θE
(
ψE,φ
∣∣
W˜I
⊕ψE,φ
∣∣
W˜II
)
(αE◦θE)
(2.2.21)
(the first row is monad (2.2.4) and the second row is monad (2.2.12)) is commutative
and restricts to the diagram (2.2.18) on D. The inverse of (2.2.21) induces the
framing
E
∣∣
D
φ
∼−→ OP1(−1)⊗W.
Proof of lemma 2.2.19. Suppose we have an isomorphism
(E, φ)
∼−→
g
(E ′, φ′)
between framed pairs. Let
(
W˜I , W˜II
)
:= (ψ−1E,φ(W˜I,E), ψ
−1
E,φ(W˜II,E)),
(
W˜ ′I , W˜
′
II
)
:= (ψ−1E′,φ′(W˜I,E′), ψ
−1
E′,φ′(W˜II,E′)).
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By the following commutative diagram
0 OX(−1,−1)⊗ VE
OX(−1, 0) ⊗ W˜I,E
⊕
OX(0,−1) ⊗ W˜II,E
OX ⊗ V ′E 0
0 OX(−1,−1)⊗ VE′
OX(−1, 0) ⊗ W˜I,E′
⊕
OX(0,−1) ⊗ W˜II,E′
OX ⊗ V ′E′ 0
gE,E′ hE,E′ g
′
E,E′
(2.2.22)
of which the vertical arrows are isomorphisms induced by g, we obtain the following
isomorphism of monads
0 OX(−1,−1)⊗ V
OX(−1, 0) ⊗ W˜I
⊕
OX(0,−1) ⊗ W˜II
OX ⊗ V 0
0 OX(−1,−1)⊗ V
OX(−1, 0) ⊗ W˜ ′I
⊕
OX(0,−1) ⊗ W˜ ′II
OX ⊗ V 0
G H G′
(2.2.23)
where the rows are of the form of monad (2.2.4) and
G := θ−1E′ ◦ gE,E′ ◦ θE ,
H :=
(
ψ−1E′,φ′ ◦ hE,E′ ◦ ψE,φ
) ∣∣
W˜I
⊕ (ψ−1E′,φ′ ◦ hE,E′ ◦ ψE,φ) ∣∣W˜II ,
G′ := (αE′ ◦ θE′)−1 ◦ g′E,E′ ◦ (αE ◦ θE) = θ−1E′ ◦
(
α−1E′ ◦ g′E,E′ ◦ αE
) ◦ θE = G.
Viewing H = ψ−1E′,φ′ ◦ hE,E′ ◦ ψE,φ : W˜ → W˜ , we extract from (2.2.23) the following
commutative diagrams
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V W˜I
V W˜
pI i0
G H|W˜I
i′
I
p′
I
i0
and
V W˜II
V W˜
pII i0
G H|W˜II
i′
II
p′
II
i0
,
where we use the notations of (2.2.3) and i′I , p
′
I , i
′
II and p
′
II are defined similarly for
W˜ ′I , W˜
′
II ⊂ W˜ . Hence
Hi0 = HiIpIi0 +HiIIpIIi0 = i
′
Ip
′
Ii0G+ i
′
IIp
′
IIi0g = i0G.
It follows that
p0Hi0 = p0i0G = G.
Similarly,
p1Hi1 = G.
On the other hand, diagram (2.2.22), lemma 2.2.17 and the fact that g maps φ to φ′
give the commutative diagram
W W˜E
W W˜E′
cE,φ
hE,E′
cE′,φ′
It follows that (2.2.23) preserves the framing. That is,
pWHiW = idW ,
where pW is the projection of W˜ onto the W -factor and iW is the inclusion of W into
W˜ . Hence
H = G⊕G⊕ idW ,
with respect to the decomposition W˜ = V ⊕ V ⊕W . Since H.(W˜I , W˜II) = (W˜ ′I , W˜ ′II)
by (2.2.23), it follows that (W˜I , W˜II) = (W˜
′
I , W˜
′
II) in U(r, n)/GL(V ). Hence Gr,n is
well-defined.
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Proposition 2.2.24. Fr,n is a bijection.
Proof. First we show that
Fr,n ◦Gr,n = idMBM (r,n). (2.2.25)
In fact, for (W˜I , W˜II) = Gr,n(E, φ), lemma 2.2.20 gives that
(EW˜I ,W˜II , φW˜I ,W˜II ) ≃ (E, φ).
This proves (2.2.25). Next we show that
Gr,n ◦ Fr,n = idM(r,n). (2.2.26)
For (W˜I , W˜II) ∈M(r, n) let
(E, φ) := Fr,n(W˜I , W˜II) = (EW˜I ,W˜II , φW˜I ,W˜II ).
By Okonek et al. [45, lemma II.4.1.3], there is an isomorphism of monads
0 OX(−1,−1)⊗ V
OX(−1, 0) ⊗ W˜I
⊕
OX(0,−1) ⊗ W˜II
OX ⊗ V 0
0 OX(−1,−1)⊗ VE
OX(−1, 0) ⊗ W˜I,E
⊕
OX(0,−1) ⊗ W˜II,E
OX ⊗ V ′E 0,
∼ ∼ ∼
(2.2.27)
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which induces the identity morphism E = E, since the cohomologies of both rows are
E. Let
(W˜ ′I , W˜
′
II) := Gr,n(E, φ).
By lemma (2.2.20), we have the following isomorphism of monads
0 OX(−1,−1)⊗ V
OX(−1, 0) ⊗ W˜ ′I
⊕
OX(0,−1) ⊗ W˜ ′II
OX ⊗ V 0
0 OX(−1,−1)⊗ VE
OX(−1, 0) ⊗ W˜I,E
⊕
OX(0,−1) ⊗ W˜II,E
OX ⊗ V ′E 0,
θE
(
ψE,φ
∣∣
W˜ ′
I
⊕ψE,φ
∣∣
W˜ ′
II
)
(αE◦θE)
(2.2.28)
the inverse of which induces the framing E
∣∣
D
φ
∼→ OP1(−1) ⊗ W by lemma 2.2.20.
Composing (2.2.27) with the inverse of (2.2.28) we obtain an isomorphism of monads,
which is of the form of (2.2.23) and clearly preserves the framing. By the same
method as in the proof of lemma 2.2.19, we obtain that (W˜ ′I , W˜
′
II) = (W˜I , W˜II) in
U(r, n)/GL(V ). Hence Gr,n ◦ Fr,n = idM(r,n). It follows that Fr,n is bijective.
The next step is to give M(r, n) the structure of a smooth algebraic variety.
Lemma 2.2.29. The action of GL(V ) on U(r, n) is set-theoretically free.
The proof uses the following lemma, which is proved by the same method as lemma
2.2.13.
Lemma 2.2.30. For a rank l torsion free sheaf G on X = P1 × P1 such that G∣∣
D
≃
O⊕l
P1
,
H0(G(−D)) = 0.
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Proof of lemma 2.2.29. Suppose g ∈ GL(V ) fixes u = (W˜I , W˜II) ∈ U(r, n). We have
the following isomorphism of monads
0 OX(−1,−1)⊗ V
OX(−1, 0) ⊗ W˜I
⊕
OX(0,−1) ⊗ W˜II
OX ⊗ V 0
0 OX(−1,−1)⊗ V
OX(−1, 0) ⊗ W˜I
⊕
OX(0,−1) ⊗ W˜II
OX ⊗ V 0,
g g⊕g⊕idW g
(2.2.31)
which induces an automorphism of Eu, which we also call g, such that the diagram
Eu
∣∣
D
Eu
∣∣
D
OP1(−1)⊗W
g
∣∣
D
φu φu
commutes.
It follows that
g
∣∣
D
= idEu|D .
Note that the sheaf End(Eu) is trivial along D. By lemma 2.2.30 we have
H0(X, End(Eu)(−D)) = 0. (2.2.32)
The exactness of
0→ End(Eu)(−D)→ End(Eu)→ End(Eu
∣∣
D
)→ 0
24
implies that the restriction map
H0(End(Eu))→ H0(End(Eu
∣∣
D
))
is injective. Hence g
∣∣
D
lifts uniquely to the automorphism g = idEu. By the isomor-
phism (2.2.31) and Okonek et al. [45, lemma II.4.1.3], it follows that g = idEu is
induced by identity of GL(V ).
Proposition 2.2.33. U(r, n) can be given the structure of a smooth algebraic variety
of dimension n2 + nr − r
2
4
.
The proof uses lemmas 2.2.34 and 2.2.47 below.
Lemma 2.2.34. There is a holomorphic symplectic form ωLn on Ln such that µr,n is
a moment map for the action of GL(V ) on (Ln, ωLn).
(For a complex manifold M with a holomorphic symplectic form ω and the holomor-
phic action of a Lie group G, a holomorphic mapping µ : M → Lie(G)∗ is called a
moment map for the action of G if
〈dµ, ξ〉 = i~ξω
where ~ξ is the vector field on M which corresponds to the infinitesimal action of ξ
and 〈·,·〉 is the natural pairing TM × T ∗M → C.)
Remark 2.2.35. In lemma 2.2.34, we have identified
End(V ) ≃ End(V )∗ (2.2.36)
via the trace pairing tr : End(V )× End(V )→ C.
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Proof of lemma 2.2.34. For each (W˜I , W˜II) ∈ Ln, there is a natural identification for
the tangent space
T(W˜I ,W˜II)Ln ≃ Hom(W˜I , W˜II)⊕Hom(W˜II , W˜I).
We can define a holomorphic 2-form ωLn on Ln by
(ωLn)(W˜I ,W˜II)((α, β), (α
′, β ′))
def
= tr(α′β)− tr(αβ ′),
which is nowhere degenerate. We first show that ω is closed. Fix an element
(W˜I , W˜II) ∈ Ln. We define
q : GL(W˜ ) −→ Ln
C 7→ (CW˜I , CW˜II).
Let
C =
 CI ∗
∗ CII

be an element of GL(W˜ ) and
H :=
 ∗ β
α ∗
 , H ′ :=
 ∗ β ′
α′ ∗

elements of End(W˜ ), where the display of these matrices is with respect to the de-
composition W˜ = W˜I ⊕ W˜II . We define the left multiplication by C ′ ∈ GL(W˜ )
LC′ : GL(W˜ ) −→ GL(W˜ )
A 7→ C ′A.
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We have a trivialization
TGL(W˜ )
∼←− GL(W˜ )×End(W˜ )
(C ′, d(LC′)id
W˜
(K)) ← [ (C ′, K)
(2.2.37)
of the tangent bundle TGL(W˜ ). Then
d(q ◦ LC)id
W˜
(H) =
d
dt
∣∣
t=0
(C(idW˜ + tH)W˜I , C(idW˜ + tH)W˜II)
=
d
dt
∣∣
t=0
((idW˜ + tCHC
−1)CW˜I , (idW˜ + tCHC
−1)CW˜II)
= (CIIαC
−1
I , CIβC
−1
II ) ∈ Hom(CW˜I , CW˜II)⊕Hom(CW˜II , CW˜I),
where in the last equality we have used the fact that
d
dt
∣∣∣
t=0
(
(idW˜ + tK)UI , (idW˜ + tK)UII
)
= (γ, δ),
for any (UI , UII) ∈ Ln and K =
 ∗ δ
γ ∗
 ∈ End(W˜ ) is displayed with
respect to the decomposition W˜ = UI ⊕ UII . Hence
(q∗ωLn)C (d(LC)idW˜ (H), d(LC)idW˜ (H
′))
= (ωLn)(CW˜I ,CW˜II) (d(q ◦ LC)idW˜ (H), d(q ◦ LC)idW˜ (H ′))
= (ωLn)(CW˜I ,CW˜II) ((CIIαC
−1
I , CIβC
−1
II ), (CIIα
′C−1I , CIβ
′C−1II ))
= tr
(
CIIα
′C−1I CIβCII
)− tr (CIIαC−1I CIβ ′CII)
= tr(α′β)− tr(αβ ′).
It follows that q∗ωLn is constant with respect to the trivialization (2.2.37) and hence
closed. Hence ωLn is also closed.
Next we prove that µr,n is a moment map for the action of GL(V ) on (Ln, ωLn). Let
a be an element in Lie (GL(V )) = End(V ). Then a can be considered as an element
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of End(W˜ ) via the diagonal action of GL(V ) on W˜ = V ⊕ V ⊕W . We write A for
the image of a in End(W˜ ). That is,
A =

a 0 0
0 a 0
0 0 0
 ,
with respect to the decomposition W˜ = V ⊕ V ⊕W . In other words,
A = i0ap0 + i1ap1.
As a tangent vector field on Ln we have A = (α, β) ∈ Hom(W˜I , W˜II)⊕Hom(W˜II , W˜I)
where α = pIIAiI and β = pIAiII . In other words,
A =
 ∗ β
α ∗
 ,
with respect to the decomposition W˜ = W˜I ⊕ W˜II . Since End(V ) is identified with
End(V )∗ via (2.2.36), we need to prove that
d(tr(µr,na))(W˜I ,W˜II)(α
′, β ′) = iAω(α
′, β ′) (2.2.38)
for a fixed a ∈ End(V ). The right hand side of (2.2.38) is
i(α,β)ω(α
′, β ′) = tr(α′β)− tr(αβ ′)
= tr(α′pIAiII)− tr(pIIAiIβ ′)
= tr(iIIα
′pIA)− tr(iIβ ′pIIA).
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For the left hand side of (2.2.38) we first compute
d(tr(µr,na))(W˜I ,W˜II)(α
′, 0) = d(tr(p0iIpIi0a) + tr(p1iIpIi1a)− tr(a))(W˜I ,W˜II)(α′, 0)
= d(tr(iIpIi0ap0) + tr(iIpIi1ap1))(W˜I ,W˜II)(α
′, 0)
= d(tr(iIpIA))(W˜I ,W˜II)(α
′, 0)
= tr(iIIα
′pIA),
where the last equality holds because d (iI) (α
′, 0) = iIIα
′ and d (pI) (α
′, 0) = 0. Since
p0iIpIi0 + p0iIIpIIi0 = idV ,
p1iIpIi1 + p1iIIpIIi1 = idV ,
we can write µr,n alternatively as −p0iIIpIIi0 − p1iIIpIIi1 + idV and compute
d(tr(µr,na))(W˜I ,W˜II)(0, β
′) = −tr(iIβ ′pIIA)
similarly to above. Hence (2.2.38) holds.
Remark 2.2.39. For (W˜I , W˜II) ∈ Ln we can define A(W˜I , W˜II) ∈ Lie
(
GL(W˜ )
)
=
End(W˜ ) by
A(W˜I , W˜II)
∣∣
W˜I
:= 1
2
idW˜I ,
A(W˜I , W˜II)
∣∣
W˜II
:= −1
2
idW˜II
(2.2.40)
and extend linearly. We identify
End(W˜ ) ≃ End(W˜ )∗ (2.2.41)
(via the trace pairing tr : End(W˜ )×End(W˜ )→ C.) Then (2.2.40) yields an injective
map
A : Ln → End(W˜ )
whose image is a coadjoint orbit for GL(W˜ ). Hence there exists a holomorphic sym-
plectic form on Ln by McDuff and Salamon [37, page 168], which we call ω
′
Ln.
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Lemma 2.2.42. ω′Ln = ωLn.
Proof. We use the following formula for ω′Ln (see McDuff and Salamon [37, page 168]),
ωη (ad(ξ)
∗η, ad(ξ′)∗η) = 〈η, [ξ, ξ′]〉, (2.2.43)
where we identify TηO = {ad(ξ)∗η
∣∣ ξ ∈ Lie(G)} for any coadjoint orbit O ⊂ Lie(G)∗
and any η ∈ O.
We fix η = (W˜I , W˜II) ∈ Ln. In the identification (2.2.41), η corresponds to
tr(v.·) ∈ End(W˜ )
for some v ∈ End(W˜ ). In this proof, we identify Ln with the image of the map A
(hence η = A(W˜I , W˜II).) Since
Ln = {Ad(C)∗η
∣∣ C ∈ GL(W˜ )}
= {tr (v.Ad(C)(·)) ∣∣ C ∈ GL(W˜ )}
= {tr(vC(·)C−1) ∣∣ C ∈ GL(W˜ )} ⊂ End(W˜ )∗,
we can identify
TηLn = {tr(v[ξ,·]) ∣∣ ξ ∈ End(W˜ ))} ⊂ End(W˜ )∗
= {[v, ξ] ∣∣ ξ ∈ End(W˜ )} ⊂ End(W˜ ),
where in the last equality we have used the identification (2.2.41) and the fact that
tr(v[ξ,·]) = tr([v, ξ].·).
Formula (2.2.43) becomes
(
ω′Ln
)
η
([v, ξ], [v, ξ′]) = tr (v[ξ, ξ′]) , (2.2.44)
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where
ξ =
 γ β
α δ
 and ξ′ =
 γ′ β ′
α′ δ′

are in End(W˜ ) (the display of the matrices in this proof is with respect to the de-
composition W˜ = W˜I ⊕ W˜II .) The right hand side of (2.2.44) is
= tr

 12idW˜I 0
0 −1
2
idW˜II

 βα′ − β ′α + [γ, γ′] ∗
∗ αβ ′ − α′β + [δ, δ′]


= tr(α′β − αβ ′).
We have
[v, ξ] =
 12idW˜I 0
0 −1
2
idW˜II
 ,
 γ β
α δ
 =
 0 β
α 0
 ,
and similarly,
[v, ξ′] =
 0 β ′
α′ 0
 .
Hence(
ω′Ln
)
(W˜I ,W˜II)
((α, β), (α′, β ′)) = tr(α′β − αβ ′) = ωLn((α, β), (α′, β ′)).
Let V (r, n) ⊂ Ln be a Zariski open subset such that V (r, n) ∩ µ−1r,n(0) = U(r, n). By
theorem 2.2.6, the symplectic form ωLn
∣∣
V (r,n)
on V (r, n) descends by Marsden and We-
instein [35, theorem 1] to one on the (symplectic) quotientM(r, n) = U(r, n)/GL(V ),
which we call ωM. The following is immediate from the form of monad (2.2.4).
Lemma 2.2.45. (i) The involution (z1, z2)
i7→ (z2, z1) on X = P1 × P1 induces the
involution
(W˜I , W˜II) 7→ (W˜II , W˜I) (2.2.46)
on M(r, n), which coincides with the involution iM in section 2.1.
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(ii) MP2(r,m) is a holomorphic Lagrangian subvariety of M(r, 2m) with respect to
the symplectic form ωM.
Proof of part (ii). This follows from proposition 2.1.1 and the fact that
i∗MωLn = −ωLn .
We believe the next result is standard. Nevertheless, we include here a proof for the
reader’s convenience.
Lemma 2.2.47. Let Y be a complex manifold with a holomorphic symplectic form
ω and G a complex Lie group acting holomorphically on X such that there exists a
holomorphic moment map µ : Y → g∗ for this action, one has
dimCTy(G.y) = dimCIm(dyµ)
for all y ∈ Y such that the orbit G.y ⊂ Y is an immersed submanifold.
Proof. We first note that Ty(G.y) is the image of the Lie algebra g under the infinites-
imal action
η 7→ ~ηy.
Let
Ty(G.y)
⊥ : = {v ∈ TyY
∣∣ ωy(v, w) = 0 ∀w ∈ Ty(G.y)}
= {v ∈ TyY
∣∣ ωy(v, ~ηy) = 0 ∀η ∈ g}.
By the definition of a moment map,
ωy(v, ~ηy) = dyµ(v)(η)
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for all v ∈ TyY and η ∈ g. Hence
ker(dyµ) = Ty(G.y)
⊥.
It follows that
dimCIm(dyµ) = dimCTyY − dimCker(dyµ)
= dimCTyY − dimCTy(G.y)⊥
= dimCTy(G.y),
since ωy is nondegenerate for all y ∈ Y .
Proof of proposition 2.2.33. Since the GL(V )-action on U(r, n) is set-theoretically
free by lemma 2.2.29, its orbits are immersed submanifolds, as in the proof of propo-
sition III.1.5.10 in Bourbaki [9]. By lemmas 2.2.34 and 2.2.47,
dimCIm(duµr,n) = dimCTu(GL(V ).u) = dimCGL(V )
for all u ∈ U(r, n) ⊂ µ−1r,n(0). It follows that duµr,n is surjective for all u ∈ U(r, n).
Hence U(r, n) is a smooth algebraic variety. The dimension of U(r, n) is
2dimCG(n, W˜ )− dimCEnd(V ) = 2n2 − (n− r
2
)2
= n2 + nr − r
2
4
.
Proposition 2.2.48. M(r, n) = U(r, n)/GL(V ) can be given the structure of a
smooth algebraic space of dimension 2nr − r
2
2
. Moreover, U(r, n) is a principal
GL(V )-bundle over M(r, n).
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Proof. Following Okonek et al. [45, theorem II.4.1.9], we first prove that the image
Γ of the following map
γ : U(r, n)×GL(V ) −→ U(r, n)× U(r, n)
(u, g) 7−→ (u, g.u)
is closed in U(r, n)× U(r, n).
Let ζ be the tautological bundle over the Grassmannian G(n, W˜ ). Let pr1 and pr2 be
the projections of G(n, W˜ )× G(n, W˜ ) onto the first and second factors respectively.
Denote also by pr1 and pr2 their restriction to the locally closed subset U(r, n) ⊂
G(n, W˜ )×G(n, W˜ ). Let prU and prX be the projections of U(r, n)×X onto the first
and second factors respectively. We consider the following complex
0→ pr∗XOX(−1,−1)⊗ V A−→
pr∗XOX(−1, 0)⊗ pr∗Upr∗1ζ
⊕
pr∗XOX(−1, 0)⊗ pr∗Upr∗2ζ
B−→ OU(r,n)×X ⊗ V → 0
(2.2.49)
where A (resp. B) is defined at each point (W˜I , W˜II) ∈ U(r, n) as the morphism a
(resp. b) in monad (2.2.4). The complex (2.2.49) is in fact a monad by Nakayama’s
lemma. Let E˜ be its cohomology. Then E˜ is a family of framed sheaves on X ,
parametrized by U(r, n), as follows. Since ker(B) is locally free, it is flat over U(r, n).
We have a natural isomorphism
kerB ⊗ C(u) ≃ ker
(
OX(−1, 0)⊗ W˜I ⊕OX(0,−1)⊗ W˜II b−→ OX ⊗ V
)
for any u = (W˜I , W˜II) ∈ U(r, n). Hence the morphism
A⊗ C(u) : V ⊗OX(−1,−1) −→ kerB ⊗ C(u)
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is injective for all u ∈ U(r, n). It follows that E˜ is flat over U(r, n) (see for example
Matsumura [36, 20.E].) Hence there is a natural isomorphism
E˜ ⊗ C(u) ≃ Eu (2.2.50)
at each point u ∈ U(r, n).
By Bruzzo and Markushevich [10, theorem 3.1],MBM (r, n) is a fine moduli space of
framed sheaves. Hence the universal family EBM onMBM(r, n) pulls back to E˜ via a
unique morphism F ′r,n : U(r, n)→MBM(r, n). It follows by (2.2.50) that
F ′r,n = Fr,n.
(more precisely, F ′r,n descends to Fr,n.) Let V be the set-theoretical fiber product
defined by the following commutative diagram
V MBM(r, n)
U(r, n)× U(r, n) MBM(r, n)×MBM(r, n),
∆M
F ′r,n×F
′
r,n
where ∆M is the diagonal map. It follows from the definition of Fr,n that
V = {(u, u′) ∣∣ (Eu, φu) ≃ (Eu′ , φu′)}.
By proposition 2.2.24, this is equal to
Γ = {(u, u′) ∣∣ u′ = g.u for some g ∈ GL(V )}. (2.2.51)
SinceMBM (r, n) is separated, ∆M(MBM(r, n)) is closed inMBM(r, n)×MBM (r, n).
Therefore, Γ is closed in U(r, n)× U(r, n).
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As in the proof of proposition 2.2.33, γ is injective on tangent spaces. It follows
that γ is a closed immersion. By Laumon and Moret-Bailly [33, corollaire 8.1.1],
the set-theoretical quotient M(r, n) = U(r, n)/GL(V ) is a smooth algebraic space
and U(r, n) is a principal GL(V )-bundle in the category of algebraic spaces. The
dimension of M(r, n) is
dimCU(r, n)− dimCGL(V ) = n2 + nr − r
2
4
− (n− r
2
)2
= 2nr − r
2
2
.
Proof of theorem 2.2.6. It is clear that both E and the universal monad (2.2.49) are
GL(V )-equivariant. Let π : U(r, n)→M(r, n) be the quotient map by the action of
GL(V ). Since U(r, n) is a principal GL(V )-bundle over M(r, n), by Huybrechts and
Lehn [26, theorem 4.2.14] the monad (2.2.49) descends to a monad
0 −→ A −→ B −→ C −→ 0 (2.2.52)
on M(r, n) × X , each term of which pulls back via π to the corresponding term of
(2.2.49). The family E˜ also descends to one, which we call E , on M(r, n)×X which
is the cohomology of (2.2.52). It follows that π∗E ≃ E˜ .
Claim. If G is a locally free GL(V )-equivariant sheaf on U(r, n) then G descends to
a locally free sheaf G0 on M(r, n).
In fact, since π∗G0 ≃ G, the fibers of G0 all have the same dimension. The claim
follows. Therefore, all the terms of monad (2.2.52) are locally free. Hence E is flat
over M(r, n) and
E ⊗ C([u]) ≃ Eu
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for any u ∈ U(r, n) and [u] its image in M(r, n) = U(r, n)/GL(V ). As in the proof
of proposition 2.2.48, E induces the map Fr,n :M(r, n)→MBM(r, n). Hence Fr,n is
a morphism of algebraic spaces. In particular, it is a holomorphic mapping between
smooth complex manifolds (their smoothness was proved in proposition 2.2.48 and
proposition 2.1.1.) Since Fr,n is bijective by proposition 2.2.24, it is an isomorphism of
complex manifolds by Griffiths and Harris [17, page 19]. Hence it is an isomorphism
of algebraic spaces (cf. Serre [48, proposition 9].)
Remark 2.2.53. In particular,M(r, n) is a smooth quasi-projective algebraic variety.
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CHAPTER 3
EXAMPLES
In this chapter we consider moduli of rank 2 sheaves. To simplify notations we define
M(n) def= M(2, n),
MP2(m) def= MP2(2, m).
3.1. The case r = n = 2m = 2
Definition 3.1.1. For a fixed ample class H on a surface Y , a rank 2 torsion free
sheaf E is said to be Gieseker stable (resp. Gieseker semistable) if
χ(F ⊗OY (kH)) < (resp. ≤)χ(E ⊗OY (kH))
2
, k ≫ 0
for all nonzero subsheaves F ⊂ E of rank 1.
E is said to be µ-stable (resp. µ-semistable) if
c1(F ).H < (resp. ≤)c1(E).H
2
for all nonzero subsheaves F ⊂ E of rank 1.
Remark 3.1.2. (Huybrechts and Lehn [26, lemma 1.2.13])
µ-stable ⇒ Gieseker stable ⇒ Gieseker semistable ⇒ µ-semistable.
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On the quadric surface X = P1 × P1 we fix the ample class H = (1, 1) and define
Gieseker (semi)stability according to definition 3.1.1. Let
Mss(n) def= {(E, φ) ∈M(n)∣∣ E is Gieseker semistable}
On P2 all choices of an ample class give the same stability condition. Due to the
following lemma, hereafter the sheaves in MP2(m) are referred to simply as being
stable.
Lemma 3.1.3. The sheaves in MP2(m) are all µ-stable
Proof. Let (G, φ) ∈ MP2(m) such that G is not µ-stable. Then there is a rank 1
subsheaf L ⊂ G such that
c1(L).H
′ ≥ c1(G).H
′
2
,
for any hyperplane section H ′ ⊂ P2. Since L∨∨ = OP2(d) for some d ∈ Z, we have
d ≥ −1
2
.
But L
∣∣
C
is a subsheaf of G
∣∣
C
≃ OP1(−1)⊕2. We may assume L is locally free near C
and L
∣∣
C
= OP1(2d). Then
2d = c1
(
L
∣∣
C
) ≤ c1 (G∣∣C) = −2.
This is a contradiction. Hence G is µ-stable.
LetM′(n) be the (unframed) moduli space of rank 2 Gieseker semistable torsion free
sheaves on X with first Chern class (−1,−1) and second Chern class n. LetM′
P2
(m)
be the (unframed) moduli space of rank 2 stable torsion free sheaves on P2 with first
Chern class −1 and second Chern class m. The existence of these moduli spaces are
proved by Gieseker [16].
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Let
D′(n)
def
=
{
E ∈M′(n) ∣∣ E∣∣
D
6≃ OP1(−1)⊕2
}
,
D′
P2
(m)
def
=
{
G ∈M′
P2
(m)
∣∣ G∣∣
C
6≃ OP1(−1)⊕2
}
.
where C is the fixed conic from section 2.1. There are forgetful maps
F :Mss(n) −→M′(n) \D′(n),
FP2 :MP2(m) −→M′P2(m) \D′P2(m),
which remove the framing data. Huh [22, page 2102] proves that
M′(2) ≃ P3.
By Huh [22, proposition 3.2], D′(2) is a hyperplane in P3, which we denote by K.
Then
M′(2) \D′(2) = P3 \K ≃ A3.
Proposition 3.1.4. (i) Mss(2) ≃ Q \ Q′, where Q and Q′ are quadric hypersur-
faces in P7 (Q is smooth.)
(ii) The forgetful map F :Mss(2)→M′(2)\D′(2) ≃ A3 is a trivial PGL(2) torsor.
That is,
Mss(2) ≃ A3 × PGL(2).
(iii) MP2(1), which is the fixed locus of the involution iM in M(2), is isomorphic to
PGL(2).
Remark 3.1.5. The fact that MP2(1) ≃ PGL(2) can be seen directly since the
only rank 2 stable torsion free sheaf on P2 with first Chern class −1 and second
Chern class 1 is TP2(−2) (see Okonek et al. [45, example II.3.2.1].) Nevertheless, we
explicitly compute below the involution iM and its fixed locus because we believe this
demonstrates the effectiveness of the key idea of this thesis (section 2.1.)
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Lemma 3.1.6. For (W˜I , W˜II) ∈M(2) one has that
EW˜I ,W˜II is Gieseker semistable iff W ∩ W˜I =W ∩ W˜II = 0.
Proof. Let E = EW˜I ,W˜II .
Claim. W ∩ W˜I 6= 0 (resp. W ∩ W˜II 6= 0) iff there is a nonzero morphism from
OX(−1, 0) (resp. OX(0,−1)) to E.
Proof: Suppose U :=W ∩ W˜I 6= 0. The restriction of the morphism
OX(−1, 0)⊗ W˜I X1p0iI−X0p1iI−−−−−−−−−→ O ⊗ V
(in the monad (2.2.4)) to OX(−1, 0)⊗U is 0, since p0
∣∣
W
and p1
∣∣
W
are both 0. Hence
this morphism factors through ker(b). It follows that
H0(ker(b)(1, 0)) 6= 0.
From the short exact sequence
0→ OX(−1,−1)⊗ V → ker (b)→ E → 0,
we can identify
H0(ker(b)(1, 0)) ≃ H0(E(1, 0)),
sinceH0(OX(0,−1)) = H1(OX(0,−1)) = 0. This gives a nonzero morphismOX(−1, 0)→
E as desired.
Conversely, suppose there is a nonzero morphism OX(−1, 0) → E. The short exact
sequence
0→ OX(−1,−1)⊗ V −→ ker(b) −→ E → 0
yields, via the associated long exact sequence for cohomology, a surjection
H0(ker(b)(1, 0))։ H0(E(1, 0)).
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We obtain a nonzero morphism OX(−1, 0) → ker (b). Composing with ker(b) →֒
OX(−1, 0)⊗ W˜I ⊕ OX(0,−1) ⊗ W˜II we get an injection OX(−1, 0) →֒ OX(−1, 0) ⊗
W˜I ⊕OX(0,−1)⊗ W˜II , or simply OX(−1, 0) →֒ OX(−1, 0)⊗ W˜I . That is, we obtain
a one dimensional subspace U ′ ⊂ W˜I . Restricting this to the diagonal D we get
OP1(−1) →֒ OP1(−1)⊗ W˜ .
The image of this is mapped to 0 by b
∣∣
D
and hence lies in OP1(−1)⊗W . Equivalently,
U ′ ⊂W . Hence U ′ ⊂ W ∩ W˜I . The claim is proved.
We specialize to the case (W˜I , W˜II) ∈ M(2). Suppose W ∩ W˜I 6= 0. By the claim
above, there is a nonzero morphism OX(−1, 0) → E. This is saturated because
H0(E) = 0 and H0(E(1,−1)) = 0 by a computation similar to lemma 2.2.13. Hence
there is a short exact sequence
0→ OX(−1, 0)→ E → OX(0,−1)⊗ IZ → 0
for some zero dimensional subscheme Z. We have length(Z) = c2(E(1, 0)) = 1 by
Griffiths and Harris [17, page 727]. Using the Hirzebruch-Riemann-Roch formula, we
find that the Hilbert polynomial of OX(0,−1)⊗IZ is less than half that of E. Hence
E is not Gieseker semistable.
Conversely, suppose E is not Gieseker semistable. There is a rank 1 destabilzing sheaf
L = IZ ⊗ OX(a, b), with a, b ∈ Z and Z ⊂ X is a zero-dimensional subscheme, and
a nonzero morphism L →֒ E which is saturated. By the Hirzebruch-Riemann-Roch
formula,
χ (L⊗OX(k, k)) = k2 + k(a + b+ 2) + (a + 1)(b+ 1)− l(Z),
χ (E(k, k)) = 2k2 + 2k − 1.
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Since χ (L⊗OX(k, k)) ≥ χ (E(k, k)) for k ≫ 0 and L →֒ E is saturated, we have
a + b = −1,
or b = −1− a and hence
k2 + k − (a + 1)a− l(Z) ≥ 1
2
(
2k2 + 2k − 1) .
It follows that
(a+ 1)a = l(Z) = 0.
That is, L = OX(−1, 0) or OX(0,−1). By the claim above, W ∩W˜I 6= 0 orW ∩W˜II 6=
0.
Proof of proposition 3.1.4. For (W˜I , W˜II) ∈ Mss(2) (i.e. W ∩ W˜I = W ∩ W˜II = 0),
let E = EW˜I ,W˜II . We represent W˜I and W˜II by matrices
 1 00 1a c
b d
 and
 1 00 1e g
f h
 (3.1.7)
where the first two rows correspond to the two copies of V in W˜ and the last two
rows correspond to W ⊂ W˜ . Since W˜I ∩ W˜II = 0, we have
∣∣∣∣∣ a− e c− gb− f d− h
∣∣∣∣∣ 6= 0.
The morphism b in monad (2.2.4) is given by
b =
(
X1
(
1 0
)
−X0
(
0 1
) ∣∣ Y1(1 0)− Y0(0 1)) ,
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which is clearly surjective. Let A :=
(
a c e g
b d f h
)
and define Aij to be the
determinant of the 2 by 2 matrix which consists of the ith and jth columns of A. Let
M :=

1 0 1 0
0 1 0 1
a c e g
b d f h

.
Then
Adj(M) =

A34 + A23 A24 ∗ ∗
−A13 −A14 + A34 ∗ ∗
A12 −A14 −A24 ∗ ∗
A13 A12 + A23 ∗ ∗

.
Up to a scalar factor, the morphism a in (2.2.4) is given by
a =

Y0
(
A34 + A23
−A13
)
+ Y1
(
A24
−A14 + A34
)
X0
(
A12 − A14
A13
)
+X1
(
−A24
A12 + A23
)
 ,
The condition ba = 0 is equivalent to
A12 = A34, (3.1.8)
which is the equation of a smooth quadric hypersurface Q ⊂ P7a,b,c,d,e,f,g,h(
=
(
A8a,b,c,d,e,f,g,h \ 0
)
/C∗-action.
)
Let α = A34 + A23 and β = −A13 and γ = A24 and δ = −A14 + A34. Then
a =

Y0
(
α
β
)
+ Y1
(
γ
δ
)
X0
(
δ
−β
)
+X1
(
−γ
α
)
 . (3.1.9)
44
We have
0 6=
∣∣∣∣∣ a− e c− gb− f d− h
∣∣∣∣∣ = ad− bc + eh− fg − ah− de+ bg + cf
= A12 + A34 −A14 + A23 = α + δ. (3.1.10)
It follows that
Mss(2) ≃ Q \Q′, (3.1.11)
where Q′ = {α + δ = 0} is a quadric hypersurface in P7a,b,c,d,e,f,g,h.
For part (ii), we note that the sheaves inMss(2) are Gieseker stable by Huh [22, page
2100] and hence simple (see Huybrechts and Lehn [26, corollary 1.2.8].) Hence the
forgetful map F : Mss(2) → M′(2) \ D′(2) is a PGL(2) torsor, which is trivial by
the following
Claim. For all d and n,
H1et
(
C
d, PGL(n,OCd)
)
= 0,
where PGL(n,OCd) is the sheaf of groups on Cd defined by
PGL(n,OCd)(U) : = AutU(U × Pn)
= {morphisms of U into the algebraic group PGL(n,C)}
(3.1.12)
for any Zariski open subset U ⊂ Cd (c.f. Beauville [5, page 28].)
Proof: Similarly to (3.1.12), we can define the sheaves GL(n,OCd), SL(n,OCd) and
PSL(n,OCd). We have
H1et
(
C
d, GL(n,OCd)
)
= 0,
since vector bundles on Cd are trivial by Quillen-Suslin theorem (see for example
Artin [2, theorem 8.1].) The short exact sequence
1→ O×
Cd
−→ GL(n,OCd) −→ PGL(n,OCd)→ 1
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yields the following exact sequence for etale cohomology
0→ H1et (PGL(n,OCd))→ H2et
(O×
Cd
)
. (3.1.13)
Let µn be the constant sheaf on C
d with values in the group µn of nth roots of unity.
The commutative diagram
1 µn SL(n,OCd) PSL(n,OCd) 1
1 OCd GL(n,OCd) PGL(n,OCd) 1
yields the commutative diagram
H1et (PSL(n,OCd)) H2et
(
µn
)
H1et (PGL(n,OCd)) H2et
(O×
Cd
) , (3.1.14)
where the bottom map is the map (3.1.13.) We have
µn ≃ Z/nZ
as constructible sheaves in the etale topology on Cd. By Artin [1, theorem 5.2] we
have
H2et
(
µn
) ≃ H2an (µn) = 0.
By the commutativity of (3.1.14), the map (3.1.13) is 0. Hence H1et (PGL(n,OCd)) =
0, as claimed.
For part (iii), let Pij (resp. P
′
ij) be Plucker coordinates on the first (resp. second)
factor of G(2, W˜ )×G(2, W˜ ) ⊃ µ−12,2(0). Modulo the C∗-action
((P12 : P13 : P14 : P23 : P24 : P34), (P
′
12 : P
′
13 : P
′
14 : P
′
23 : P
′
24 : P
′
34)) 7→
((t2P12 : tP13 : tP14 : tP23 : tP24 : P34), (t
2P ′12 : tP
′
13 : tP
′
14 : tP
′
23 : tP
′
24 : P34)),
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M(2) is given by the following conditions
P12P
′
34 = P
′
12P34,
P12P34 + P14P23 − P13P24 = P ′12P ′34 + P ′14P ′23 − P ′13P ′24 = 0,
P12P
′
34 + P34P
′
12 + P14P
′
23 − P13P ′24 + P23P ′14 − P24P ′13 6= 0,
where the first equality is from equation (3.1.8), the second and third equalities are
the equations of the Grassmannians and the inequality is extended from condition
(3.1.10) above.
The involution iM interchanges W˜I and W˜II . Clearly, Mss(2) is invariant under iM
and so is M(2) \Mss(2). By lemma 3.1.6,
M(2) \Mss(2) = {P12P ′12 = 0} ⊂ M(2). (3.1.15)
In the identification (3.1.11), the action of iM on Mss(2) is given by
(a : b : c : d : e : f : g : h) 7→ (e : f : g : h : a : b : c : d) (3.1.16)
The fixed locus of (3.1.16) is M1 ⊔M−1 where
M1 = {(a : b : c : d : a : b : c : d)},
M−1 = {(a : b : c : d : −a : −b : −c : −d)}.
But M1 is disjoint from Mss(2). Hence the fixed locus of iM in Mss(2) is
{
(a : b : c : d : −a : −b : −c : −d)
∣∣∣∣∣
∣∣∣∣∣ a bc d
∣∣∣∣∣ 6= 0
}
≃ PGL(2).
Similarly, the fixed locus of iM inM(2) \Mss(2) satisfies that Pij = −P ′ij and hence
that
P12 = P
′
12 = 0 (by (3.1.15)),
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P14P23 − P13P24 = 0,
P14P23 − P13P24 6= 0,
and thus is empty. Hence the fixed locus of iM in M(2) is PGL(2).
3.2. D′
P2
(2)
Stromme [49, page 406] proves that D′
P2
(n) is a divisor in M′
P2
(n). Let lfM′
P2
(2) be
the locally free locus in M′
P2
(2). Hulek [23, proposition 8.2] proves that
lfM′
P2
(2) ≃ Sym2P2 \∆sym (3.2.1)
where ∆sym is the diagonal. His method uses the notion of a jumping line of the
second kind. This is a line, over the first order neighborhood of which, the sheaf has
a nontrivial global section. He finds that the locus of these lines is a union of two
lines in (P2)
∗
, which determine the sheaf uniquely. Huh [21, proposition I.4] extends
this to an isomorphism
M′
P2
(2) ≃ Hilb2P2. (3.2.2)
Proposition 3.2.3. D′
P2
(2) is the pullback of a (1, 1)-divisor under the Hilbert-Chow
morphism Hilb2P2 → Sym2P2 = P2 × P2/S2.
(Here a (1, 1)-divisor on Sym2P2 means a divisor which pulls back to a (1, 1)-divisor
on P2 × P2 under the quotient P2 × P2 → P2 × P2/S2 = Sym2P2.)
The proof uses
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Lemma 3.2.4. (i) (Vitter [50, page 382]) Any rank 2 µ-stable bundle G on P2 with
c1 = −H and c2 = 2 can be obtained from a short exact sequence
0→ G −→ U ⊗OP2 ψ−→ j∗OL(2)→ 0, (3.2.5)
where L is a unique line in P2, U is a vector space of dimension 2 and j : L →֒ P2
is the inclusion map.
(ii) The morphism ψ yields a map
f : P(U) ≃ P1 −→ L
which is a double covering which ramifies at two points q1 and q2. Then a line
L′ ⊂ P2 is a jumping line of the second kind of G (i.e. H0 (G∣∣
L′2
) 6= 0) iff it
passes through either q1 or q2.
(iii) The isomorphism (3.2.1) becomes
lfM′
P2
(2) −→ Sym2P2 \∆sym
G 7→ {q1, q2}.
Proof. We give a detailed proof of part (i), following what is outlined in Vitter [50,
page 382]. First we claim
h0(G(1)) = 2. (3.2.6)
Since G∨ is stable, H0(G∨(−4)) = 0. By Serre duality,
H2(G(1)) = 0.
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Therefore, h0(G(1))−h1(G(1)) = χ(G(1)) = 2 by Hirzebruch-Riemman-Roch formula
and hence
h0(G(1)) ≥ 2.
Let σ ∈ H0(G(1)) be a nonzero section. There is an exact sequence
0 −→ OP2(−1) σ−→ G σ∧−→ IZσ −→ 0, (3.2.7)
where Zσ is the zero locus of σ. Since H
0(G) = 0 by stability, σ cannot be factored
through OP2. It follows that Zσ contains no divisor, and hence is of dimension 0.
Therefore,
length(Zσ) = c2(G(1)) = 2.
Twisting (3.2.7) by OP2(1) and taking the long exact sequence of cohomology, we
obtain
H1(G(1)) ≃ H1(IZσ(1)).
The short exact sequence
0→ IZσ(1) −→ OP2(1) −→ OZσ → 0
yields the following long exact sequence of cohomology
0→ H0(IZσ(1))→ H0(OP1(1))→ H0(OZσ)→ H1(IZσ(1))→ 0,
which implies that H1(IZσ(1)) = 0 since h
0(IZσ(1)) = 1 and h
0(OZσ) = 2. Hence
H1(G(1)) = 0.
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For each nonzero section σ ∈ H0(G(1)) let Lσ be the line passing through Zσ. Ten-
soring the short exact sequence
0→ IZσ −→ OP2 −→ OZσ → 0
with OLσ we obtain
0→ Tor1 (OLσ ,OZσ) −→ IZσ
∣∣
Lσ
−→ OLσ −→ OZσ → 0.
This yields a natural surjection
IZσ ։ OLσ(−2) = ker(OLσ → OZσ). (3.2.8)
Restricting (3.2.7) to Lσ we obtain a surjection
G
∣∣
Lσ
։ IZσ
∣∣
Lσ
,
which composes with (3.2.8) and yields the surjection
G
∣∣
Lσ
։ OLσ(−2),
of which the kernel is OLσ(1). Since Ext1(OLσ(−2),OLσ(1)) = 0, we have G
∣∣
Lσ
≃
OLσ(1) ⊕ OLσ(−2). By Hulek [23, proposition 8.2] G has a unique jumping line of
the first kind, i.e. the unique line L ⊂ P2 such that
G
∣∣
L
≃ OL(1)⊕OL(−2).
Hence
Lσ = L
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for any σ ∈ H0(G(1)). Let σ and s be a basis of H0(G(1)). Then σ ∧ s ∈
H0(∧2(G(1))) ≃ H0(OP2(1)). It follows that Zσ∧s is a line L′. We obtain the following
exact sequence
0 −→ O⊕2
P2
(σ s)−−−→ G(1) −→ j′∗OL′(a) −→ 0, (3.2.9)
where j′ : L′ →֒ P2 is the inclusion map and a is an integer. By the formula in
Friedman [15, page 30],
2 = c2(G(1)) = c2(j
′
∗OL′(a)) = L′2 − j′∗c1 (OL′(a)) = 1− a.
Hence a = −1. Restricting (3.2.9) to L′ we obtain a surjection
G(1)
∣∣
L′
։ OL′(−1)
with kernel OL′(2). If follows that L′ is a jumping line of the first kind of G and thus
equals to L.
From the exact sequence (3.2.9), O⊕2
P2
is an elementary modification of G(1) along L
(see Friedman [15, page 41].) Performing another elementary modification as in loc.
cit. (i.e. taking dual of the morphism (σ s) in (3.2.9)) we obtain an exact sequence
0 −→ G −→ O⊕2
P2
−→ j∗OL(2) −→ 0, (3.2.10)
since G(1)
∣∣
L
≃ OL(2) ⊕ OL(−1). The uniqueness of the line L in (3.2.10) follows
from the fact that performing another elementary modification in the obvious way to
a sequence of the form (3.2.10) gets us back to one of the form (3.2.9) (see the remark
in Friedman [15, page 41]), where the line ought to be the unique jumping line of the
first kind, as proved above.
For part (ii), suppose L′ passes through q1 and L
′ 6= L. Let (X0 : X1 : X2) be
a homogeneous coordinate system on P2. We can assume L = {X0 = 0}, L′ =
{X1 = 0}, q1 = (0 : 0 : 1) and q2 = (0 : 1 : 0). Then
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ψ = (X21 X
2
2 ),
f(0 : x1 : x2) = (x
2
1 : x
2
2).
Tensoring (3.2.5) with OL′2 we obtain
0 −→ Tor1(OL(2),OL′2) −→ G
∣∣
L′2
−→ O⊕2L′2
(0 X22 )−−−−→ OL(2)
∣∣
L′2
−→ 0.
Let
K := ker
(
O⊕2L′2
(0 X22 )−−−−→ OL(2)
∣∣
L′2
)
.
Then H0(K) 6= 0. Since Tor1(OL(2),OL′2) is supported on a zero-dimensional sub-
scheme, it follows that H0
(
G
∣∣
L′2
) 6= 0 because it surjects onto H0(K). So L′ is a
jumping line of the second kind. The proof of part (ii) is finished since the lines L′
such that L′ ∩ {q1, q2} 6= ∅ are the only jumping lines of the second kind by Hulek
[23, proposition 8.2].
Finally, part (iii) follows directly from the first two parts.
Proof of proposition 3.2.3. Let G ∈M′
P2
(2) be locally free. First we give a character-
ization for the jumping conics of G, i.e. the conics C for which G
∣∣
C
≃ OC ⊕OC(−2)
(here OC(a) := OC(1)⊗a.)
Claim. (Vitter [50, page 382]) A smooth conic C which intersects L at two distinct
points p1 and p2 is a jumping conic iff kerψp1 = kerψp2 as subspaces of U . If C and
L have a double intersection at p, C is a jumping conic iff kerψp = kerψ
′
p (ψp (resp.
ψq) is the evaluation at p (resp. at q) of ψ.)
Suppose C ∩ L consists of two distinct points p1 and p2. Restricting (3.2.5) to C we
obtain
0 −→ G∣∣
C
−→ U ⊗OC ψp1⊕ψp2−−−−−→ Cp1 ⊕ Cp2 −→ 0,
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If kerψp1 = kerψp2 then G
∣∣
C
contains a copy of OC and hence is isomorphic to
OC ⊕OC(−2). If kerψp1 6= kerψp2 then ψp1 ⊕ ψp2 can be split into a direct sum of
ψp1
∣∣
kerψp2
: OC −→ Cp1
and
ψp2
∣∣
kerψp1
: OC −→ Cp2.
Each of these has kernel OC(−1). It follows that G
∣∣
C
≃ OC(−1)⊕2.
Now suppose C is tangent to L at p. Let x be a local coordinate of C near p.
Restricting (3.2.5) to C we obtain
0 −→ G∣∣
C
−→ U ⊗OC Ψ−→ C[x]/(x2) −→ 0,
or equivalently,
0 −→ G(1)∣∣
C
−→ U ⊗OC(2) Ψ−→ C[x]/(x2) −→ 0.
Ψ is determined by the one-jet j1(ψ) of the morphism ψ in (3.2.5) as follows. Choose
a basis for U . Then a local section of OC(2)⊕2 is given by
h(x) =
f(x)
g(x)

for some degree 2 polynomials f(x) and g(x), and the one-jet of ψ is given by
j1(ψ) =
a+ bx
c+ dx

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for some a, b, c, d ∈ C. Then Ψ is given by
Ψ(h) = j1
(
(a+ bx)f(x) + (c+ dx)g(x)
)
.
We prove that C is a jumping conic iff kerψ(0) = kerψ′(0) (iff ad = bc.) Changing
the local frames so that a = 0 and c = 1, this condition becomes b = 0. We obtain
Ψ(h) = g(0) + (bf(0) + g′(0) + dg(0))x.
h is in the kernel G(1)
∣∣
C
of Ψ iff
g(0) = 0,
bf(0) + g′(0) = 0.
Suppose b = 0, then a local section of G(1)
∣∣
C
is given by
 f(x)
x2g2(x)
 .
Hence G(1)
∣∣
C
≃ OC(2)⊕OC . Suppose b 6= 0, then a local section of G(1)
∣∣
C
is given
by −g
′(0)
b
+ xf1(x)
xg1(x)
 ,
which after a change of local frames becomes
xf1(x)
xg1(x)
 .
Hence G(1)
∣∣
C
≃ OC(1)⊕2. The claim is proved.
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We choose coordinates so that C = V (x0x2−x21) and write the ramification points of
the map f in lemma 3.2.4(ii) as qi = (ai0 : ai1 : ai2) for i = 1, 2. Suppose C intersects
L at two distinct points, p1 and p2. By the claim above, C is a jumping conic of G
iff f(p1) = f(p2). A point sq1 + tq2 lies on C iff
(sa10 + ta20)(sa12 + ta22) = (sa11 + ta21)
2. (3.2.11)
In suitable coordinates, f maps q1 (resp. q2) to 0 (resp. ∞), i.e.
f(sq1 + tq2) = (s
2 : t2).
Let pi = si1q1 + si2q2. Then f(p1) = f(p2) implies that {(s11 : s12), (s21 : s22)} =
{(s : t), (s : −t)} for some s, t. Hence the coefficient of st in (3.2.11) vanishes, i.e.
a12a20 + a10a22 − a11a21 = 0.
Next suppose that C intersects L doubly at p. By the claim above, C is a jumping
conic iff p is a ramification point of f . So either a10a12 = a
2
11 or a20a22 = a
2
21. By the
double intersection of C and L and equation (3.2.11), we have
a12a20 + a10a22 − a11a21 = 0. (3.2.12)
Let Z : = {ξ ∈ Hilb2P2 ∣∣ ξ is supported at a single point}
= {G ∈M′
P2
(2)
∣∣ G is not locally free},
where the last equality is by (3.2.1) and (3.2.2). Then Z is the inverse image of the
diagonal in Sym2P2 under the Hilbert-Chow morphism Hilb2P2 → Sym2P2. Hence Z
is the exceptional divisor of this morphism. We show that Z is not entirely contained
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in D′
P2
(2). Let p ∈ P2 \ C. Consider a rank 2 torsion free sheaf G on P2 which is
defined by the following exact sequence
0 −→ G −→ TP2(−2) −→ C(p) −→ 0.
Restricting to C we obtain
G
∣∣
C
≃ TP2(−2)
∣∣
C
≃ OC(−1)⊕2,
where the last isomorphism follows from remark 3.1.5. Moreover,
c2(G) = c2 (TP2(−2))− c2(C(p)) = 2.
It follows that Z\D′
P2
(2) contains G and hence is nonempty. That means D′
P2
(2) 6⊃ Z.
So D′
P2
(2) is the strict transform of the (1,1)-divisor on Sym2P2 which is given by
equation (3.2.12). On the other hand, this (1,1)-divisor clearly does not contain the
diagonal in Sym2P2. Hence its pull back to Hilb2P2 is equal to its strict transform,
which is D′
P2
(2).
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CHAPTER 4
POINCARE´ POLYNOMIAL
4.1. Quiver varieties and ALE spaces
We give an overview of quiver varieties and ALE spaces of type Aˆk−1, following faith-
fully Nakajima [41, 43]. For an integer k ≥ 2, let Q be the quiver whose underlying
graph is of affine type Âk−1; i.e. Q is
0◦ 1◦
for k = 2 and is
0◦
1◦ 2◦ . . . k−2◦ k−1◦
for k ≥ 3. Let I = {0, . . . , k − 1} be the set of vertices of Q and E the set of edges.
For each e ∈ E, let s(e) be the source and t(e) the target of e. Let Vi and Wi be
fixed complex vector spaces for each i ∈ I. Let v (resp. w) ∈ ZI≥0 be the dimension
vectors of {Vi} (resp. {Wi}), i.e. vi = dimCVi and wi = dimCWi for each i ∈ I. We
denote by Q the double of Q, which is the quiver with the same set of vertices as Q
and the set of edges E
def
= E ∪ Eop where Eop is the set of edges of Q with reversed
directions. Let
End(v)
def
=
⊕
e∈E
Hom(Vs(e), Vt(e)),
L(w, v)
def
=
⊕
i∈I
Hom(Wi, Vi), L(v, w)
def
=
⊕
i∈I
Hom(Vi,Wi).
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Let
M(v, w)
def
= End(v)⊕ L(w, v)⊕ L(v, w).
be the representation space for Q. The group GL(v)
def
= Πi∈IGL(Vi) acts on M(v, w)
by changing the basis in each Vi, i.e.
g.(B, a, b)
def
=
((
gt(e)Beg
−1
s(e)
)
e∈E
, (giai)i∈I ,
(
big
−1
i
)
i∈I
)
(4.1.1)
for each gi ∈ GL(Vi), Be ∈ Hom(Vs(e), Vt(e)), ai ∈ Hom(Wi, Vi) and bi ∈ Hom(Vi,Wi).
There is a symplectic form on M(v, w) given by
tr((B, a, b), (B′, a′, b′))
def
=
∑
e∈E
tr(ǫ(e)BeBe) +
∑
i∈I
tr(aib
′
i − a′ibi), (4.1.2)
where e is the reversed edge of e and ǫ(e) is defined as 1 if e ∈ E and as −1 otherwise.
Let End(v)
def
=
⊕
i∈I End(Vi) be the Lie algebra of GL(v). With respect to the
symplectic form (4.1.2), there is a moment map µC : M(v, w) → End(v) for the
action (4.1.1) which is given by
µC(B, a, b)
def
= ǫBB + ab,
where
ǫBB
def
=
( ∑
e∈E,t(e)=i
ǫ(e)BeBe
)
i∈I
and ab
def
= (aibi)i∈I .
Let ξC = (ξC,i) ∈ CI . The corresponding element in the center of the Lie algebra
End(v) is ⊕
i∈I
ξC,iidVi ,
which we also denote by ξC. The group GL(v) acts on µ
−1
C
(ξC).
59
Let ξR = (ξR,i) ∈ RI . There is a notion of ξR-(semi)stability on M(v, w) in Nakajima
[43, page 702], which by King [29, proposition 3.1] turns out to be the same as ξR-
(semi)stability in geometric invariant theory.
Definition 4.1.3. The quotient
Mξ(v, w) def= µ−1C (ξC)//ξRGL(v)
is called the Nakajima quiver variety associated with v, w and ξ, where the right hand
side is a geometric invariant theory quotient in the sense of King [29, proposition 3.1].
Remark 4.1.4. Fixing a Hermitian metric on each Vi, one can consider the corre-
sponding Hermitian matrices U(Vi). There is a real moment map
µR : M(v, w) −→
⊕
i∈I
U(Vi) =: U(v)
by Nakajima [41, formulas 2.5], where we have used the notations of remark B.1.6.
By Nakajima [41, page 371],
M(v, w) = (µ−1
R
(ξR) ∩ µ−1C (ξC)
)
/U(v)
is a hyperka¨hler quotient in the sense of Hitchin et al. [20, section 3.D].
For a fixed dimension vector v, let
R+
def
= {θ = (θi) ∈ ZI≥0 | θTCθ ≤ 2} \ {0},
R+(v)
def
= {θ ∈ R+ | θi ≤ dimCVi for all i},
Dθ
def
= {x = (xi) ∈ RI | x.θ = 0} for θ ∈ R+,
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where C is the Âk−1-Cartan matrix associated to Q, i.e. for k = 2
C =
 2 −2
−2 2

and for k ≥ 3
C =

2 −1 0 . . . −1
−1 2 −1 . . . 0
0 −1 2 . . . 0
...
...
...
. . .
...
−1 0 0 . . . 2

.
Since Q is of affine type, R+ is the set of positive roots and Dθ is the wall defined by
the root θ. Although R+ is infinite, R+(v) is finite.
An element ξ = (ξR, ξC) ∈ (R⊕ C)I is called generic if
ξ /∈
⋃
θ∈R+(v)
(R⊕ C)⊗Dθ.
For a fixed ξC, a connected component of the generic locus
(R⊕ ξC)I \
⋃
θ∈R+(v)
(R⊕ ξC)⊗Dθ
is called a chamber.
Proposition 4.1.5. (i) (Nakajima [41, theorem 2.8]) If ξ is generic thenMξ(v, w)
is a smooth connected complex algebraic variety.
(ii) (Nakajima [43, lemma 1.4]) If ξ and ξ′ lie in the same chamber then Mξ(v, w)
is isomorphic to Mξ′(v, w).
(iii) (Nakajima [41, corollary 4.2]) If ξ and ξ′ are both generic then Mξ(v, w) is
diffeomorphic to Mξ′(v, w).
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We consider the case when w = 0, v = δ :=
(
1
...
1
)
is the dimension vector of the
irreducible representations of the cyclic group Γ = Z/kZ ⊂ SU(2) (which corresponds
to the quiver Q via the McKay correspondence, see Nakajima [42, page 50]) and
ξ0 = (ξ0R, ξ
0
C) ∈ (R⊕ C)⊗Dδ \
⋃
θ∈R+\δ
(R⊕ C)⊗Dθ. (4.1.6)
Definition 4.1.7. [43, page 704] The quotient
Xξ0
def
= µ−1
C
(−ξC)//(−ξR) (GL(δ)/C∗)
is called the ALE space of type Âk−1 with parameter ξ
0.
Example 4.1.8. When k = 2, v = δ =
(
1
1
)
and w = 0 we have a = 0, b = 0 and
B = (x, y, z, w) ∈ Hom(V0, V1) ⊕ Hom(V1, V0) ⊕ Hom(V1, V0) ⊕ Hom(V0, V1) ≃ C4.
Here Q is
0◦ 1◦
×x
×w
×z
×y
.
The GL(δ)/C∗(≃ C∗)-action is given for λ ∈ C∗ by
λ.(x, y, z, w) = (λx, λ−1y, λ−1z, λw).
When ξ = (ξR, ξC) satisfies (4.1.6) with ξC 6= 0 we have
Xξ = {xy − zw = −ξC}/C∗λ.
Letting a = xy, b = zw, c = xz and d = yw we have
Xξ = {ab = cd} \ {a− b = 0} ⊂ P3a:b:c:d,
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which is a smooth quadric surface with a hyperplane section removed.
When ξ0 = (ξ′
R
, 0) satisfies (4.1.6) (i.e. ξ′
R,0 + ξ
′
R,1 = 0 and ξ
′
R
6= 0) we have
Xξ0 =

({xy = zw} \ {x = w = 0}) /C∗λ if ξ′R,0 > 0
({xy = zw} \ {y = z = 0}) /C∗λ if ξ′R,0 < 0
,
according to the definition of (−ξ′
R
)-stability in Nakajima [43, page 702]. Since the
two cases are isomorphic, we can assume ξ′
R,0 > 0. Then Xξ0 is isomorphic to the
Hirzebruch surface F2 with the positive line C∞ at infinity removed. In fact, since a
point in the latter has the representation
((t0 : t1), x0) ∈ P1 × C
where the action of C∗λ × C∗µ is given by
((t0 : t1), x0) 7→
(
(λt0 : λt1), λ
−2x0
)
(see Reid [46, page 20]) we have the isomorphism
F2 \ C∞ −→ Xξ0
((t0 : t1), x0) 7→ (x, y, z, w) = (t0, x0t1, x0t0, t1).
Proposition 4.1.9. (Kronheimer [31, corollaries 2.10, 3.2 and 3.12]) For ξ0 which
satisfies (4.1.6), Xξ0 is a smooth complex surface (i.e. a 4-dimensional hyperka¨hler
manifold); it is diffeomorphic to the minimal resolution of X0 = C
2/Γ where Γ =
Z/kZ, and the hyperka¨hler metric is ALE.
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Here the ALE condition means that there is a compact subset K ⊂ Xξ0 and a
diffeomorphism
Xξ0 \K
C∞
∼−→
(
C
2 \Br(0)
)
/Γ, (4.1.10)
under which the metric is approximated by the standard Euclidean metric on X0 =
C2/Γ. As in Nakajima [43, page 709], we define
Xξ0
def
= Xξ0 ∪ l∞,
where l∞ = P
1/Γ. We endow the structure of a differential orbifold so that (Xξ0 \K)∪
l∞ is identified with (P
2 \ Br(0)/Γ via the diffeomorphism (4.1.10). Here orbifold
means that we remember the action of Γ on the tubular neighborhood U˜ = P2 \Br(0)
of l∞. Nakajima [43, page 709] also gives the structure of a complex analytic orbifold
on Xξ0 .
Example 4.1.11. We continue example 4.1.8 (k = 2.) Let ξ = (ξR, ξC) and ξ
0 =
(ξ′
R
, 0) satisfy (4.1.6) with ξC 6= 0. Then Xξ (resp. Xξ0) is a smooth quadric surface
P1 × P1 (resp. a Hirzebruch surface F2), where we remember the action of Γ = Z/2Z
on a tubular neighborhood of l∞, which in this case is a hyperplane section which can
be taken to be the diagonal D (resp. the positive section at infinity.) We view the
orbifold Xξ as a Deligne-Mumford stack
Xξ
q−→ P1 × P1,
which is an isomorphism outside a tubular neighborhood N of the diagonal D and
over N is the stack [N˜/(Z/2Z)] where N˜
p−→ N is a double covering of N which is
ramified along D˜ := p−1D. Then
q∗D = 2D˜.
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Similarly, we view the orbifold Xξ0 as a Deligne-Mumford stack
Xξ0
q0−→ F2
with coarse space F2 as follows (cf. Bruzzo et al. [11, section 4.2].) Let C, C∞ and
F be the exceptional divisor, the line at infinity and the fiber in F2 respectively. The
Picard group of F2 is generated by C∞ and F and
C = C∞ − 2F.
We define q0 to be an isomorphism outside a tubular neighborhood N0 of C∞ and
over N0 the stack [N˜0/(Z/2Z)] where N˜0
p0−→ N0 is a double covering of N0 which is
ramified along C˜∞ := p
−1
0 C∞. Then
q∗0C∞ = 2C˜∞.
Definition 4.1.12. (Nakajima [43, page 711]) For ξ0 which satisfies (4.1.6), a framing
on a torsion free sheaf E on Xξ0 is an isomorphism
φ : E
∣∣
l∞
∼−→ OP1 ⊗ ρ
where ρ is a representation of Γ = Z/kZ.
Remark 4.1.13. When E is a Hermitian vector bundle, its associated Hermitian
connection A approximates a flat unitary connection A0 on a neighborhood of l∞
(A0 is the canonical connection on X0 = C
2/Γ by Kronheimer and Nakajima [32,
proposition 2.2(i)].) The connection A0 is determined by its holonomy, and hence
corresponds to a unitary representation of Γ = Z/kZ.
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Let Ri be the irreducible representations of Γ where R0 is trivial, R0 the trivial line
bundle on Xξ0 and Ri the so-called tautological line bundle on Xξ0 (see Nakajima
[43, page 705]) which restricts to OP1 ⊗ Ri over l∞ for each i 6= 0.
We take a parameter ξR from the chamber containing ξ
0
R
in its closure with ξR.δ < 0.
This chamber is uniquely determined.
ξR,0
ξR,1
Dδ = {ξR,1 + ξR,1 = 0}
b
b
ξ0
R
ξR
Figure 4.1. Chambers (when k = 2 and ξ0
C
= 0)
Proposition 4.1.14. (Nakajima [43, page 709])M(ξR,ξ0C)(v, w) is a fine moduli space
parametrizing framed torsion free sheaves E on Xξ0, where w corresponds to a framing
E
∣∣
l∞
∼−→ OP1 ⊗
⊕
i
R⊕wii
and v is given by the Chern classes of E via the formulas
c1(E) =
∑
i 6=0
uic1(Ri) where u = w − Cv,
ch2(E) =
∑
i
uich2(Ri)− 2v.δch2(O(l∞)).
(4.1.15)
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We include here a proof of formulas (4.1.15) since the corresponding formulas in
Nakajima [43, formulas 1.9] have a typo.
Proof of formulas (4.1.15). Let i∗ be the index such that Ri∗ is the dual representa-
tion of Ri and
R def=
⊕
i
Ri∗ ⊗ Ri
which corresponds to the regular representation R
def
=
⊕
iRi∗ ⊗Ri of Γ. The sheaf E
is the cohomology of the monad
0 −→ (V ⊗R)Γ(−l∞) −→ (V ⊗Q⊗R)Γ⊕(W⊗R)Γ −→ (V ⊗R)Γ(l∞) −→ 0 (4.1.16)
on Xξ0, according to Nakajima and Kronheimer [32, equation 4.3] and Nakajima [43,
equation 3.1]. Let
V =
⊕
i
Vi ⊗ Ri
be the decomposition of V into Γ-equivariant modules. Then
δ = (dimCR0, . . . , dimCRk−1) .
The monad (4.1.16) can be written as
0 −→
(⊕
i
Vi ⊗Ri
)
(−l∞) −→
(⊕
i,j
aijVi ⊗Rj
)
⊕
(⊕
i
Wi ⊗Ri
)
−→
(⊕
i
Vi ⊗Ri
)
(l∞) −→ 0,
where (Q⊗ R)i =
⊕
j aijRj . By the Mckay correspondence,
aij = 2δij − Cij,
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where C = (Cij) is the Cartan matrix of Q. It follows that
ch(E) =
∑
i,j (2δij − Cij) vich(Rj) +
∑
i wich(Ri)
−∑i vi (ch(Ri) + (dimCRi) ch(OXξ0 (−l∞)))−∑i vi (ch(Ri) + (dimCRi) ch(OXξ0 (l∞)))
= −∑i,j Cijvich(Rj) +∑iwich(Ri)− 2∑i viδich(OXξ0 (l∞)).
This explains formula (4.1.15).
Remark 4.1.17. The above proof is valid for any finite subgroup Γ ⊂ SU(2).
4.2. The Poincare´ polynomial of M(r, n)
We consider the case k = 2. Then the group Γ = Z/2Z has two irreducible represen-
tations, R0 and R1 (R0 is trivial.) Let ξ = (ξR, ξC) and ξ
0 = (ξ′
R
, 0) satisfy (4.1.6), as
in examples 4.1.8 and 4.1.11. We compute the Poincare´ polynomial ofM(r, n), using
section 4.1. Let
MXξ(r, n) def= Mξ
((
n− r
2
n
)
,
(
0
r
))
.
Lemma 4.2.1. M(r, n) is isomorphic to MXξ(r, n).
Proof. By proposition 4.1.14,MXξ(r, n) parametrizes framed torsion free sheaves on
Xξ (see example 4.1.11) with certain Chern classes and the framing along D˜ being
given by R⊕r1 . Since
OXξ(D˜)
∣∣
D˜
= OD˜(1)⊗ R1,
we define
f : M(r, n) −→MXξ(r, n)
(E, φ) 7→ (q∗E ⊗OXξ(D˜), q∗φ).
as a map of sets, where q is the projection Xξ → P1 × P1 defined in example 4.1.11.
Claim. f is well-defined.
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In fact,
f(E)
∣∣
D˜
≃ OD˜ ⊗R⊕r1 .
Let
u =
0
r
−
 2 −2
−2 2
 v.
Solving the following equations (formulas (4.1.15))
0 = c1(f(E)) = u1c1(R1),
−n+ r
4
= ch2(f(E)) = u1ch2(R1)− 2v.δch2(O(D˜)),
we obtain
v =
n− r2
n
 .
The claim is proved. Similarly, we have the following map of sets
g : MXξ(r, n) −→M(r, n)
(F, φ) 7→
(
q∗
(
F ⊗OXξ(−D˜)
)
, p∗φ
)
,
which is well-defined (N˜
p→ N was defined in example 4.1.11.) Since q∗OXξ = OP1×P1,
we have q∗q
∗E = E for all E ∈M(r, n). Hence
g ◦ f = idM(r,n).
Since F
∣∣
D˜
≃ OD˜ ⊗ R0 for all F ∈ MXξ(r, n), we have q∗q∗
(
F ⊗OXξ(−D˜)
)
=
F ⊗OXξ(−D˜). Hence
f ◦ g = idMXξ (r,n).
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Thus f is bijective. By proposition 4.1.14, there exists a universal family F over
MXξ(r, n) ×Xξ, which parametrizes framed torsion free sheaves on Xξ. We define
over M(r, n)×Xξ the following sheaf
F ′ := (idM(r,n) × q)∗ E ⊗ (OM(r,n) ⊠OXξ(D˜)) ,
where E is the universal family of framed torsion free sheaves on P1 × P1 from the
proof of theorem 2.2.6. Then F ′ is flat over M(r, n), since E is. We have
F ′ ⊗ C(u) ≃ q∗ (E ⊗ C(u))⊗OXξ(D˜) = F ⊗ C (f(u)) (4.2.2)
for all u ∈M(r, n), where the isomorphism is due to the flatness of E and the equality
the definition of f . The universal family F pulls back to the family F ′ via a unique
morphism f ′ : M(r, n) → MXξ(r, n), which is equal to f by (4.2.2) above. By
proposition 4.1.5(i) and the choice of ξ, MXξ(r, n) = Mξ
((
n− r
2
n
)
,
(
0
r
))
is smooth.
Hence f is a bijective morphism between smooth algebraic varieties. By Zariski’s
main theorem (see for example Mumford [39, page 209]), f is an isomorphism.
Since the Picard group of Xξ0 is generated by C˜∞ and F (see example 4.1.11), here-
after we make the formal identification
1
2
C
def
= C˜∞ − F,
which then gives the identification
Z.
1
2
C ⊕ Z.F = Z.C˜∞ ⊕ Z.F
for the Picard group of Xξ0.
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Let M˜2(r, k,m) be the fine moduli space of rank r framed torsion free sheaves on
Xξ0 with c1 = kC (k ∈ Z.12), discriminant m and the framing being trivial along
C˜∞, considered by Bruzzo et al. [11, section 3.1] and Bruzzo et al. [12, theorem 1.1].
There they apply the torus fixed-point method of Nakajima and Yoshioka [44, section
3] to obtain
Proposition 4.2.3. (Bruzzo et al. [11, theorem 4.4]) The Poincare´ polynomial of
M˜2(r, k,m) is
Pt(M˜
2(r, k,m)) =
∑ r∏
α=1
t2(|Yα|−l(Yα))
∞∏
i=1
t2(m
(α)
i +1) − 1
t2 − 1
∏
α<β
t2(l
′
α,β
+|Yα|+|Yβ|−n
′
α,β
)
where the summation runs over r-tuple of pairs ((k1, Y1), . . . , (kr, Yr)) with m =∑r
α=1 |Yα| + 1r
∑
α<β(kα − kβ)2 and
∑r
α=1 kα = k where the Yi are Young diagrams
(for a Young diagram Y , |Y | and l(Y ) denote respectively the number of boxes and
the number of columns),
l′α,β =

[nα,β ]
2 + 2[nα,β]{nα,β} if nα,β ≥ 0
[nα,β ]
2 + 2[nα,β]{nα,β} − δ2{nα,β},0 otherwise
,
where nα,β = kα − kβ, [ ] (resp. {}) denotes the integral part (resp. fractional part)
of a number, δij is the Kronecker delta,
n′α,β =

# of columns of Yα that are longer than kα − kβ if kα − kβ ≥ 0
# of columns of Yβ that are longer than kβ − kα − 1 otherwise
,
and m
(α)
i is the number of columns in Yα that have length i.
Let
MF2(r, n) def= M˜2
(
r,
r
2
, n− r
4
)
. (4.2.4)
Proposition 4.2.5. The Poincare´ polynomial of M(r, n) is Pt
(
MF2(r, n)
)
.
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Proof. Since M(r, n) is diffeomorphic to Mξ0
((
n− r
2
n
)
,
(
0
r
))
by proposition 4.1.5(iii)
and lemma 4.2.1, it is enough to prove that Mξ0
((
n− r
2
n
)
,
(
0
r
))
is isomorphic to
M˜2
(
r,
r
2
, n − r
4
)
. A framed sheaf (F, φ) in Mξ0
((
n− r
2
n
)
,
(
0
r
))
is one on the stack
Xξ0
q−→ F2 with the framing
φ : F |C˜∞
∼−→ OP1 ⊗ R⊕r1 .
Equations (4.1.15) give c1(F ) = 0 and ch2(F ) = −n + r
4
. Hence the discriminant of
F is
−ch2(F ) + 1
2r
c1(F )
2 = n− r
4
.
Since OX
ξ0
(
1
2
C
)∣∣
C˜∞
≃ OC˜∞ ⊗ R1, we have the following bijective map of sets
Mξ0
((
n− r
2
n
)
,
(
0
r
)) ∋ (F, φ) 7→ (F ⊗OX
ξ0
(
1
2
C
)
, φ
)
∈ M˜2
(
r,
r
2
, n− r
4
)
,
which is an isomorphism by an argument similar to the proof of lemma 4.2.1.
Example 4.2.6.
Pt (M(2, 2)) = Pt
(
M˜2
(
2, 1,
3
2
))
= 2t6 + 3t4 + 2t2 + 1.
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CHAPTER 5
A TWISTOR FAMILY
We describe a one-parameter deformation of T ∗G(n, W˜ ), following Markman [34,
section 2.1]. There is a unique nontrivial extension
0 −→ T ∗G(n, W˜ ) −→ E j−→ OG(n,W˜ ) −→ 0 (5.1)
over G(n, W˜ ). The morphism j can be understood as a map from the total space of
E to C. Let Et be the fiber over t of j. We have
E0 = T
∗G(n, W˜ ).
Let W˜ be the trivial bundle on G(n, W˜ ) with fiber W˜ . Recall our notation ζ for the
tautological bundle on G(n, W˜ ) in the proof of proposition 2.2.48. By Markman [34,
section 2.1],
E =
{
(t, (U, θ)) ∈ Ct ×Hom
(
W˜ , ζ
) ∣∣ U ∈ GL(n, W˜ ), θ ∈ Hom(W˜ , U) and
θ
∣∣
U
= t · idU
}
. (5.2)
The fiber of Et over U ∈ G(n, W˜ ) is
{
θ ∈ Hom(W˜ , U) ∣∣ θ∣∣
U
= t · idU
}
,
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which for t 6= 0 is isomorphic to
{
U ′ ∈ G(n, W˜ ) ∣∣ U ′ ∩ U = 0}
by taking U ′ = ker(θ). Hence for t 6= 0 we have
Et ≃ Ln (5.3)
(Ln is defined in section 2.2.) In fact,
E ×
Ct
C
∗
t ≃ Ln × C∗t . (5.4)
The following is our key observation for this section (see appendix B.1 for the defini-
tion of a hyperka¨hler manifold.)
Proposition 5.5. For each t ∈ C the fiber Et can be given the structure of a hy-
perka¨hler manifold.
Proof. Each general fiber Et ≃ Ln is a coadjoint orbit of GL(W˜ ) (see remark 2.2.39)
and hence admits a hyperka¨hler structure by Biquard [6, the´ore`me 1] and Kovalev [30,
theorem 1.1]; while the special fiber E0 ≃ T ∗G(n, W˜ ) carries a hyperka¨hler structure
by Burns [13, section 3].
Using description (5.2) we define
µ : E −→ End(V )
(t, U, θ) 7→ p0iUθi0 + p1iUθi1 − t · idV ,
where iU : U →֒ W˜ is the inclusion map and ii and pi are defined as in equation
(2.2.3). Let
µt := µ
∣∣
Et
.
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In the identification (5.3), for t 6= 0 we have
µt = tµr,n
(µr,n is defined in section 2.2), which is a moment map for the action of GL(V ) on
Et ≃ Ln.
In this chapter, we give a direction for our future study. By (5.11) below,
M(r, n) = µ−1r,n(0)//χGL(V )
where χ is the character of GL(V ) given by (5.8) and the notation µ−1r,n(0)//χGL(V )
is defined in definition 5.6. This suggests that a Kempf-Ness-theorem [27, theo-
rems 0.1 and 0.2] (see also appendix B.2) argument may be used to give M(r, n) =
µ−1r,n(0)//χGL(V ) the structure of a hyperka¨hler manifold as follows. We use the nota-
tions in remark B.1.3. Let (I, ωC) be the natural holomorphic symplectic structure on
the coadjoint orbit Ln as in McDuff and Salamon [37, page 168] (recall that in section
2.2 we called this ω′Ln.) By Biquard [6, page 275], there is a real symplectic form ωR
on Ln which together with ωC gives rise to a hyperka¨hler structure on Ln (Biquard
and Gauduchon [7, the´ore`me 3] gives a simple formula for ωR.) This corresponds to
a real moment map
µR : µ
−1
r,n(0) −→ U(V )
(U(V ) is a unitary subgroup of GL(V ) obtained by fixing a Hermitian metric on V ,
which is a maximal compact subgroup of GL(V )) in the sense of remark B.1.6 (here
µC := µr,n.) Then similarly to Nakajima [42, corollary 3.22], it may be possible to
use a Kempf-Ness-theorem argument to prove thatM(r, n) is a hyperka¨hler quotient
in the sense of Hitchin et al. [20, section 3.D] (see appendix B.1.)
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Since µt = tµr,n, we can consider for each t 6= 0 a GIT quotient
µ−1t (0)//χGL(V ) ≃ µ−1r,n(0)//χGL(V ) =M(r, n).
Since µ0 is also a (holomorphic) moment map by lemma 5.12 below, we speculate
that the GIT quotient
µ−10 (0)//χGL(V )
is also a hyperka¨hler quotient and that the family
{µ−1t (0)//χGL(V )}t∈C
is the twistor deformation (see Hitchin [19, section 2]) of the hyperka¨hler structure
on µ−10 (0)//χGL(V ). This is the content of conjecture 5.14 below. The discussion
after conjecture 5.14 will then make it clear why we are interested in such a twistor
family.
Definition 5.6. For the action of a Lie group G on an algebraic variety M and a
character χ of G we define
M//χG
to be the GIT quotient with respect to the linearization
g.(x, z) = (g.x, χ(g).z) for g ∈ G and (x, z) ∈M × C (5.7)
on the trivial line bundle M × C over M .
For each t 6= 0 the action of GL(V ) on Et ≃ Ln restricts to one on µ−1t (0). Let
χ : GL(V )→ C∗ be the character
χ(g) = det(g). (5.8)
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Proposition 5.9. For each t 6= 0,
µ−1t (0)//χGL(V ) ≃M(r, n).
The proof uses
Lemma 5.10. For G a reductive group acting on an affine variety X and L1 and L2
two G-linearized line bundles on X such that
∅ 6= Xss(L1) ⊂ Xs(L2)
one has
Xs(L1) = X
ss(L1) = X
s(L2) = X
ss(L2).
(here Xss(Li) is the geometric invariant theory (GIT) semistable locus with respect
to Li as in Mumford et al. [40, page 37] and X
s(Li) is the properly stable locus, i.e.
the stable points which have zero dimensional stabilizers.)
Proof. For any G-linearized line bundle L we have a projective morphism
X//LG = Proj
(⊕n≥0H0(X,Ln)G) −→ Spec (H0(X,OX)G) =: X//G.
Since Xss(L1) ⊂ Xs(L2), every point of Xss(L1) has zero dimensional stabilizer.
Hence
Xss(L1) = X
s(L1).
We have
X//L1G = X
s(L1)/G →֒ Xs(L2)/G →֒ Xss(L2)/G = X//L2G,
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where both inclusions are open immersions. Since X//L1G → X//G is proper, it
follows by Hartshorne [18, corollary II.4.8(e)] that the inclusion X//L1G →֒ X//L2G
above is also proper. Since X//L1G 6= ∅, we have X//L1G = X//L2G and thus
Xss(L1) = X
s(L1) = X
s(L2) = X
ss(L2).
Proof of proposition 5.9. Via the identification (5.3) we only need to prove that
µ−1r,n(0)//χGL(V ) =M(r, n). (5.11)
We denote by Sχ the semistable locus in µ
−1
r,n(0) with respect to the linearization
(5.7) on the trivial line bundle µ−1r,n(0) × C over µ−1r,n(0). Similarly to lemma 3.25 in
Nakajima [42], the proof is finished by the following
Claim. Sχ = U(r, n).
Suppose x = (W˜I , W˜II) ∈ µ−1r,n(0) \ U(r, n) then the morphism b in monad (2.2.4)
is not surjective at an off-diagonal point p ∈ X \ D. We represent W˜I and W˜II by
matrices 
A
B
∗
 and

C
D
∗

where the rows correspond to the decomposition W˜ = V ⊕ V ⊕ W (here A,B ∈
Hom(W˜I , V ) and C,D ∈ Hom(W˜II , V ).) After a change of coordinates, p can be
taken to be ((1 : 0), (0 : 1)) and
b⊗ C(p) = (−A ∣∣ D).
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Since b⊗ C(p) is not surjective, there is a basis of V for which
(A
∣∣ D) =

∗ ∗
A′ ∗ ∗ D′
∗ ∗
0 . . . 0 0 0 0 . . . 0
 .
We change the bases in W˜I and W˜II so that
B =

∗
B′ ∗
∗
0 . . . 0 1
 , C =

∗
∗ C ′
∗
1 0 . . . 0
 .
With respect to the above basis for V , we define
g(t) :=

1 0 . . . 0
0
. . .
...
... 1 0
0 . . . 0 t
 .
Then g(t).(W˜I
∣∣W˜II) =
=

∗ ∗
A′ ∗ ∗ C ′
∗ ∗
0 . . . 0 0 t−1 0 . . . 0
∗ ∗
B′ ∗ ∗ D′
∗ ∗
0 . . . 0 t−1 0 0 . . . 0
∗ ∗ ∗ ∗

=

t∗ t∗
A′ t∗ t∗ C ′
t∗ t∗
0 . . . 0 0 1 0 . . . 0
t∗ t∗
B′ t∗ t∗ D′
t∗ t∗
0 . . . 0 1 0 0 . . . 0
∗ t∗ t∗ ∗

.
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Hence the limit
lim
t→0
g(t).(W˜I , W˜II)
lies inside Ln. On the other hand, det(g(t)).z = tz → 0. Hence the orbit GL(V ).(x, z)
is not closed. It follows that
Sχ ⊂ U(r, n).
Since the action of GL(V ) on U(r, n) ⊂ µ−1r,n(0) is free, the quotient π : U(r, n) →
M(r, n) is a principal GL(V )-bundle andM(r, n) is quasi-projective (see sections 2.1
and 2.2), by Mumford et al. [40, converse 1.13] there exists a GL(V )-linearized line
bundle
L ∈ PicGL(V )(µ−1r,n(0))
such that the corresponding GIT stable locus, which we call SL, contains U(r, n). By
lemma 5.10, we have
Sχ = U(r, n) = SL.
On the special fiber E0 = T
∗G(n, W˜ ) there is an action of GL(W˜ ), which is lifted
from the one on G(n, W˜ ). This yields an action of GL(V ) on T ∗G(n, W˜ ) via the
decomposition W˜ = V ⊕ V ⊕W .
Lemma 5.12. µ0 is a moment map for the action of GL(V ) on T
∗G(n, W˜ ).
The proof uses the following result which we believe is standard, nevertheless we
include here a proof for the reader’s convenience.
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Lemma 5.13. For a complex Lie group G acting holomorphically on a complex man-
ifold M , the map
µ : T ∗M −→ g∗
(m,α) 7→ α ◦ d(σm)e,
where m ∈ M , α ∈ T ∗mM , σm : G → M is defined by σm(g) = g.m and e is the
identity of G, is a holomorphic moment map for the lifted action of G on T ∗M with
the canonical holomorphic symplectic structure.
Proof. The lifted action of G on T ∗M is given by
g.(m,α) = (g.m, (g−1)∗α)
for any g ∈ G, m ∈M and α ∈ T ∗mM . Let π : T ∗M −→M be the natural projection.
The tautological 1-form τ on T ∗M is given by
τ(m,α)(v) = α(dπ(v))
for anym ∈M , α ∈ T ∗mM and v ∈ T(m,α)T ∗M . The canonical holomorphic symplectic
form on T ∗M is given by
ω = −dτ.
For any λ ∈ g let ~λM (resp. ~λT ∗M) be the vector field corresponding to the infinitesi-
mal λ-action on M (resp. T ∗M .) We have
i~λT∗M τ = τ(
~λT ∗M) = α(dπ(~λT ∗M)) = α(~λM).
We define a map Hλ : T
∗M −→ C by
Hλ(m,α)
def
= α(d(σm)e(λ)) = α(~λM) = i~λT∗M τ.
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Then
dHλ = d(i~λT∗M τ) = L~λT∗Mdτ − i~λT∗Mdτ
= i~λT∗Mω,
since the action of G preserves ω = −dτ . This means Hλ is a Hamiltonian for the
action of G on T ∗M .
Proof of lemma 5.12. By (5.2), we have
E0 ×
G(n,W˜ )
Spec C(U) =
{
θ ∈ Hom(W˜ , U) ∣∣ ker(θ) = U}
An element of E0 = T
∗G(n, W˜ ) can be viewed as one on the trivial bundle G(n, W˜ )×
End(W˜ ) by the identification
(U, θ) 7→ (U, iUθ),
Applying lemma 5.13 for the action ofGL(V ) onG(n, W˜ ) and identifying Lie(GL(V )) =
End(V ) with its dual by the trace pairing
(X, Y ) 7→ tr(XY ),
we obtain the moment map
µ′ : T ∗G(n, W˜ ) −→ End(V )∗
(U, iUθ) 7→
(
a 7→ tr((iUθ)A)
)
,
where A is the image in End(W˜ ) of a ∈ End(V ), as in the proof of lemma 2.2.34.
Recall that
A = i0ap0 + i1ap1.
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Hence
µ′(U, iUθ)(a) = tr
(
iUθ(i0ap0 + i1ap1)
)
= tr
(
(p0iUθi0 + p1iUθi1)a
)
.
Since µ0 = p0iUθi0 + p1iUθi1, via the identification End(V ) ≃ End(V )∗ by the trace
pairing we have
µ′ = µ0.
Conjecture 5.14. (i) The one-parameter family E
j−→ C from (5.1) is the twistor
deformation (see Hitchin [19, section 2]) for the hyperka¨hler structure on E0 =
T ∗G(n, W˜ ) from proposition 5.5.
(ii) For each t ∈ C,
µ−1t (0)//χGL(V )
is a hyperka¨hler quotient.
(iii) There is an isomorphism
MF2(r, n) ≃ µ−10 (0)//χGL(V )
(MF2(r, n) was defined in (4.2.4) and χ in (5.8).)
(iv) The one-parameter family µ−1(0)//χGL(V )
j−→ C (which descends from the fam-
ily E
j−→ C from part (i)) is the twistor deformation for the hyperka¨hler structure
on µ−10 (0)//χGL(V ) ≃MF2(r, n) obtained in part (ii).
The involution iM onM(r, n) induces one on the cohomology ring H∗(MF2(r, n)) ≃
H∗ (M(r, n)), which we call Φ. We believe conjecture 5.14(iii) implies that
Φ is induced by a correspondence Z0 ⊂MF2(r, n)×MF2(r, n). (5.15)
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Remark 5.16. (5.15) can be useful for studying H∗ (MP2(r,m)), which is related to
the induced involution on H∗ (M(r, 2m)) ≃ H∗ (MF2(r, 2m)). Presumably, the latter
involution can be studied by descending to MF2(r, 2m) the correspondence (5.17)
below, which is studied in Markman [34, section 2.1].
We outline our idea for a proof. Here by Markman we mean section 2.1 in Markman
[34]. For each t 6= 0 there is an involution on Et ≃ Ln, which we denote by it. By
the trivialization (5.4), it follows that it lifts to an involution on E ×Ct C∗t . We take
Zariski closure to obtain a correspondence
Z˜ ⊂ E × E.
Let Z˜t := Z˜ ∩ (Et ×Et). Then Z˜t induces it for each t 6= 0; while a certain irreducible
component Z0 of Z˜0 induces the birational map
E0 = T
∗G(n, W˜ ) T ∗G(n, W˜ ∗) ≃ T ∗G(n, W˜ ) = E0 (5.17)
in Markman. Resolving the indeterminacy loci we obtain a smooth variety E˜0 and a
commutative diagram
E˜0
E0 E0.
π1 π2
Let pri be the projection from E0×E0 onto the ith factor. We have the commutative
diagram
E˜0
E0 Z0 E0
N
(π1,π2)
π1 π2
pr1
∣∣
Z0
pr2
∣∣
Z0
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where N is a certain variety defined in Markman and the bottom two arrows are
resolutions of singularities. Since the middle arrow is surjective and the maps πi are
proper, it follows that the maps pri
∣∣
Z0
are proper. Hence Z0 induces an involution
Φ˜ on the cohomology ring of E0 = T
∗G(n, W˜ ). This method can be repeated with
E, Et and E0 replaced by µ
−1(0)//χGL(V ), µ
−1
t (0)//χGL(V ) and µ
−1
0 (0)//χGL(V )
(≃MF2(r, n)) to deduce (5.15).
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APPENDIX A
A TECHNICAL OBSTRUCTION
We explain the reason for not considering in this thesis the trivial framing as in
Nakajima [42, chapter 2]. Let E be a rank r torsion free sheaf on P1 × P1 with a
framing
φ : E
∣∣
D
≃ O⊕r
P1
along the diagonal D. One would expect a monad description for E as in proposition
2.2.11. Unfortunately, the crucial cohomology vanishing result - lemma 2.2.13 - does
not hold in this case because
H0(E(−1,−1)) 6= 0.
One may remedy this by introducing a twist
E 7→ E ′ := E(−1, 0)
so that the framing becomes
φ : E ′
∣∣
D
≃ OP1(−1)⊕r.
Then E ′ satisfies a cohomology vanishing result as in lemma 2.2.13 and is the coho-
mology of a monad of the form (2.2.12). However, the moduli space of such E ′ does
not have an involution.
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APPENDIX B
HYPERKA¨HLER QUOTIENTS AND KEMPF-NESS
THEOREM
B.1. Hyperka¨hler quotients
We define the notion of a hyperka¨hler quotient, following the exposition in Nakajima
[42, pages 37-38].
Definition B.1.1. Let X be a 2n-dimensional manifold. A Ka¨hler structure of X
is (g, I) where g is a Riemannian metric and I an almost complex structure on X ,
which satisfies that
(i) g(Iv, Iw) = g(v, w) for all v, w ∈ TX ,
(ii) I is integrable,
(iii) The 2-form ω defined by
ω(v, w)
def
= g(Iv, w) for all v, w ∈ TX
is closed. (This ω is called the Ka¨hler form associated with (g, I).)
Definition B.1.2. Let X be a 4n-dimensional manifold. A hyperka¨hler structure on
X is given by the data (g, I, J,K) where g is a Riemannian metric and I, J , K almost
complex structures on X such that
(i) g(Iv, Iw) = g(Jv, Jw) = g(Kv,Kw) = g(v, w) for all v, w ∈ TX ,
(ii) I2 = J2 = K2 = IJK = −1,
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(iii) ∇gI = ∇gJ = ∇gK = 0 (∇g is the Levi-Civita connection of g.)
We call a manifold with a hyperka¨hler structure a hyperka¨hler manifold.
Remark B.1.3. (g, I), (g, J), (g,K) define Ka¨hler structures ω1, ω2, ω3 respectively.
One can pick a particular complex structure, say I, let ωR := ω1 and combine the
other Ka¨hler forms as ωC := ω2 +
√−1ω3. As in Nakajima [42, page 38], the pair
(I, ωC) is then a holomorphic symplectic structure on X .
We now give the definition of a hyperka¨hler quotient by Hitchin et al. [20]. Let
(X, g, I, J,K) be a hyperka¨hler manifold, and ω1, ω2, ω3 the ka¨hler forms associated
to I, J,K respectively. Let G be a compact Lie group which acts on X preserving
g, I, J,K.
Definition B.1.4. A map
µ = (µ1, µ2, µ3) : X → R3 ⊗ Lie(G)∗
is said to be a hyperka¨hler moment map if it satisfies
(i) µ is G-equivariant with respect to the coadjoint action of G on Lie(G)∗,
(ii) 〈dµi(v), ξ〉 = ωi(~ξ, v) for any v ∈ TX , any ξ ∈ Lie(G) and i = 1, 2, 3, where ~ξ is
the vector field on X which corresponds to the infinitesimal ξ-action.
Let ξ = (ξ1, ξ2, ξ3) ∈ R3 ⊗ Lie(G)∗ be a fixed point of the coadjoint action. Then
µ−1(ξ) is invariant under the action of G.
Theorem B.1.5. (Hitchin et al. [20]) Suppose the G-action on µ−1(ξ) is free. Then
the quotient space µ−1(ξ)/G is a smooth manifold and has a Riemannian metric and
a hyperka¨hler structure induced from those on X.
(µ−1(ξ)/G is thus called a hyperka¨hler quotient.)
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Remark B.1.6. In light of remark B.1.3, we may denote µR := µ1, µC := µ2+
√−1µ3,
ξR := ξ1 and ξC = ξ2 +
√−1ξ3. Then µR is a real moment map with respect to ωR
and µC is a holomorphic moment map with respect to ωC. The hyperka¨hler quotient
µ−1(ξ)/G is sometimes written as
(
µ−1
R
(ξR) ∩ µ−1C (ξC)
)
/G.
B.2. Kempf-Ness theorem
The following is Kempf-Ness theorem [27, theorems 0.1 and 0.2] (the statement we
give below is taken from the exposition in Mumford et al. [40, page 148].)
Theorem B.2.1. Let X be a projective variety, G a reductive group acting on X,
K ⊂ G a maximal compact subgroup, ω a K-invariant ka¨hler form on X and µ :
X → Lie(K)∗ a moment map for the K-action on X, such that there is an embedding
X ⊂ PN for which G acts via a group homomorphism
ρ : G −→ GL(N + 1)
such that ρ restricts to a unitary action of K and ω is the restriction of the Fubini-
Study form on PN . Then there is a homeomorphism
µ−1(0)/K
∼−→ X//G,
where the right hand side is the GIT quotient of X by G for the G-linearized line
bundle OPN (1)
∣∣
X
.
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