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Abstract
There have been a lot of investigations about stability of the linear scalar functional differential
equation
x′(t) = a(t)x(t) + b(t)x(t − h),
where a, b : R+ → R continuous and h > 0 a constant. However, almost all investigations require
a(t) 0 for asymptotic stability and a(t) 0 for instability. In this paper, we investigate Wazewski
inequalities of solutions of the equation. As a consequence, we offer some sufficient conditions for
asymptotic stability if a(t) 0 and instability if a(t) 0. In the case that a(t) and b(t) are constant,
we offer a region showing uniform asymptotic stability and instability of the zero solution of the
equation. This region is different from J. Hale’s (1977).
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34 T. Wang / J. Math. Anal. Appl. 298 (2004) 33–44Before proceeding, we shall set forth notation and terminology that will be used
throughout this paper. Let A = (aij ) be an n × n matrix. AT denotes the transpose of A,
AT = (aji), and |A| =
√∑n
i,j=1 a2ij . Let (C,‖ · ‖) be the Banach space of continuous
functions φ : [−h,0] → Rn with the norm ‖φ‖ = max−hs0 |φ(s)| and | · | is any con-
venient norm in Rn. In this paper, we will use the norm defined by |X| =
√∑n
i=1 x2i for
X = (x1, x2, . . . , xn)T ∈ Rn. Given H > 0, by CH we denote the subset of C for which
‖φ‖ < H . X′(t) denotes the right-hand derivative at t if it exists and is finite.
Consider the system of ordinary differential equation
X′(t) = A(t)X(t), X ∈ Rn, (1)
where A is an n × n real matrix of continuous functions defined on R+ = [0,∞). Theo-
rem 1 is known as Wazewski’s inequality, whose proof can be found in [7] and [12].
Theorem 1 (Wazewski’s inequality). Consider Eq. (1). Let H(t) = (1/2)(AT (t) + A(t))
and λ1(t), λ2(t), . . . , λn(t) be the n eigenvalues of H(t). Let
λ(t) = min{λ1(t), λ2(t), . . . , λn(t)} and Λ(t) = max{λ1(t), λ2(t), . . . , λn(t)}.
If X(t) is a solution of Eq. (1), then
∣∣X(t0)∣∣e∫ tt0 λ(s) ds  ∣∣X(t)∣∣ ∣∣X(t0)∣∣e∫ tt0 Λ(s) ds.
Wang [8] also obtained Wazewski’s inequality for the nonlinear nonautonomous system
d
dt


x1
x2
...
xr

=

G11(t,X) · · · G1r (t,X)... . . . ...
Gr1(t,X) · · · Grr(t,X)




F1(x1)
F2(x2)
...
Fr (xr)

 .
See [8] for more detailed discussion.
Wang [11] investigated the linear Volterra integro-differential equation
X′(t) = A(t)X(t) +
t∫
t−h
B(t, s)X(s) ds + F(t), X ∈ Rn, (2)
where h > 0 is a constant, A is an n × n real matrix of continuous functions defined on
R+ = [0,∞), B is an n × n real matrix of continuous functions defined on {(t, s) | −∞ <
s  t < ∞}, and F : R+ → Rn is continuous. Wang [11] obtained the following results.
Theorem 2. Consider Eq. (2). Let Λ(t) be as in Theorem 1. Assume that there is K > 0
such that for each (t, s), −∞ < t − h s  t < ∞,∣∣B(t, s)∣∣− K∣∣Λ(s)∣∣K(Λ(t) + Kh∣∣Λ(t)∣∣)∣∣Λ(s)∣∣(s − t + h).
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t  t0,
∣∣X(t)∣∣ e∫ tt0 Λ∗(s) ds
[
M(t0) +
t∫
t0
∣∣F(s)∣∣e− ∫ st0 Λ∗(u) du ds
]
,
where M(t0) = |φ(0)| + K
∫ 0
−h
∫ 0
s
|Λ(t0 + u)||φ(u)|duds.
Theorem 3. Consider Eq. (2). Let λ(t) be as in Theorem 1. Assume that there is k > 0 such
that for each (t, s), −∞ < t − h s  t < ∞,∣∣B(t, s)∣∣− k∣∣λ(s)∣∣ k(λ(t) − kh∣∣λ(t)∣∣)∣∣λ(s)∣∣(s − t + h).
Denote λ∗(t) = λ(t) − kh|λ(t)|. If X(t) = X(t, t0, φ) is a solution of Eq. (2), then for
t  t0,
∣∣X(t)∣∣ e∫ tt0 λ∗(s) ds
[
m(t0) −
t∫
t0
∣∣F(s)∣∣e− ∫ st0 λ∗(u) du ds
]
,
where m(t0) = |φ(0)| − k
∫ 0
−h
∫ 0
s |λ(t0 + u)||φ(u)|duds.
In this paper, we are going to investigate Wazewski inequalities for the linear scalar
functional differential equation
x ′(t) = a(t)x(t) + b(t)x(t − h), (3)
where a, b : R+ → R continuous, and h > 0 is a constant. For Eq. (3), investigators have
obtained a lot of results about stability (see [1–5,9,10]). Here is a quite typical result given
by Wang [10].
Theorem 4. Let a(t) 0 in Eq. (3). The zero solution of Eq. (3) is uniformly asymptotically
stable if there are constants B > 0 and p  1 such that ∫ t+h
t
|b(t)|p ds  B for all t  0
and if one of the following condition holds:
(a) There is a constant α > 1 such that
a(t) − α∣∣b(t + h)∣∣ := η1(t) > 0 with η1 ∈ IP(S) for some S > 0;
(b) a(t) − |b(t + h)| := η2(t) 0 with η2 ∈ PIM, and p > 1.
A problem existing in Theorem 4 and most of the investigations in [1–5,9,10] is that all
these investigations require a(t) 0 and b(t) has some kind of boundedness for stability. In
this paper, we will offer a result of uniform asymptotic stability without requiring a(t) 0
and that b(t) does not have to have some kind of boundedness. The following theorems are
our main results.
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a solution of Eq. (3) defined on [t0,∞). Then
∣∣x(t)∣∣ ‖φ‖
(
1 +
t0+h/2∫
t0
∣∣b(u)∣∣du
)
e
∫ t
t0
a(s) ds
for t ∈ [t0, t0 + h/2]; and∣∣x(t)∣∣√6V (t0) e(1/2) ∫ t−h/2t0 [a(s)+b(s+h)]ds
for t  t0 + h/2, where
V (t0) =
[
x(t0) +
t0∫
t0−h
b(s + h)x(s) ds
]2
+
0∫
−h
t0∫
t0+s
b2(z + h)x2(z) dz ds.
Proof. For t  t0, define
V (t) =
[
x(t) +
t∫
t−h
b(s + h)x(s) ds
]2
+
0∫
−h
t∫
t+s
b2(z + h)x2(z) dz ds.
Then
V ′(3)(t) = 2
[
x(t) +
t∫
t−h
b(s + h)x(s) ds
][
a(t) + b(t + h)]x(t) + hb2(t + h)x2(t)
−
t∫
t−h
b2(s + h)x2(s) ds
= [a(t) + b(t + h)]
[
x2(t) + 2x(t)
t∫
t−h
b(s + h)x(s) ds
+
( t∫
t−h
b(s + h)x(s) ds
)2]
+ [a(t) + b(t + h) + hb2(t + h)]x2(t)
− [a(t) + b(t + h)]
( t∫
t−h
b(s + h)x(s) ds
)2
−
t∫
t−h
b2(s + h)x2(s) ds
= [a(t) + b(t + h)]
{[
x(t) +
t∫
t−h
b(s + h)x(s) ds
]2
+
0∫ t∫
b2(z + h)x2(z) dz ds
}−h t+s
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×
[( t∫
t−h
b(s + h)x(s) ds
)2
+
0∫
−h
t∫
t+s
b2(z + h)x2(z) dz ds
]
−
h∫
t−h
b2(s + h)x2(s) ds.
Clearly,
0∫
−h
t∫
t+s
b2(z + h)x2(z) dz ds  h
t∫
t−h
b2(s + h)x2(s) ds
and by Hölder’s inequality( t∫
t−h
b(s + h)x(s) ds
)2
 h
t∫
t−h
b2(s + h)x2(s) ds.
So
−
t∫
t−h
b2(s + h)x2(s) ds
− 1
2h
[( t∫
t−h
b(s + h)x(s) ds
)2
+
0∫
−h
t∫
t+s
b2(z + h)x2(z) dz ds
]
,
and hence V ′(t) [a(t) + b(t + h)]V (t), and
V (t) V (t0)e
∫ t
t0
[a(s)+b(s+h)]ds for t  t0.
By changing the order of integration,
0∫
−h
t∫
t+s
b2(z + h)x2(z) dz ds =
t∫
t−h
b2(z + h)x2(z)(z − t + h) dz
 h
2
t∫
t−h/2
b2(z + h)x2(z) dz.
So V (t) (h/2)
∫ t
t−h/2 b
2(s + h)x2(s) ds. Consequently,
V
(
t − h
2
)
 h
2
t−h/2∫
b2(s + h)x2(s) ds.t−h
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V (t) + V
(
t − h
2
)
=
[
x(t) +
t∫
t−h
b(s + h)x(s) ds
]2
+
0∫
−h
t∫
t+h
b2(z + h)x2(z) dz ds + V
(
t − h
2
)

[
x(t) +
t∫
t−h
b(s + h)x(s) ds
]2
+ h
2
t∫
t−h/2
b2(s + h)x2(s) ds
+ h
2
t−h/2∫
t−h
b2(s + h)x2(s) ds

[
x(t) +
t∫
t−h
b(s + h)x(s) ds
]2
+ 1
2
[ t∫
t−h
b(s + h)x(s) ds
]2
(by Hölder’s inequality)
= 1
3
x2(t) +
[√
2
3
x(t) +
√
3
2
t∫
t−h
b(s + h)x(s) ds
]2
 1
3
x2(t)
for t  t0 + h/2.
Because V ′(t) 0,
1
3
x2(t) V (t) + V
(
t − h
2
)
 2V
(
t − h
2
)
.
Thus
∣∣x(t)∣∣
√
6V
(
t − h
2
)

√
6V (t0) e
(1/2)
∫ t−h/2
t0
[a(s)+b(s+h)]ds
for t  t0 + h/2.
Obviously, for t ∈ [t0, t0 + h/2], Eq. (3) becomes x ′(t) = a(t)x(t)+ b(t)ψ(t) (ψ(t) :=
φ(t − t0 − h)). Solving it, we get
x(t) = e
∫ t
t0
a(s) ds
[
x(t0) +
t∫
t0
b(u)ψ(u)e
− ∫ tt0 a(s) ds du
]
.
So
∣∣x(t)∣∣ ‖φ‖
(
1 +
t0+h/2∫
t0
∣∣b(s)∣∣ds
)
e
∫ t
t0
a(s) ds for t ∈
[
t0, t0 + h2
]
.
This is the proof of Theorem 5. 
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a constant β > 0, such that |b(t)| hµ(t), where
µ(t) = e
∫ t
0 a(s) ds
1 + h ∫ t+β
t
e
∫ u
0 a(s) ds du
,
then ∣∣x(t)∣∣ V (t0)e∫ tt0 [a(s)+hµ(s)]ds,
where
V (t0) =
∣∣φ(0)∣∣+ hµ(t0)
0∫
−h
∣∣ϕ(s)∣∣ds.
Proof.
µ′(t) = a(t)e
∫ t
0 a(s) ds
1 + h ∫ t+β
t
e
∫ u
0 a(s) ds du
− e
∫ t
0 a(s) ds
(1 + h ∫ t+βt e∫ u0 a(s) ds du)2 h
(
e
∫ t+β
0 a(s) ds − e
∫ t
0 a(s) ds
)
= a(t)µ(t) − hµ2(t)(e∫ t+βt a(s) ds − 1)
= a(t)µ(t) + hµ2(t) − hµ2(t)e
∫ t+β
t a(s) ds.
So µ′(t) a(t)µ(t) + hµ2(t).
Define V (t) = |x(t)| + hµ(t) ∫ tt−h |x(s)|ds. Then
V ′(3)(t)
[
a(t) + hµ(t)]∣∣x(t)∣∣+ hµ′(t)
t∫
t−h
∣∣x(s)∣∣ds
+ (∣∣b(t)∣∣− hµ(t))∣∣x(t − h)∣∣

[
a(t) + hµ(t)]
(∣∣x(t)∣∣+ hµ(t)
t∫
t−h
∣∣x(s)∣∣ds
)
− [a(t) + hµ(t)]hµ(t)
t∫
t−h
∣∣x(s)∣∣ds
+ h(a(t)µ(t) + hµ2(t))
t∫
t−h
∣∣x(s)∣∣ds
= [a(t) + hµ(t)]V (t).
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∫ t
t0
[a(s)+hµ(s)]ds
, or∣∣x(t)∣∣ V (t0)e∫ tt0 [a(s)+hµ(s)]ds. 
Remark 1. Let a(t) ≡ 0. Then we consider
x ′(t) = b(t)x(t − h). (4)
(1) If −1/(2h) b(t +h)−hb2(t +h), then the solution of Eq. (4) defined on [t0,∞)
satisfies
∣∣x(t)∣∣ ‖φ‖
(
1 +
t0+h/2∫
t0
∣∣b(u)∣∣du
)
for t ∈ [t0, t0 + h/2], and∣∣x(t)∣∣√6V (t0) e(1/2) ∫ t0+h/2t0+h b(s) ds
for t  t0 + h/2, where
V (t0) =
[
x(t0) +
t0∫
t0−h
b(s + h)x(s) ds
]2
+
0∫
−h
t0∫
t0+s
b2(u + h)x2(u) (du) ds.
(2) If there is a constant β > 0, such that |b(t)|  h/(1 + βh), then the solution of
Eq. (4) defined on [t0,∞) satisfies∣∣x(t)∣∣ V (t0)e(h2/(1+βh))(t−t0),
where
V (t0) =
∣∣φ(0)∣∣+ h
1 + βh
0∫
−h
∣∣φ(s)∣∣ds.
Theorem 7. Let H > h and
a(t) + b(t + h) − Hb2(t + h) 0.
If x(t) = x(t, t0, φ) is a solution to Eq. (3) defined on [t0,∞), then
x2(t) H − h
H
V (t0)e
∫ t
t0
[a(s)+b(s+h)]ds
,
where
V (t0) =
[
x(t0) +
0∫
−h
b(s + h)x(s) ds
]2
− H
0∫
−h
b2(s + h)x2(s) ds.
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V (t) =
[
x(t) +
t∫
t−h
b(s + h)x(s) ds
]2
− H
t∫
t−h
b2(s + h)x2(s) ds,
V ′(3)(t) = 2
[
x(t) +
t∫
t−h
b(s + h)x(s) ds
][
a(t) + b(t + h)]x(t)
− Hb2(t + h)x2(t) + Hb2(t)x2(t − h)
= [a(t) + b(t + h)]
[
x2(t) + 2x(t)
t∫
t−h
b(s + h)x(s) ds
+
( t∫
t−h
b(s + h)x(s) ds
)2]
+ [a(t) + b(t + h)]x2(t)
− [a(t) + b(t + h)]
( t∫
t−h
b(s + h)x(s) ds
)2
− Hb2(t + h)x2(t) + Hb2(t)x2(t − h)
= [a(t) + b(t + h)]
{[
x(t) +
t∫
t−h
b(s + h)x(s) ds
]2
− H
t∫
t−h
b2(s + h)x2(s) ds
}
+ [a(t) + b(t + h)]
[
H
t∫
t−h
b2(s + h)x2(s) ds −
( t∫
t−h
b(s + h)x(s) ds
)2]
+ [a(t) + b(t + h) − Hb2(t + h)]x2(t) + Hb2(t)x2(t − h)

[
a(t) + b(t + h)]V (t),
since
h
t∫
t−h
b2(s + h)x2(s) ds −
( t∫
t−h
b(s + h)x2(s) ds
)2
 0
by Hölder’s inequality. So by the comparison theorem,
V (t) V (t0)e
∫ t
t0
[a(s)+b(s+h)]ds
.
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h√
α
a −
√
α b√
h
)2
 0
or
2ab h
α
a2 + α
h
b2.
Therefore (let α = H − h)
V (t) = x2(t) + 2x(t)
t∫
t−h
b(s + h)x(s) ds +
[ t∫
t−h
b(s + h)x(s) ds
]2
− H
t∫
t−h
b2(s + h)x2(s) ds
 x2(t) + h
α
x2(t) + α
h
[ t∫
t−h
b(s + h)x(s) ds
]2
+
[ t∫
t−h
b(s + h)x(s) ds
]2
− (h + α)
t∫
t−h
b2(s + h)x2(s) ds
 α + h
α
x2(t) = H
H − hx
2(t).
So
x2(t) H − h
H
V (t) H − h
H
V (t0)e
∫ t
t0
[a(s)+b(s+h)]ds
. 
Corollary 1. Consider Eq. (3). If
− 1
2h
 a(t) + b(t + h)−hb2(t + h),
the zero solution of Eq. (3) is uniformly stable. In addition, if ∫ +∞ b2(s + h) ds = ∞, the
zero solution of Eq. (3) is uniformly asymptotically stable.
Corollary 2. If a(t) + b(t + h)  Hb2(t + h) for some constant H > h, and ∫ +∞ b2 ×
(s + h) ds = ∞, then x = 0 of Eq. (3) is unstable.
The proof of the corollaries can be made directly with the inequalities of Theorems 5
and 7. Many authors have discussed stability of the zero solution of Eq. (3), for example,
[1–5,9–11]. They all require a(t)  0 for uniform asymptotic stability and a(t)  0 for
instability. But by the corollaries, we can get uniform asymptotic stability with a(t)  0
and instability with a(t) 0.
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x ′ = x(t) − 3
2
x
(
t − 1
5
)
. (5)
In this equation, h = 1/5, a(t) = 1, b(t) = −3/2, a(t) + b(t + h) = −1/2. So
− 1
2h
 a(t) + b(t + h)−hb2(t + h).
By Theorem 5, the solution of Eq. (5) satisfies∣∣x(t)∣∣√6V (t0) e−(1/4)(t−1/10−t0)
for t  t0 + 1/10, and∣∣x(t)∣∣ 23
20
‖φ‖e1/10
for t ∈ [t0, t0 + 1/10]. Therefore the zero solution of Eq. (5) is UAS.
Remark 2. Let a and b be constants in Eq. (3).
(1) In Theorem 5, we can get the region that satisfies
− 1
2h
 a + b −hb2.
In this region, |x(t)|√6V (t0) e−(1/2)b2(t−h/2−t0) and hence this is the region of uniform
asymptotic stability.
(2) In Theorem 7, we get a + b − Hb2  0. In this region
x2(t) H − h
H
V (t0)e
(a+b)(t−t0).
Thus, this is the region of instability. See Fig. 1.
Fig. 1.
44 T. Wang / J. Math. Anal. Appl. 298 (2004) 33–44J. Hale in his book [4] studied Eq. (3) with a and b constants and gave a stability region.
For asymptotic stability, he requires a < 0. Therefore our result is different. Professor
Hatvani used annulus arguments in the stability theory for functional differential equations;
he also obtained a stability region [6]. What we obtained here is for uniform asymptotic
stability.
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