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Abstract
Chapter 1 contains a theory of misallocation. In contrast to a recent literature where misallo-
cation stems from imperfect input markets, I study an economy with non-competitive output
markets. This change of focus has two implications. In the cross-section of firms, static
misallocation, i.e. the dispersion of marginal products, is not driven by constraints limiting
expansion possibilities, but reflects the distribution of mark-ups. Dynamically, the distribu-
tion of mark-ups and the economy-wide rate of productivity growth are jointly determined by
firms' innovation and entry incentives. The observed cross-country variation in the degree of
misallocation might therefore be a symptom of more fundamental differences in the innovation
environment. Using firm-level data from Indonesia, I present both reduced form evidence for
this mechanism and estimate the models' structural parameters.
In chapter 2, I study the interaction between migration and firms' technology choices.
If firms can adapt their production technology, changes in labor supply will induce biased
technological adoption. I test this hypothesis using data from one of the largest population
transfer programs of the 20th century. After WW2, Germany lost part of its Eastern Ter-
ritories. Within 2 years, more than 8m people were expelled and transferred to Western
Germany. Using individual-level data of the 1960s and 70s I show that refugees experienced
substantial reallocation into unskilled occupations, that refugee-rich counties have higher em-
ployment shares in occupations which require little formal human capital and that wages in
those occupations are especially high in refugee-rich counties.
In chapter 3, which is joint work with Joaquin Blaum and Claire Lelarge, we use a com-
prehensive dataset of French manufacturing firms to study firms' import behavior. We first
document a new fact on the extensive margin of international trade: most firms source only
few differentiated varieties of a given product internationally. We then build a simple model
based on productivity differences across firms and show that in contrast to the literature on
exports, more productive firms do not necessarily source their products from more countries.
On the intensive margin, the theory has one robust implication: expenditure shares across
varieties should be equalized in the cross-section of firms. While the data is supportive of this
prediction across foreign varieties, more productive firms are subject to "home-bias" in that
they spend too much on domestic inputs.
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Thesis Supervisor: Abhijit Banerjee
Title: Ford International Professor of Economics
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Chapter 1
Heterogeneous Mark-Ups and Endogenous
Misallocationi
1 Introduction
There is a broad consensus in the economic profession that cross-country income differences
are to a large degree driven by differences in aggregate productivity (TFP). Aggregative
growth theory has traditionally interpreted these disparities as stemming from technological
differences across countries. In the last couple of years, a new literature emerged that tends to
ignore technological differences and instead focuses on the importance of misallocation of re-
sources across firms within countries to explain the cross-country variation in aggregate TFP.
Lately, these contributions have attracted substantial attention, because recent work devel-
oped an empirical accounting framework, which allows researchers to measure misallocation
using readily available firm-level data. Hsieh and Klenow (2009), following the methodology of
Foster, Haltiwanger, and Syverson (2008), show that in an important class of macroeconomic
models, firms' productivity is proportional to their marginal products.3 4 The dispersion of
productivity across firms has therefore been interpreted as a key measure of allocative effi-
ciency. And indeed, there is substantial evidence that poor countries are characterized by
larger cross-sectional productivity differences, which is consistent with the view that differ-
ences in the static efficiency of the resource allocation are important to understand aggregate
I am extremely grateful to my advisors Daron Acemoglu, Abhijit Banerjee and Rob Townsend for their
invaluable guidance, encouragement and support. I also thank Ufuk Akcigit, Isaiah Andrews, Thomas Chaney,
Maya Eden, Roberto Fattal Jaef, Felipe Iachan, Chang-Tai Hsieh, Daniel Keniston, Amir Kermani, Sam Kor-
tum, Benjamin Moll, Plamen Nenov, Ezra Oberfield, Michael Powell and particularly Marios Angeletos, Arnaud
Costinot and IvAn Werning as well as seminar participants at MIT, Chicago, Yale, Princeton, Toulouse, LSE,
UCLA, Chicago Booth, CREI, Columbia GSB, Brown, Wharton, the RED Mini-Conference on Misallocation
and Productivity and the SED. I am also grateful to Ida Fariana from the Badan Pusat Statistik (BPS-Statistics
Indonesia) for her cooperation in obtaining the Indonesian micro data, to Monica Martinez-Bravo for providing
me with me PODES data and for the financial assistance of the George and Obie Shultz fund to acquire the
data necessary for this project. All errors are my own.
21 will review the related literature below.
3 The class of models they consider encompass the Lucas (1978) span-of-control model with heterogeneous
firms and an economy with CES demand system, monopolistic competition and factor neutral productivity
differences as in Melitz (2003).
4 The distinction between revenue productivity (given by TFPR = and physical productivity
(TFPQ = i_.,) is crucial. In the data I only measure TFPR and it is this object, which I will refer
to as "productivity". See also Foster, Haltiwanger, and Syverson (2008).
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differences in TFP (Hsieh and Klenow, 2009; Bartelsman, Haltiwanger, and Scarpetta, 2009;
Collard-Wexler, Asker, and De Loecker, 2011).
In this paper I argue against this sharp conceptual distinction between static misallocation
and aggregate technological differences. In particular, in an environment where productivity
growth is endogenous and depends on firms' dynamic innovation incentives, the growth rate
of aggregate TFP and the static degree of misallocation are jointly determined in equilibrium.
Measured productivity differences in the cross-section of firms emerge endogenously and hence
are not only informative about the static efficiency of the resource allocation, but also about
firms' dynamic incentives, which determine the economy's growth rate. The aggregate impli-
cations of within-country productivity dispersion for cross-country income differences might
therefore be much larger than previously appreciated.
More specifically, I consider an economy, where imperfect competition on output markets
endogenously generates heterogeneous mark-ups across firms. In such an environment, mea-
sured productivity differences across producers fully reflect the cross-sectional distribution of
prices. These monopolistic distortions cause resources to be statically misallocated, because
production factors are not allocated towards the most efficient units but rather to the ones
whose monopolistic power is relatively low. From a dynamic point of view, however, these
endogenous distortions govern firms' innovation incentives and hence determine the growth
rate of aggregate TFP. I study an environment where productivity growth can either be gen-
erated by process innovations of current producers or stem from new firms entering the market.
While incumbent firms spend innovation resources to increase their mark-up, entering firms
reduce mark-ups as they adopt current best-practice techniques and thereby tighten prod-
uct market competition. A greater equilibrium entry rate is therefore associated with a lower
cross-sectional variance of mark-ups and hence less dispersion in measured productivity. Addi-
tionally, a higher equilibrium entry rate (usually) also causes the growth rate of aggregate TFP
to be higher. Countries with substantial barriers to entry (e.g. license requirements or imper-
fect markets for venture capital) will therefore both have a high dispersion of productivity as
existing firms' monopoly power is unchecked and a low rate of aggregate productivity growth.
Conversely, countries that offer a level playing field for new firms will see little productivity
dispersion, as entering firms keep monopoly power limited and grow at a faster rate. Hence,
higher productivity dispersion not only implies a lower degree of static allocative efficiency,
but is also a symptom of a more fundamental difference in the innovation environment, which
has direct implications for technological differences across countries.
Modelling productivity differences through monopolistic mark-ups is not merely a new
microfoundation, but it gives a new interpretation to the cross-sectional data. In most theories
of misallocation, marginal products are not equalized because some firms are constrained in
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their input choices. This could be due to credit market frictions, differences in non-market
access to production factors, or preferential policies, where taxes or the allocation of production
licenses are based on firm-specific idiosyncrasies like family ties or political conviction. While
these theories stress very different underlying causes of misallocation (and have of course
very different policy implications), they share a common economic mechanism why allocative
efficiency cannot be achieved: some firms are smaller than they ought to be and smaller than
they want to be whenever such constraints are binding. Furthermore, they have the same
implications for identifying constrained firms in the data. As constrained producers' marginal
products will exceed the one of their unconstrained competitors, high measured productivity
will be a sign of the firm facing some binding barrier to expand. According to the theory of
this paper, it is not that resources are prevented from flowing to high productivity firms, but
it is rather that firms' productivity is high because they can charge a high mark-up. High
productivity firms are still smaller than they ought to be, but they are not smaller than they
want to be. Hence, high revenue productivity is not a sign of a firm being disadvantaged on
some input market, but rather indicative of market power on the output market.
To study these issues, I propose an endogenous growth model in the Schumpeterian tradi-
tion, which despite the non-trivial pricing rules generating heterogeneous mark-ups is highly
tractable. The cross-sectional distribution of mark-ups has aggregate consequences by reduc-
ing TFP and equilibrium factor prices. The model makes precise predictions what aspects
of the mark-up distribution matter for aggregate allocations and welfare. In particular, the
aggregate economy looks exactly like the single-sector neoclassical growth model with Cobb-
Douglas technology and an aggregate TFP term. This aggregate TFP term is the product of
two components. While the first one depends only on the distribution of firm-level efficiencies,
the second one is entirely determined by the distribution of mark-ups. It is this second term
(and only this second term) which is not present in the efficient allocation and is hence a
sufficient statistic for the static TFP losses of non-constant mark-ups. Similarly, there is a
simple sufficient statistic for the effect of mark-ups on equilibrium factor prices. These two
statistics completely summarize the static degree of misallocation given any distribution of
mark-ups in the economy.
I then derive the endogenous distribution of mark-ups as an equilibrium object. As mark-
ups are determined by firms' relative efficiencies, this distribution depends on the incentives of
existing firms to engage in process innovations relative to the benefits for new firms to enter the
market. Along the balanced growth path, the distribution of mark-ups takes a Pareto form,
whose shape parameter is endogenous. In particular, the shape is equal to the economy's
entry intensity, which is given by the equilibrium entry rate relative to the innovation rate of
existing firms. If an economy's aggregate productivity growth is largely accounted for by new
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entrants, the distribution of mark-ups is compressed because entering firms keep monopoly
power limited. In such an environment there is little static misallocation of resources. If on the
other hand productivity growth is mostly generated by existing producers, the distribution of
mark-ups will have a fatter tail, so that productivity differences across firms are pronounced
and static allocative efficiency suffers.
I then take the model to the data by analyzing a comprehensive panel data set of manufac-
turing firms in Indonesia. The empirical analysis has two parts. First, I study the reduced-form
implications of the theory. Through the lens of my model, the distribution of mark-ups is iden-
tified from firms' revenue productivity. Using this equivalence, I first present evidence that the
empirical pattern of productivity is consistent with the mechanism identified in this paper, but
less easily reconciled with the above mentioned theories stressing constraints on input choices.
In particular, I show that entering firms have low revenue productivity in the cross-section but
increasing revenue productivity along their life-cycle. This is consistent with the view that
firms manage to charge higher prices as they successfully implement process innovations but
harder to square with theories where firms have dynamic incentives to alleviate constraints
through saving, political lobbying or gaining access to formerly unavailable inputs. Then I
show that the extent of entry into product markets (which I proxy by different geographic
regions) reduces both the level and the dispersion of mark-ups as inferred from firms' produc-
tivity. I also present evidence that regional variation in the efficiency of the financial system,
firm-specific distortions like state ownership or the industrial composition is not causing this
pattern.
After establishing those reduced form correlations, I finally estimate the structural param-
eters of the model. In particular, I estimate the innovation technology and the costs of entry
and I allow those parameters to vary at the regional level. With the estimated parameters at
hand, I perform two exercises. As the equilibrium distribution of mark-ups is fully determined
by the innovation environment and mark-ups are the only reason for firm-level productivity to
not be equalized, I can compare the model's prediction with the cross-sectional distribution of
productivity observed in the micro data. At the estimated parameters the model can explain
20% of the observed productivity dispersion. Then I perform a simple policy experiment,
where I study the implications of a reduction in entry costs. Reducing entry barriers by 10%
increases the equilibrium entry rate, decreases the predicted productivity dispersion by 15%
and increases welfare by 5-6%. While 10% of these welfare gains are pure static gains in that
more intense entry reduces misallocation and hence increases TFP (holding technologies fixed),
30% of the gains are dynamic as improved allocative efficiency induces capital accumulation.
The remaining 60% are fully attributed to growth effects as lower entry barriers increase the
aggregate growth rate. Hence, this environment is one example, where the direct static gains
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from reducing misallocation are small relative to the dynamic implications. The strong empir-
ical correlation between within-country productivity differences and aggregate income might
therefore be a reflection of fundamental differences, like the costs of entry.
Finally, I consider a brief extension, where I explicitly introduce inter-regional trade. This
extension not only shows that allowing for trade leaves the identification of the structural
parameters intact, but also generates a new result: along the balanced growth path all re-
gions grow at the same rate because inter-regional terms of trade compensate for differential
productivity growth.
Related Literature This paper is mostly related to the literature trying to understand re-
gional productivity differences (Banerjee and Duflo, 2005; Caselli, 2005; Klenow and Rodriguez-
Clare, 1997). While a large literature aimed to explain these differences in the context of an
aggregate production function,5 recently various contributions focused explicitly on the behav-
ior of individual firms and their interaction. On the one hand, Hsieh and Klenow (2009) and
Restuccia and Rogerson (2008) argue that misallocation of resources across individual firms
can have sizable negative effects on aggregate TFP but are agnostic about the reasons for this
misallocation. On the other hand, there are papers taking a more structural perspective in
that they explicitly model the microstructure of the economy. Acemoglu, Antras, and Help-
man (2007) for example argue that contractual incompleteness reduces the incentives to invest
into technology and Lagos (2006) shows that in an economy with search frictions, aggregate
TFP depends on the primitives of the underlying search technology. Among others, Buera,
Kaboski, and Shin (2011), Midrigan and Xu (2010), Jeong and Townsend (2007), Banerjee
and Moll (2010) and Moll (2010) consider dynamic models of entrepreneurship and study how
capital market imperfections affect aggregate productivity by distorting the allocation of talent
across occupations and the allocation of capital across firms. This paper tries to build a bridge
between these two approaches. While my model is structural in that firm-level distortions are
generated endogenously, the reduced form of my model looks exactly like the economy consid-
ered in Hsieh and Klenow (2009) or Restuccia and Rogerson (2008). Hsieh and Klenow (2011)
and Fattal Jaef (2011) also stress the dynamic interactions between productivity differences
and entry, albeit in a very different way. While they analyze entry incentives given a particular
set of distortions firms will eventually face, this paper claims that the causality may go the
other way: the equilibrium entry rate will shape the mark-up distribution in the economy as
it determines the toughness of competition.
5 To name a few, Hall and Jones (1999) and Acemoglu, Johnson, and Robinson (2001) argue in favor of
the importance of social capital or institutions, Lucas (1988, 1990) stresses the importance of human capital
externalities, Parente and Prescott (1994) focus on barriers of technology adoption and Gancia and Zilibotti
(2009) identify an important role for the direction of technological progress.
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There is also a related literature in the field of international trade stressing the importance
of mark-ups. Bernard, Eaton, Jensen, and Kortum (2003) allow for mark-up heterogeneity pre-
cisely to account for the positive correlation between measured productivity, firm efficiency and
export status, and Atkeson and Burstein (2008) find that variable mark-ups are important to
account for the observed pattern of producer and consumer prices. Epifani and Gancia (2011)
argue that non-constant mark-ups might be important to assess the welfare effects of trade
liberalization - if trade opening reduces mark-ups in sectors whose mark-up was already below
average, welfare might decrease as the higher dispersion in mark-ups reduces TFP. Edmond,
Midrigan, and Xu (2011) on the other hand provide quantitative evidence from a calibration
exercise using plant-level data that the pro-competitive effect of trade-liberalization, whereby
the entry of foreign producers decreases mark-ups, induces welfare gains, which are an order of
magnitude larger than the usual love-for-variety effects of trade opening. Finally, the impor-
tance to distinguish physical productivity from prices has been stressed in the recent empirical
literature on how trade liberalization affects firms' productivity. De Loecker (2011) shows that
controlling for unobserved prices reduces the estimated productivity increase substantially. Re-
latedly, De Loecker and Warzynski (forthcoming) find that firms increase their mark-ups upon
entry into exporting and argue that mark-ups might be responsible for the large productivity
premium of exporting firms usually found .in firm-level data. Finally, the distinction between
technological progress, aggregate productivity growth and the role of mark-ups has a long
tradition in macroeconomics. See for example Basu and Fernald (2002).
In terms of modelling choices, I formalize the evolution of productivity as a Schumpeterian
quality ladder model of vertical innovation as in Aghion and Howitt (1992) and Grossman and
Helpman (1991). The characterization of the balanced growth path shares some similarities to
Klette and Kortum (2004) and Lentz and Mortensen (2008), although I do not consider multi-
product firms in my framework. To generate heterogeneous mark-ups, I take an otherwise
standard CES demand system, but drop the assumption of different firms producing differ-
entiated varieties. 6 In contrast, different producers engage in Bertrand competition so that
prices depend on firms' relative productivities (see also Bernard, Eaton, Jensen, and Kortum
(2003) and Acemoglu and Akcigit (forthcoming)).
The structure of the paper is as follows. In the next section I present the model. First,
I characterize the static allocations and show that the impact of mark-ups on the aggregate
economy is summarized by two sufficient statistics. I then turn to the endogenous determina-
tion of equilibrium mark-ups. As mark-ups depend only on the cross-sectional distribution of
physical productivity, this requires a model of how relative technologies evolve. I consider a
6This is in contrast to for example Foster, Haltiwanger, and Syverson (2008) or Melitz and Ottaviano (2008)
who generate heterogeneous mark-ups from a linear demand system with product differentiation.
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framework with both entry and productivity improvements by incumbent firms and show that
the endogenous stationary distribution of mark-ups is Pareto, where the shape parameter is
given by the equilibrium entry intensity. Section three is devoted to the empirical analysis,
which proceeds in two steps. In the reduced form analysis, I first assess to what extent differ-
ent aspects of the productivity data are consistent with my theory of mark-ups and compare
the predictions to a simple model with credit constraints. Then I provide evidence that the
regional entry intensity is negatively correlated with both the level of mark-ups and their dis-
persion. Finally, I estimate the structural parameters of the model using GMM, compare the
implied mark-up distribution to the firm-level data and consider the welfare implications of a
reduction of entry costs in different regions of Indonesia. There I also provide a simple exten-
sion of the model, where I explicitly allow for trade between the different regions in Indonesia.
Section 4 concludes and an Appendix gathers some of the mathematical details.
2 The Model
Consider the following continuous time environment. There is a measure L of infinitely lived
households, supplying their unit time endowment inelastically. There is a unique consumption
good and individuals' preferences are given by
U = ePtIln (c (t)) dt, (1)
t=0
with p being the discount rate. The final good, which I take to be the numeraire, is a Cobb-
Douglas composite of a continuum of intermediate products. In particular, there is a measure
one of differentiated varieties, each of which can be produced by multiple firms. Formally,
Y (t) = exp f in y3 (v, t) dv , (2)
where yj (v, t) is the quantity of variety v bought from producer j and S (v, t) denotes the
number of firms active in sector v at time t. Hence, different varieties v and V are imperfect
substitutes, whereas there is perfect substitutability between different brands within a variety.
The market for intermediate goods is monopolistically competitive, so that firms take aggregate
prices as given but compete a la Bertrand with producers offering the same variety. The
production of intermediates is conducted by heterogeneous firms and requires capital and
labor, both of which are hired on frictionless spot-markets. The only source of heterogeneity
across firms is their factor-neutral productivity. In particular, a firm producing variety v with
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current productivity7 q produces output according to
f (k,l; q) = qk'l 1 -'. (3)
Importantly, physical efficiency q is a firm-characteristic, i.e. both within and across varieties,
firms differ in that dimension.
Both the set of competing firms [S (v, t)], and firms' productivities [qj (v, t)]j, evolve en-
dogenously through entry of new firms and process innovations by incumbent firms. Existing
firms' technology is variety-specific, i.e. once a firm entered in sector v, it can only produce
v-output. Along their life-cycle, firms can hire workers to increase their productivity qg (v, t).
Alternatively, workers can be employed in an entry sector, where they can try to generate new
firms ("blueprints"). Entry efforts are directed, i.e. targeted towards particular sectors. I will
specify the details of both the innovation and the entry technology below.
It is useful to characterize the static and dynamic allocations separately. By static alloca-
tions, I refer to the equilibrium allocations for a given level of aggregate capital K (t) and a
given number of firms and their productivities [S (v, t) , qj (v, t)]. By construction these alloca-
tions neither depend on the inter-temporal preferences of households, nor on the details of the
innovation environment. This static analysis will show that the cross-sectional distribution of
mark-ups is fully determined from the distribution of physical productivities across firms and
characterizes how different moments of this distribution affect the aggregate economy via their
effects on mark-ups. To derive the (long-run) equilibrium distribution of mark-ups I therefore
need to characterize the evolution of physical productivities. This is done in the dynamic
analysis, where I solve for firms' innovation incentives and the equilibrium degree of entry.
2.1 Static Allocations: Heterogeneous Mark-ups and Misallocation
To characterize the static equilibrium, consider first variety v. Given that production takes
place with a constant returns to scale technology, firms compete in prices and different brands
of variety v are perceived as perfect substitutes, in equilibrium only the most productive firm
will be active. However, the presence of competing producers (even though they are less
efficient) imposes a constraint on the quality leader's price setting. The demand function for
intermediaries is given by
Y (t)
y(v, t) = , (4)
p (V, t )
7 1t is unfortunate, that the profession uses the term "productivity" for both the physical productivity (q) and
the object measured in the data (k ). I will sometimes refer to q as "efficiency" or "physical productivity"
to be precise about the distinction, but (when clear from the context) I will also refer to q as "productivity".
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where p (v, t) minjEs(Vt) {p3 (v, t)}. As this demand function has unitary elasticity, the most
efficient firm has to resort to limit pricing, so that the equilibrium price will be equal to the
marginal costs of the second most productive firm, which I will refer to as the follower. Hence,
-o w\-a REYa(1-a() o- _ (R_()_,__(t)
p(v,t) = MC (qF,t) = ,1w ) - V (R(t),w(t)) (5)
qF (1/, t) qF (v, t)
where qF (v, t) is the follower's productivity.8 The equilibrium mark-up is therefore given by
p (v, t) MC (qF, t) q (v, t) (6)
MC (q,t) MC (q,t) qF (v, t)'
i.e. a higher quality advantage shields the current producer from competition and allows him
to post a higher mark-up. Using (4) and (5) it is easy to derive equilibrium demand as
Y(t) Y (t) q(v,t)(7
y (V, 0) = qF) (v, t) = (t )(7)
,(R (t) , w (t)) V) (R (t) , w (t)) ((v, t)'
and the producer's factor demands as
1 aY (t) 1 (1 - a) Y (t)k (v, t) = and l (v,t) = .Q't) wt (8)(v,t) R(t) (V7t) W(t)
Finally, the producing firm's profits are given by
r (v) = (P (v) - MC (v)) y (v)= 1 - Y. (9)
The expressions above show that the cross-sectional variation in profits and factor demands can
be entirely traced back to firm-specific mark-ups. Furthermore, it is precisely these varying
mark-ups, which induce an inefficient allocation of resources across plants and hence have
detrimental effects on aggregate TFP. This is most clearly seen from (8), which shows that
8It is at this point where the assumption of the aggregate production function being Cobb-Douglas simplifies
the exposition. If the demand elasticity was to exceed unity, the firm might want to set the unconstrained
monopoly price in case its productivity advantage over its closest competitor is big enough. To see this,
suppose that Y = (f y (v) dv) as in Bernard, Eaton, Jensen, and Kortum (2003). The unconstrained
monopoly price is given bypM = n-MC = 0 ±, so that the optimal price is given by p = min ( ± , ) =
min or ), 1. Hence, for q >> qF, the firm will not have to use limit pricing. In the limit where a -+ 1,
we get min (-1 , 1) = 1, which yields (5). We will see below, that the assumption that leading firms will
always set the limit price will make the dynamic decision problem of firms very tractable. See also Lentz and
Mortensen (2008), who incidentally estimate a = 1 using firm-level data from Denmark.
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producers' factor demands depend on their mark-up and not on their physical efficiency.
Now consider the implications for measured productivity. In this economy, (revenue) pro-
ductivity TFPR is given by
TFP~~)-p (v, t) y(v, t)TFPR (v, t) P (V@ 0 (V,0 (R,w) (v,t). (10)
k (v, t)' 1 (vl, t)I~
As 0 (R, w) is constant in the cross-section of firms, TFPR is proportional to the mark-up.
In the framework of Hsieh and Klenow (2009) and Restuccia and Rogerson (2008), TFPR
is proportional to + ( ,))" where rK (v, t) and Ty (v, t) are exogenous firm-specific taxes
on capital and output. Hence, in this economy firms charging a high mark-up have high
productivity and would hence be identified as facing high taxes. This will be important for
the empirical analysis.
To characterize the general equilibrium of this economy, let Lp (t) be the number of workers
in the production sector.9 Aggregate output can then be written as
Y (t) = Q (t) M (t) K (t)" Lp (W)1-a , (11)
where Q (t) = exp (fo In (q (v, t)) dv) is the usual CES aggregate of the sectoral productivity
levels and M (t) is the TFP distortion index given by
exp (i in ( (v,t)') dv) exp (E [in (6 (v,t))-1)M (t) = f (12)
f0 6 (v7t)~1 du E [6 (v, t)-]
Hence, at the aggregate level, this economy looks exactly like the canonical neoclassical growth
model where aggregate TFP is determined both by physical productivity Q (t) and the mo-
nopolistic mark-ups summarized in the TFP distortion index M (t). Furthermore, it can be
easily verified, that static first-best aggregate output is given by yFB (t) = Q (t) K (t)' LI-C,
so that Y (t) = yFB (t) M(t). M (t) therefore measures precisely the static efficiency losses of
monopolistic pricing. Mark-ups also manifest themselves in equilibrium factor prices, as these
are given by
R(t) Y(t) A (t) = RFB (t) A(t)A (t) (13)
K(T
w(t) = (1 - a) Y(t)A (t) = WFB (t) M(t)A (t) (14)
Lp
9As workers are used in both the production and the innovation sector, LP (t) will be determined endoge-
nously. Along the balanced growth path, Lp (t) will be constant. See below.
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where wFB (t) and RFB (t) denote the first-best equilibrium factor prices in the absence of
monopolistic power and
A (t) = j (v, t)~1 dv = E (V, t)~ (15)
is the factor price distortion index. This term stresses that monopolistic pricing reduces
equilibrium factor prices for two reasons.10 Not only is aggregate TFP (and hence each pro-
duction factors' marginal product) lower compared to the competitive economy, but even
conditional on aggregate TFP, equilibrium factor prices are below their social marginal prod-
ucts as =.t) - wj') = A (t).'1  Hence, M (t) and A (t) are sufficient statistics for theMPK(t) - MPL(t)
static TFP and factor price consequences of monopolistic power. As both M (t) and A (t)
are fully determined from the distribution of mark-ups, Proposition 1 characterizes how this
distribution affects aggregate TFP and factor prices in this static economy, i.e. the economy
where the distribution of leading productivities [q (v, t)]>, and the level of capital K (t) is
given.
Proposition 1. Consider the static allocations characterized above. Let ZC be a distribution
of mark-ups and let Mz = exp{Ez n and AZ = Ez [~1] be the respective distortionEz t'Ij
indices. Then:
1. Mz < 1 and Mz = 1 if and only if ZC is degenerate,
2. Mz is homogeneous of degree zero in -',
3. A mean preserving spread of In ( ) reduces Mz,
so that TFP depends on the dispersion of mark-ups. Furthermore,
1. Az < 1,
2. AzMz is homogeneous of degree one in $~',
3. A mean preserving spread of In () leaves AzMz unchanged,
so that factor prices depend on the level of mark-ups.
'
0 This discussion takes the level of capital K (t) as given. Clearly, these distorted factor prices have a third,
dynamic effect in that capital accumulation is not efficient. I will come back to this below when I discuss the
dynamic allocations.
"In particular, equilibrium interest rates will be depressed relative to the interest rate as imputed from the
usual growth accounting calibration. From an accounting point of view this is a desirable feature, because in
most calibration exercises, the implied interest rates turn out to be counterfactually high (Banerjee and Duflo
(2005); Lucas (1990)).
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Proof. Follows directly from the definition of M and A in (12) and (15).
Proposition 1 shows that the different moments of the mark-up distribution have very
different impacts on the economy. In particular, factor prices are entirely insensitive with
respect to a higher dispersion of the underlying mark-up distribution - they only depend on
the mean. A shift in the level of mark-ups will therefore reduce factor prices and increase
equilibrium profits. For the case of aggregate TFP, exactly the opposite is true: whereas a
higher dispersion of mark-ups will show up as a lower TFP for the aggregate economy, TFP
is not affected by level shifts. Intuitively, aggregate TFP is determined by the allocation of
resources across firms. If all mark-ups increase by a constant proportion, relative prices will be
unaffected and hence still provide the appropriate signals about firms' relative productivity.
Note that the canonical case of constant mark-ups as generated by a CES demand system
with differentiated products is a special case of Proposition 1: TFP will be identical to its
efficient competitive counterpart but monopolistic power reduces factor prices. 12
2.2 Dynamics: The Equilibrium Distribution of Mark-Ups
Proposition 1 shows that different moments of the distribution of mark-ups affect aggregate
TFP and equilibrium factor prices differentially. Hence, it is important to know what the equi-
librium distribution looks like. Mark-ups are fully determined by relative efficiencies across
firms. Misallocation is therefore generated endogenously through competition between pro-
ducers of different physical productivity. The crucial aspect of the innovation environment is
therefore the speed with which leading firms improve their productivity relative to their most
advanced potential competitors. If leading firms innovate faster than their potential com-
petitors, they will increase their productivity advantage, which in turn will allow for higher
mark-ups. If, on the other hand, less productive firms increase their productivity faster, com-
petition will tighten and static misallocation will be reduced.
To put more structure on the evolution of relative productivities, suppose that firm produc-
tivity evolves on a quality-ladder (Aghion and Howitt, 1992; Grossman and Helpman, 1991).
Formally, if a firm in sector v has had n (v, t) innovations in the interval [0, t], its productivity
is given by q (v, t) = A(v,t) where A > 1. Hence, innovations are assumed to lead to propor-
tional productivity improvements. This specification of the productivity process is convenient,
12 Proposition 1 can be seen as the dynamic version of Proposition 1 in Epifani and Gancia (2011, p. 14).
While in their static model, welfare is homogeneous of degree zero in the level of mark-ups, in my dynamic
setting the same holds true for aggregate TFP. Welfare however still depends on the level of mark-ups as
dynamic trade-offs will be affected. However, if factor supplies were inelastic, A is purely redistributive and M
is a sufficient statistic for welfare.
22
because it implies that monopolistic mark-ups can be expressed as
q (v, t) - '14t - -A ("),(16)
qF (V, t) AfF(V)
where A (v, t) = nL (v, t)-nF (V, t) > 0 is the quality gap between competing firms. Intuitively:
firms are able to set high prices if they managed to climb the quality ladder faster than their
potential competitors.
In this economy innovations can stem from two sources: either current producers can ex-
perience technological improvements, or new firms can enter the market and thereby replace
the current quality leader. If a producer with current productivity q experiences an innova-
tion, it reaches the next step of the quality ladder so its new productivity is given by Aq. For
the case of entry, suppose that leading technologies are common knowledge for the process of
innovation so that the entrant in sector ' enters the market with productivity Aq (v, t), where
q (v, t) is the leading quality in sector v. This formulation is appealing in the current context,
because it focuses on the different allocational consequences of the two sources of productivity
improvements. While both entrants and incumbents increase the frontier technology by the
same amount, the implications for equilibrium mark-ups and allocational efficiency are very
different. In case the innovation stems from the current producer of variety v with a quality
advantage of A (v, t), the equilibrium mark-up for that variety increases by a factor A. How-
ever, when productivity growth is induced by entry, the equilibrium mark-up for variety v
decreases by a factor AA(v)-1, as the new entrant is only a single step ahead on the quality
ladder.' 3
I will show below that along the unique balanced growth path equilibrium, incumbent
firms innovate at a constant rate I and each variety v experiences entry at the constant rate
z. However, it is useful to characterize the equilibrium allocations as a function of (I, z) to
stress that whatever the particular microfoundation, these two equilibrium outcomes determine
aggregate static efficiency by shaping the distribution of productivity gaps and hence mark-ups.
In particular, given (I, z), this distribution is stationary and has a closed form representation.
The distribution of productivity gaps is fully characterized by the collection {jp (A, t)}U,
where p (A, t) denotes the measure of sectors with quality gap A at time t. These measures
solve the flow equations
-(z-+ I)y (A, t) +Ip (A -1,t) ifA;> 2
p (A, ) = .(17)ifA> 1
-Ip (1, t) + z (1 - pL (1, 0)) if A =- 1
'
3 Note that the continuous time formulation of the model precludes the possibility that a variety experiences
both entry and a productivity improvement by the current producer, which is of second order.
23
Intuitively, there are two ways to leave the state (A, t): the current producer could have an
innovation or there could be entry. The only way to get into this state is by being in state
A - 1 and then having an innovation. Similarly, all firms in state (1, t) exit this state if they
have an innovation and all sectors where entry occurs enter this state. Using (17) it is easy to
verify that the unique stationary distribution is given by
p (a = = , (18)Z +I + 1+
where the second equality shows that the mark-up distribution is only dependent on the entry
intensity defined by
z
z (19)
which is the ratio of the (endogenous) entry rate and the (endogenous) rate of innovation.
This is convenient, because both the cumulative distribution of productivity gaps FA and the
two distortion indices M and A are also constant and fully parametrized by the entry intensity
x. In particular, as shown in the Appendix, the distribution of productivity gaps (for a given
entry intensity x) is given by
dd
FA (d; x) = y (i) = 1- 1  = 1- e-nXl++, (20)
i.e. is exponential with parameter in (1 + x). This also implies that the stationary distribution
of mark-ups is Pareto with shape l asi1
In(1|-z
F(m;) = P [A < m] = FA 7 ;X )= 1 - - . (21)
( n (A) )M)
This result is similar to Bernard, Eaton, Jensen, and Kortum (2003), who also generate a
(truncated) Pareto distribution of mark-ups in their model. The crucial difference is that here
the shape parameter is endogenous as it is determined from the equilibrium entry intensity. If
entry is intense, the shape parameter is large so that mark-up heterogeneity and the average
mark-up declines. 15 Figure 1 depicts the density of mark-ups for two different values of the
entry intensities, which correspond to the inter-quartile range of estimated entry intensities
140f course, A is not a continuous variable but only takes integer values. Hence, the distribution functions
in (20) and (21) are not differentiable.
1 5In Bernard, Eaton, Jensen, and Korturn (2003), the shape parameter of the derived (unconditional) mark-
up distribution is simply the parameter of the underlying Frchet distribution of physical productivity.
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Stationary Distribution of Mark-Ups
Mak-Ujp
3.5
Notes: The figure shows the implied distribution of mark-ups for different values of the entry intensity. They stem
from the structural estimation conducted in section 3.3 below and correspond to the observed inter-quartile range of the
variation in entry intensities across regions of Indonesia.
Figure 1: Distribution of mark-ups and the entry intensity
across regions of Indonesia (see section 3.3 below). The high-entry environment is characterized
by less mark-up dispersion in the cross-section of firms and the average mark-up is lower.
Finally, the two distortion indices summarizing the impact of mark-ups on the aggregate
economy are also fully determined and given by
A (x) = E[(- 1] E [A-A] = (22)(A - 1) + Ax
exp (E [In ((-1) A-E[A] -A-+' (A - 1) + Ax (23)M (X) = 1 = TP-11= A (23)
Using (20)-(23) the following Proposition is then immediate.
Proposition 2. Consider the economy above and let K (t) and [q (v, t)] be given. A higher
entry intensity x,
1. reduces equilibrium mark-ups in a first order dominance sense, as FC (in; x) is increasing
in x for all n,
2. increases aggregate TFP and aggregate income, as M (x) is increasing in x 16
16To see this, define s = x-1 so that M (s) = A-(+-) ((A - 1) s + A). M (s) is decreasing in s if
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3. increases equilibrium factor prices, as M (x) A (x) is increasing in x
4. reduces the wedge between factor prices and their marginal product, as A (x) is increasing
in x.
Proposition 2 illustrates the importance of the allocation of innovative resources between
entrants and incumbents through the efficiency-enhancing role of entry: in this economy,
both types of innovation bring about the same productivity gain but entry reduces factor
misallocation by limiting monopolistic pricing. This formalizes the intuition that the static
degree of misallocation is high in economies which are characterized by an environment where
the entry intensity x is low. The interaction between firm-level distortions and entry incentives
has also been discussed in Hsieh and Klenow (2011) and Fattal Jaef (2011) albeit in a very
different way. There, a given set of distortions affects equilibrium entry. Proposition 2 shows
that the causality might be the other way around: in this economy equilibrium entry shapes
the dispersion of productivity differences through its pro-competitive effect.
Prom this discussion it is also easy to see how one could model the evolution of mark-
ups through learning or technology diffusion. Suppose for simplicity that potential frontier
technologies were growing at an exogenous rate and call z +0 the diffusion rate among current
producers and z the diffusion rate applying to non-producing firms. If production and the
adoption of new techniques are complements, we would expect that 0 > 0. If, on the other
hand, considerations of vintage capital are important, we would expect 0 < 0 as current
producers have capital suited to the old technology in place. This model is identical to the
one above with I = z + 0, so that x = '. Hence, an environment where new firms have
a comparative advantage in adopting frontier technologies (0 < 0)) will reduce and compress
equilibrium mark-ups and thereby increase static allocative efficiency.
The specific functional form of the stationary mark-up distribution contained in (21) relies
of course on the particular entry process. As entrants always enter with the minimal mark-up
in the economy, it is intuitive that a higher entry rate will reduce both the level of mark-ups
and their dispersion. Here I want to briefly discuss a different assumption concerning the entry
process, which suggest that the results in Proposition 2 are more general. Suppose, as before,
that incumbent firms always climb one rung of the ladder but that entrants' innovations
are larger in that they enter with a blueprint of quality q (v, t) Ab, where b > 1. In that
environment, the stationary distribution of mark-ups will be exactly the same as before, but
just with a higher minimum. In particular, Ft will be given by (21), where now m takes the
Bln (MG) (s)) (A0.
= h (A, s)=-in (A) < 0.
as (-1)s+A
But h (A, s) < h (A, 0) < h (1, 0) = 0.
26
values Ab, Ab+1, ... Hence, all the results derived above hold true in that environment. The key
is of course the stationary of the distribution. As incumbent firm will always weakly increase
their mark-up, the measure of firms charging mark-ups less than Ab will strictly decrease over
time. In the stationary distribution, Ab is again the minimum mark-up in the economy, which
is charged by entering firms. Hence, entry has a pro-competitive effect. 17
Finally, it is worth noting that the economic channel of these efficiency benefits of entry
is very different from the ones stressed in e.g. Barseghyan and DiCecio (2009) or Buera,
Kaboski, and Shin (2011). In these papers, inefficient entry is also at the heart of aggregate
TFP losses but the mechanism is distinct. Barseghyan and DiCecio (2009) use a model a la
Hopenhayn (1992) and show that higher entry costs lower aggregate TFP because it reduces
the productivity of the marginal entrant through a general equilibrium effect on factor prices.
Similarly, Buera, Kaboski, and Shin (2011) argue that credit market imperfections distort the
allocation of talent across sectors if sectors are characterized by different set-up costs. This
paper supplements these ideas by showing that lower entry intensities will have negative TFP
consequences conditional on the distribution of productivity and capital simply by affecting
the stationary distribution of mark-ups and with it allocational efficiency.
2.3 Equilibrium Innovation, Entry and Balanced Growth
The analysis above took innovation and entry rates as given. To microfound those as equilib-
rium outcomes along the balanced growth path, consider the following innovation and entry
technologies. Suppose that if a quality leader with quality advantage A wants to achieve an
innovation flow rate of I, it has to hire F(J, A) units of labor. In particular, I assume that
r (I, A) = X^A -7, (25)
where W parametrizes the productivity of the innovation technology and y > 1 ensures that
the cost function for innovation is convex so that there is a unique solution. The term A-A
17 Alternatively, suppose that new blueprints come in heterogeneous qualities, i.e. with probability p (j)
entering firms generate a blueprint of quality q (v, t) A'. I show in the Appendix that the stationary distribution
of quality gaps A (i.e. the analogue of (18)) is given by
I() z+1 a- z~ , X (24)IL(A =  Ii=1 (k=0
where x is again the entry intensity. The analysis above is a special case of (24), where p (1) = 1 and p (j) = 0
for j > 1. Now suppose that [pi]' decays exponentially, i.e. p (i) = Tn', where T ensures that E' p (i) = 1
and 1 > r > 0. Hence, the higher r, the higher the chance that conditional on entry, the new blue print
is a substantial improvement over the current quality leader which therefore carries a large mark-up. In the
Appendix, I show that for different values of n, a higher entry intensity still induces first-order stochastic
dominance shifts in the distribution of mark-ups.
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implies that innovations are easier the bigger the productivity advantage A and is similar in
spirit to the assumption of knowledge capital made in Klette and Kortum (2004) or the setup
in Atkeson and Burstein (2010). In particular, this assumption is necessary to make the model
consistent with a balanced growth path and with Gibrat's Law, i.e. with the fact the firms'
growth rates are independent of size (Sutton, 1997; Luttmer, 2010).18
The innovation technology of entrants is assumed to be linear, i.e. each worker can generate
a new blueprint with flow rate 'r per unit of time. Conditional on success, this blueprint can be
used in production after hiring X workers to make the blueprint marketable. I want to think of
x as being affected by policies, i.e. firms have to spend resources to patent the innovations or
to get the required licenses (Djankov, La Porta, Lopez-De-Silvaes, and Shleifer, 2002). This is
without loss of generality as we can interpret -r as containing all the technological requirements
to make the blueprint marketable. I will come back to this distinction in Section 3.3 below,
when I discuss the identification of the model.
Given this innovation environment, I will now characterize the balanced growth path equi-
librium of this economy. The definition of an equilibrium is the usual one.
Definition 3. Consider the economy above. An equilibrium consists of interest rates and
wages [r (t) , w (t)]t, time paths for consumption and capital [C (t) , K (t)]t, allocations of cap-
ital and employment across producers [k (v,tjq,A),l (v,tjq,A)],,, intermediary good prices
[p (v, tlq, A)] ,, value functions [V (v, tlq, A)],,t, entry and innovation rates [I (v, tlq, A) , z (v, tlq, A)],t
and aggregate productivity and distortion indices [Q (t) , M (t) , A (t)]t such that
* prices [p(v,tlq,A)] and factor demands [k(v,tjq, A),l(v,tlq,A)] are consistent with
firms' static profit maximization
e aggregate consumption [C (t)] is consistent with consumers maximizing utility
" entry rates [z (v, tjq, A)] are consistent with free entry
" innovation rates [I (v, tIq, A)] are optimal given the value functions [V (v, tIq, A)]
* the value functions are equal to the expected present discounted value of profits
" the evolution of [Q (t) , M (t) , A (t)] is consistent with the entry and innovation rates
'
5 Intuitively: per-period profits are given by (1 - A-A) Y and hence concave in A. For innovation incentives
to be constant, the marginal costs of innovation have to be lower for more advanced firms. The leading term
in (25) (A-) is exactly the right normalization to balance those effects. Note that firms only generate a high
productivity gap when they have multiple innovation in a row. Hence, (25) effectively posits that firms can
build on their own innovations of the past.
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e prices [r (t) , w (t)] are consistent with market clearing, where r (t) = R (t) - 5
A balanced growth path equilibrium is an equilibrium where the aggregate growth rate is
constant.
In the following, I will focus on equilibria with balanced growth. Along the balanced growth
path, aggregate productivity, income, capital and consumption [Q (t) , Y (t) , K (t) , C (t)] grow
at constant rates. To characterize the BGP equilibrium, we have to solve for the equilibrium
value of a firm, as it is this value function that determines innovation and entry incentives.
As per period profits 7r (v, t) only depend on the quality gap A, physical productivity q is not
a state variable for the firm's problem. Hence, let V (A, t) denote the value of a firm with
a quality gap A at time t. This also implies that entry rates are only dependent on (A, t)
as neither the costs nor the benefits of entry depend on q. The value function solves the
Hamilton-Jacobi-Bellman (HJB) equation
r (t)V (A, t) - V (A, t) = 7r (A, t) - z(A,t) (V (A, t) - V (-1, t))+
max I(V(A+1,t) -V(A,t)) -w(t)A- 1P}, (26)
.1 <p
where z (A, t) is the (endogenous) entry rate for a sector with quality gap A, which current
incumbents take as given. The intuition for (26) is the following: Given the interest rate
r (t), the return on the "asset" (r (t) V (A, t)) consists of the per-period dividends 7r (A, t)
and the asset's appreciation V (A, t). Additionally, with flow rate z (A, t) the current leader
ceases to be in that position and instead is now one quality step behind the new entrant.
Hence, with flow rate z (A, t) a value of V (A,t) - V (-1,t) is destroyed. Similarly, the
possibility of investing in technological improvements represents an option value. By spending
w (t) A-A 1IP, the firm generates a surplus of V (A + 1, t) - V (A, t) with flow rate I. As
usual, the occurrence of both a successful incumbent innovation and entry is of second order.
As lagging firms neither produce nor innovate, V (-1, t) = 0.
In the Appendix I show that the unique solution to (26) is given by
V(A,t) - r(A, t) + (r-y ) w (t) I'(I, A) (27)
p+z
where I is the optimal innovation rate, which is strictly positive and unique, z is the entry rate,
which is constant along the balanced growth path and p is the consumers' discount rate. The
solution for the value function contained in (27) is intuitive: it is the risk-adjusted net present
value of current profits plus the inframarginal rents of the concave innovation technology.
To solve for the equilibrium, note first that given the value function (27), the optimal
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innovation rate is characterized by the first order condition
w (t) A- 1 17-1 = V (A + 1, t) - V (A, t), (28)
as V (A + 1, t) - V (A, t) is the marginal return of an innovation. The free entry condition is
given by
w (t) = 7 (V (1,t) - Xw (t)), (29)
as individuals can either chose to work, earning the wage rate w (t), or they can try to enter
with an improved technology. In the latter case, they are successful with a flow rate of q and
earn a net value (after paying the entry costs) of V (1, t) - xw (t) as they always enter with
a productivity advantage of A = 1.19 This is also the reason why equilibrium entry rates are
constant across different varieties.
The labor market clearing condition in this economy is then simply given by
L=1 = Lp+LI+LE+Lp+A(x) 1 7 + Z (30)
where the size of the labor force is normalized to one, Lp is the aggregate amount of production
workers, LI = f XA jIdFA = A (x) -IP is the aggregate amount of innovators, A (x) is
the stationary factor price distortion index derived in (22) and LE = z (+n) is the labor
requirement to generate an entry rate of z. To determine the equilibrium, note that (upon
substituting (27)), (28) and (29) determine the relative wage W as function of the innovation
and entry rates (z,I). Together with (14), which showed that the marginal product of labor
in the production sector was determined by u = 1- 1 L,, and the labor market clearing
condition (30), they fully characterize the equilibrium. In particular, as the two distortion
indices A (x) and M (x) only depend on the entry intensity x = 1, it is useful to focus on
(x, I) directly. These are uniquely determined from the two conditions
1+ 'YX-1+ 1-f (31)
77 P X
x ((1 - a) yIT- 1 (p + xI) A + ((1- a)(y -1) + 1)) (1+7X
p = | p .2)(A - 1)+ AX 77
As shown in the Appendix, (31) and (32) not only have a unique solution, but they also
imply straight-forward comparative static results. In particular, it can be shown that the
19 Note that for (29) to be the appropriate free entry condition, I assume that workers are able to insure the
idiosyncratic risk of entry. This could be decentralized by a "mutual fund" hiring a continuum of innovators. If
there is free entry to open mutual funds, each innovator will be paid the expected return 7 (V (1, t) - xw (t)).
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entry intensity x is decreasing in the entry costs x and increasing in the efficiency of the entry
technology '. Conversely, the innovation rate I is increasing in the efficiency of the innovation
technology <.
To characterize the remaining allocations, note that given the equilibrium innovation rate
and entry intensity (x, I), the growth rate of the aggregate productivity index Q (t) is simply
Q (W
g= Q(t) = n (A) (I+ z) = in (A) (1 + x) I, (33)Q (t)
and the two distortion indices M (x) and A (x) are constant. Given these equilibrium values,
the rest of the economy behaves exactly like the neoclassical growth model with exogenous
productivity growth - the only difference being that both factor prices and aggregate TFP are
affected by M (x) and A (x), which act like a tax from the agents' point of view. In particular,
in the framework of Chari, Kehoe, and McGrattan (2007), A (x) is exactly the investment and
labor wedge and M (x) the efficiency wedge. This is seen from the budget constraint of the
representative household20
C(t)+k(t) = w(t)Lp+R(t)K(t)+1(t)-5K(t),
= A (x) MPL (t) Lp + A (x) MPK (t) K (t) + H (t) - 6K (t) , (34)
where MPL (t) and MPK (t) are the marginal products of labor and capital (which agents
take as parametric), Lp is the equilibrium number of production workers and 1 (t) are the
aggregate profits in the economy. Hence, (34) shows that from the consumers' point of view,
mark-ups are just like a tax A (x) on their factor supplies which are rebated back via lump-sum
transfers (through H (t)). Also, the equilibrium marginal products MPL (t) (MPK (t)) are
lower than the first-best benchmark by the efficiency wedge M (t) (see (13) and (14)).
Along the balanced growth path, consumption C (t) grows at the constant economy-wide
growth rate gy, so that normalized consumption E = and capital k = are
constant along the BGP. In particular, using the consumer's Euler equation and the equilibrium
return to capital R (t) (see (13)), normalized consumption and capital along the BGP are
simply
1 a
aA (x) M () )Xr(-)( "
k = P=gy± P+gy TJ Lp (x, I) (35)
a = M (x) kLp (x, I)'-' - (6 + gy) k. (36)
201 show in the Appendix, why (34) is the appropriate budget constraint.
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As clearly seen from (35), holding the growth rate fixed, a higher entry intensity x increases the
BGP level of capital per production worker as the equilibrium interest rate R will be higher.
This is entirely due to the pro-competitive effect of entry: by reducing mark-ups, the demand
of capital will be high, which induces capital accumulation. (36) then shows that entry affects
consumption even conditional on the level of capital k. As M (x) is increasing in the entry-
intensity, allocative efficiency will increase. Hence, the composition of productivity growth
between entrants and current firms affects economic welfare through four margins: it affects
the growth rate gg, it governs the dynamic incentives to accumulate capital via A (x) M (x),
it determines static allocative efficiency through M (x) and it controls the allocation of labor.
Proposition 4. Consider the economy described above. There exists a unique balanced growth
path equilibrium. The equilibrium growth rate is given by gy = 1-1-,go, where gQ is given in
(33) and (x, I) are uniquely determined from (31) and (32). The steady-state levels of nor-
malized capital k and consumption Z are given in (35) and (36). Furthermore, the equilibrium
entry intensity x is decreasing in the entry costs x, decreasing in the consumers' discount fac-
tor p and increasing in the innovation step-size A. The effect of an increase of the innovation
productivity <p on the entry intensity x is ambiguous.
Proof. See Appendix. 0
2.4 Static Misallocation, Dynamic Incentives and Aggregate Productivity
Differences
According to this paper, the static degree of misallocation and the aggregate productivity
growth rate are equilibrium outcomes that are jointly determined. To see this most clearly,
note that (using (21) and (33)) we can express the equilibrium distribution of mark-ups (and
hence the distribution of measured productivity) as a function of the equilibrium growth rate
gg and the innovation rate I:
Fg (m; gq,1) =1- -. (37)
That the cross-sectional dispersion of marginal products21 and the equilibrium growth rate
are related via (37), is particularly important when we try to explain the cross-country vari-
ation in aggregate TFP through the cross-firm dispersion of productivity within countries.
In particular, once this interdependence is taken into account, the source of variation for the
observed productivity dispersion in the cross-country data is crucial. Consider for example
2 1 Recall that TFPR, which is equal to the log mark-up, is a geometric average of firms' marginal products.
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Notes: The figure shows the comparative statics of the equilibrium growth rate gq (Panel A), the TFP distortion
index M (Panel B) and the implied standard deviation of log TFPR (Panel C) with respect to the entry costs x. The
parameters stem from the structural estimation conducted in section 3.3 below and I normalize everything to the level
of the highest entry costs.
Figure 2: Static Misallocation and Dynamic Incentives: Comparative Statics of Entry Costs
(x)
the case of entry costs x. In Figure 2 below, I consider the simple comparative static exercise
of a reduction of the entry costs. In particular, I calculate the equilibrium outcomes (z, I) for
different values of the entry costs and plot the resulting equilibrium growth rate go, the TFP
distortion index M and the dispersion of productivity (as measured by the standard deviation
of in (TFPR)) relative to the economy with the highest costs. As expected, the equilibrium
growth rate and allocative efficiency increase and the dispersion of measured productivity
declines, when barriers to entry are lowered.
Now suppose the world in 1900 consisted of a collection of identical economies, which only
differed in their entry costs x. In what sense would productivity differences across firms be
informative about the cross-country variation in aggregate TFP? When studying the cross-
section of countries in 2011, we would conclude that rich countries show less productivity
dispersion than poor countries. In fact, a cross-sectional regression of aggregate TFP on the
dispersion of productivity would have an R2 of one and hence would "explain" the entire
cross-country variation in TFP. But if we were to reduce misallocation by equalizing marginal
products, we would be disappointed: the implied TFP gains from reallocating resources are
33
I. 1
small. In fact, at the parameter values used for Figure 2 (which stem from the structural
estimation conducted in Section 3.3 below), the static gains are below 1%. More important
than the actual number however is the conceptual point that the standard thought experiment
of decomposing aggregate TFP into "technology" (Q (t)) and "allocative efficiency" (M (t))
gets blurred once productivity growth and misallocation are jointly determined. In particular,
it is tempting to think of cross-sectional productivity differences as being informative only
about the "allocative efficiency"-component, precisely because revenue productivity at the firm-
level does not depend on technology (or physical productivity) if marginal products were
equalized. This economy is an example, where this conclusion is not warranted. Cross-sectional
productivity differences are very informative about the "technology" part of aggregate TFP
(see (37)), because both of them are equilibrium objects, which are determined simultaneously
from firms' dynamic incentives .22
3 Empirical Analysis
In this section I will take the model to the data to test its main implications. The empirical
analysis has two main parts. In the reduced form analysis in Section 3.2, I use the fact that
firms' revenue productivity is proportional to the mark-up (see (10)). Hence, as in Hsieh
and Klenow (2009), I measure firm-specific wedges but then interpret the properties of these
wedges through the lens of the theory. In particular, I will first present both cross-sectional
and life-cycle evidence that the empirical patterns of measured productivity are consistent
with this theory but harder to reconcile with theories where firms are constrained in their
input choices. Then, I test the main qualitative prediction and show that a higher degree of
entry is negatively correlated with the level and the dispersion of mark-ups in a given product
market (which I proxy as a geographic region). In Section 3.3 I estimate the model's structural
parameters by Generalized Methods of Moments (GMM). Specifically, I will estimate region-
specific entry costs (X,) and region-specific innovation productivities (P,), so that the model
generates regional variation in the entry intensity (Xr) as an equilibrium outcome. As the
22 In fact, there is another example of this economy, which makes this blurred distinction even more precise.
Consider a slight variant of the model (the details can be found in the Appendix), where all firms start by using
the same technology q > qL and qL is an outside technology, which is available to all agents in the economy.
Furthermore, suppose that innovation also requires a fixed costs. If both the fixed cost of innovation and the
barriers to entry are high enough, there is a unique equilibrium, where this economy is at a steady state and
there is no productivity growth. From a static point of view, this economy is first-best efficient, because all
marginal products are equalized and there is no cross-sectional productivity dispersion. A reduction in the
costs of innovation would cause cross-sectional productivity differences to emerge and allocative efficiency to
decline. However, it would also trigger productivity growth and increase both aggregate TFP and welfare. In
that world, cross-sectional productivity differences are positively correlated with the efficiency of the innovation
environment and will be positively correlated with aggregate TFP in the cross-section of countries.
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entry intensity is a sufficient statistic for the entire distribution of mark-ups in the economy,
I can then revisit the firm-level data and ask how much of the cross-sectional productivity
dispersion the model is able to explain. Furthermore, I will also conduct a policy experiment,
where I reduce the costs of entry, and I will decompose the welfare consequences into their
static and dynamic components. While static welfare gains are fully described by the change
in the TFP distortion index M, the dynamic gains stem from a change in the growth rate,
a reallocation of labor across occupations and an increased capital accumulation. These two
empirical approaches are not only complementary from an econometric point of view, but
they also correspond to two different conceptual exercises. In the reduced form analysis I
focus directly on the observed distribution of productivity and use it to infer mark-ups. For
the structural estimation I will only employ moments about the dynamic properties of the
economy (e.g. the rate of entry and the rate of productivity growth of incumbent firms) but
do not use the information contained in the cross-sectional productivity distribution in the set
of moments.
For the main part of the empirical analysis I want to think about different regions in In-
donesia as representing different replicas of the economy characterized above. The only source
of regional variation are the entry costs and the innovation technology. In such a world, the
theory implies a concise mapping from regional entry rates to the distribution of productivity
of firms active in that particular region. However, Indonesia's different regions are not autar-
kic closed economies, but there is inter-regional trade. If product markets of Indonesia were
fully integrated and each region was producing each of the different varieties, it would be the
economy-wide (and not the regional) entry rate that would determine the degree of product
market competition In Section 3.4 below, I will therefore consider an environment with trade,
which is closer to the spirit of this paper. In particular, I embed my model in a demand struc-
ture as in Armington (1969), so that each region produces a particular subset of the product
space but all intermediary products are traded. I show that the resulting equilibrium has a
very similar structure to the one of the closed economy, so that the reduced form implications
remain valid and the structural parameters will be identified from the same moment condi-
tions. However, the extension with trade also implies an important interdependence between
regions. While regional physical productivities (Q (t)) will grow at different rates, the terms
of trade between regions will adjust in a way such that all regions will end up growing at the
same rate.
3.1 The Data
I will estimate the model using Indonesian plant-level data. The empirical analysis is based
on two data sources, which are described in more detail in the Appendix. My main data set
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is the Manufacturing Survey of Large and Medium-Sized Firms (Statistik Industri), which for
example has also been used in Amiti and Konings (2007) and Blalock, Gertler, and Levine
(2008). The Statistik Industri is an annual census of all manufacturing firms in Indonesia with
20 or more employees, and I will use data from 1991 to 2000.23 The final sample has about
70.000 firms.24 Most importantly, the data contains information on the geographic region,
the respective firm is located in. This allows me to calculate regional entry rates. To do so,
I identify a firm as an entrant when it appears first in the data. The regional information is
recorded at the level of a regency (kabupaten). There are roughly 240 regencies in Indonesia.
As the manufacturing sector in Indonesia is fairly concentrated, many regencies contain too
few establishments for a meaningful analysis. I therefore aggregate the data at the level of the
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To be able to control for regional characteristics, I augment this data with information
from the Village Potential Statistics (PODES) dataset in 1996. The PODES dataset contains
detailed information on all of Indonesia's 65.000 villages. Using the village level data, I then
aggregate this information to the province level and match these to the firm-level data. In par-
ticular, I exploit information about the financial environment, the state of the infrastructure,
the sectoral composition and the density of small, informal firms, which are not in the Statistik
Industri data but could of course still exert competitive pressure on the official manufactur-
ing sector. Controlling for these factors should at least alleviate the most pressing concerns
about omitted variables, but in the absence of a convincing instrument for the regional entry
intensity I will not be able to rule out endogeneity bias entirely for the reduced form analysis.
3.2 Reduced Form Analysis
In the reduced form analysis I will focus on two aspects. First of all I, will present evidence
that the empirical pattern of measured productivity is consistent the theory developed here.
Then I will test the model's prediction that a higher degree of entry should reduce the level
and the dispersion of mark-ups.
23 As Indonesia experienced a substantial financial crisis in the late 90s, I exclude the data from 1998 (the
main year of the crisis) from the main analysis, but I also report the results including this crisis year. The
results are qualitatively similar.
24 To be absolutely precise, the data is collected at the plant level. As more than 90% of the plants report
to be single branch entities, I will for the following refer to each plant as a firm. In the context of the model,
this distinction is important in that different plants within the same firm are unlikely to compete against each
other on product markets.
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3.2.1 Productivity and Mark-Ups
According to the theory, firm-specific mark-ups are identified (up to scale) from measured
revenue productivity as (see (10))
in (TFPRi) = const + in (c) = const + in (A) Ai. (38)
To evaluate if measured productivity is consistent with (38), it is useful to compare the im-
plications with a theory where firms are constrained in their input choices. For the sake of
concreteness, I want to focus here on the case of credit-market frictions.2 5 Suppose the data
was generated by the following economy (which is essentially the setup of Hsieh and Klenow
(2009) augmented by collateral constraints). There is a measure one of firms, each of them
being the sole provider of a differentiated variety v. The final good is the usual CES aggregate
Y (t) = ( y (v) dv) and each firm produces according to the production function
f (q, k, 1) = qil-aka. Capital and labor are traded on a spot market with prices (w, R) and
firms face collateral constraints of the form
wl + Rk < A, (39)
where 0 > 1 parametrizes the efficiency of the capital market and A denotes firms' wealth.
Intuitively: firms can only borrow a multiple 0 -1 of their assets to hire factors of production.
In this theory, the two state variables of the firm's problem are given by (q, A), which I assume
to be distributed according to some joint distribution GQA. This model has an easy solution,
the details of which are provided in the Appendix. In particular, the collateral constraint (39)
is binding if and only if
A
q9-1 = A < A (w, R, Y, 0), (40)
where A (w, R, Y, 0) depends only on parameters and equilibrium quantities, which are common
across firms.2 6 Hence, firms are constrained if their wealth relative to their productivity q falls
below some threshold. Being credit constrained has implications for measured productivity
precisely because constrained firms have higher marginal products than their unconstrained
25Jt should be clear below, that I could have chosen another theory, where firms' input choices are constrained.
However, theories of credit constraints put enough structure on the patterns we expect to see in the data, that
a comparison between the theories is interesting. For example, it is impossible to distinguish this theory to
the setup of Hsieh and Klenow (2009), when the distribution of firm-level taxes (Ty,rK) is unrestricted. In
particular, this theory is a special case of their environment with ri = 0 for all i and T = 1 - 6-1, where 6i
is firm i's mark-up.
26As shown in the Appendix, A (w, R, Y, 0) = } (G-)"Y' (1,(y )~.
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Dep. Variable: ln(TFPR)
Entry -0.0381** -0.0361** -0.0338** -0.0350**
(0.00873) (0.00876) (0.00818) (0.00792)
ln( I) -0.162**
(0.00261)
Year FE No Yes Yes Yes
Sector FE No Yes Yes Yes
Region FE No No Yes Yes
N 58476 58476 58476 58476
R2 0.000 0.022 0.191 0.248
Notes: Robust standard errors are shown in parentheses. ** and * denotes significance at the 5% and 10% level
respectively. "TFPR" is defined by TFPR = -( -_, where a is the sector-specific capital share from the US.
"Entry" is an indicator variable if the firm entered in the respective year. In (-) is the log of the ratio of firms' capital
stock over their wagebill.
Table 1: Entry and in (TFPR)
counterparts. It is easy to show that in (TFPR) is given by
1(w R, Y, 0)
in (TFPRi) = const + -1 [A2 <A (w, R, Y, 0)] (in A ' , (41)
where 1 [.] is an indicator variable. This shows that (a) constrained firms' revenue productivity
is high, (b) the cross-sectional variation is generated by the variation of the single statistic
A, which measures firms' wealth relative to their productivity and (c) it is the low-A firms
that are more likely to be constrained and that have high productivity conditional on being
constrained.
To assess if heterogeneous mark-ups are a potential determinant of the firm-level variation
of revenue productivity, consider first Table 1, where I compare the productivity of entrants'
relative to their incumbent counterparts, by regressing in (TFPR) on a dummy variable if
the firm entered in the respective year. Consistent with this paper, entrants' productivity
is 3.5% lower than the one of incumbent firms. 27 To square this finding with theories of
credit-constraints (or any theory which generates productivity dispersion from constraints on
inputs), one would have to argue that entering firms are relatively unconstrained. However,
many theories with imperfect capital markets imply that young firms tend to be the constrained
agents, that accumulate funds during their life-cycle (see for example Clementi and Hopenhayn
(2006)).
2 7 A similar result is also found in Foster, Haltiwanger, and Syverson (2008) who observe plant-specific prices
and show that young firms do charge lower prices.
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Evolution of InTFPR of entering cohorts
1990 192 194 1996 1998
Year
Notes: The figure shows the evolution of the average of in (TFPR) for a cohort of firms entering at the respective
year after taking out a whole set of year, industry (4 digit) and province fixed effects. "TFPR" is defined by TFPR =
ka(f 1-a , where a is the sector-specific capital share from the US.
Figure 3: Evolution of 1n (TFPR) of entering cohorts
It is precisely this life-cycle pattern where the implications of the different theories differ
the most. According to this paper, I would expect a cohort of entering firms to increase
their revenue productivity as they gradually increase their mark-up over their competitors.
Simple models of credit constraints however predict the opposite. If firms are constrained
when entering the market, they have incentives to accumulate funds over time so that their
relative wealth A will increase. This will reduce their revenue productivity along the life-
cycle.2 8 Using the panel dimension of the firm-level data I can study this dynamic pattern.
In Figure 3, I depict the average (log of) revenue productivity for different cohorts entering
the product market in different years. More precisely, the figure shows the evolution of log
TFPR after taking out a full set of year, sector and region fixed effects. Figure 3 shows an
upward trend in revenue productivity along the life cycle. The same pattern is also reported
in Hsieh and Klenow (2011), who note that for firms in India "marginal products of capital
and labor (as summarized by TFPR) are also growing with age" (Hsieh and Klenow, 2011, p.
12). According to the theory of this paper, this upward trend is generated by firms increasing
their mark-up through productivity improvements. For Figure 3 to be consistent with a model
of credit market frictions, entering firms have to become poorer relative to their productivity
as they age.
28Again, I want to stress that if firms' productivity has a strong trend during the life-cycle (e.g. through
learning by doing), it is of course possible for A = A to increase in the early stages of the life-cycle. However,
there is a strong reason for A to endogenously decline if credit market frictions are important, while mark-ups
endogenously increase.
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Dep. Variable: ln(TFPR)
FDI 0.245**
(0.0280)
Foreign loan 0.186**
(0.0251)
Capital market 0.135**
(0.0442)
Capital constrained -0.0509**
(0.0176)
ln(k) -0.163** -0.163** -0.163** -0.168**
(0.00261) (0.00261) (0.00261) (0.00635)
Year FE Yes Yes Yes Yes
Sector FE Yes Yes Yes Yes
Region FE Yes Yes Yes Yes
N 58476 58476 58476 8451
R2 0.249 0.248 0.248 0.259
Notes: Robust standard errors are shown in parentheses. * and * denotes significance at the 5% and 10% level
respectively. "TFPR" is defined by TFPR = WK ( , where a is the sector-specific capital share from the US. "FDr,
"Foreign loan" and "Capital market" are indicator variables if the firm's investment is (partly) financed through FDI,
foreign loans or funds from the national capital market. "Capital constrained" is an indicator variable if the firm reported
to be capital constrained in the economic census in 1996. In (-L) is the log of the ratio of firms' capital stock over their
wagebill.
Table 2: In (TFPR) and credit constraints
Finally, the Indonesia data allows me to directly look at the importance of credit con-
straints as it contains information on the source of funding for annual investment expenses.
In particular, I observe if firms use FDI, if they attracted foreign loans or if they managed
to acquire funds on the national capital market. I want to interpret each of these variables
as identifying firms which are relatively less constrained.29 Columns one to three of Table 2
contain the results for either of these measures. There is a very strong positive correlation,
which is not what we would expect as unconstrained firms should have low productivity. In
column four, I use the cross-section of 1996, where my dataset contains additional information
from the economic census, which was added to the usual manufacturing census. Firms were
2It might be argued that if a firm raises money on the market, the firm is likely to be constrained - if it had
enough wealth to finance everything out of their own funds, it would definitely not be constrained. However,
in the context of a developing economy like Indonesia, either of these measures is probably more informative
about the availability of funds. Furthermore, they are strongly correlated with firm-size and they apply only
to few firms (on the order of magnitude of 1%). See also Blalock, Gertler, and Levine (2008).
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asked if the lack of capital was a constraint in their expansion plans. However, column four
shows that constrained firms actually have lower revenue productivity, which is exactly the
opposite of what we expect to find if the variation in revenue productivity was generated from
a simple model with credit constraints.
These results are of course not sufficient to reject one of the theories in favor of the other
one and this is also not the goal of this exercise. 30 What the results do show however, is that
the general patterns we see in the data are at least consistent with a mechanism, that firms
with high productivity might not be firms that are "unlucky" by being credit constraint or
subject to stifling regulation, but that firms have high revenue productivity precisely because
they were lucky enough to increase their physical productivity faster than their competitors
and are rewarded for doing so with the opportunity to post a high mark-up.
3.2.2 Mark-Ups and Entry
The main qualitative prediction of the theory is that product markets, where entry is intense,
should be characterized by low and compressed mark-ups. To study this regional correlation,
it is useful to measure mark-ups from firm-specific labor-shares, as (8) implies that 3 '
wl 1 __ 1
=- - A , (42)
py 1- a
where Ti is observable in the micro- data up to scale.32 The theory implies that the distribution
of mark-ups is Pareto with shape ln(1+x), so that
_ n (1+ x)ln (1 - F (m, x))= - ( ) in (M) . (43)
In (A)
In Figure 4 below, I plot in (1 - Fe (m,x)) against in (m) and I distinguish regions according
to their entry intensity. Figure 4 shows that these distributions are different. In particular, low
entry regions display a thicker tail of firms charging a large mark-up. This implication is very
much in line with the theory and at the heart of the mechanism of this paper: The distribution
of measured productivity is more compressed in high entry environments, as new entrants
30 Moll (2010) for example presents a model of credit constraints where TFPR is fully determined by firm-
productivity. If entering firms have faster productivity growth than incumbents, we would exactly see the
pattern depicted in Figure 3.
31The reason I employ (42) instead of In (TFPR) is that the latter depends on the equilibrium interest rate
(see (10)), which are dependent on the regional entry intensity if we think there is a regional capital market.
The wagebill in contrast is directly observable in the micro data. Hence, using (42) is theoretically more
appealing. In practice, p (A) and in (TFPR) are highly correlated so that it does not matter much, which
measure I take.
3 2As in Hsieh and Klenow (2009) I take a as the sector-specific capital-share from the US.
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Distribution of Mar-ups across Regions
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In TFPR
Notes: The figure shows in (1 - fg (m)), where P4 (m) is the estimated distribution function of log productivity for
"high entry" and "low entry" regions. "High entry" regions are those regions with the highest mean entry rates, which
cover 25% of the population of firms (dashed line). "Low entry" regions are those regions with the lowest mean entry
rates, which cover 25% of the population of firms (solid line).
Figure 4: Distribution of mark-ups in high- and low-entry regions.
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keep the environment competitive by keeping prices in line with productivity improvements.
Comparing Figure 4 with (43) also shows where the theory is not borne out. The theory implies
that both schedules are linear and that the relationship in the entry-intense region should have
a steeper slope. While it is the case that the schedule is steeper,33 the relationship is not linear
but shows some curvature.
The relationship between the regional entry rate and the distribution of mark-ups depicted
in Figure 4 can of course by purely driven by omitted variables that affect both the entry rate
and the measured wedges in the cross-section of firms. To control for at least some of those
influences, I will now test the theory in a regression framework. In particular, I will focus on
various moments of the distribution of log mark-ups. Using the distribution function for log
mark-ups (20), it follows that
E [ln ();x] = 1 +X (44)
x
sd[ln() ; x] = In (A) X)1 2 (45)
x
In (A)
q (In ();x) = - In(+x)In (1 -r) , (46)
where E [in (() ; x] and sd [in ( ) ; x] denote the mean and standard deviation of log mark-ups
given an entry intensity x and q (in ( ) ; x) is the Tth quantile of the log mark-up distribution.
(44) - (46) contain two predictions of the theory. First of all, I expect to find a positive
correlation between the average (log) mark-up and the standard deviation of (log) mark-ups.
Secondly, the theory implies which regional characteristic is driving this correlation: the entry
intensity.
The first prediction is contained in Figure 5, where I depict the simple correlation between
the average mark-up and their dispersion. There is a strong positive correlation as the theory
predicts. 34 Turning to the second prediction, it is apparent from (44)-(46) that all these
moments are decreasing in the entry intensity x. To test this prediction, I consider regressions
of the form
Jr,t = Dt + #Entryr,t + IS',gr + T'# + U,,t, (47)
33When I estimate the coefficient on in (m) in a simple bivariate regression, the coefficients (standard error)
in the high entry region is -1.1494 (0.0018) and -1.051 (0.0036) in the low entry region.
3Note that in Figure 5 I take each region-year cell as an observation. The model, which is cast as an
economy along its BGP, does not have anything to say about the time-variation in these measures as both
are predicted to be constant. However, the variation depicted is driven by the regional variation - when I
aggregate everything on the regional level (thereby averaging out the time-variation) there is still a strong
positive correlation.
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Notes: The figure shows the correlation between the average log mark-up in(-r),. = N in (r,) and the dispersion
of log mark-ups art, where & in (rt) - Ln (r)rt) and r , Nr,t denotes the number of
firms in region r at time t and a is the sector-specific capital share from the US.
Figure 5: Correlation of the average mark-up and mark-up dispersion across regions
where Jr,t is one of these moments, D is a set of year fixed effects, Entry,,t is the entry rate
in region r at time t, IS,,t controls for the industry composition in region r and T, is a set of
regional controls drawn from the regional PODES files described above.3 5 The theory predicts
that # < 0. The results are contained in Table 3. Columns one and two take the average
log markup as the dependent variable and show that there is a negative correlation with the
regional entry rate. While column one presents the simple correlation, column two shows that
this correlation is neither driven by a comovement of entry and mark-ups over time nor by
regional heterogeneity in their sectoral composition. In column three I include the regional
control variables from the PODES files to control for some aspects of regional heterogeneity.
Including these leaves the coefficient on the entry rate basically unchanged. While the size
of the respective region (when measured by its population) is negatively correlated with the
average mark-up, the agricultural employment share and the number of bank branches per
village are positive correlated with the average mark-up. Neither the share of villages accessible
by asphalted roads (as a measure of infrastructure), nor the number of informal firm seems
to have a significant impact. Columns four to eight use different quantiles of the mark-up
distribution as the dependent variable. For brevity I report only the specification with the
entire set of controls. Again there is a strong positive relation between each of the quantiles
and the entry rate, so that more intense entry indeed seems to induce first-order stochastic
shifts on the underlying distribution of mark-ups. Note also that the effect becomes weaker,
3 5Note that those regional controls do not vary across time because I only have a single cross-section of the
PODES files.
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Dep. Variable: Avg log markup Quantiles of log markups Dispersion of log markups
95% 90% 80% 75% 50% std. dev. IQR
Entry rate z -0.405** -0.297** -0.354** -0.815** -0.571** -0.515** -0.429* -0.367* -0.0795 -0.207
(0.110) (0.142) (0.142) (0.372) (0.182) (0.234) (0.231) (0.189) (0.0863) (0.226)
ln(population) -0.0617** -0.125** -0.104** -0.0867** -0.0786** -0.0554** -0.0389** -0.0245
(0.0233) (0.0538) (0.0360) (0.0323) (0.0312) (0.0234) (0.0159) (0.0304)
share of asphalted -0.412 -0.134 -0.537 -0.518 -0.521 -0.622 -0.0987 -0.162
streets (0.371) (0.415) (0.499) (0.488) (0.482) (0.408) (0.121) (0.301)
no of bank branches 0.140* 0.350* 0.254* 0.231** 0.227** 0.143** 0.116** 0.162**
(0.0704) (0.202) (0.125) (0.0944) (0.0855) (0.0630) (0.0541) (0.0734)
ln(small firms) 0.0486 -0.0788* -0.00486 0.0239 0.0462 0.0907* -0.0426** -0.0258
(0.0407) (0.0400) (0.0461) (0.0505) (0.0517) (0.0447) (0.0105) (0.0285)
agricultural 0.496* 2.028** 1.177** 0.892** 0.882** 0.397 0.680** 0.794**
share (0.287) (0.911) (0.554) (0.401) (0.365) (0.270) (0.254) (0.338)
Year FE No Yes Yes Yes Yes Yes Yes Yes Yes Yes
Industrial Composition No Yes Yes Yes Yes Yes Yes Yes Yes Yes
N 168 168 168 168 168 168 168 168 168 168
R2 0.041 0.596 0.667 0.597 0.638 0.650 0.619 0.626 0.570 0.356
Notes: Standard errors are clustered on the regional level and shown in parentheses. ** and * denotes significance at the 5% and 10% level respectively. The
dependent variable are different moments of the distribution of mark-ups r =(1')py' where a is the sector specific capital share from the US. The entry rate
zr,t is the share of firms who enter the manufacturing sector in region r at time t. "ln(population)" is the log of the total population in the region in 1996. "share
of asphalted streets" is the share of villages in the region, which are accessible by asphalt streets in 1996. "no of bank branches" is the average number of banks
per village in the region as of 1996. "ln(small firms)" is the log of the average number of informal firms per village in the region in 1996. "agricultural share" is
the average share of the village population whose main income source is agricultural. The industrial composition is controlled for by including the region-year
specific value added shares of 2-digit industries in the regression.
Table 3: Entry and the Distribution of Mark-Ups
when I consider smaller quantiles. This is expected from Figure 4, which showed that high
and low entry regions differ mostly in the upper tail of the productivity distribution. Finally,
in columns nine and ten I use two different measures of dispersion, namely the standard
deviation and the interquartile range of log mark-ups. While the point estimate is negative, it
is not significant. Hence, the strong positive correlation between the level and the dispersion
of mark-ups depicted in Figure 5 is unlikely to stem from the entry intensity as the single
regional determinant. However, the structural estimation below will allow me to revisit this
result, as I will show that (at the estimated parameters), the implied variation in the dispersion
of mark-ups is indeed small.
The model implies that it is only two moments of the underlying distribution of mark-ups,
which affect the aggregate outcomes of the economy. In particular, the two moments
A = E [-1] = E [A-"] and 'P = exp (-E [In (s)]) = A-E[A] (48)
fully determine the impact of mark-ups on the aggregate economy as the two distortion indices
A = E [A an] and M =are the two sufficient statistics determining welfare.36
According to Proposition 2, there is a monotone relation between A and T and the entry
intensity. To test this prediction, I follow the same approach as in (47) and run regressions of
the form
Ar,t = Dt + $Entryr,t + IS'r7 + T,3 + Ur,t,
where Ar,t is the sample counterparts of (48), and analogously for W'r,t. The model implies
that # > 0.
The results are reported in Tables 4 and 5. Consider first the case of A, contained in
Table 4. In the first column I report the simple correlation between the entry rate and Ar,t-
The coefficient is positive and significant. That this relation is not purely driven by aggregate
shocks over time is shown in column two, where I include a full set of year fixed effect. The
coefficient hardly changes. Column three controls for the industrial share to account for the
fact that some sectors might both be more prone to entry and have lower mark-ups. Like in
Table 3 above, I then include the same set of regional controls to at least partially control
for some regional characteristics. This does not change the partial correlation with the entry
rate, which is not surprising given that none of these regional controls shows a significant
correlation with the misallocation measure A. In column five, I use the panel structure of
the data, which allows me to control for time-invariant regional characteristics by including
36 Note that A is directly identified from the data using (42). Similarly, 1F can also be directly calculated, as
in (r (A)) = -Ain (A) = -in (C (A)). Hence, A and T are identified from the data regardless of the value of A.
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Dep. Variable:
Entry rate z
ln(population)
share of asphalted
streets
no of bank branches
ln(small firms)
agricultural
share
Year FE
Industrial Composition
Region FE
N
A = E[A-*]j 1n(A)
0.111** 0.129** 0.112** 0.106** 0.0809** 0.389**
(0.0260) (0.0385) (0.0345) (0.0300) (0.0201) (0.112)
0.00664
(0.00529)
0.0636
(0.0821)
-0.0164
(0.0165)
-0.0172
(0.0101)
No
No
No
168
0.053
Yes
No
No
168
0.094
Yes
Yes
No
168
0.537
-0.00756
(0.0677)
Yes
Yes
No
168
0.595
Yes
Yes
Yes
168
0.811
0.0700**
(0.0295)
0.0296 -0.00121
(0.0200) (0.00550)
0.239 0.00546
(0.334) (0.0644)
-0.0527 -0.00839
(0.0605) (0.0164)
-0.0647 -0.0195*
(0.0376) (0.0101)
-0.0164
(0.252)
Yes
Yes
No
168
0.560
-0.0137
(0.0696)
Yes
Yes
No
168
0.516
Notes: Standard errors are clustered on the regional level and shown in parentheses. ** and * denotes significance at
the 5% and 10% level respectively. The dependent variable is the factor price distortion index Ar,t * 1 rit
where t , Nr,t denotes the number of firms in region r at time t and a is the sector specific capital
share from the US. The entry rate zr,, is the share of firms who enter the manufacturing sector in region r at time
t. "ln(population)" is the log of the total population in the region in 1996. "share of asphalted streets" is the share of
villages in the region, which are accessible by asphalt streets in 1996. "no of bank branches" is the average number of
banks per village in the region as of 1996. "ln(small firms)" is the log of the average number of informal firms per village
in the region in 1996. "agricultural share" is the average share of the village population whose main income source is
agricultural. The industrial composition is controlled for by including the region-year specific value added shares of
2-digit industries in the regression. ARes -- EN "*ritt,, where F is the residual of a regression of -r on a full set of
year and sector fixed effects and the firm-specific capital-labor ratio.
Table 4: Entry and the degree of misallocation: A
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regional fixed effects. Again this does not affect the coefficient substantially. Columns six and
seven contain two additional specifications. In column six, I consider the logarithm of A as
the dependent variable. The point estimate implies that an increase of the entry rate by one
standard deviation (which is equal to 0.1), increases the factor price distortion index by 3%.
While this seems very small, note that this coefficient does not have a structural interpretation,
because according to the theory it is the entry intensity x = K, which determines the degree
of misallocation. I will come back to the quantitative implications of the theory in section
3.3, when I estimate the structural parameters of the model. Finally, column seven uses a
"residual" measure of misallocation. More specifically, instead of constructing A directly from
the firm-specific labor shares observed in the data, I use the residual labor shares rReS = T-T,
where # are the predicted values from a regression of T on a full set of sector fixed effects and
the firm-specific capital-labor ratio.3 7 Hence, ARes = E [rRes] is the factor price distortion
index after technological heterogeneity at the firm-level is at least crudely controlled for. While
the point estimate slightly lower, it is still positive and significant.
The analogous results for WPr,t are contained in Table 5. Columns one to four again show a
robust positive correlation with the regional entry rate. Contrary to the case of A, the regional
controls now have some explanatory power but do not change the partial correlation with the
entry rate. As %F is a non-linear transformation of log mark-ups, the pattern is similar to
the one contained in Table 3, i.e. the population size is negatively correlated with mark-ups
and both the financial density and the agricultural share is positively correlated with mark-
ups. Column five includes a full set or regional fixed effects and columns six and seven again
consider the log of %[ and the residual measure of T as a dependent variable.3 The correlation
is positive and significant (in column seven, the associated p-Value is just above 0.1).
While the empirical results reported above are consistent with the model, I briefly want to
consider two alternative explanations. Consider first the case of capital market imperfections,
in particular the simple formalization provided above. If the data was generated by that model,
I would identify credit constrained firms as charging a high mark-up. Now suppose that the
efficiency of the financial system (as parametrized by the collateral multiplier 0) varies across
regions so that financially underdeveloped regions will see more financially constrained firms. If
the regional entry rate is correlated with the regional financial development, I would conclude
that entry reduces monopoly power albeit it is just the case that high entry regions are such
that less firms are constrained (or firms are less constrained). As above, I will again consider
firms as being relatively unconstrained whenever they are financed through FDI or raise funds
"According to the theory, ! = ' - so that the (log of the) capital-labor ratio should be thought of as a
control for a.
38Note that column 6 is exactly the (negative of the) mean (log) mark-up and is hence numerically identical
to column 3 in Table 3.
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Dep. Variable:
Entry rate z
S= A-EA ln()
0.0831** 0.0816** 0.0621* 0.0742** 0.0413** 0.354**
(0.0232) (0.0341) (0.0305) (0.0300) (0.0159) (0.142)
ln(population)
share of asphalted
streets
no of bank branches
In(small firms)
agricultural
share
Year FE
Industrial Composition
Region FE
N
R 2
0.0112**
(0.00443)
0.0867
(0.0672)
-0.0292**
(0.0134)
-0.00971
(0.00793)
No
No
No
168
0.038
Yes
No
No
168
0.104
Yes
Yes
No
168
0.650
-0.0983*
(0.0553)
Yes
Yes
No
168
0.711
Res
0.183
(0.109)
0.0617** 0.0200
(0.0233) (0.0212)
0.412 0.166
(0.371) (0.265)
-0.140* -0.0986
(0.0704) (0.0587)
-0.0486 -0.0516
(0.0407) (0.0362)
Yes
Yes
Yes
168
0.868
-0.496*
(0.287)
Yes
Yes
No
168
0.667
-0.485*
(0.245)
Yes
Yes
No
168
0.630
Notes: Standard errors are clustered on the regional level and shown in parentheses. ** and * denotes significance at the
5% and 10% level respectively. The dependent variable is 1,,t = exp '*In (ri- , whereTr 
Nr,t denotes the number of firms in region r at time t and of is the sector specific capital share from the US. The
entry rate zr,t is the share of firms who enter the manufacturing sector in region r at time t. "ln(population)" is the
log of the total population in the region in 1996. "share of asphalted streets" is the share of villages in the region,
which are accessible by asphalt streets in 1996. "no of bank branches" is the average number of banks per village in
the region as of 1996. "ln(small firms)" is the log of the average number of informal firms per village in the region in
1996. "agricultural share" is the average share of the village population whose main income source is agricultural. The
industrial composition is controlled for by including the region-year specific value added shares of 2-digit industries in
the regression. Re - e (* F In ,, where r is the residual of a regression of T on a full set of year and
sector fixed effects and the firm-specific capital-labor ratio.
Table 5: Entry and the degree of misallocation: %F
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Dep. Variable: Entry rate z A = E[A-A] I = A-7
Share of firms with 0.0608 -0.372 -0.309
foreign loan (0.426) (0.345) (0.209)
Share of firms with 0.381 -0.00561 0.0131
FDI (0.221) (0.247) (0.148)
Share of firms with 1.094 0.431 0.206
capital market access (1.726) (0.704) (0.484)
Entry rate z 0.107** 0.0741**
(0.0274) (0.0280)
Year FE Yes Yes Yes Yes Yes
Industrial Composition Yes Yes Yes Yes Yes
Regional Controls Yes Yes Yes Yes Yes
N 168 168 168 168 168
R2 0.391 0.398 0.392 0.606 0.719
Notes: Standard errors are clustered on the regional level and shown in parentheses. ** and * denotes significance at the
5% and 10% level respectively. The independent variables are: The share of firms in region r at time t whose investment
expenses are at least partially financed through foreign loans, through FDI and through the issuance of equity and/or
bonds in the official capital market. The regional controls are the total population, the share of villages, which are
accessible by asphalt streets, the average number of banks per village, the average number of informal firms per village
and the average share of the village population whose main income source is agricultural in each region in 1996. For the
definition of A and '1 see Tables 4 and 5.
Table 6: The importance of credit constraints
on the national capital market of via foreign loans. 39 Given these measures, I investigate
whether the share of unconstrained firms is indeed positively correlated with the regional
entry rate, and if the entry rate has an independent effect on the degree of misallocation
above and beyond regional differences in the share of unconstrained firms. The results are
shown in Table 6. Columns one to three show that these measures are positively correlated
with the regional entry rate, but insignificantly so. Hence, it is not surprising that columns
four and five show that the entry rate is still a significant predictor of the two misallocation
measures A and T once these measures are controlled for.
The second alternative explanation I want to consider are preferential policies. In par-
ticular, the modelling device of "firm-specific taxes" used in Restuccia and Rogerson (2008)
or Hsieh and Klenow (2009) is sometimes interpreted as a stand-in for actual policies like
regulation, taxes or bureaucratic red tape affecting firms differentially. In particular, firms
that I identify as having large monopoly power might in fact just face politically oriented
barriers to expand. If additionally regions with good policies are also characterized by more
39Recall however the results in Table 2 where I show that these unconstrained firms have relatively high
in (TFPR).
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Dep. Variable: Entry rate z A = E[A-A] x[ = A- E[A
Share of firms -0.822 -0.239 -0.292
owned by state (0.660) (0.180) (0.183)
Share of firms with 0.0529 0.205** 0.122**
government stake (0.174) (0.0837) (0.0561)
Entry rate z 0.100** 0.0683**
(0.0299) (0.0299)
Year FE Yes Yes Yes Yes
Industrial Composition Yes Yes Yes Yes
Regional Controls Yes Yes Yes Yes
N 168 168 168 168
R2 0.399 0.392 0.618 0.724
Notes: Standard errors are clustered on the regional level and shown in parentheses. ** and * denotes significance at
the 5% and 10% level respectively. The independent variables are: The share of firms in region r at time t which are
owned by the state or where the local or central government has any financial stake. The regional controls are the total
population, the share of villages, which are accessible by asphalt streets, the average number of banks per village, the
average number of informal firms per village and the average share of the village population whose main income source
is agricultural in each region in 1996. For the definition of A and 'I see Tables 4 and 5.
Table 7: Government ownership
dynamic entry, I would observe exactly the correlations in the data, which I interpret as being
informative about the pro-competitive effects of entry. To argue that this is unlikely to be the
case, I follow a similar strategy as for the case of credit constraints. In particular, I observe if
either the federal or the local government has a financial stake in the firm. In Table 7, I first
show that the regional entry rate is uncorrelated with the share of firms with a government
stake. Columns three and four then show that the entry rate remains significantly correlated
with the two distortion measures A and IQ after these government ownership measures are
controlled for. Note however, that the share of firms that have some government financing is
also a significant corollary of an improved resource allocation.40
40 Here I briefly discuss the results of various robustness checks, the details of which are available upon
request. Concerning the main results reported in Tables 4 and 5, I redid the regressions using the usual robust
standard errors instead of the clustered standard errors used in the main analysis, I estimated the regressions
using weighted least squares and I included the crisis year 1998. I also redid all the regressions for different
cutoffs for the number of firms being present in a region-year cell to be in the final sample. The results are
qualitatively unchanged in that all coefficients are positive and mostly significantly so. I also address one
specific type of measurement error. In a developing economy like Indonesia, employment of family members
is common. While this might be less of a problem for the formal manufacturing firms which I am studying,
about 50% of firms do employ unpaid workers (many of which are probably family members) and these unpaid
workers constitute on average around 5% of the labor force. If firms do not report these family members in
their wagebill, their laborshare will be too low. Hence, I will identify unpaid-worker intensive firms as firms
with high monopoly power and if regions with a high entry rate are less reliant on "family firms", I will find
the positive relation established above. This is not the case - the occurrence of such firms is uncorrelated with
the entry rate and the entry rate remains significantly correlated with the misallocation measures once the
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Figure 6: Map of Indonesia
3.3 Structural Estimation
So far I used the model only to qualitatively interpret the distribution of measured wedges,
in particular its correlation with the regional entry rate. However, the model is tractable
enough to estimate the structural parameters by GMM. As the structural estimation is more
data-intensive than the reduced form estimation in Section 3, I partition Indonesia in 7 large
regions. These are the islands Sumatra, Sulawesi and Maluku, Kalimantan, Bali and Nusa
Tenggara and three regions on Java (the area around Jakarta and Central and West Java),
which are depicted in Figure 6 below. For now I want to think of these different regions in
Indonesia as being closed economies, but I will consider an extension allowing for inter-regional
trade in Section 3.3.3 below.
Table 8 below contains some coarse characteristics of these 7 regions. In the first row I
present the regional share of aggregate value added in the Indonesian manufacturing sector. It
is clearly seen that Indonesia is very concentrated. Jakarta and the area surrounding it, account
for more than 40% of the economic activity and many regions are relatively unimportant. Java
as a whole generates 75% of the entire manufacturing value added in Indonesia and account
for roughly 80% of producer. There is also evidence of regional specialization. For example
more than 60% of all manufacturing firms in Kalimantan are active in the wood industry,
while metal and machine industry is mostly located in Java.
Identification To see which parameters of the model are identified from the microdata, con-
sider a single region in a single time period. The model has 8 parameters (a, p , < -, x, y, A).
regional shares of such firms are controlled for.
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Sumatra Jakarta Central Java West Java Bali Kalimantan Sulawesi
Share of value added 0.12 0.47 0.12 0.17 0.02 0.08 0.02
Number of Firms 6,428 18,851 13,314 14,457 2,841 1,691 1,900
Sectoral Composition
Food, Beverages, Tobacco 0.33 0.17 0.31 0.41 0.22 0.16 0.33
Textile 0.09 0.24 0.24 0.15 0.37 0.01 0.16
Wood Products, Furniture 0.26 0.08 0.12 0.11 0.18 0.62 0.28
Paper Products, Printing 0.03 0.04 0.03 0.04 0.04 0.02 0.03
Chemicals, Petroleum, Coal 0.14 0.14 0.06 0.09 0.01 0.12 0.06
Non-metallic Minerals 0.06 0.17 0.12 0.09 0.12 0.03 0.06
Metals and Machinery 0.10 0.16 0.11 0.11 0.05 0.04 0.06
Notes: The table shows the sectoral composition, the aggregate share of value added and the number of firms of different regions in Indonesia. The sectoral
classification is based on the 2-digit ISIC Rev. 2 classification. The sectoral shares refer to the share of firms being active in the respective industry.
Table 8: Economic geography of Indonesia
Cn
As I am mostly interested in the innovation environment, I will not be concerned with esti-
mating (a, p, J) but set them exogenously at conventional levels. In particular, I will set the
capital share a to 0.3, the depreciation rate 5 to 0.1 and the discount rate p to 0.05. This
leaves 5 parameters to be identified. As the model has a unique equilibrium for the innovation
and entry rate, the equilibrium conditions (31) and (32) implicitly define functions
z = z(p,,x,y, A) and I= I(p,7,xy,A), (49)
which determine the endogenous variables as a function of those parameters. As explained
above: I want to estimate the structural parameters without using the cross-sectional pro-
ductivity distribution explicitly. This will allow me to study how much of the observed pro-
ductivity dispersion the model can explain and if the model correctly predicts the regional
pattern of productivity differences. Hence, I will first focus on three moments, which concern
the dynamic outcomes of incumbent firms, entrants and the aggregate economy. In particular,
according to the theory
E [g] = ln(A)I(<,7?,X,7,A) (50)
E [Entry] = z (p, , , A)
Q (t)
90 Qi(t = n (A) (I(C,, X, y, A) + z (p, y, X,7, A)), (51)
were E [g'] is the mean growth rate of incumbent firms, E [Entry] is the mean entry rate
and gq is the growth rate of aggregate productivity. Additionally, I consider the occupational
patterns within existing firms, which will be informative about the curvature of the innovation
technology -y. Letting 1I (A) be the number of non-production workers working at a firm with
mark-up Aa, the non-production share is given by
s _a = 1 A . (52)S() - 1I (A) + le (A) (1- a) (n4T ' ' ' '- A + 1) + a
(A1I( V ,,y 'A)
From (50)-(51) and (52) it is apparent that all these moments only depend on the innovation
parameters (<, x, q) via the resulting equilibrium allocations (z, I). From an estimation point
of view this implies that (<p, n, x) are free parameters, i.e. given some outcomes (z, I), we can
always find combinations of such parameters, that implement these as an equilibrium. Hence,
from the moment conditions I can directly estimate (z, I) and the parameters (A, y) and then
use the equilibrium conditions to determine (<p, 7, X) given the estimated (z, I). However, this
implies that (<p, 7, x) are not uniquely identified from the microdata - and in fact 1 and X
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should not be identified according to the theory. To see this, note that the two equilibrium
conditions in region r can be written as
PrX = 7r - P + 17 (53)p + zr
zr (1-a) T~i1(p + zr) -a+ ((1 - ( - 1) +1)I
Pr = (A - 1) Ir + Azr + , (54)
where j = ±'. Hence, from the equilibrium conditions, I can only identify the innovation77
productivity < and the net entry productivity , which has a technological component q
governing the efficiency of blueprint creation and an institutional component x determining the
costs of actual entry of new firm once the idea is created. Without more detailed information
on where firms spend most of their resources prior to entry, it is not possible to tell 77 and
x apart. For the policy analysis below I will conceptually think of lowering entry barriers
through a reduction of x, but given that I can only identify , this is only an interpretation.41
Estimation The moment conditions above hold for all seven regions and at all time period.
While (z, I) are region-specific equilibrium outcomes (which are generated through regional
variation in the underlying parameters (p, i)), I assume A and y to be common across regions.
This is useful because it disciplines the model to generate the regional variation in mark-ups
only through regional differences in the entry intensity x. Formally, the moment conditions
are
E[gft-,r] = ln(A)Irforallr=l,..,Randt=1,...T
E [Entry,,] = zr for all r = 1,.., R and t = 1,...T
E [gQ,r,t] = ln(A)(Ir+zr) for all r= 1,..,R and t = 1, ...T
E [sf~t] = 1for r = 1,., R and t = 1, .. ,T,
(1 - a) ((p + zr) A + 1)Ir
where E [gQ,r,t] = E ''tlf'' and Qr (t) is calculated by aggregating the micro data.
Note that these moments hold for all regions and all time periods. However, the model (being
a balanced growth model) does not have anything to say about the time-variation in the data.
Hence, I focus entirely on the regional variation and average all the moments over the time
dimension. This yields 4 x 7 = 28 moments to estimate 16 parameters (A, y, [zr, Iri=1). (53)
and (54) then provide the equilibrium mapping to the deep structural parameters [<r, rr=1-*
4 1Note however, the evidence reported in Djankov, La Porta, Lopez-De-Silvaes, and Shleifer (2002), which
suggests that regulatory barriers are a substantial part of entry costs firms face.
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While the first three moments can be directly calculated from the microdata, I do not observe
detailed occupational categories in the Indonesian data. Hence, I proxy the share of innovators
by the within-firm expenditure share on white-collar non-production workers.
3.3.1 Estimation results
I estimate the parameters via GMM. As the model is overidentified, I choose the efficient
GMM estimator,
0 = arg min G (0)'nV-G (0)1, (55)
where n is the estimated variance-covariance matrix of the 28 moments and G is the matrix
of moments. I estimate n by bootstrapping the moments from the firm-level data.4 The
estimated parameters are contained in Table 9. The innovation step-size A is estimated to be
equal to 1.17 so that every innovation increases productivity by 17%. This is a little higher
than the preferred value of 1.05 in Acemoglu and Akcigit (forthcoming) but within their range
of values they consider (A E [1.01, 1.2]). The confidence intervals also show that A is relatively
precisely estimated. The curvature of the innovation technology is estimated to be 1.73 so
that the cost function is convex as the theory requires. However, values of -y < 1 are in the
confidence region. The theoretically admissible value of -y = 1 is the 12% quantile of the
distribution for -.
The last two rows contain the region-specific parameters for the entry and innovation
technology. The innovation technology V, is estimated to be around 0.2 and the net entry
productivity , around 2.3. This implies that to generate a flow of entry of 10%, the economy
requires . = 0.23 workers in the entry sector. Similarly, a firm that has just entered and hence
has a productivity gap of A = 1, requires r (1, 0.1) = g (0.1)f = 0.08 workers to generate
an innovation flow rate of 10%. Hence, at the estimated parameters, incumbent firms seem to
enjoy a productivity advantage of generating innovations. Note however, that the confidence
intervals for V, and X, are relatively large.
To see where the variation in the estimated parameter stems from, consider Table 10,
where I report the moments in the data and the moments as estimated by the model. The
model does a very good job to account for the pattern of entry and the share of non-production
workers. This is due to the fact, that the entry rate is precisely estimated (so that the efficient
GMM estimator puts a large weight on these moments) and that the share of non-production
workers is the only moment that depends on y, so that y can basically be chosen freely to
match that moment. With respect to the innovation rate of incumbent firms, the model has
problems to account for the extreme outcomes in Jakarta and Kalimantan. For Jakarta, we
421 use 250 bootstrap replications to estimate n.
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Sumatra Jakarta Central Java West Java Bali Kalimantan Sulawesi
A 1.17
[1.12;1.27]
1.73
[0.82;2.05]
<r 0.22 0.16 0.07 0.13 0.18 0.18 0.25
[0.13;0.52] [0.11;0.39] [0.05;0.3] [0.09;0.36] [0.11;0.46] [0.11;0.41] [0.15;0.55]
=1+rXr 2.23 2.40 2.63 2.40 2.18 2.76 1.90
[1.13;5.58] [1.08;5.95] [0.89;6.5] [0.98;6.05] [0.98;5.56] [1.41;6.82] [0.89;4.75]
Notes: 95%-Confidence intervals are shown in brackets. The confidence intervals are calculated using bootstrap. I used 500 bootstrap replications.
Table 9: Results of GMM Estimation
Growth by Entry Rate Exp. Share on Aggregate
Incumbents Nonprod. Workers Growth Rate
Data Model Data Model Data Model Data Model
Sumatra 0.021 0.020 0.148 0.148 0.069 0.070 0.061 0.044
Jakarta -0.003 0.016 0.140 0.140 0.060 0.058 0.030 0.038
Central Java 0.006 0.007 0.143 0.143 0.025 0.025 0.029 0.029
West Java 0.012 0.012 0.144 0.144 0.044 0.045 0.060 0.035
Bali 0.020 0.016 0.155 0.156 0.051 0.053 0.071 0.040
Kalimantan 0.033 0.019 0.117 0.117 0.078 0.078 0.033 0.038
Sulawesi 0.008 0.020 0.178 0.176 0.071 0.062 0.001 0.048
Notes: The table shows the data moments and the estimated moments for the parameters contained in Table 9.
Table 10: Comparing the implied moments
observe a relatively small entry rate but still aggregate growth. This can only be rationalized
through innovation by incumbent firms. For Kalimantan, exactly the opposite is true. Both
the entry rate and the growth rate of incumbent firms is high, but aggregate productivity is at
the low end. Hence, the model underestimates incumbents' innovation outcomes. Finally, with
respect to the aggregate growth rate, the model under-predicts the regional variation, because
of the commonality of the step size A and the restrictions the other moments put on the entry
and innovation rate. This is especially seen in the region Sulawesi, which despite its high entry
rate does not see any productivity growth. With a constant step size for A, it is impossible
for the model to match these two moments simultaneously. Table 10 also conveys where the
respective parameters are identified from. If we compare the regional pattern of the entry rates
and the estimated entry costs , it is clearly seen that regions with low entry are identified as
regions where entry barriers are high. Similarly, regions where the aggregate growth rate and
innovation rate of incumbent firms is estimated to be high (Sumatra or Sulawesi), are markets
where the innovation technology is of high productivity. Intuitively, level differences of growth
mostly identify the innovation productivity <pr and differences in the entry rate identify the
entry costs Xr.
3.3.2 Mark-ups and the distribution of productivity
Given the estimated parameters, the distribution of mark-ups is therefore fully determined
so that I can calculate both the region-specific distortion indices Ar and Mr and different
measures of productivity dispersion. The results from this exercise are contained in Table 11.
Consider first the top panel. The median mark-up is between 10% and 20%, which is consistent
with De Loecker and Warzynski (forthcoming) who estimate mark-ups between 17% and 28%.
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Sumatra Jakarta Central Java West Java Bali Kalimantan Sulawesi
Median Mark-up 0.153 0.134 0.076 0.110 0.123 0.178 0.136
Average Mark-up 0.259 0.221 0.119 0.177 0.200 0.309 0.225
A 0.757 0.772 0.818 0.791 0.781 0.740 0.771
M 0.983 0.986 0.996 0.991 0.989 0.977 0.986
Dispersion lnTFPR (std dev)
Data 0.860 0.751 0.736 0.758 0.769 0.811 0.848
Model 0.201 0.175 0.097 0.143 0.161 0.232 0.178
% Explained 0.233 0.233 0.132 0.189 0.209 0.286 0.210
Dispersion 1nTFPR (75-25)
Data 1.104 0.990 0.997 1.022 1.092 1.083 1.224
Model 0.226 0.199 0.117 0.165 0.183 0.259 0.202
% Explained 0.205 0.201 0.117 0.161 0.168 0.239 0.165
Dispersion lnTFPR (90-10)
Data 2.150 1.905 1.857 1.952 1.966 2.063 2.156
Model 0.452 0.397 0.234 0.330 0.367 0.519 0.403
% Explained 0.210 0.209 0.126 0.169 0.187 0.251 0.187
Correlation of std dev of ln(TFPR)) 0.688
Correlation of iqr of (ln(TFPR)) 0.436
Correlation of q90-10 of (ln(TFPR)) 0.705
Notes: The table contains the implications of the theory for the moments of mark-ups, the distortion indices A and M and the dispersion measures of the
distribution of in (TFPR). The last three rows contain the regional correlation between the model's prediction and the dispersion measures observed in the data.
Table 11: Dispersion of TFPR: Data versus Model
C:'
The average mark-up is higher, precisely because the theory predicts that the distribution of
mark-ups is Pareto. Columns 3 and 4 contain the two distortion indices. The distortions in
TFP are modest. On average, heterogeneous mark-ups reduce TFP by about 1.5-2% relative
to the first best and there is little variation across regions. This is different for the case of
factor prices. Column 5 shows that mark-ups reduce equilibrium factor prices by 25% relative
to their social marginal product. The variation across regions is also more substantial than
for the case of TFP. The reason for this pattern is contained in Proposition 1: Variation in
the entry intensity affects the first moment of the resulting mark-up distribution much more
than its second moment. Hence, mark-ups mostly affect factor prices. It is interesting to
note that this is exactly what I found in the reduced form analysis, where I showed that the
regional entry rate is negatively correlated with the average mark-up but that its relation to
the dispersion of mark-ups is insignificant (see Table 3). The same result emerges again from
the structural estimation despite the fact that I did not exploit any information about the
cross-sectional productivity distribution in the estimation.
In Panels 2 to 4, I compare the implied productivity dispersion (calculated from (44)-
(46)) with the one estimated from the micro-data. In the first column of the respective panel I
report the estimated standard deviation, inter-quartile range and the 90-10 difference from the
Indonesian firm-level data. These numbers are very similar to the one reported in Hsieh and
Klenow (2009).43 The second column reports the implied measures from the theory and third
column contains their ratio, which I take as a measure of explanatory power of the theory. On
average the model accounts for about 20% of the cross-sectional variation in productivity and
this is roughly the same for the different measures. As the variation in the microdata is larger
than predicted by the model, the theory does a better job in those regions where the entry
intensity is low and the mark-up is high (in Kalimantan for example). The last panel finally
contains an important check for the theory: Is the regional variation in the estimated entry
intensity correlated with the observed productivity distribution in the microdata? The answer
is affirmative: the correlation between the model's implication and the measures observed in
the data is between 0.45 and 0.7. A graphical representation of this correlation is contained in
Figure 7, which shows a scatter plot of the observed and implied dispersion measures across
regions. There is a clear positive relation between the model's prediction and the respective
moments in the data, but with only 7 regions, this is of course only suggestive. However, given
that the GMM estimation only used information about the dynamic environment, there is no
mechanical reason for this correlation to occur.
Another way to judge in how far this mechanism is successful to account for the cross-
4 3They find that the respective numbers are 0.74, 0.97 and 1.87 for the case of China and 0.69, 0.79 and 1.73
for the case of India. See Hsieh and Klenow (2009, Table 2, p. 1418).
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Figure 7: Model vs. Data: Correlation of dispersion of in (TFPR)
sectional productivity dispersion across firms is to directly include this information in the set
of moments. Specifically, let me add the within-region variance of log productivity to the set
of moments utilized so far. Using (44), these additional moment conditions are given by
E [(1n(TFPDI,,,,) - E [1n (TFPRt,, )])2 = in (A) = 1n (A)2 rz
which again hold for all regions and all time periods. Like before, I will only use the regional
variation and average out the time dimension. By estimating the parameters and studying the
implied moments, it is apparent which margins of the data are putting discipline on the theory
to account for both the cross-sectional dispersion and the dynamic behavior of the economy
simultaneously. In Table 12, I again report the comparison between the data and the model's
implication at the estimated parameters. In the last two columns, I show that the model
is able to account for the cross-sectional dispersion rather well. However, this comes at the
expense to account for other features of the data. From (56) it is apparent that in order to
generate a large cross-sectional dispersion of productivity, the theory requires the step size A
to be large and the entry intensity x to be small. These conflicting objectives are seen in Table
12. At the estimated parameters, the model underestimates the entry rate, generates too large
a growth rate for incumbent firms and implies a rate of aggregate productivity growth, which
exceeds the one observed in the data. Furthermore, the implied median mark-up is around
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Growth by Entry Rate Exp. Share on Aggregate variance
Incumbents Nonprod. Workers Growth Rate ln(TFPR)
Data Model Data Model Data Model Data Model Data Model
Sumatra 0.021 0.058 0.148 0.079 0.069 0.067 0.061 0.079 0.739 0.739
Jakarta -0.003 0.044 0.140 0.070 0.060 0.057 0.030 0.063 0.565 0.565
Central Java 0.006 0.026 0.143 0.043 0.025 0.047 0.029 0.038 0.534 0.534
West Java 0.012 0.042 0.144 0.066 0.044 0.057 0.060 0.060 0.570 0.570
Bali 0.020 0.048 0.155 0.075 0.051 0.060 0.071 0.069 0.590 0.587
Kalimantan 0.033 0.047 0.117 0.069 0.078 0.061 0.033 0.066 0.655 0.654
Sulawesi 0.008 0.050 0.178 0.069 0.071 0.064 0.001 0.069 0.723 0.724
Notes: The table shows the data moments and the estimated moments when I include the moment condition for the cross-sectional variance of In (TFPR) (56).
Table 12: Moments using the cross-sectional information
70%, which is also counterfactually high. Hence, the theoretical mechanism laid out here is
not able to account for entire productivity dispersion in the cross-section of firms - according
to Table 11 roughly 80% of it remains unexplained.
3.3.3 Policy and Welfare
One advantage of a theory that creates misallocation endogenously is that we can use it to
think about policy and the welfare implications thereof. Here I want to think about one
particular policy change, namely a reduction in the entry costs x. Not only is this the only
parameter in the model which can reasonably be affected by policy, but it also affects the
precise margin, which the theory stresses: the entry intensity. Such a change will affect the
equilibrium outcomes (z, I) and hence both the entry intensity x = j and the equilibrium
growth rate go = 1n (A) (I + z). To trace the effect on the equilibrium allocations, recall that
the BGP levels of (normalized) capital and consumption were given by( aA (x) M (x)Ic (x, I, gg) = P g Lp (x, I)
(x,gQ,k,L) = M(x)ka Lp(x,I)1~"- (+ 1  agQ) k. (57)
Let us denote the variables after the policy change by ". Then we can decompose the change
in consumption in the three terms as follows:
a a(x*,gQk(x,I,gQ),L) a(x*,gqk(x*,I*,gQ),L*) a (x*,gk(x*,I* ,L*)
C a (x, gQ, k (x, I, gQ) , L) (x*, gQ, k (x, I, gQ) , L) a (x*, gQ, k (x*, I*, gQ) , L*
TFP Reallocation Growth
Misallocation
(58)
The TFP-component of (58) holds the growth rate, the capital stock and the allocation of
labor constant and contains only the static gains of entrants fostering competition and thereby
increasing aggregate TFP through a reduction of static misallocation. The Reallocation-
Component contains the change in consumption, which is due to the fact that a change in
the entry intensity changes factor-prices and hence the return to capital and the allocation of
labor. The sum of those effects are what I call the Misallocation-Component of entry, because
they comprise the change in consumption holding the growth rate (counterfactually) fixed.
The Growth-Component captures this last dynamic effect as changes in the growth rate will
affect both the level of (normalized) consumption and capital. Before presenting the results let
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me stress that (58) decomposes the change in steady-state consumption. My model economy
however has non-trivial transitional dynamics. Not only are the usual neoclassical dynamics
present due to the accumulation of capital, but the distribution of mark-ups will also not jump
to its new stationary distribution but its behavior will be governed by the flow equations given
in (17). Furthermore, as long as the distribution of mark-ups is not stationary, the problem
firms face is not stationary either so that both entry and innovation rates will not be constant.
This makes the characterization intractable.
The results of the policy experiment are contained in Table 13. The first row contains the
size of the policy change, namely a decrease in the entry costs by 10%. This increases the entry-
intensity by about 25% and reduces the dispersion of productivity by about 15%. In terms of
the misallocation measures A and M, this increase in the entry intensity increases factor prices
(relative to their marginal product) by 1% to 2.5% but has a small effect on static misallocation
(as measured by M), where the increase is at most half a percentage point."M Columns 6
to 8 trace the effect of this policy change on the equilibrium allocation of workers across
occupations. While the number of workers in the entry sector, increases by roughly 2-3%,
these workers are mainly drawn from incumbent firms who see their innovation employment
decline. In fact, in most regions the reduction of entry costs frees up labor resources and
production employment increases. However, this is not necessarily so. In Central Java, whose
estimated innovation productivity is low, the change in factor prices causes formerly employed
production workers to start working in the entry sector. Finally, a reduction of the entry costs
increases the equilibrium growth rate in all regions by about one or two tenth of a percentage
point.
The second panel shows the decomposition contained in (58). The reduction in static
misallocation raises the level of consumption by around half a percent. The Reallocation-
component is larger, as more intense entry increases the number of production workers and
the level of capital (except for Central Java). On average, an improved allocation of re-
sources through a change in entry incentives increases consumption by around 2%. Finally,
the Growth-component induces a slight fall in those consumption gains, because an increase
in the growth rate will decrease the level of consumption as more resources are needed to have
the capital stock grow at the economy-wide growth rate. The next panel contains the same
decomposition for the change in the capital stock. By construction there is no "static" gain
"There are two reasons why this number is so much smaller than the one obtained in Hsieh and Klenow
(2009). First of all, the "liberalization" experiment conducted here is much smaller than going from "India
to the US". As the mechanism stressed here can explain 20% of the cross-sectional dispersion of productivity,
the change in entry costs considered here reduces such dispersion only by 3% (15% times 20%). Secondly,
the TFP aggregator in my economy takes the Cobb-Douglas form (i.e. a = 1), whereas Hsieh and Klenow
(2009) consider a CES demand system with a = 3. The TFP gains from a reduction of distortions however
are increasing in the elasticity of substitution.
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Change in: Sumatra Jakarta Central Java West Java Bali Kalimantan Sulawesi
entry costs ( X *X) -10.00 -10.00 -10.00 -10.00 -10.00 -10.00 -10.00
entry intensity ( *-X) 24.46 25.92 30.33 27.53 26.23 24.18 24.88
productivity dispersion ( "T'pg-a2 nTFPR) -14.52 -14.78 -14.72 -14.82 -14.63 -14.83 -14.34
A (A*-A) 2.25 1.98 0.96 1.58 1.79 2.65 1.96
M (-*g) 0.46 0.36 0.12 0.25 0.30 0.61 0.36
labor employed by entrants ( 'ILE) 2.01 2.60 3.91 3.11 2.59 2.11 2.01
non-production workers ( L* _L') -13.02 -14.13 -18.12 -15.60 -14.66 -12.19 -13.77
production workers ( kf-Lp) 1.06 0.62 -1.07 0.08 0.51 1.16 0.92
growth rate (g* -gQ) 0.13 0.16 0.28 0.21 0.20 0.08 0.19
Change in BGP consumption
TFP-Component 0.55 0.44 0.14 0.30 0.37 0.73 0.44
+ Reallocation-Component 2.21 1.56 -0.71 0.76 1.32 2.64 1.85
+ Growth-Component 1.76 0.99 -1.73 0.01 0.65 2.34 1.25
Change in BGP capital
Reallocation-Component 5.00 4.02 0.46 2.71 3.53 5.92 4.29
+ Growth-Component 3.66 2.35 -2.43 0.54 1.57 5.05 2.50
Change in Welfare
Full Welfare Gains 5.74 5.79 6.35 6.23 6.46 4.82 6.79
Notes: The table contains the model's implications of a reduction of entry costs within
contained in the main body of the text.
regions of Indonesia. All entries are in percentage terms. The details are
Table 13: Effects of a reduction of barriers to entry
where factors are held constant. Given the changes in M and A (especially the latter) and
the reallocation of workers, normalized capital increases by around 3-4%, with again Central
Java being the exception. As for the case of consumption, the higher growth rate compensates
slightly for those improvements in the allocation of resources, which reduces the normalized
capital-stock.
These results concern the allocations and not welfare. The reason is of course that welfare
is directly affected by the growth rate. In particular, along the balanced growth path, welfare
is given by
W(gQ,x,I) = e~Ptln(C(t)) = ePtiln (Q(0) d
In(Q(0)i1) in (a (x,gQ,k(x,I,gQ)) +5
++ ( 2 (59)p p (1-ajp2
As Q (0) is an initial condition, I measure changes in welfare by their implied consumption
changes holding the growth rate constant, i.e.
dc ([g x*, *] [gg, x, I]) = exp (p (W (gg *, I* - W (gg, X, I)))
is the change in consumption generating a change in welfare W (g, x*) - W (gQ, x) if the
growth rate was constant. The results of that exercise are contained in the last panel of Table
13. In particular, the small increases in the growth rate have large effects on welfare - at
least when viewed through equation (59), which contains welfare along the balanced growth
path. The induced welfare gains are at the order of magnitude 5-6% of total consumption.
However, these welfare gains are surely a large upper bound. During the transition, I suspect
the growth rate to be lower and the now higher capital stock has to be accumulated. Hence,
the higher growth rate is only achieved in the future (which is of course discounted at rate p)
and households have to forego consumption to save. The welfare calculation in Table 13 does
not take into account either of these concerns.
3.4 Inter-regional trade
Finally, I want to briefly extend the environment to allow for inter-regional trade. This is
important for two reasons. First of all, this extension will show that trade across regions
of Indonesia will not necessarily invalidate the empirical exercise above. In particular, this
section shows that introducing trade in a way akin to Armington (1969) leaves the structure
of the equilibrium essentially unchanged. This implies that all the predictions for the reduced
form analysis still hold true and that the moment conditions used in the structural estimation
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still identify the structural parameters. Hence, the assumption of the different islands being
autarkic economies is not essential (although it, of course, depends on how inter-regional
trade is exactly modelled). Secondly, this extension is important when thinking about (long-
run) TFP differences across countries. Above I suggested that the differences in productivity
dispersion might to a large degree be a symptom of, for example, institutional differences that
have implications for the growth rate of aggregate productivity. Does this imply that such
(small) differences in the entry environment will cause entry-friendly countries to perpetually
grow at a faster rate and the distribution of aggregate productivity to "fan out" in the long-
run? While this is an implication of the closed economy version of the model above, the
following extension to trade shows that this is not the case. Even though differences in the
innovation environment will cause countries to experience differential productivity growth (at
the aggregate level) for a while, in the long-run, all countries will grow at the same rate and the
cross-country distribution in aggregate TFP will be stable. To see this, consider the following
simple extension of the model.
Suppose that the final good is still a Cobb-Douglas aggregate of the continuum of inter-
mediary products, but that different regions specialize in the production of these intermediary
products. Specifically, suppose that region r produces a share s (r) of the [0, 1]-continuum of
goods. Letting yr (v) denote the amount of variety v sourced from region r, the aggregator
for the final good can then be written as
Y=exp ( n (yr (v)) dv. (60)(,=1 vEs(r)
While intermediary products are freely tradeable across regions, production factors are immo-
bile. The solution to this model is straight-forward. In particular, let)]1/s(r)
Yr = exp (f n (y (v)) du
Juss(r)
be the composite of goods produced in region r and let Pr be the appropriate price index.
Using (60) it is easy to see aggregate expenditures across regions will be proportional, i.e.
PrYr = s (r) Y. (61)
It is precisely (61), which will - by affecting region r's terms of trade - create the linkages across
regions. Within each region, the economy is exactly the same as the one characterized above.
In particular, firms still face demand function with unitary demand elasticity so that they
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will always be forced to set a limit price. This again implies that the mark-up is the unique
state variable for the firms' problem and the distribution of mark-ups determines aggregate
allocations. In particular, aggregate (physical) output in region r is given by
1
Yr (t) = r (t) Mr (t) Kr (t) LPr (t)~", (62)
s (r)
where Qr = (exp (fvEsC.) in (q, (v)) dv and Mr = e Ip(-E[trl) as above. Again there
exists a unique BGP, where innovation and entry rates are constant but potentially different
across regions.
Consider a BGP where the (endogenous) growth rate of aggregate productivity in region
r is given by Qr (t) = Qr (t) gr and "global" output Y grows at rate gy.45 The equilibrium
return to capital in region r is still given by Rr = aAr Kr, where Ar = Er [AA] only
depends on the entry intensity in region r. Along the BGP, interest are constant (though not
necessarily equal across regions) so that the regional capital stock grows at the same rate as
global output, i.e. kr (t) = Kr (t) gy. Hence, regional (physical) output grows at rate (see
(62)) gy. = gr + agy, i.e. productivity growth induces a region-specific component, while
capital accumulation is the same across regions. From (60), Y = F{r yr" so that
gy =Es(r)gy =I s(r)gr+agy= a s (r) gr.
r r r
Hence, the aggregate growth rate is simply a weighted average of the regional rates of pro-
ductivity growth. (61) then shows that regional output, measured in terms of the numeraire,
PrYr grows at rate gy so that all regions grow at exactly the same rate despite differences in
the growth rates of physical productivity Qr (t). This is of course due to a deterioration in
the terms of trade. In particular, (61) implies that
Pr
so that region r's relative prices decline if it grows at a faster rate than the average region.
These price effects exactly cancel the heterogeneity in regional productivity growth and cause
all regions to grow at the same rate. The mechanism mirrors the one developed in Acemoglu
and Ventura (2002). There, countries that accumulate capital faster then the average country
see their terms of trade deteriorate. Here, productivity growth plays exactly the same role.
45If for example the entry costs Xr differ across countries, the endogenous productivity growth rate gr will
be different, because the innovation equilibrium is still characterized by the same equilibrium conditions as in
the closed economy.
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Now suppose that regional product markets in Indonesia were integrated in that way.
To see that this would leave the empirical identification intact, note first that the moments
regarding entry and the within-firm share of innovators are not affected by the possibility
of trading, as labor markets are assumed to clear within each region. Similarly, the growth
rate of incumbent firms can be identified from the firm-level data, because TFPR still only
depends on the mark-up AA and not on the regional price index. The aggregate growth rate
g is different. As I do not use region-specific price deflators in the estimation, the aggregate
growth rate will not be region-specific but this model with free trade implies that a revenue-
based measure of aggregate productivity should grow at the same rate across regions as terms
of trade and regional productivity growth are not separately identified. Hence, allowing for free
trade would only add an additional cross-region restriction that productivity should grow at
the same rate. The heterogeneity in the aggregate growth rate of productivity across regions
reported in Table 10 would then be interpreted as pure measurement error. However, the
model is still identified in the same way as the closed-economy version above, because even
there I restricted the step-size A to be common across regions.
4 Conclusion
Misallocation of resources across firms reduces economic efficiency and welfare. In an im-
portant class of macroeconomic models, misallocation can be measured using firm-level data
on productivity. This not only allows to quantify the losses from misallocation but to also
test theories. Most theories of misallocation stress the importance of firm-specific barriers to
expansion in that some firms are constrained in their input choices. Such constraints can arise
from credit-market frictions, differences in non-market access to essential production factors
or cronyism that benefits some firms but not others. While these theories differ in their policy
implications, they share a common structure of the economic mechanism causing misalloca-
tion: some firms are smaller than they ought to be and smaller than they want to be as factors
are prevented to flow to these high productivity units. In this paper I proposed a theory
of misallocation that is qualitatively different. As firm productivity depends on both prices
and quantities, productivity differences might be driven by heterogeneous mark-ups if product
markets are not perfectly competitive. High productivity might therefore not be informative
about the respective firm being constrained on input markets but rather indicative of market
power on the output market. While productive firms are still smaller than they ought to be
from a social point of view, they are not smaller than they want to be given their private
interests.
If static misallocation is due to firms' market power, the efficiency losses from misallocation
69
depend on the degree of competition which is endogenous. In particular they depend on
firms' relative efficiencies as being technologically advanced acts as a shield from competition.
Existing firms spend resources on process innovation to increase their mark-up, while entering
firms adopt current frontier technologies and thereby keep the mark-up distribution in check.
The static degree of misallocation is therefore determined endogenously through the innovation
environment. If the equilibrium entry intensity is high (for example because entry barriers
like license requirements are low or there is a liquid market for start-up capital), product
markets become more competitive, there is little productivity dispersion in the cross-section
of firms and the static degree of misallocation is low. If, on the other hand, entrants put little
discipline on current producers, there will be pronounced productivity differences across firms
and resources will be statically misallocated.
I tested the model's prediction using Indonesian firm-level panel data. I presented reduced
form evidence that the extent of market entry by new firms reduces both the level and the
dispersion of the cross-sectional productivity distribution, and I show that these results are not
driven by regional differences in the quality of the financial system or firm-specific distortions
like state ownership. Then I estimated the structural parameters of the model by GMM and
showed that the model can account for about 20% of the observed distribution of productivity
across producers and that it correctly predicts the regional pattern of productivity disper-
sion. I also conducted a policy experiment where I decrease entry barriers across regions in
Indonesia. A 10% decrease in the costs of entry increases welfare by about 5%. While 10% of
these welfare gains are pure static gains in that more intense entry reduces misallocation and
hence increases TFP (holding technologies fixed), 30% of the gains are dynamic as improved
allocative efficiency induces capital accumulation. The remaining 60% are pure growth ef-
fects, as lower entry barriers increase the aggregate growth rate. The empirical regularity that
poor countries are characterized by higher cross-sectional productivity dispersion therefore not
only suggests that resources are statically misallocated, but might also be a symptom of more
fundamental differences in the innovation environment across countries. The aggregate impli-
cations of cross-sectional productivity dispersion for cross-country income differences might
be much larger than previously appreciated, once such dynamic considerations are taken into
account.
5 Appendix
5.1 Data
As explained in the main text, the Statistik Industri dataset contains information on all manufacturing
firms in Indonesia with a laborforce of more than 20 employees. For the reduced form analysis of this
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paper, I only need information on firms' revenues, wagebill, capital stock, location, sector and entry
behavior. Additionally I exploit information on the source of firms' investment to measure credit
constraints and their ownership structure to identify firms with state ownership. Both revenues and
the total wagebill are directly taken from the data. As a measure of capital, I take firms' total assets,
which consist of machines, working capital, buildings, vehicles and other forms of fixed capital, all
measured at current market prices. The ownership structure is elicited from their capital structure.
In particular, each firm reports if the federal or local government or foreign investors own stakes in
the firm. The source of finance is also directly observable in the data as firms report the respective
share of their investment expenditures, which are financed through foreign direct investment, retained
earnings, domestic borrowing, government funds or assets raised on the capital market. Firms also
report the share of paid and unpaid workers, which allows me to identify the employment composition.
To identify entry, I rely on the panel nature of the data. My measure for the year-province specific
entry rate, is the fraction of firms in province r at time t who appear in the data. This measure is not
ideal for two reasons. From a conceptual point of view it is not clear why only a firm with at least
20 employees should put competitive pressure on active incumbents. From a measurement point of
view, I might label a firm as an entrant if it laid off workers in some years and then started growing
again. To address the latter concern, I experimented with other measures, which also condition on the
reported age of the firm and other cutoffs and the results were similar. Furthermore, note that this
problem only invalidates my empirical strategy if different regions are affected differentially. Regarding
the former conceptual concern, La Porta and Shleifer (2009) and McKinsey-Global-Institute (2001)
argue that there is very little competition between small, informal firms and members of the formal
industrial sector. While these claims mostly concern very small establishments, the 20 employee cutoff
might not be too bad a measure of when a firm starts competing within the formal sector. All nominal
variables are deflated using the CPI Index from the World Development Indicators. To construct
the final sample, some data cleaning steps were necessary. First of all I dropped all establishments,
which did not report information on revenues, the wagebill or their asset position. Especially the
latter requirement shrinks the sample considerably as roughly a third of plants have missing asset
data. To eliminate some concerns about measurement error, I also dropped all firms, which report
revenue or employment growth exceeding 200% per year. Finally, following Hsieh and Klenow (2009),
I trim the 1% tails of the final laborshare distribution. As most regressions are done on the province-
year level, I construct the respective dependent variables using the micro-data. As the manufacturing
sector in Indonesia is relatively concentrated, many provinces contain only few firms. Using more
firms to construct the averages obviously reduces the noise in the generated variables but also reduces
the number of provinces I can use in each year. For the main analysis I drop all province-year cells,
which contain less than 25 firms. However, I show below that the results are not dependent on this
particular cutoff. In order to have a direct measure of credit constraints for Table 2, I exploit the 1996
survey. The 1996 survey is special in that the Statistik Industri survey was done in conjunction with
the economic census. Hence, the 1996 survey contains substantially more information. In particular,
firms are asked if they are subject to a major constraint, which they could not overcome and if this
constraint refers to the scarcity of capital. They are also asked what efforts they undertook to overcome
this capital constraint, e.g. if they applied for a bank loan, sold assets or issued shares. Finally, the
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structural estimation in Section 3.3 uses the within-firm share of innovation resources to identify the
curvature parameter y. In the data I measure the number of workers employed to generate innovations
I as white-collar non-production workers. In the Indonesian data I observe only a crude distinction
between production and non-production workers. However, the plant-level data from Chile, which has
for example been used by Pavcnik (2002), Moll (2010) and Levinsohn and Petrin (2003), has more
detailed occupation characteristics. According to this data, roughly 60% of non-production workers
are white-collar. Hence, I measure the firm-level employment share of innovation workers by 0.6 times
the share of non-production workers.
The provincial characteristics are constructed using the PODES dataset for the year 1996. The
unit of observation is one of the 65.000 villages. For each village, I record the total population, the
number of banking branches, an indicator if the village is accessible by asphalted streets, an indicator if
the village's main source of income is agriculture and the number of small industrial plants residing in
the village. To generate the information on the level of the province, I consider the respective weighted
averages of those variables, where the weights are the population sizes of the respective villages.
5.2 Derivation of (20), (22) and (23)
To derive (20), simply note that
1d 1 )d
F& (d;x) = p(i)= X )x= ( - +)
1+x/ 1++x
As A = A dy
00 0
A (x) = y
A(x + 1) =OA (x +1) A - 1 + Ax'
which is (22). Similarly,
A(v)dv E Zp (i)=x i = 1 _+
0 =1=1 1+x) \+x X x
so that
) =f A(m)dv 1 f A(v)d A-- A - 1 + Ax
M J -A(v)dy A (x) x
which is (23).
5.3 More general entry process: Derivation of (24)
Suppose that incumbent firms climb one step of the quality ladder with flow rate I. In contrast, entry
occurs at a flow rate z but conditional on entry, the new blueprint has a quality advantage of j steps
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with probability p (j). In that case, the measure of firms having a quality advantage A, y (A), solves
the flow equations
A (A,t) = -(I+z)y(A,t)+Jp(A-1,t)+zp(A) forA >2
A (1,t) = -(I+z)jy(1,t)+zp(1).
In the stationary distribution we have As (A, t) = 0, so that
zp d (1) () zp (A) + IP (A - 1)
I+z I+z
It can then be verified that the expression for y (A) given in (24) solves those equations. Now consider
the special case where p (i) = TK.. As E p (i) = 1, we need T = . For that case, the stationary
distribution of productivity gaps A (and hence log mark-ups) is given by
pL(A;x,n)= ( i,)11{ A(KX)i(( Zkl )X-k) (63)
where I explicitly note the dependence on the entry intensity x and the "measure of decay" K. In Figure
5.3 I depict (63) for different values of x and x. It is seen that a higher level of the entry intensity
induces first order stochastic dominance shifts in the distribution for different values of r.
5.4 Characterization of the BGP
Along the BGP, interest rates are constant and aggregate output grows at a constant rate gy. So let
us conjecture that both innovator wages wJ (t) and the value functions V (A, t) also grow at rate gy
and that innovation and entry rates are constant and equal across all sectors, i.e. z (A, t) = z and
I (A, t) = I. These conjectures will be verified below. To characterize the BGP, conjecture that the
value function takes the form of
V (A,t) = K (t) - 4(t) A-A. (64)
If V grows at rate gy, (72) implies that both n (t) and 4 (t) grow at rate gy too. Hence let us normalize
all variables by exp (gyt) so that they become stationary and t ceases to be a state variables. Using
(72) and (9) and
V (A +1) - V (A) =- ±~ 4A =4A A -,
the Bellman equation reads
(r+z-gy)V(A) = Y(1 -A\-)+JA-max 14A - w- T}.
The optimal innovation flow rate * is implicitly defined by the necessary and sufficient FOC
-- Y 1 = - , (65)
O W A'
73
Fast decay (ic = 0.4)
0.35
-----Low Entry
- Med Entry 0.3
High Entry 0.25-
0.2
0.15
0.1
0.05
0*
10 15 20 0
Slow decay (sc = 0.6)
5 10 15 20
Very slow decay (k = 0.8)
0 5 10 15 20 0 5 10 15 20
Notes: The figure shows the implied distribution of mark-ups (63) for different values of the entry intensity x and
different values of the decay parameter .. In particular, I consider x E {0.2,0.6, 1} and r E {0.2,0.4,0.6,0.8}.
Figure 8: Stationary distribution of mark-ups (63) for different (n., x)
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where Jk is constant along the BGP. Hence, * is independent of time and the same for all firms. In
particular
1# - wFY = (7Y -- 1) 1 -1W
so that upon substituting (72), we get that
1(r+z-gy)r.-(r+z-gy),A~ = Y(1-A-")+(--1)w -A1.
= Y -(Y -( 7 -1)w-P)A-a.
As this equation has to hold for all A, we need that
Y - (Y - 1)w yP
# = + -(66)O=-r z-gy (6
Similarly we get . = ry, so that the value function is given by
V (A, t) = (t) (t) AA
Y (t) Y (t) - (Y - 1) w (t) -1P-
r + z - gy r+ z -gy
(1 - A-A) Y (t) + (7 - 1) W (t) ITA-
p+z
_ (At)+(-y -1) w(t)T (I,A) (67)
p+z
where I used that the Euler equation implies that = gy = r - p. This verifies (27). For V (A, t)
to grow at a constant rate, we need to show that w (t) and output Y (t) grow at a constant rate gy.
Given the constant innovation rate I and the constant entry rate z, the growth rate gy is constant
and given by gy = in (A) (I + z). That both 'w. and Y grow at this rate, is seen from the free entry
condition. We finally have to establish that there exists a solution for I, which is consistent with (73).
Using (66), the first-order condition can be rewritten
p +Z = (7) (7 ~ ( + z) + (Y - 1)P) (68)
<p (1 + 77x)
As the RHS of (68) is increasing in I and satisfies
lim (yI-' (p + z) + (-- 1) P) = 0
1-+0
lim (-y (p + z) +(-1)) = 00,1-+oo
there is a unique innovation level I, which is consistent with firm's optimal behavior and the value
function V (A, t).
To finally determine the equilibrium innovation level I and the entry intensity x, consider (31) and
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(32), i.e.
1+x = 'YI + 1 P = t (x, I) (69)
r7 p + X]
- ( - a) - (p + xI) + ((1 - a) (y - 1) + 1) I) 1 + r7XXIh(x, 7 )
(A - 1) + Ax r(
From (69),
I1 t' (x, I)
->0
Dx tr(x, I)
astz (x,I) < 0 and tj (x,I) = (y- 1)rI7Y- 2 +(-y - 1) (- ++x -I'z) (-Y 1) [-2 + (i)]+(-1)x >
0. From (70),
DI hz(x,I) <0
Ox hi(x,I)
as
(A - 1+ Az) ((1- ai) -yl'- 1(p+ zI)n +((1 - a)( -1) +1) IP) + x(1 - a)-ITY-'Ie
h2 (x, I) = 1+AX) 2
x ((1 - a) 7 Y-1 (p + xz) - + ((1 - a) (- 1) +1) If) A ±+ 77X
(A - 1)+ Ax r
(A - 1) ((1 - a)-171 (p + xI) 0 1 + ((1 - a) (y - 1) + 1) P) + (A - 1 + Ax) x (1 - a) yI'I, 1
(A -1+AX) 2
1+ 77xI
77
> 0
X (1 - a) - (( -1) (p + xT) p-2 + I-X) + -y ((1 - a) (y-1) + 1) -1
hi (x, I) =(A 
-1) + Ax
+1+7X > 0.
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Hence, (69) and (70) define two continuous loci with different slopes. Additionally,
lim IFE () = Io < 00 and lim IFE () = Io < I"o
X-400 x-+
where IFE (X) is the locus implicitly defined by the free entry condition (69).46 Similarly,
lim ILM (x) = 0 and lim IFE (X) = 00,
2X-4OC -+
where ILM (x) is locus implicitly defined by the labor market clearing condition (70).47 Hence, there
461n particular, (69) implies that loo solves <pli1 = -yIc-1 and 10 solves <pW = - + 1-,IJ.
47To see this, suppose that lim LM (x) > I > 0. Then,
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Figure 9: Comparative statics results
is a unique intersection and therefore a unique equilibrium.
To study the comparative statics with respect to the entry costs x, note that an increase
in x shifts both the IFE-locus and the ILM-locus down. This decreases the equilibrium entry-
intensity and has an ambiguous effect on the equilibrium innovation rate. An increase in
incumbents' innovation productivity <p shifts the IFE-locus downwards and the ILMlocus
upwards and therefore increases the equilibrium innovation rate and has an ambiguous effect
on the entry intensity. An increase in the step size A leaves the IFE-locus unaffected and shifts
the ILM-locus upwards. This will increase both the innovation rate and the entry intensity.
Finally, an increase in the consumers' discount factor p shifts both the IFE-locus and the
ILM_locus downwards and hence therefore qualitatively similar effects like an increase in the
entry costs X. Graphically, these results are contained in Figure 9 below.
5.5 Deriving the Budget Constraint (34)
To derive (34), it is useful to think of households having access to two assets to transfer resources
across time. They can either save in physical capital or they can save in a mutual fund, who owns
the corporate sector of the economy and finances entrants by venture capital. This mutual fund pays
l .((1-a)I(x)"- (+-()) AT+((1-a)(r-1)+1)I(X)") = oo and lim- x pfzI (x) = oo, which violates
(70). Similarly, if limz--o I (z) <1I <o, then lim5.- o ---- (-z\-p _
0 and lim..o p +'X XI (x) = 0.
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an interest r (t) for each dollar invested. Letting A (t) be the savings in the mutual fund, the budget
constraint of the representative household is given by
A (t) +k(t) + C(t) = w (t) L+ (R(t) - J)K(t) +r(t) A (t). (71)
From (71) it is apparent that no-arbitrage across asset classes directly implies that R (t) - 6 = r (t).
Let Q (t) be the value of the mutual fund managing the households' savings. As the mutual fund owns
all the firms in the economy, hires innovators to fabricate new blue prints and pays an interest rate
r (t) to investors, Q (t) solves the HJB equation
00r MF (t) f2 (t) - (t) [7r (i, t) - W (t) r (i, t)] p (i) - W (t) Z -")- r (t) A (t)
+ [I (V (i + 1,t) - V (i, t)) - zV (i,t)] p (i) + zV (1,t),
where rMF (t) is the return of owning the mutual fund. The per-period cash-flows of the mutual fund
are given in first row - the mutual fund is the recipient of corporate profits net of innovation expendi-
tures, pays investors an interest rate of r (t) and finances the venture capital for new innovations. The
second row contains the capital gains. The first term reflects the changes in the aggregate valuations
of the existing firms in the portfolio of the fund. The second term zV (1, t) reflects that the mutual
fund owns all new entrants. Now note that
E=1 [I (V (i + 1, t) - V (i, t)) - zV (i, q) p. (i) + zV (1, t)
= 0 2 V (i, t) Iy (i - 1) - EO V (i, t) (I + z) - (i) + zV (1, t)
= E' 2 V (i, t) [Iy (i - 1) - (z + I) P (i)] + V (1, t) [z - (I+z)p(1)] = 0,
as p is stationary so that Ip (i - 1) - (z + I) p (i) = 0 and z - (I+ z) p (1) = 0 (see (17)). If there
is perfect competition among mutual funds, the return of owning a mutual fund has to be zero, i.e.
rMF = 0. This implies that
r (t) A (t) = [r (i, t) - w (t) r (i, t)] p (i) - w (t) z (1+7x
= r (i, t) p (i) - w (t) (z 1+ x + F(i,t) p (i))
= (t)-w(t)[L-Lp(t)].
Substituting this into (71) yields
k(t)+C(t) = w(t)L+wLs+(R(t)-6)K(t)+U(t)-w(t)[L-Lp(t)]
= w(t)Lp+(R(t)-6)K(t)+U(t),
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which is (34).
5.6 Static Misallocation and Dynamic Incentives
Suppose that firms have access to the same physical productivity q and that the economy has access
to an outside technology to produce each variety with productivity qj. This implies that mark-ups are
constant in the cross-section of firms and given by = -. Let us assume for simplicity that q = AqL.
Suppose that the innovation technology is given by
l'(I, A) = A-A 1 + f
where f is a fixed cost requirement. I will construct a steady state equilibrium, where neither entry
nor innovation occurs. Again, conjecture that the value function is given by
V (A) = r. - #A-1, (72)
where V is constant because there is no growth in this economy. The HJB equation now reads
r (t) V (A) = r (A) + max I (V (A +1)-V (A))- w (t) A-AP - w (t)f},
as (by construction) there will not be entry. Again
V (A + 1) - V (A) = -#A-A~1 + #A-A = -4A -1A
so that
r (t) V (A) = 7 (A) + A-A max I - w (t) P - w (t) f AA.
I I A
The necessary and sufficient FOC for innovation choice is still
1 A-i1
w (t) -Y-P = #- I, (73)A
so that
I0 - w (t) 1P - w (t) f AA < A - (t) f.
Now suppose that I = 0. Then
r (t) V (A) = 7r (A) = (1 - AA) Y (t).
Along the steady state,
Y (t)=Y and r(t)=r = p
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so that
V(A)-(1-A )Y Y - Y
which shows that
Y
P
A sufficient condition for this equilibrium is that there is no innovation, i.e.
±A- -- 1-1
The optimal innovation rate solves I =W A-Y) , so that
w A -17 -W 1 P - i
In a steady state equilibrium, the entire laborforce is employed in the production sector, so that
w = (1 - a) YA.
Hence, a necesary condition for firms to not be willing to spend resources on innovation is that
A w-111 1f > - - (f -1)<p--r.
This is a parametric condition, which is satisfied if the fixed costs f are high, the productivity <p is
low, the innovation step-size A is low and the discount rate p is high, so that innovations, which pay off
in the future, are valued little. For this equilibrium to occur, we also require that there are no entry
incentives. There is no entry if
w > , (V () xw ) = ( V (1) = -
1 +X77 1+X?7 A p7
Rearraning terms yields
1+x?7 A- 1 1Y 1 A- 1
77 - A pw pl-a'
Again, this is a parametric condition which is satisfied if the discount rate is high, the innovation
step-size is low, the entry costs l are high and the entry productivity is low. In such a world there
is no static misallocation, as mark-ups and hence measured productivity are equal in the cross-section
of firms. However the economy is not paticularly efficient, because there is no growth.
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5.7 A Simple Model of Credit Constraints
Given the environment described in the text, firms solve the problem
max(k,l) Y (t) (q11-*k") - wl - Rk
s.t. wl + Rk OA.
Letting p be the multiplier on the collateral constraint, the two optimality conditions are given by
o-1 - 1
Y (1- a)(q1-oka) * -
k
T.
If p > 0, then OA = wL + Rk L so that
Ic(aq) = a
w
= (1+p)w
a w
1-aR
OA
If p= 0, then
lU(q) = 1 aY - f 1 _
W e (w, R)T p
where ?p (w, R) = w( (R)" The solution to the problem is therefore given by
I(a,q) = min{C(a),IU(q)}
1- a min{OA, (a 1)
Hence, the firm is constrained if
A 1 -
A=T- G < a 0 y' ,R)
7
which is (40). Productivity is given by TFPR = = pq, where p (v) = Y-y-I. If firms are
unconstrained,
yU (v) = qkU (q)" l (q)1-a (Y -1 ) ( 1 )\(w, R))
so that pu (q) = ( ) (j) Y . This implies that
TFPRU = a $(w,R)
0-1 Y ,
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Y ~-1
\po wR)) qa-
=A (q, w,R, Y,0),
i.e. TFPR is constant.
Hence,
If firms are constrained, y C - ,(wR qOa, so that pC (a, q) = (Y (t) 1 (w, R)) q( )
TFPRC (a, q) = (Y (t) p(w, R)) 6
To get (41), note that
In (TFPR (A, q))
S(1-1 [A <A(q,w,R,Y,0)] ) In (TFPRU) + 1 [A< A(q,w,R,Y,0)] In (TFPRC(A,q))
In(TFPRU)+1 [A <A(q,w,R,)Y, 0)] [In1 r- -i F 4(q~,RYO)A
= const + 1 [A < A (q,w, R,Y,0)] [In A
as by construction TFPRC (- (q, w, R, Y, 0) q"-, q) = TFPRU.
- In RY,)
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Chapter 2
Labor Migration and Biased Technological
Progress: Evidence from Germany's
Post-War Population Transfer
1 Introduction
How do firms respond to large changes in labor supply? In the short-run, falling wages
will induce firms to substitute towards the abundant factor. In the long-run however, firms'
labor demand will depend on their technological adoption decisions. If firms' technological
choices are affected by the labor supply they face, labor supply shifts will induce movements
in aggregate labor demand. The long-run consequences of supply-shocks can therefore be very
different from their short-term implications once technological adoption has been taken into
account. It is this reasoning that is at the heart of the literature on endogenous technological
bias (Acemoglu, 2007).2
In this paper, I exploit historical data on large supply shocks to test for the existence of
endogenous bias. In particular, I study the long-term effects of the post-World War II expulsion
of ethnic Germans from Eastern Europe and their subsequent transfer to Western Germany.
This historical episode is promising to test for the existence of biased technological adoption.
First of all, the induced changes in labor supply are of a very large magnitude. Between 1945
and 1947, more than 8 million people were expelled. This amounted to 20% of the population
in Western Germany. Hence, the market size for potential new technologies which are biased
towards refugee labor is large. Secondly, the allocation of refugees across counties was unrelated
to refugees' skill set. This is clearly important to attribute technological adoption decisions to
the initial supply. shifts. Third, there is large variation in the number of refugees allocated to
different local labor markets. And finally, the initial increase in labor supply induced by the
'I am especially grateful to Daron Acemoglu and Kevin Murphy for their precious advice. I also thank David
Autor, Abhijit Banerjee, Joaquin Blaum, Davide Cantoni, Esther Duflo and Richard Hornbeck for helpful
discussions and seminar participants at MIT and Harvard University for their suggestions. Furthermore I
thank Thomas Grosser for his help with the historical data sources, Christian Drews for support with IABS
data, Paul Luettinger for his hospitality during my stay at the GESIS in Mannheim and Christina Gathman
and Uta Schoenberg for providing me with the crosswalk to match the BBIB and IABS data on the occupation
level.
2 An innovation is biased towards a production factor, if it increases its marginal product relative to other
factors.
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inflow of refugees had a long persistence as migration within Germany was severely restricted
by the respective Military Governments until the early 1950s. That labor supply shocks were
long-lasting is important to find evidence of technological adoption, which arguably requires
time of adjustment.
To guide the empirical analysis, I first develop a simple theoretical framework that cap-
tures this historical episode in a reduced form way. In particular a study a static two-sector
Roy-economy with labor being the single factor of production. The theory has two crucial
ingredients. To parametrize the sensitivity of technological adoption, I model one sector as
having aggregate increasing returns due to a demand externality stemming from monopolistic
competition (Krugman, 1980; Matsuyama, 1995). The degree of increasing returns determines
the response of entry of new varieties with respect to changes in sector-specific labor supply
and hence parametrizes both the elasticity of labor demand and the degree of technological
bias. On the supply side, I assume that refugees and natives are heterogeneous in their sector-
specific skills, i.e. differ in comparative advantage. Differences in the share of refugees in the
labor force will therefore induce shifts in aggregate labor supply, which is not homogeneous
across sectors.
The model has three main implications. Due to differences in comparative advantage,
natives and refugees will sort into different occupations. As refugees enter the labor market
in Western Germany with a mismatched skill set, refugee-rich counties are predicted to have
higher employment shares in industries, where job-specific experience and human capital are of
little importance. These shifts in labor supply trigger technology adoption, which is modelled
as the entry of new varieties. The strength of this technological response is governed by the
degree of increasing returns. If these increasing returns are high enough, there will be strong
equilibrium bias in that the long-run demand function for skills is upward sloping. If that
is the case, the model predicts that refugee-rich counties should have especially high wages
in refugee-intensive industries. Finally, the model makes predictions about the cross-sectional
difference in earnings between refugees and natives. As refugees have a comparative advantage
in unskill-intensive industries but no absolute advantage in any industry, equilibrium sorting
implies that refugees will earn lower wages. In particular, these lower wages stem purely from
differences in occupational choice (i.e. refugees end up working in low-paying occupations)
and not from differences in individual-specific efficiency.
It is these implication, which I will take to the data. Using various sources of microdata
from the early 60s to the mid 70s, the empirical analysis proceeds in two steps. I first consider
the cross-sectional evidence on differences in occupational sorting and earnings between natives
and refugees. I find that the expulsion caused substantial sectoral and occupational change
for the population of refugees. While the pre-war employment share in manufacturing was
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only 30%, more than 50% of the refugee population worked in manufacturing industries after
the expulsion. I also find that this sectoral shift is accompanied by occupational downgrading
in that the share of workers being employed in unskilled occupations increased by fifteen
percentage points between its pre-war level in 1939 and 1950. Strikingly, this adjustment is only
present for the population of refugees, i.e. neither the sectoral and occupational patterns show
any difference between 1939 and 1950 for the native population. Through the lens of the theory,
I interpret this finding as refugees having a comparative advantage in unskilled occupations
in the manufacturing sector and as the elasticity of labor demand in these industries to be
relatively high. While these changes are patterns in the cross-section of workers, my data allows
me to decompose them into changes across cohorts and changes within the employment life-
cycle. I show that essentially all of the adjustment takes place within the life-cycle of individual
workers and that for the vast majority of them persists for the remainder of their working life.
Turning to the wage data, I find long-lasting negative effects of the initial displacement on
individual earnings. 15 years after the initial expulsion, refugees' wages are still 10% lower and
70% of this monetary penalty is explained through the differential sorting across sector and
occupation cells. Additionally, in the cross-section, this adverse effect is less pronounced for
young refugees who began their career in Western Germany after the expulsion and show less
differences in their sorting across sector-occupation cells compared to the native population.
Finally, in 1971, the average wage-penalty for refugees dropped to merely 5%, reflecting the
fact that older cohorts, for which comparative disadvantage was worst, left the labor force.
Hence, differences in occupational choice account for a large share of the differences in earnings
between refugees and natives.
Then I turn to the level of local labor markets. Using wage data from social security
records in 1975, I am able to match individual wages to local labor markets and to the initial
allocation of refugees in 1950. I augment this data with information on detailed job char-
acteristics, which allow me to measure the importance of formal human capital, on-the-job
training and the reliance on unskill-biased technologies at the job-level. This allows me to
study the reduced form effects of refugee inflows on wages and employment patterns at the
level of local labor market as a whole and for specific occupational cells. Both the OLS and
an instrumental variable strategy shows that the initial refugee allocation in 1950 is strongly
positively correlated with the size of the manufacturing sector and the employment shares of
unskill-intensive occupations in 1975. I also find that refugee inflows are robustly positively
correlated with average wages and that this effect is heterogeneous across the population. In
particular, young and unskilled workers benefit more from being in a refugee-rich county and
refugee rich counties have especially high wages in jobs, which rely on on-the-job training and
use unskill-biased technologies. These results are evidence of the existence of strong equilib-
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rium bias in that the long-run relative demand schedule is upward sloping. Through the lens
of the theory, they imply that both the elasticity of substitution across industries and the
degree of increasing returns are high.
Related Literature This paper is related to three strands of the literature. Most impor-
tantly, the paper is related to the work on endogenous innovation and in particular biased
technological progress (Acemoglu, 2007). According to this theory, increases in the supply
of specific factors of production induce innovation, which is biased towards that factor. This
framework has been used to study the evolution of inequality across skill groups (Acemoglu,
1998, 2003), the short-run effects of unskilled migration (Lewis, 2011) and the innovation
incentives of producers after adverse shocks to input supply (Hanlon, 2011). My paper com-
plements these studies by showing that the initial expulsion "pushed" refugees predominantly
into unskilled occupations and that refugee-rich counties have higher wages in precisely those
occupations two decades later. Also, on the theory side, I construct a simple model that
features endogenous bias towards different sectors (not skills). As labor supply is not exoge-
nously differentiated by sector, the equilibrium degree of bias and the sorting of workers across
occupations is jointly determined.
Secondly, there is an extensive literature on migration, which is for example reviewed
in Borjas (1999). The majority of papers in that literature are interested in estimating the
consequences of migration on the outcomes of natives, in particular the short-run effects - see
for example Borjas (2003), Card (1990) or especially Friedberg (1997), who studies the effects
of mass migration into the Israeli labor market. The focus of this paper is different in that
I am exclusively interested in the long-run and that the data I am using allows me to study
employment histories over a span of three decades.
Finally, the paper also contributes to a large literature in development economics on la-
bor mobility across sectors. Since the famous model of Lewis (1954), many papers address
potential frictions or inefficiencies in mobility across sectors of production and the welfare
consequences thereof (Banerjee and Newman, 1998; Acemoglu and Zilibotti, 1999; Lagakos
and Waugh, 2011). My theory stresses an externality similar to Matsuyama (1992), where in
the equilibrium too few workers are allocated to the manufacturing sector. However, techno-
logical progress in my model is not exogenous. In contrast, the sectoral allocation of workers
determines the equilibrium market size and therefore firms' investment incentives (Murphy,
Shleifer, and Vishny, 1989; Matsuyama, 1995; Krugman, 1991). This link between changes
in labor supply and endogenous technological adoption is absent from many other papers re-
garding episodes of structural change shifting workers across different sectors of production
(Caselli and Coleman II, 2001).
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The rest of the paper is structured as follows. In the next section I present a simple
theoretical framework to guide the empirical analysis, which is contained in section three.
I first describe the historical background of the expulsion. In particular, I discuss the way
the initial allocation of refugees across counties was decided upon and argue that internal
migration was limited so that the initial allocation of refugees persisted for a long time. Then
I study the post-expulsion outcomes. I first present the evidence at the individual level, i.e. the
differences between natives and refugees in the 1960s and 1970s. Then I turn to the long-run
consequences for local labor markets and test for the existence of endogenous bias. Section
four offers some concluding remarks.
2 The Model
In this section I present a simple framework to study the long-run effects of refugee inflows
on local labor markets. The model is a two-sector economy with labor being the single factor
of production. Hence, labor supply is not exogenously differentiated by sector-specific skills,
but the sorting across sectors of production is determined in equilibrium as in Roy (1951).
The model has two crucial ingredients. On the labor demand side, I allow for technological
adoption, which I for simplicity model as an aggregate demand externality as in Krugman
(1980) and Murphy, Shleifer, and Vishny (1989). This structure delivers a very tractable
model of endogenous technological adoption, which is (potentially) biased towards different
factors of production. On the labor supply side, I assume that individuals, i.e. refugees and
natives, differ in their comparative advantage across sectors. This implies that refugee inflows
induce shifts in aggregate labor supply, which are not a pure scale effect, but heterogeneous
across sectors.
Formally, I consider a static economy, which is populated by LN native individuals and LR
refugees. The only source of heterogeneity is their sector-specific talent. In particular, agents
have homogeneous preferences, which are given by
U = (-csE + (1--Y) cFC
where cs and cF denote the respective consumption levels of the two goods and e is the
elasticity of substitution. For lack of a better term, I will refer to cS as the "skilled" good and
CF as the "factory" good. In particular, I think of the factory good as requiring little specific
experience and hence as the sector where refugees have a comparative advantage. The two
sectors differ in their production technology. In particular, the specific good is produced using
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a constant returns technology, i.e.
Ys = AEs,
where ES is the number of efficiency units employed in production and A parametrizes the
productivity. Factory production is subject to increasing returns as it requires a fixed setup
cost. I model the factory commodity as a standard CES composite of differentiated varieties,
which are provided by monopolistically competitive firms. If there is a measure N of varieties,
total production of the factory good is given by
01 (N ,_- 1YF = N~ -1 y ( w) r d) , (2)
"=o
where y (w) is the quantity of intermediate good w. As in Acemoglu, Antras, and Helpman
(2007), the parameter 0 controls the degree of increasing returns. In particular, suppose that
y (w) = y so that YF = yN o-1lINa-T yN 1+0 . For 9 = 0, there are no increasing returns
in the aggregate as love-for-variety effects are absent. For 9 = 0, this expression reduces to
the standard "CES-monopolistic-competition"-framework. The degree of increasing returns 0
will turn out to crucially determine the shape of the aggregate demand function. Hence, it is
useful to be able to separate the degree of increasing returns 9 from the demand elasticity o,
which determines firms' monopoly power.
The production of intermediate products requires an initial setup cost of r. units of the
factory good and is then given by a CRS production function
y (w) = p1 (w) , (3)
where 1 (w) is the labor input of firm w (measured in efficiency units) and ( is a productivity
parameter. As I am interested in the long-term properties of the economy, I assume that there
is a large number of potential entrants, so that profits of intermediate producers will be driven
to zero.
On the labor supply side, I assume that refugees and natives differ in their sector specific
skills. Let e' = (e' , eg) be the number of efficiency units, individual i can provide to sector
S and F respectively. As I think of the factory sector as requiring little specific knowledge,
I assume that refugees have a comparative advantage in factory production and a (weak)
absolute disadvantage in both sectors. In particular, I assume that
eN = (es, eF) and eR = (Xes, eF) , (4)
where x < 1. That both natives and refugees are equally productivity when employed in a
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factory, is conceptually useful because it allows me to focus on firms' responses to occupational
sorting and abstract from pure efficiency effect. An equilibrium in this economy has the usual
definition.
Definition 5. Consider the economy above. An equilibrium is a set of prices and wages
[Ps, [P (w)]w , WS, WFI, a measure of factory firms N, labor demands [Es, [1 (w)],] and con-
sumption demands [cs, [cF (w)]) such that firms maximize profits, consumers maximize utility,
markets clear and the allocation is consistent with free entry.
To characterize the equilibrium, it is useful to focus on the labor market. Hence, consider
first aggregate labor demand. Given the CES structure of the factory composite, intermediary
producers will set a constant mark-up, i.e. intermediary prices are given by p (w) = " jWF,
where WF is the wage per efficiency unit in the factory sector. Together with (2) this implies
that the price-index for the factory composite is given by
(f p (w)"dw)" a 1 NPF =-r 1 -- WF N- (5)
N ~0-1 a ~ l ?
Total profits of each intermediary producers are 7r (w) = -ry (w) - PFK, so that free entry
requires that
y (r) p -) = oN-0, (6)
WF
where the last equality uses (5). Net production in the factory sector (after taking account of
the fixed cost expenses) is given by
XF =YF - N = yN 1+O - KN = (o - 1) nN. (7)
Letting EF be the total number of efficiency units allocated to the "assembly lines" of this
economy, we have
EF =jN Y d = N = N1-0. (8)
This expression is noteworthy, because it governs the degree of technological adoption in this
economy. In particular, the degree of entry is increasing in the total factory labor supply
and the sensitivity of entry with respect to the "market size" EF is governed by the degree
of increasing returns. It is this reduced form formulation of technological adoption, which
determines the shape of aggregate labor demand as (7) and (8) imply that XF oc EF . To
solve for the labor demand function, note that the demand system from (1) implies that
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c s 1 -PI- 
a - < w
-= =PS --Y -1 W N
CF If PF 7 a AwF
where I used the fact that Ps = 1ws. Rearranging terms yields
W 
-No ( -C (9)
ws y a A cs
This expression shows that N is factory biased in that N increases the relative wage of factory
workers holding quantities fixed. Note also that according to (8), N is increasing in EF.
Hence, this economy features weak equilibrium bias as long 0 > 0 (Acemoglu, 2007). I.e.
whenever there are aggregate increasing returns in factory production, an increase in labor
supply induces entry, which is biased towards employees in the factory sector. To derive the
aggregate labor demand function, note that good market clearing requires that
CF XF r K(o-1)N
CS Ys AEs
Substituting this in (9) and using the relationship between N and EF yields the aggregate
labor demand function
WF _1-7 -(N r.(a -1) N
ws 7 a A \ AEs )
E (-" - , (10)Es
S1 E -1)6
where 4D = (1=) (Y ( - is a constant. There are two crucial properties of labor
demand in this economy. First of all, note that
Bln 
_ 1) 0
Bln (Es) E (1 - 0)'
which shows that (holding E fixed) an increase in market size is factory-biased whenever the
economy has increasing returns in the aggregate. This is intuitive given the existence of weak
equilibrium bias encapsulated in (8) and (9). Additionally,
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which is the slope of relative labor demand, holding the size of the skilled industry constant.
Given Es, the aggregate relative demand function is upward sloping as long as
c6 > 1,
i.e. as long as the degree of increasing returns is sufficiently high and the relative price effect
sufficiently weak, which is the case if the elasticity of substitution is high. This property is
a form of strong equilibrium bias, where an increase in factory employment induces firms to
enter, which in turn increases labor demand and hence the equilibrium wage. It is also clearly
seen from (10) that both increasing returns and a relatively high elasticity of substitution are
responsible for this result. If 0 = 0, i.e. there are no aggregate increasing returns, labor
demand reduces to
WF 1-7 '-1<p)V (LF
which is just the usual CES demand system with constant returns to scale production. Simi-
larly, in the Cobb-Douglas case of e = 1 we get that
ws 7 LF
so that labor demand does not depend on the degree of aggregate returns 0.
To characterize the equilibrium and derive the empirical implications, we of course need
the aggregate labor supply schedule in this economy. With sector-specific efficiencies given by
(4), it follows directly that equilibrium wages have to satisfy
1< wses 1
WFeF X
If w < 1, even natives prefer to work in the factory sector and if wses > -, refugees supplyWFeF 1wLFeF
their labor to skilled producers despite their relatively low efficiency. Letting Lj be the labor
supply of type i = N, R in sector j = S, F, labor market clearing requires that
EF = eLFF +eFLF
ES = XesL +e
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with L' = L + LF. The interesting equilibria in this economy are characterized by 1 <S F
weA<, as otherwise relative wages are fully determined from the labor supply side. As
long as parameters are such that this condition holds, both natives and refugees strictly prefer
to work in their respective sector of comparative advantage. Normalizing eS = eF = 1, labor
supply is given by
L =LF=0andEF=L andEs=LN (11)
and equilibrium wages follow from (10) and (11) as
6-1
(E-1)0 LR OE(1
-= (LN e(1-T) (12)
To solve for the level of wages, let us take the final consumption basket as numeraire, i.e. let
P = 1 = [76P~c + (1 - y)Y PF]
Using (12), PS = {ws and PF given in (5), wages are given by
A1
Oe-1
WF = (N e(1-) WS. (14)
The main properties of the equilibrium are contained in the following proposition.
Proposition 6. Consider the economy above and suppose that 1 < .< . Then, for a given
level of the native population LN, a higher refugee share LRTV
1. Increases the share of employment in the factory sector - = LEs -W
2. Increases the relative factory wage EL if and only if e6 > 1ws
3. Increases the level of skilled wages wS
4. Increases the level of factory wages WF if e0 > 1.
Furthermore, refugees earn less than natives.
Proof. 1.-4. follow immediately from (11),(12),(13) and (14). That refugees earn lower wages
follows from the fact that equilibrium wages satisfy lel > 1. 0
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Proposition 6 contains both the main properties of the equilibrium and will guide the em-
pirical work in the next section. The mechanism for these results is the interaction between
biased technological adoption on the demand side and sorting according to comparative ad-
vantage on the supply side. With refugees having a comparative advantage in the production
of the factory good, it is not surprising that they will (in equilibrium) work in that sector and
that a larger share of refugees in the population will increase wages for skilled workers. That
a large market for factory employment might however especially benefit factory workers stems
from the technological bias induced by firm entry. If both the degree of increasing returns and
the elasticity of substitution are high enough, the labor demand curve is upward sloping and
wages in the factory sector might be higher, the more refugees are present in the local labor
market. This of course also implies that the level of wages for factory workers is increasing
in the share of refugees. Note that the "strong bias" condition e6 > 1 is sufficient but not
necessary for factory wages to increase in the refugee share. Finally, if we look at the cross-
section within a labor market, refugees earn always less than natives, because of their lack of
opportunities. While natives can always take advantage of wage differentials across sectors,
refugees lack the ability to be profitably employed in non-factory production. In equilibrium,
they will therefore earn lower wages than their native peers. This cross-sectional effect stems
purely from the assumption of occupational choice. If skills were exogenously differentiated
by sector, the relative wage across sector would of course depend on the full set of exogenous
parameters of the model, in particular the respective productivity levels.
Note also that Proposition (6) has an interesting corollary.
Corollary 7. If eO > 1, welfare is increasing in the share of refugees holding the level of the
native population fixed.
This corollary follows directly from the fact that e6 > 1 is sufficient for wages in both sectors
to increase. The reason why refugee inflows can increases aggregate welfare in this economy, is
again linked to the aggregate increasing returns. The equilibrium allocation in this economy is
not efficient, because firms do not internalize the aggregate returns of expanding varieties when
making their entry choices. Hence, in equilibrium too much labor will be allocated towards
the skilled sector and a benevolent government would want to tax labor in the skilled industry
to induce workers to switch occupations. Refugees with their comparative disadvantage in
the sector, which is inefficiently large, perform exactly this role - in fact, their comparative
disadvantage is equivalent to a tax from their point of view. Having more refugees in the
local economy might therefore increase welfare by improving allocative efficiency. A sufficient
condition for this to occur is exactly the strong bias condition e6 > 1.
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3 Empirical Analysis
Let me now turn to the empirical analysis. As already mentioned above, the analysis will have
two broad parts, both of which are contained in Proposition 6 of the theoretical framework.
Using individual-level microdata for multiple cross-sections, I will first study the differences
in occupational choice and earnings between refugees and natives. According to the theory
I predict both a higher employment share in unskilled occupations and lower earnings for
refugees. Furthermore, the differences in earnings should stem to a large degree from differences
in sorting, i.e. refugees earn less not because they are less productive, but because they work in
relatively low-paying sectors and occupations. To test the additional predictions of the theory
I will then turn to the experiences of different counties by exploiting the regional variation in
refugee inflows. According to the theory, I predict that both wages in refugee-scarce sectors
and employment shares in occupations requiring little specific experience are higher in refugee-
rich counties. Furthermore, the data on wage-premia and average wages will be informative
about the existence of biased technological adoption. Before I turn to the results however, let
me briefly describe the historical background of the refugee inflows into Western Germany.
3.1 The Historical Background
After the second world war, Germany was not only divided into the four Allied Occupation
Zones but also lost a large part of its Eastern Territories. The reason was that during the
Potsdam Conference in 1945, Russia claimed to be entitled to the eastern territories of Poland
as means of war reparations. As a compensation, Poland received the Eastern German ter-
ritories on its western border. This regional reallocation is depicted in Figure 1. The map
shows the four Allied Occupation Zones as the territory which comprises Germany today.
The light shaded territories in the East are the regions which used to be German territories
before the war, but which were allocated to Poland and Russia in the aftermaths of the war.
In the Potsdam Agreement it was not only decided that those regions had to be integrated
into Poland and Russia respectively, but also that the German population had to leave these
regions and move to the German territories in the West. Augmenting this population transfer
from regions that where previously German, the Potsdam Agreement also ruled that German
minorities in Hungary and Czechoslovakia had to leave these countries to settle in Germany
in its post war borders. The official protocol of the conference reads:
"The Three Governments, having considered the question in all its aspects,
recognize that the transfer to Germany of German populations, or elements thereof,
remaining in Poland, Czechoslovakia and Hungary, will have to be undertaken.
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This figure shows a map of Germany in 1945 after WW2. The light areas in the East, are the Eastern Territories,
which were allocated to Poland and the USSR as means of war reparation. Western Germany is split into the different
occupational zones under the control of France, UK, USA and USSR respectively.
Figure 1: Germany after 1945
They agree that any transfers that take place should be effected in an orderly and
humane manner."
The subsequent population transfer is one of the largest transfers in world history. Between
1944 and 1950, roughly 12 million ethnic Germans were expelled and 8.5 million people were
allocated to Western Germany (Reichling, 1958, p. 17). The timing of the arrival in Western
German is depicted in Figure 2 below, which reports data from the German census.3 It is
clearly seen that the vast majority of the population transfer takes place during and in the
two years immediately following the war. Most of people arriving in Western Germany after
1950 moved there following an initial spell in the Soviet Occupied Zone after their expulsion
from the Eastern Territories.
The expulsion can be broadly divided into three phases. The first wave of refugees arrived
in Western Germany during the last months of the war. Soviet forces made their appearance
at the eastern German border in the summer of 1944. Trying to reach Berlin, soviet soldiers
were advancing through the German Eastern Territories at great speed causing the German
population to flee westwards. As the Nazi government considered the evacuation of German
territories a defeatist act and executed a strict "no retreat" policy to use the civil population
3I will describe the data in more detail below.
95
25
2dS
16,15 1947 1949 19S1 I953 19SS 195711959 1961 1963 1965 1167 1M~ 1971
Notes: The figure shows the distribution of expellees according to their time of arrival in Western Germany. For example
27% of the entire stock of expellees present in Western Germany in 1971 arrived in 1945. Source: Mikrozensuwzusatzer-
hebung 1971 (MZU 71).
Figure 2: Expellees' arrival in Western Germany
as a shield slowing down the Russian army, most inhabitants evacuated their homes fully un-
prepared. Because there were hardly any official evacuation plans as trains and ships were
often reserved for the German soldiers, most refugees fled their homes by joining refugee treks,
which suffered enormous casualties during the flight (de Zayas, 1993). After the German defeat
in May 1945, the so-called wild expulsions started. These where mainly taking place in the
spring and summer of 1945 before the Potsdam Agreement was signed in August 1945, most
importantly in Poland and Czechoslovakia, where a substantial German minority resided. Un-
der the backing of the respective governments, both the army and privately organized militias
started to systematically expel the German population. It is only the Potsdam agreement
which tried put an end to these unorganized expulsions and legalized them ex-post. Within
the following two years, the majority of the German population was transferred from Middle-
and Eastern Europe to Western Germany and the Soviet Occupied Zone. At the end of 1947,
roughly 7 million people had arrived in Western Germany already. This amounted to roughly
20% of the population living in Western Germany at the time. Despite the casualties during
the war, the population of Western Germany had therefore increased by 16% between 1939
and 1950.
3.1.1 The initial allocation of refugees in Western Germany
When thinking about the influx of refugees as a supply shock to labor markets, it is important
how the initial allocation across the different regions in Germany was decided upon.4 Both
4 I will come back to the evidence on migratory responses below.
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State 1946 1947 1948 1949 1950
Schleswig-Holstein 27 32 33 33 33
Hamburg 2 5 5 6 7
Lower Saxony 12 23 25 26 27
Bremen 4 5 6 7 8
Nordrhein-Westfalen 2 7 8 9 10
Hesse 3 14 15 16 16
Rheinland-Pfalz 1 2 2 3 3
Baden-Wuerttemberg 1 10 11 11 12
Bavaria 1 19 20 21 21
Source: Statistisches Bundesamt (1953, p. 5)
Table 1: Refugees as a share of the population in different states
the historical literature and the available government documents from the Official Military
Government of the US in Germany (OMGUS) show very clearly that an orderly allocation of
the refugees across localities in Western Germany was impossible at the time. The main reason
was the administrative burden. While migration flows of this magnitude in such a sort time
span would present a formidable challenge for any functioning state authority, the challenge
in Germany in 1945 was enormous. Not only was the infrastructure in many places heavily
destroyed through bombings, but the administration was also severely handicapped - at this
time Germany did not even have a federal administration, but each occupied zone was governed
by provisory military governments. One consequence of this situation was a striking degree
of heterogeneity across states. Gerhard Reichling, a German historian who was in charge
of the main statistical analysis about the integration of the refugees, for example concludes
that "there is no aspect where the Federal Republic of Germany shows a similar degree of
heterogeneity as in the absorption and distribution of expellees. The occupying forces decided
about the contingents for their occupation zones without any German involvement... .The fact
that there is no central German state authority during the time of the expulsion and the
missing solidarity of the states with respect to the expellees prevents an equitable and adequate
distribution of burdens caused by the influx of expellees for years" (Reichling, 1958, p. 17). The
wide disparity in the share of refugees in the state population can be seen in Table 1. Not only
have three states (Bavaria, Schleswig-Holstein and Rheinland-Pfalz) by far the biggest refugee
population share, but it is also seen how important geographic factors were for the initial
allocation. As the official transports only started in 1946, it is only the expellees having flown
during the first phase of wild expulsions and the war, which are living in Western Germany
at this time. As the main escape route from the German Eastern Territories into Western
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Germany was via the Baltic Sea, most refugees ended up in the northern states Schleswig-
Holstein and Lower Saxony. Between 1946 and 1947, the official transports commence and
Table 1 shows another sharp increase in the refugee shares. The main increase is found in
Bavaria. Again geographical reasons seem prevalent as Bavaria has a common border with
Czechoslovakia, where roughly 2 million German were expelled from between 1946 and 1947.
But also Baden-Wuerttemberg, which has a common border with Bavaria and was also part of
the US occupied zone, sees a substantial increase once the official transports began. Between
1947 and 1950, the distribution across states does not change drastically.
This lack of an orderly allocation mechanism had also important implications for local labor
markets in that refugees were not allocated to regions, where they could make use of their
existing skills. Werner Nellner, one of the leading post-war economic historians, describes
the situation as follows: "In the midst of the chaotic post-war circumstances arrived the
refugee transports. The entirely confusing political and economic situation paired with the
abruptness of this pouring-in simply did not allow a sensible distribution of the expellees into
areas where they could find work. The ultimate goal was to find shelter for those displaced
persons, even though in the majority of cases the situation was very primitive and many
had to dwell in the tightness of refugee camps for years" (Nellner, 1959, p. 73) and some
observers even concluded that most refugees were "dumped into Western Germany and settled
where they could" (Petersen, 1964, p. 420). That refugee flows were not aligned with labor
market conditions was not only known to the military government, but was also considered an
enormous problem at the time. As early as in 1946, P.M. Raup, Acting Chief of the Food and
Agricultural Division of the OMGUS concludes that "both the planning and the execution of
the support measures for German expellees was conducted entirely under welfare perspectives.
The people in charge at the Military Government are social service officials. Similarly on the
side of the German civil government, the department in charge is the social service agency.
Entire communities are moved so that the population of some counties is increased by 25-30%
and the agency in charge was founded to support the elderly, disabled people and the poor.
Neither in Stuttgart, nor in Wiesbaden5 we could find any information that either the Military
Government or the German civil government even attempted to set up coordinated plans to
receive, support or distribute the expellees. At no point, representatives of the Ministries
of Labor, Industry, Nutrition or Education were consulted concerning the servicing or the
distribution of expellees. The whole problem has not been handled as one of settlements
of entire communities but as an emergency problem of supporting the poor." (Grosser and
Schraut, 2001, p. 85). In a similar vain, a government official in Bavaria recalls that "there
5 Stuttgart and Wiesbaden are the state capital of Baden-Wuerttemberg and Hesse, both states within the
US occupied zone.
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was no sensible planning whatsoever... .The expelled peasants, worker and the industrialists,
merchants, doctors, lawyers etc. had lost everything. Was there any chance that they could
ever live independently again? That was their most pressing concern. The main problem for
government officials and refugee commissars however was to provide provisional shelter during
the winter of 1946/47" (Kornrumpf, 1979, p. 27).
The consequences on local labor markets of such lack of organization were already felt in
the fall of 1947. In an official economic report by the OMGUS, it is argued that "expellees
of Eastern Europe have been settled, not where their skills could be best utilized, but in
accordance with the availability of food and housing to meet their needs. Thus, labor supply
is often remote from the centers of labor demand ... Most of these have been placed without
regard to their skills, and many where there is no demand or material for them to pursue their
trades. The impact of these mass movements becomes evident when it is realized that one
fifth of the population of the US zone has arrived there in the last seven and one-half years"
(Office of the Military Government for Germany, 1947, p. 4-5).6 With a special reference to
industrial workers the report notes that "the industrial population, as pointed out previously,
is not at all times resident in or near the labor market. Skilled laborers from the eastern
territories are living in agricultural communities far from sources of employment. And even
those who have been fortunate enough to find housing and food close to industrial centers
have not always had the good fortune to find a demand for their special skills" (Office of
the Military Government for Germany, 1947, p. 9). This excess supply of workers with the
wrong skill set induced both job degrading and unemployment in the population of refugees.
Julius Isaac of the National Institute of Economic and Social Research in London worked as
a consultant for the OMGUS Civil Administration Division with a special reference to the
problem of assimilation of refugees. He reports that "precious skilled labor has to work in
unskilled occupations because there are no opportunities to work in their jobs.... Often they
are located in rural areas where it is almost impossible to find appropriate employment" (Isaac,
1948). Furthermore, "practically the only unemployment among able-bodied male workers in
western Germany, other than that of the white-collar group, is among the refugees. This
is because the distribution of refugees was based on housing potentialities rather than on
employment possibilities and the labor market." (Barton, 1948, p, 27).
3.1.2 Ex-ante heterogeneity between refugees and natives
As evidenced from this discussion, contemporaries at the time especially lamented the mis-
match between skill-specific labor supply and demand for the refugees. So what are the most
6 This citation refers to the population seven and one half years ago, as the last census in Germany was
conducted in 1939.
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important dimensions according to which refugees and natives differed in -their formal skills
and job-specific experience? A unique data appendix to the micro census in 1971 allows me
to study the initial pre-expulsion heterogeneity, because it contains information on individual
employment histories, i.e. individuals in 1971 were asked not only about their education level
but also about their sectoral and occupational characteristics in 1939.7 The results of this
exercise are contained in Table 2, which compares expellees and natives according to various
characteristics in 1939. I only consider individuals that were at least 18 years old in 1939, i.e.
50 or older in 1971. Panel A contains the educational characteristics of the two populations.
It is seen that the distribution of formal skills was very similar. The only slight difference is
the higher popularity of vocational schools (Berufsschule) in pre-war Western Germany, a fact
that is due to the bigger importance of the manufacturing industry (see below). But overall,
the population of refugees did not seem to be very different in terms of their formal skills. This
is no longer true when we consider the sectoral structure of employment, given in Panel B.
While the reliance on services and the public sector is very similar, there is a large disparity in
the employment shares of manufacturing and agriculture. In particular, the agricultural sector
is roughly 60% bigger in the Eastern Territories, with a commensurate smaller manufacturing
sector. Finally, Panel C depicts the distribution across occupational classes, which again is
very similar. Hence, the most important source of heterogeneity between the population of
refugees and natives was the pre-war sectoral structure. 8
3.1.3 Migration
As I am mostly interested in the long-term consequences of this historical episode, the mi-
gration response of initially misplaced workers is important. If we believe the assessment of
contemporaries that the influx of refugees caused an initial excess supply in the labor market,
where did the adjustment come from? While it is sensible that falling wages in refugee-rich
labor markets should have triggered migration incentives, I will provide evidence that the ini-
tial supply shock in fact persisted for a long time. This was mainly due to severe restrictions
on mobility in the late 40s and early 50s and small migration incentives afterwards. That
neither individual migration nor organized population transfers within Western Germany had
a large influence on the initial allocation in the late 40s was already seen in Table 1, which
7The only study that I am aware of that uses this data is Luettinger (1989).
8 The sex-ratio is virtually identical in both population with females accointing for 59% of the population.
Regarding the distribution of age, the population of refugees is slightly younger. This is mainly driven by the
cohorts born between 1913 and 1919 being larger. As members of these cohorts are in their twenties in 1940,
this difference could be driven by differential mortality during the war. However, given that the same pattern
holds also true in the female population, I suspect that the difference is mostly due to lower birth rates during
the First World War in Western Germany. As birth rates in war times not only drop sharply but especially so
in urban areas, this is consistent with the fact that the Eastern Territories were more rural.
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Panel A: Educational Distribution
Refugees Natives
Elementary School 65.92 66.28
High School 10.93 8.32
Vocational School 15.53 18.42
College 7.63 6.97
N 36400 148194
Panel B: Sectoral Distribution
Males Females
Refugees Natives Refugees Natives
Agriculture 22.16 14.4 31.32 24.03
Manufacturing 43.12 52.75 24.32 29.88
Services 17.05 18.35 30.62 33.39
Public Sector 17.67 14.5 13.75 12.7
N 13,705 55,747 10,043 38,373
Panel C: Sectoral Distribution
Males Females
Refugees Natives Refugees Natives
Self employed 9.57 9.47 5.13 5.53
Employees (skilled) 8.44 7.74 2.67 2.09
Employees (semi-skilled) 10.65 10.42 6.66 7.01
Employees (unskilled) 8.47 7.94 16.77 17.91
Workers (skilled) 2.88 3.61 0.7 0.51
Workers (semi-skilled) 25.89 26.63 5.09 5.14
Workers (unskilled) 21.84 23.84 36.56 36.69
Self employed (agricult.) 12.25 10.35 26.44 25.11
N 13,358 54,403 9,911 37,910
Source: The data stems from the Mikrozensuszusatzerhebung 1971 (MZU 71).
Table 2: Heterogeneity in pre-war characteristics: refugees vs. natives
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shows that the distribution of refugees is relatively stable across states until 1950. Despite the
large heterogeneity in the economic burden the refugees imposed on individual states, there
were hardly any organized transfers. The main reason for this is was the reluctance of states
to accept refugees and it was only after the foundation of the Federal Republic of Germany in
1949, that there was enough political pressure for a centralized solution for the redistribution
to be found. Before 1950 however, "all proposals for specific reallocation rules were rejected.
The main argument was that the available data about the housing situation was not compa-
rable across states. Hence, it was demanded that a general housing census was needed, which
was only conducted in 1950 in conjunction with the general census. ... Measures concerning a
population redistribution within the area of Germany had only a minor influence until the end
of 1950" (Nellner, 1959, p. 39, 43).9 It is this census which I use as my source of information
about the county level allocation of refugees when I study the long-run impacts on local labor
markets below.
To understand why expellees did not respond to the aforementioned adverse conditions
on the labor market with out-migration, it is important to note that labor mobility was
severely restricted in the post-war period. In 1945, the refugee committee of the Occupying
Forces decided to deploy armed forces at the state boundaries to prevent internal migration
(Fluechtlingsausschuss des Laenderrats (1945)) and William H. Draper, Director of the Eco-
nomic Division of the OMGUS, notes that "Germany has been virtually cut into four Zones of
Occupation - with the Zone borders not merely military lines, but almost air-tight economic
boundaries" (Office of the Military Government for Germany, 1945, p. 10). Additionally, the
incentives to migrate were also arguably low. In the late 40s, Germany was still character-
ized by a severe housing shortage both due to the destruction of the war and the population
increase through the expellees. The majority of expellees either lived in refugee camps or
with the native population who were forced by the Military Governments to accept expelled
families in their homes. This political support however was only provided for individuals being
part of the official refugee transports. Similarly, there were restriction to receive food stamps
without being officially registered (Grosser and Schraut, 2001, p. 83).10 Finally, the economic
reports of the OMGUS themselves argue that high levels of unemployment are accompanied
by labor shortage because "the mobility of labor is limited. Hence there is little possibility of
an early change in the distribution of labor. For example. 46% of the job openings in Bavaria
9 1t is hard to tell if this was a real problem or if those states that were about the receive expellees from
Bavaria, Schleswig-Holstein and Lower Saxony used this argument as an excuse to postpone large scale popu-
lation transfers.
'
0 Additionally the Allied governments were very reluctant to allow for free migration as they were afraid
that expellees would form non-integrated sub populations along former village or city lines. To achieve this,
various organizations trying to track down friends and family members were forbidden until the early 1950s
(Nellner, 1959, p. 75).
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State 1950 1962 1963 1964 1965 1966 1967 1968 1969
Schleswig-Holstein 33 28 29 27 26 27 27 27 26
Hamburg 7 12 11 10 11 12 11 11 10
Niedersachsen 27 25 25 24 24 24 24 23 24
Bremen 8 15 14 15 15 14 14 14 14
Nordrhein-Westfalen 10 15 13 14 13 13 13 14 13
Hessen 16 17 17 17 17 17 16 16 16
Rheinland-Pfalz 3 8 8 8 8 8 8 7 7
Baden-Wuerttemberg 12 16 16 16 16 15 14 14 14
Bavaria 21 19 20 18 18 18 17 17 16
Correlation with 1950 0.98 0.99 0.97 0.97 0.98 0.98 0.98 0.97
Source: The table shows the distribution of refugees as a share of the respective state population in different years. The
data for the 1960s stems from the annual census from 1962 - 1969. For the data for 1950 see Table 1.
Table 3: Distribution of refugees across states in the 1960s and 1950
in March 1947 were in the major cities of Munich, Nuremberg and Augsburg, while the ma-
jority of immigrant labor resided in rural districts. In consequence, the economic absorption
of immigrants is greatly hampered" (Office of the Military Government for Germany, 1947, p.
10).
While such administrative constraints seemed to have been loosened in the 1950s, the
census data in the 1960s contains information on the state of residence of refugees. This
data, together with the distribution in 1950, is depicted in Table 3. While the wide disparity
between states 1950 is somewhat lower in 1960s, the initial refugee allocation is still very
much visible. As for the initial allocation, Schleswig-Holstein, Lower Saxony and Bavaria still
have the highest refugee share 15 years later and the distribution looks very stable in the 60s.
Compared to the 50s, mainly Nordrhein Westfalia and Rheinland Pfalz (both of which share
a border with France) have increased their population share of expellees. This is probably
partly due to internal migration and partly due to the relatively small but continuing inflow
of refugees through the 50s and 60s (see Figure 2). Overall however, Table 3 shows that the
initial supply shock of refugees persisted (at least at the state level) for the later decades - as
the final row in the column shows, the correlation for each year with 1950 is almost unity.
As a final piece of evidence, consider Table 4, which shows the share of refugees in cities
of different size categories.'1 Refugees are significantly underrepresented in large cities with
more than 100.000 inhabitants and more likely to live in relatively rural areas. 12 Again, this
"This data is available for each year between 1962 and 1969. To save some space I only report these two
yeaxs. As can be expected, the results are very similar for the other years.
12 That the share of refugees in very small settlements with less than 2000 inhabitants is relative low, should
not come as a surprise. Arguably, these villages are very reliant on agriculture, a sector where expellees with
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Less < 2000 2,000 to 10,000 10,000 to 100,000 more than 100,000
1962 Refugees 22.85 26.67 27.86 22.63
Natives 25.3 21.83 23.93 28.95
N 32613 29672 32221 36544
1969 Refugees 15.43 24.93 31.93 27.72
Natives 19.73 20.53 25.04 34.69
N 88971 98887 121639 156847
Source: The data stems from the annual census in 1962 and 1969.
Table 4: Share of natives and refugees in cities of different sizes
is consistent with limited migration within state-boundaries as the initial allocation after the
war was biased towards rural areas as the shortage of housing was even more severe in cities
due to war destruction.
3.2 Post-Expulsion Outcomes
Let me now turn to the long-term outcomes of this historical episode. Before doing so, I give
a brief description of the various data sources used.
3.2.1 Data
This paper uses various data sources from the 60s and 70s. The most important dataset is the
Mikrozensus Zusatzerhebung 1971 (MZU 71), a special appendix to the census conducted in
1971. The purpose of this dataset was to study the "social and economic mobility of the German
population" and fortunately it includes identifiers about individuals' refugee status. Most
importantly, the data contains retrospective information about employment characteristics
in 1939, 1950, 1960 and 1971 at the individual level. This allows me to observe the whole
employment history of individuals and hence distinguish cohort from life-cycle aspects. The
MZU 71 has roughly 200.000 observations, 40.000 of which are refugees. The MZU 71 data
does not contain information about wages. Hence, to study the implications on factor prices,
I use two additional micro datasets that contain information on both wages and the refugee
status of respondents. The Einkommens-und Verbrauchsstichprobe 1962/63 (EVS 62) is a
micro dataset conducted in 1962 to measure household income and expenditure and is hence
similar to the Consumer Expenditure Survey in the US. The 1962/63 wave of the survey
has about 32.000 observations. Additionally I use the Volkszaehlung 1971 (VZ 71), i.e. the
census. Having two wage measures two decades apart turns out to be interesting, because
their lack of land titles simply could not enter.
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we can compare how cohort effects affect the relative wages between natives and refugees.
The VZ 71 is a dataset with roughly 150.000 observations. Finally, the time series about the
distribution of refugees across states shown in Table 3 is taken from the annual census data
from 1962-1969, each of which has between 420.000 and 480.000 observations.
To measure the effect of refugee inflows on local labor markets, I use the 1975 cross-section
of the regional files of the IAB employment samples (IABS).13 The IABS consists of a 2%
random sample of social security records and is for example also used in Dustmann, Ludsteck,
and Schoenberg (2009). The important property of the regional files of the IABS is that it
contains regional identifiers about the Arbeitsmarktregion, the local labor market. I will be
referring to those regions as a county. There are roughly 250 counties in Germany and the data
is aggregated so that each county has at least 100.000 individuals. This data is matched to
the initial allocation of refugees in 1950, which I coded from Statistisches Bundesamt (1955).
According to Figure 2, by that time roughly 80% of refugees have arrived in Western Germany.
Unfortunately, some county boundaries were subject to redistricting in the 50s and 60s so that
the mapping between counties in 1950 and 1975 is noisy. I built a crosswalk using the official
information, but the redistricting clearly introduced some measurement error in the county-
specific refugee measures.
Finally, I use the 1985 qualification surveys conducted by the JAB and the BBIB that
provide direct evidence on the type of technologies used on the factory floor.14 These surveys,
which are also used in Spitz-Oener (2006) and DiNardo and Pischke (1997), aim to measure the
required skills and technologies employed in different detailed job categories. They contain de-
tailed information on which technologies workers use on a day-to-day basis, if their educational
background is important for their job or if most skills are acquired through learning-by-doing.
The survey samples 30.000 workers and I can match the BBIB Qualification Data and the
LABS regional files on the level of approximately 80 job categories.
3.2.2 Individual-level results
According to the historical sources, the initial allocation of refugees caused a mismatch between
skill-specific labor supply and demand on local labor markets. The way equilibrium in the
labor market was restored was through a massive sectoral reallocation of refugee labor into the
manufacturing industry. To gauge the quantitative magnitude of this reallocation, consider
Table 5, where I show the cross-sectional results of the employment histories contained in
the MZU. The table contains the pattern of sectoral employment for 3 decades for the two
13 The IAB is the Institute for Labor Market Research at the German Department of Labor.
14The BBIB is the Federal Institute for Vocational Education and Training, a federal government institution
for policy and research in the field of vocational education and training.
105
1939 1950 1960 1971
Refugees Natives Refugees Natives Refugees Natives Refugees Natives
Agriculature 26.04 18.7 12.63 17.43 4.92 12.81 2.49 9.99
Manufacturing 35.87 43.64 51.92 46.53 56.65 47.85 52.01 45.26
Services 23.2 24.77 20.96 23.94 22.01 25.23 24.75 26.01
Public 14.89 12.89 14.49 12.11 16.43 14.12 20.76 18.74
N 27,618 106,727 34,945 141,811 46,005 191,264 48,299 200,779
Source: The data stems from the Mikrozensuszusatzerhebung 1971 (MZU 71).
Table 5: Employment shares in different sectors: natives vs. refugees
respective populations. For comparison, the first two columns contain again the sectoral
employment patters in 1939 (and is therefore simply the full population equivalent of Panel
B of Table 2), which showed a significantly larger manufacturing sector in Western Germany.
Columns thee and four contain the results of the post-expulsion labor market equilibrium, i.e.
after roughly 8 million refugees arrived in Western Germany. Focusing on the refugees first, we
see a drastic example of sectoral mobility. Essentially 50% of workers who used to be employed
in the agricultural sector are now working in the manufacturing industry.15 However, when
we look at the experiences of natives, we do not see any sectoral mobility in that the sectoral
employment patterns between 1939 and 1950 are almost unchanged. As Table 2 showed that
refugees and natives did not differ much in their formal skills (as measured by education), this
heterogeneity in outcomes has to stem from pure experience effects. 16 Through the lens of the
theoretical framework, I interpret these differences in the occupational choices of natives and
refugees as differences in comparative advantage.
In fact, the official documents at the time discuss exactly this reallocation process. In an
early report from the US Military Government it is argued that "a clue of future developments,
however, lies in the study of the character of the migration. Of the immigrants who came to
the US Zone from east of the Oder-Neisse, 19.6%, or well over half a million, were farmers.
But agricultural acreage, already reduced as a consequence of four-power reductions of the
national territory, cannot be expanded significantly. Within the US Zone the possibility of
increasing settlement by changing the size and structure of farms is very small" (Office of
the Military Government for Germany, 1947, p. 8).17 "As a result both of the necessity to
'
5 Table 2 contains the results for the entire population. However, the results are not driven by composition
effects in that for example female labor market participation dropped. The same results holds for both males
and females.
16 Another explanation would obviously be outright discrimination. In the historical literature discrimination
is indeed mentioned, but it is hard to quantify how widespread such discriminatory attitudes were. Recall also
that this is an example of migration flows, where migrants share the same culture and language.
17 The difference between the 19.6 percent farmers mentioned in this government report and the slightly higher
number reported in Table 2 probably stems from the fact that in the US Zone there were also immigrants from
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work and of the unfavorable supply-demand relations in the refugee labor market, relatively
high numbers of refugee wage and salary earners are forced to work in occupations other than
those they have learned or in which they would normally be employed" (Office of the Military
Government for Germany, 1947, p. 34).
The high relative elasticity of labor demand for inexperienced occupations, which in the
theory is captured by the degree of increasing returns (0), can also be seen in the data on the
occupational distribution, which is depicted in Table 6. Again, the first two columns contain
the data for 1939 and is therefore the full population equivalent to Table 2. Turning to columns
three and four we see that the occupational distribution is relatively stable except for the case
of unskilled workers, most of which work in the manufacturing industry. In the population
of refugees the employment share in unskilled occupations surges by 50% relative to its pre-
expulsion level. Again, there is hardly any change in the occupational distribution for natives
- if anything, the share of both unskilled workers and employees falls slightly. If skilled and
unskilled labor inputs are complements this is consistent with refugees working in unskilled
occupations and natives experiencing occupational upgrading as a response. Together, Tables
5 and 6 paint a clear picture of the short run adjustment of the local labor market: Most of
the burden of adjustment - both at the sectoral and the occupational level - fell on the refugees
and with roughly 25% of the population being directly affected, the magnitudes are very large.
While it is tempting to interpret these findings as job-mobility within workers' life-cycle,
Tables 5 and 6 are cross-sectional facts. Hence, they might reflect mainly composition effects,
where most sectoral (and occupational) mobility takes place across different cohorts. The
unique feature of the MZU data allows us to rule out this possibility, because the data stems
from individual employment histories, i.e. the information is essentially a 30 year panel.
In Figure 3 I depict the employment share in manufacturing for different cohorts for both
refugees and natives. Three aspects stand out. First of all, for the refugee population, the
manufacturing share is strongly increasing between 1939 and 1950 for all cohorts. Hence, the
sectoral mobility in the cross-section reflects sectoral change within individual employment
histories. Secondly, in both populations we see strong cohort effects, in that younger cohorts
have much higher employment shares in manufacturing. This of course reflects the secular
transition from agriculture to manufacturing.18 Finally, the refugee-native difference is very
visible. Not only do refugees "leapfrog" their native counterparts after the expulsion, but while
there is still a strong increase in manufacturing employment for refugees, the profile for natives
Czechoslovakia, which was less reliant on agriculture.
1sIn the Appendix I also show the respective cohort profiles for the employment share in agriculture. Juxta,
posing the results for manufacturing, it shows marked cohort effects (with younger workers being less reliant
on agricultural employment), a secular decline over time and refugees leaving the agricultural sector after the
expulsion
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1939 1950 1960 1971
Refugees Natives Refugees Natives Refugees Natives Refugees Natives
Self employed 6.98 7.29 4.9 8.82 4.99 8.5 5.51 8.71
Employees (skilled) 5.44 5.04 5.33 5.42 6.99 6.97 9.63 9.6
Employees (semi-skilled) 8.4 8.57 8.15 9.23 11.34 10.95 16.06 14.97
Employees (unskilled) 12.3 12.15 10.29 10.53 11.85 11.78 12.96 12.4
Workers (skilled) 1.88 2.21 2.01 2.4 1.9 1.92 2.55 2.28
Workers (semi-skilled) 16.44 17.38 19.35 19.12 22.55 20.24 19.06 17.43
Workers (unskilled) 29.76 30.31 46.34 27.86 37.54 26.07 31.57 23.29
Self employed (agricult.) 18.8 17.05 3.62 16.61 2.84 13.58 2.65 11.33
N 25,745 100,065 32,541 132,630 43,108 176,599 44,893 188,493
Source: The data stems from the Mikrozensuszusatzerhebung 1971 (MZU 71).
Table 6: Employment shares in different occupations: natives vs. refugees
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Notes: The figure shows the employment shares in manufacturing for different cohorts in both the refugee and the native
population. The results for refugees are shown in solid lines, the results for natives are the dashed lines.
Figure 3: Employment share in manufacturing for different cohorts
is essentially flat. 19 Hence, the life-cycle evidence within cohorts paints the same picture as
the cross-sectional date: the magnitude of sectoral reallocation is large and takes place within
individual employment histories. That the same holds true for occupational mobility is seen in
Figure 4. While the employment shares in unskilled occupations are almost identical for each
cohort in 1939,20 there is a sharp increase in unskilled employment for the refugee population
after the expulsion.
While the immediate effect of the expulsion in the mid 40s is probably the most interesting
pattern, it is also instructive to look at the long-run developments during the 60s and 70s.
As evidenced from Table 5 and Figure 3, the initial "push" of the refugee population into
the manufacturing sector was very persistent, i.e. even in 1971, the employment share in
manufacturing exceeds the one of the native population significantly. The time-series behavior
of the occupational distribution is slightly different however. As seen in Figure 4, like for the
case of sectoral employment patterns, there is very little occupational mobility within the life-
cycle for older cohorts, i.e. individuals born before 1920. For them, the initial job-assignment in
the late 40s seems to persist through their entire working careers. This is different for younger
cohorts. The generation born after 1920 seems to experience some occupational mobility
during its life-cycle as the share of employees in unskilled occupations shows a downward
19 The slight negative trend stems probably from sector-specific age profiles, where both entry in and retire-
ment from the manufacturing sector occurs earlier in the life-cycle.
20 Recall that Table 2 already showed that occupational patterns were not much different in the pre-war era.
However, Table 2 did not stratify the sample by cohorts.
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Notes: The figure shows the employment shares in unskilled occupations for different cohorts in both the refugee and
the native population. The results for refugees are shown in solid lines, the results for natives are the dashed lines.
Figure 4: Employment share in unskilled occupations for different cohorts
trend. However, relative to the generation of natives, unskilled occupations remain much
more prevalent in the population of refugees. Figure 4 therefore implies that decrease in the
share of unskilled workers in the cross-section of refugees is mostly driven by cohort effects, as
e.g. models of different skill vintages imply (Chari and Hopenhayn, 1991).
Let me now turn to the wage implications of this reallocation. According to the theory,
refugees earn lower wages than their native peers because of their lack of opportunities in some
sectors of the economy. Hence, earnings in the population of refugees are lower, not because
of their sector-specific skillset, but because of them having to sort into industries, which in
equilibrium end up paying lower wages. Unfortunately there is no microdata available for the
immediate post-war period. So the earliest existing data source is the EVS in 1961. While
the original purpose of this dataset was to study individuals' expenditure patterns, it also
contains information on earning and job characteristic. In Table 7 below I report the results
of a simple decomposition of earnings of the form
1n (wi) = a +3Refi +-yRefs x Youngi +6,+ Jo + Xij+ui, (15)
where wi denotes individuals i's earnings, Refh is an indicator variable of the refugee status,
Young is an indicator if the individual's age is below 35 (so that the individual was 20 at the
time of the expulsion and hence started his or her working career in Western Germany), 6, and
60 are sector and occupation fixed effects and Xi contains additional controls. According to
column one in Table 7, 15 years after the initial expulsion refugees still earn about 10% lower
wages. Column 2 shows that this effect is only half as big for refugees that started their labor
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Dependent variable: ln(w)
Refugee -0.0924** -0.102** -0.103** -0.0719** -0.0356**
(0.00820) (0.00957) (0.00953) (0.00897) (0.00841)
Refugee x Young 0.0453** 0.0432** 0.0188 0.0163
(0.0161) (0.0160) (0.0147) (0.0141)
Citysize FE No No Yes Yes Yes
Sector FE No No No Yes Yes
Occupation FE No No No No Yes
N 27506 27506 27506 27506 27506
Notes: Robust standard errors are shown in parentheses. ** and * denotes significance at the 5% and 10% level
respectively. All regressions include a set of state fixed effects, a quadratic age profile and a dummy for respondents'
sex.
Table 7: The wages for refugees in 1961
market career in Western Germany and hence are arguably less prone of being disadvantaged
in some sectors of the economy. Column 3 introduces a set of citysize fixed effects as Table
4 above showed that refugees were more likely to reside in rural areas. This has no effect
on the results. Finally, columns 4 and 5 are informative about the origins of these lower
wages and hence about the mechanism stressed by the theory. By introducing sector fixed
effects, the refugee coefficient drops by 30% and there is no longer a significant differential
for younger workers. Hence, 30% of the wage difference between refugees and natives is due
to the former working in low-wage sectors and this being especially so for refugees that were
expelled while being already in the labor force. Finally, column 5 introduces an additional set
of occupation fixed effects, which reduces to coefficient to 35% of its initial value. Hence, 15
years after having to integrate in the western labor market, refugees still earn substantially
less than their Western counterparts and almost 70% of this difference is due to the fact that
they ended up in low-wage sectors and occupations.
The other micro dataset, which allows me to study the earnings of refugees is the census
in 1971 (VZ 71). Compared to the EVS it has the advantage of also containing information
on individuals education levels. The results of running a specification akin to (15) are con-
tained in Table 8 and line up very well with the ones from a decade earlier. Column 1 shows
that refugees only earn 5% less then their peers, which I interpret as the result of the most
severely disadvantaged cohort having left the labor force. Columns 2 to 4 show that control-
ling for educational attainment and sector leaves the refugee coefficient essentially unchanged
- especially the insensitivity when controlling for education is reassuring, because there are
little educational differences between the two populations. Finally, column 5 controls for a
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Dependent variable: In(w)
Refugee -0.0586** -0.0577** -0.0587** -0.0567** -0.0250**
(0.00295) (0.00271) (0.00272) (0.00269) (0.00232)
Education FE No Yes Yes Yes Yes
State and citysize FE No No Yes Yes Yes
Sector FE No No Yes Yes Yes
Occupation FE No No Yes No Yes
N 150392 150392 150392 150392 150392
Notes: Robust standard errors are shown in parentheses. ** and * denotes significance at the 5% and 10% level
respectively. All regressions include a quadratic age profile and a dummy for respondents' sex. Education is measured
by 7 educational categories (elementary school, three types of vocational school, high school degree, degree from an
engineering school and college degree).
Table 8: The wages for refugees in 1970
set of occupational effect, which expectedly reduces the coefficient by another 50%. Hence,
the general pattern is similar to the results in 1961, albeit at a lower level. These results
are consistent with the theoretical mechanism, which stresses occupational choice as the main
determinant of earnings. Not only do occupational fixed effects account for the largest part of
the wage differences between natives and refugees, but the average wage penalty also declines
over time as older cohorts with their pre-expulsion skill set reach the stage of retirement.
3.2.3 County-level results
After studying the individual data on wages and sectoral mobility, I now turn to the local labor
markets itself and exploit the variation in the allocation of refugees across counties. Consider
first individual wages. I am interested to estimate a reduced form relationship of the form
in (wie) = a + 3scRef + Xic + Uie, (16)
where wie denotes the hourly wage of individual i in county c, sc' is the share of refugees
allocated to county c in 1950 and Xic denote individual and county-specific controls. According
to the theory, 3 corresponds to the effect of refugees inflows on average wages or county
welfare. There are two main challenges to estimate (16). The first one simply concerns
the availability of data. The earliest microdata with regional identifiers to match individual
workers to a level of aggregation lower than the state level (of which there are only 9 in Western
Germany) dates from 1975 and is part of the IABS. The second problem is the endogeneity
of the initial allocation of refugees across counties. The historical evidence reported above
already showed that refugees were mostly sent to rural areas outside larger cities. So while
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the composition of refugees was arguably exogenous with respect to county characteristics, the
level of refugees was surely not. To account for this endogeneity I will use prewar information
as an instrument. According to the historical sources, the main determinant of refugee flows
Ref
were housing and food supplies. Hence, I will estimate 3 in (16) by instrumenting sc"' with
the county-level population density in 1939 and including the population density in 1975 as
a control in Xi. The identification assumption is that conditional on the population density
in 1975, the population density 35 years earlier has no effect on individual wages (other than
through being a determinant of the allocation of refugees). There are two main worries why
this exclusion restriction might be violated. The first one concerns war destruction. As high
population density counties were more affected by the bombing of the allied forces, war related
damages are likely to be correlated with the initial population density in 1939. If such damages
affect wages conditional on the current population density, the exclusion restriction will fail.
While there is evidence regarding the dynamics of citysize that war related damages have
little long-lasting effects (Davis and Weinstein, 2002; Brakman, Garretson, and Schramm,
2004), it is clearly a possibility that wages are affected in the long-run. The second worry
concerns the importance of dynamics. With the population density in 1975 being a control in
the regression, the exclusion restriction also implies that (conditional on the current level of
population) population growth in the past does not affect wages. Again, there are reasons to
believe why this restriction might fail, but given the data at hand, past population density is
best instrument at my disposal.21 In Table 9 I report the results of estimating a version of
(16) in the cross-section of workers in 1975. In particular, I consider a specification of
in (wic) = a + #s5 Ref + ,YSce x Ji + rin (popdens75) + Xicy + usc, (17)
where sRef is the (instrumented) refugee share, J are different individual-specific characteris-
tics to study the differential effect of the initial refugee allocation on particular subgroups of
the population and Xic contains an education-experience profile and a full set of sector fixed
effects, which I allow to vary for different educational groups. According to the theory, I expect
#3 to be positive if there is strong bias, i.e. if e6 > 1. Column 1 first presents the simple OLS
without any county-specific controls. The negative coefficient on the refugee share reflects the
adverse selection of counties receiving large refugee inflows, i.e. high-refugee counties in 1939
were more rural and still have lower wages in 1975. In the theoretical framework, this reflects a
negative correlation with the local productivity measures A or <. Columns 2 adds the current
population density as a control, i.e. column 2 is the OLS version of (18). Accounting for
2 1Another alternative, which I will pursue in the future is to use distance measures to the Eastern Territories
as an instrument for refugee flows. Casual inspection of the maps suggests that counties close to the eastern
border received much more refugees than counties on the French border.
113
share of
refugees (sRef)
log population
density (1975)
empl share
agricult. (1939)
empl share
industry (1939)
SRef x Young
SRef x MedEduc
SRef x HiEduc
OLS
-0.260*** 0.141***
(0.0732) (0.0520)
0.0336***
(0.00239)
Dependent variable: ln(w)
I IV
0.538***
(0.161)
0.0463***
(0.00537)
0.603***
(0.182)
0.0482***
(0.00708)
-0.0306
(0.0443)
0.501***
(0.182)
0.0478***
(0.00706)
-0.0301
(0.0441)
-0.0770** -0.0747**
(0.0364) (0.0364)
0.732***
(0.179)
0.0480***
(0.00710)
-0.0326
(0.0440)
-0.0777**
(0.0365)
0.198***
(0.0340)
-0. 170***
(0.0464)
-0.151
(0.114)
N 201607 201396 194478 193550 193550 193550
R2 0.208 0.216 0.213 0.212 0.216 0.211
Notes: Standard errors are clustered on the county level and shown in parentheses. There 259 clusters. and *
denotes significance at the 1%, 5% and 10% level respectively. All regressions include a quadratic experience profile,
a set of state fixed effects and a full set of education (3 categories) and sector (16 categories) interactions. For the
instrumental variable estimates in columns 3 to 7, the excluded instrument is "log population density in 1939" at the
county level. In the first stage regression, "log population density in 1939" has a t-statistic of -6.95.
Table 9: The effect of refugees on county level wages in 1975
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the strong negative correlation between the initial refugee share and the population density
in 1975 turns the coefficient positive. 22 The point estimate implies that a 10%-point increase
in the share of refugees increases average wages by roughly 1.5%. Columns 3 contains the
instrumental variable estimates. This increases both the coefficient and the standard error
substantially. This increase is probably to a large degree due to attenuation bias in the OLS
estimates as the construction of the county-specific refugee shares is prone to mismeasurement
given the redistricting of the county boundaries (see the discussion above). Part of the increase
however can also stem from the correlation between the refugee allocation and the necessity
of food supplies. Holding the population density fixed, counties with a larger of agricultural
sector were allocated more expellees. If those counties have local labor markets where aver-
age wages tend to be low, we expect the OLS coefficient to be downward biased. Column 4
introduces two coarse measures of the pre-war industrial structure, namely the agricultural
and the industrial employment share (with the share of people working in services and the
public sector excluded). While this does not change the refugee coefficient, it is surprising
that the share of industrial workers in 1939 is negatively correlated with average wages while
the agricultural share is not (at least not significantly so) .23
In the remaining columns I now let refugees have differential effects for different subgroups
in the labor market. This is a first pass to test for the existence of biased technological adop-
tion. Table 9 shows that wages in refugee-rich counties are especially high for young workers
(columns 5) and for relatively unskilled workers. If these sub populations have relatively
high employment shares in occupation, which are not experience intensive (in terms of the
model, the factory sector), these results are consistent with endogenous bias. At this level
of aggregation however, it is of course impossible to identify the exact mechanism of these
differential effects. To make progress on this dimension, I therefore now turn to the detailed
information on job-characteristics contained in the BBIB data. The theory predicts that firms
in refugee-rich counties should have adopted technologies, which require little prior experience
and do not rely on human capital that is technology-specific. The BBIB data allows me to
at least construct crude measures for such job-characteristics. First of all, it contains data on
the origins of job-specific knowledge, i.e. are the skills required for the particular job mainly
acquired via leaning on the job or formal education. Secondly, it asks individuals what type
of technologies they regularly use and these technologies are be classified as skill- and unskill
biased. As an example consider Table 10, which contains some technologies classified as either
skill and unskill-biased by the survey. Arguably, refugees had (on average) a comparative
2 2In a regression of the refugee share on log population density in 1975 and a set of state fixed effects, the
coefficient is -0.025 with a t-statistic of 8.
2 3Note however that the 1939 employment share in the service sector is the excluded category, which is
higher in urban areas.
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Table 10: Skill- and unskill biased technologies in the qualification surveys
advantage in the usage of hand-drills relative to the use of numerically controlled machines.
In the appendix I also report additional checks for the internal validity of these measures and
show that educational attainment, individual earnings and firmsize are negatively correlated
with the usage of unskill-biased technologies and with the importance of learning-by-doing. If
the inflow of refugees triggered the adoption of technologies that were unskill biased and could
be learnt on the job, wages in refugee-rich counties should be relatively higher in those jobs.
In terms of the theory, this is precisely a test of the strong form of bias, i.e. if eO > 1. To test
this hypothesis, I consider a specification of the form
in (wije) = a + 6sc:ef Ref x Bias + Tin (popdensc5) + Xic1+ i (18)
where Bias is the respective measure of the bias of technology. In addition to the learning-on-
the-job and the technology measure described above, I also construct two additional measures
of the skill content, namely the share of unskilled occupations and share of unskilled individ-
uals in each job. The theoretical counterpart of the parameter y in (18) is exactly the wage
premium in the factory sector. The results are contained in Table 11 and are consistent with
the existence of a strong form of technological bias. In particular, refugee-rich counties have
especially high wages in jobs where learning on the job is important, where unskilled occupa-
tions are predominant, where the share of unskilled individuals is high and where unskill-biased
technologies are employed. When interpreted through the theory, this is indicative of a large
degree of increasing returns and is hence consistent with the positive effect on average wages
reported in Table 9 and the high demand elasticity in unskilled occupations (Table 6).
Proposition 6 showed that such biased dernand shifts should not only be reflected in factor
prices, but also in region-specific employment shares. In particular, refugee-rich counties
should have relatively high employment shares in unskill-intensive factory jobs. To study this
implication, I simply calculate county c's employment share in sector or job j, pc, from the
microdata and run a specification of the form
= a +#sRef + rin (popdensc5) + X'-Y + uc, (19)
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Unskill biased Skill biased
Simple tool Computer
Manual measuring tool Numerical controlled machine
Hand drill Chemical industry machine
share of
refugees (sRef)
SRef X
Learning On Job
s**e x
Unskilled occup.
sRef x
Low educational attain.
sRef x
USB technology
Dependent variable: ln(w)
0.171 0.393** 0.452** 0.574***
(0.200) (0.198) (0.204) (0.191)
0.876***
(0.0911)
0.916***
(0.0947)
0.246**
(0.109)
0.132
(0.0989)
Observations 189485 189485 189485 189485
R2 0.232 0.250 0.296 0.246
Notes: Standard errors are clustered on the county level and shown in parentheses. There 259 clusters. ***, ** and *
denotes significance at the 1%, 5% and 10% level respectively. All regressions include a quadratic experience profile, a
set of state fixed effects, a full set of education (3 categories) and sector (16 categories) interactions and control for the
log of the population density in 1975 and the agricultural and the industrial employment share in 1939. The excluded
instrument is "log population density in 1939" at the county level and the respective interactions.
Table 11: The biased effects of refugee inflow
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where I again instrument the refugee share with the population density in 1939. The results
are contained in Table 12. The first two columns contain the results for the size of the manu-
facturing sector. Reassuringly, the initial allocation of refugees is highly positively correlated
with the county-specific employment share in manufacturing. Given the evidence on the in-
dividual level, this should not be too surprising. Note however that the coefficient implies a
larger increase in the manufacturing share than simply an "absorption' of the refugees. Letting
P[M and Pc N be the employment share in manufacturing for refugees and natives respectively,
we of course have
M= M R + (1 - SR Pc N S c R - c (20)PC -PC,RSc + PcN(-C)P 4 N C(Pc,R Pc,N)
While refugees are more concentrated in the manufacturing sector (i.e. pc > Pc N), this
difference is clearly smaller than 1, which is the coefficient reported in Table 12. This suggests,
that the inflow of refugees triggered job-creation in the manufacturing industry, which caused
also the manufacturing share of natives to be higher in refugee-rich counties - in the notation
of (20), pcMN is positively correlated with sR. While this is clearly possible, the reduced form
effect still seems very high. The estimate of the elasticity, contained in column 2, is more
reasonable. Empirically, the both the mean refugee share and the mean employment share in
manufacturing are about 0.2. Hence (20) implies that the elasticity, when evaluated at the
mean and taking M to be parametric, is roughly equal to pc - pcN, which according to
the Table 5 is on the order of magnitude of 0.1. Columns three to six contain the results
for job-specific employment shares. It is clearly seen that refugee-rich counties have higher
employment shares in job, which rely on learning-by-doing, are characterized by unskilled
occupations, employ unskilled workers and rely on unskilled-biased technologies. Together
with the findings on individual earnings, this is consistent with refugee inflows having triggered
labor supply shifts towards unskill-intensive occupations and subsequently having induced
demand shifts in precisely those industries.
To summarize, the consequences of this large scale population transfer are as follows.
For the population of refugees, the expulsion was associated with substantial breaks in their
employment histories that for many persisted through their entire career. At the sectoral
level, there is a substantial increase in manufacturing employment both within individual's
employment life-cycle and across cohorts. At the occupational level, the initial supply shift
is associated with occupational downgrading in that we see large increases in the share of
unskilled workers in the refugee population. I interpret these occupational choices as being
indicative of refugees having a comparative advantage in industries, which rely relatively little
on job-specific experience and human capital. This reallocation had sizeable effect on wages
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Empl. share in manufacturing Job-specific employment shares
sMan ln(sMan)
share of 0.928** -0.0199 -0.0164 -0.0643*** -0.0443***
refugees (sRef) (0.427) (0.0130) (0.0101) (0.0129) (0.0115)
log share of 0.247**
refugees (n(s'ef)) (0.118)
8 Ref X 0.0278*
Learning On Job (0.0162)
sRef X 0.0383***
Unskilled occup. (0.0111)
sRef X 0,0813***
Low educational attain. (0.0113)
8 Ref X 0.0750***
USB technology (0.0113)
log population 0.00601 0.00434 0.000109 0.000111 0.000106 0.0000739
density (1975) (0.0195) (0.0399) (0.000443) (0.000443) (0.000443) (0.000444)
empl share 0.313** 0.669** 0.00801*** 0.00803*** 0.00755*** 0.00834***
agricult. (1939) (0.131) (0.294) (0.00281) (0.00281) (0.00280) (0.00279)
empl share 0.811*** 1.708*** 0.00301 0.00306 0.00278 0.00338
industry (1939) (0.153) (0.378) (0.00293) (0.00293) (0.00293) (0.00290)
Observations 245 245 12991 12991 12991 12991
R2 0.278 0.293 0.004 0.003 0.006 0.004
Notes: Robust standard errors are shown in parentheses. ** ** and * denotes significance at the 1%, 5% and 10% level respectively. All regressions include a
set of state fixed effects. The excluded instrument is "log population density in 1939" at the county level. In the first stage regression, "log population density in
1939" has a t-statistic of -7.58. The interaction terms are instrumented with the respective interactions with the log of the population density in 1939.
Table 12: The effect of refugees on county level employment shares in 1975
in that even 15 years after the expulsion, refugees earn on average 10% less. About 70% of
these lower wages can be explained by this adverse sorting of refugees into low-wage sectors
and occupations.
At the level of local labor markets, the long-run effects of refugee inflows are positive as
average wages (conditional on individual characteristics) are higher in refugee-rich counties.
The instrumental variable estimate predicts that a 10% higher refugee share in 1950 increases
wages by about 5% in 1975. This positive effect on wages is especially large for unskilled
workers and younger cohorts and in jobs, relying on technologies which are biased towards
unskilled workers. Additionally, the initial allocation is a strong predictor of the size of the
manufacturing sector and employment share in unskill-biased occupations. These results are
consistent with the theoretical framework and suggests biased technological adoption, which is
sufficiently strong for relative labor demand being upwards sloping. While the data allows me
to measure job-specific technologies, I am not able to distinguish between the extensive and
the intensive margin of this adoption, i.e. did refugee-rich counties experience entry of unskill-
intensive firms or takes adoption place within the firm. In the theoretical framework, I used
entry as a tractable way to generate endogenous bias. Incidentally, there is anecdotal evidence
for this modelling device. In 1949, Clarence M. Bold, the deputy director of the regional office
for the military government in Bavaria, argued that "since refugees and bombed-out Bavarians
now living in rural areas cannot move nearer to industrial jobs, such jobs must go to them.
In fact many world famous industries wanting to reestablish in Bavaria have already sought
locations in non-industrial areas near idle workers" (Office of the Military Government for
Germany, 1949, p. 26). By using data on firms' location decision in the 50s and 60s, it would
be possible to study if this was indeed an important margin of adjustment and I plan to do
so in the near future.
4 Conclusion
If firms change their technology in response to changes in labor supply, supply shifts will
induce movements in the long-run aggregate demand function. If technological adoption is
biased towards the more abundant factor of production, the long-run demand function will be
more elastic and might be upward sloping if the technological response is strong enough. To
know how firms' production possibility sets react to changes in labor supply is therefore crucial
to predict the long-run implications of supply shifts on factor prices and allocation patterns.
In this paper I study this question by exploiting a historical episode that induced large shifts in
labor supply in Western Germany. After World War II, 8 million ethnic Germans were expelled
from their homes in Eastern Europe and transferred to Western Germany. This increased the
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population by 20% in a 2-year period. Analyzing individual-level data from the 1960s and 70s,
I show that the population of refugees experienced drastic sectoral and occupation change.
In particular, the share of manufacturing workers increased by 45% and the employment
share in unskilled occupations by 55% at the impact of the expulsion and this reallocation
persisted through the entire employment life-cycle of most refugees. Refugee inflows can
therefore be interpreted as a shift in labor supply, which is particularly pronounced in unskill-
intensive occupations. To test if firms endogenously adopted biased technologies as a response,
I exploit the regional variation in refugee inflows across local labor markets. Using information
on detailed job-characteristics, I show that 25 years after the initial allocation, refugee-rich
counties have a larger manufacturing sector and are characterized by larger employment shares
in unskill-intensive occupations and in jobs where formal human capital is unimportant and
unskill-biased technologies predominantly used. Turning to the wage data, I find that wages
in refugee-rich counties are not only higher on average but especially so in precisely these
occupations. This is consistent with theories of biased technological adoption, where the
inflow of refugees induced shifts in the demand function for inexperienced labor.
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5 Appendix
5.1 Cohort profiles for agricultural employment
Figure 5 shows the cohort-specific employment share in agriculture. The increase in the
agricultural share at the late stages of the life-cycle is again likely due to earlier retirement in
non-agricultural sectors (see also footnote 19).
--- C 2{ Retuges)
-Pmachar 3(Refgees
--- ~Cohort4~4(Rlge)
Ce I= coorame)
a mCohmr 2(Ntfive)
a sC~hr 3( aive)
= Cohor 4{Naum)
Notes: The figure shows the employment shares in agriculture for different cohorts in both the refugee and the native
population. The results for refugees are shown in solid lines, the results for natives are the dashed lines.
Figure 5: Employment share in agriculture for different cohorts
5.2 BBIB Data
Table 13 presents the results of probit estimates of the probability of using unskilled biased
technologies (columns 1 to 3) and of having learnt the required skills on the job (columns 4 to
6).
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High education -0.648*** -0.603*** -0.384*** -0.364***
(0.0236) (0.0260) (0.0215) (0.0237)
log income -0.470*** -0.0343
(0.0318) (0.0235)
Firm has less 0.0187 0.0209
than 10 employees (0.0352) (0.0311)
Firm has more -0.0453 -0.0366
than 1000 employees (0.0333) (0.0309)
Observations 16820 14495 16820 16820 14495 16820
Notes: Robust standard errors shown in parentheses. ***, ** and * denotes significance at the 1%, 5% and 10% level
respectively. All regressions include state fixed effects, sector fixed effects and fixed effects for 7 categories of city size.
Table 13: The correlates of unskilled-biased technologies and learning on the job
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Usage of unskill-biased machines Skills learnt on the job
Chapter 3
Firm Heterogeneity and Import Behavior:
Evidence from French Firms'
1 Introduction
Trade in intermediate inputs is an important component of aggregate trade flows and has
been growing at an enormous pace in the last decades (Feenstra, 1998; Hummels, Ishii, and
Yi, 2001). Furthermore, a number of recent papers have established that trade in intermediate
inputs can have substantial positive effects on firm productivity (Amiti and Konings, 2007;
Goldberg, Khandelwal, Pavcnik, and Topalova, 2009; Halpern, Koren, and Szeidl, 2009). An
analysis of firms' import demand is therefore central for our understanding of both aggregate
trade flows and firm level productivity gains from international sourcing. So far, however,
relatively little is known about firms' import behavior.2 In particular, a theoretical framework
of importing that is consistent with the firm-level evidence is missing. In this paper we take a
step towards filling this gap. We start by proposing a simple model of import demand which
is based on two core assumptions: productivity differences are the only source of firm-level
heterogeneity and prices, fixed costs and input qualities are common across firms. We then use
a comprehensive data set of French manufacturing firms to test its qualitative predictions on
both the extensive and intensive margin. In this way, we identify the aspects of the data which
such simple model can account for, and the ones for which further theoretical refinements are
needed. Furthermore, we show the precise direction in which the core assumptions of the
model need to be amended to qualitatively match the micro data.
In the last decade, the field of international trade has seen a fruitful interaction between
theoretical work and micro evidence. However, the vast majority of these contributions has
been concerned with the behavior of exporters. A first generation of empirical papers estab-
lished a number of stylized facts, namely that few firms engage in exporting, that exporters
are larger and more productive than non-exporters, and that exporters usually sell most of
their output domestically (Bernard and Jensen, 1999; Bernard, Jensen, Redding, and Schott,
'This chapter is the product of joint work with Joaquin Blaum and Claire Lelarge. We especially thank Ar-
naud Costinot for numerous helpful discussions and persistent encouragement. We also thank Daron Acemoglu,
Thomas Chaney, Sam Kortum and seminar participants at the University of Chicago and MIT.
2 Notable exceptions are Bernard, Jensen, and Schott (2009); Bernard, Jensen, Redding, and Schott (2007),
Halpern, Koren, and Szeidl (2009) and Kugler and Verhoogen (forthcoming, 2010).
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2007). These findings were accompanied, on the theory side, by the development of frame-
works that allow for firm-level heterogeneity and assume fixed costs to exporting (Melitz, 2003;
Bernard, Eaton, Jensen, and Kortum, 2003; Chaney, 2008). More recently, Eaton, Kortum,
and Kramarz (2004, 2008) have uncovered a number of novel facts regarding the entry behav-
ior of firms into different export markets, and have subsequently shown how these facts can be
theoretically rationalized by augmenting Melitz (2003) with various dimensions of firm-level
heterogeneity as well as the marketing cost function of Arkolakis (2008). Compared to the
developments on the export side, our knowledge about firms' import decisions is rather lim-
ited. Bernard, Jensen, Redding, and Schott (2007) show that the basic firm level facts about
exporters are replicated for importers in the US, namely that importing is a rare activity and
that importers are bigger and more productive than non-importers 3 . More recently, Halpern,
Koren, and Szeidl (2009) establish some new firm-level facts on entry into import markets,
and estimate a structural model of import behavior to identify and quantify the mechanisms
driving the productivity gains associated with imported inputs.4
To motivate the basic ingredients of the theory, we start by documenting a set of facts
regarding the entry behavior of importers into different import markets. First, we find sub-
stantial heterogeneity in the number of imported products across firms: while the median
importing firm sources only 6 products, many firms source more than 40. Second, we study
a new entry margin by defining an import market as an 8-digit (NC8) product from a given
country, that is, as a variety.5 We document the distribution of the average number of vari-
eties per product French importers source, and find that the vast majority sources a limited
number of varieties - 90% of the firms use less than three varieties per product. These facts
are suggestive of firm-level differences in productivity, and non-trivial fixed costs to import-
ing additional varieties. Finally, on the intensive margin, we document a striking degree of
concentration in that importers spend most of their import expenditure on a small number of
products and varieties: even intense importers, sourcing more than 50 products or 25 varieties
per product, spend 80% of their expenditure on the top 5 products or varieties respectively.
This suggests that quality differences across varieties are an important aspect of the data.
Based on these findings, we build a theoretical framework featuring firm-level productivity
differences and variety-specific fixed costs and qualities. Firms are monopolistic producers of
a differentiated good (as in Melitz (2003)) and decide on the cost-minimizing way to produce.
3 In fact, this is reasonable given that importing and exporting are highly correlated.
4 While Halpern, Koren, and Szeidl (2009) is closely related to this paper in that they also study firms'
import demand, their emphasis is very different. Their main contribution is to quantify the importance of the
quality and the complementarity channels by which imported inputs increase firm productivity. In contrast,
we are interested in a model that can successfully account for the intensive and extensive margins of import
demand.
5 This definition of a variety is standard in the literature. See Broda, Greenfield, and Weinstein (2006).
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There is a set of potential inputs, each of which is available in a domestic variety and possibly
many foreign varieties. The production technology features a love-of-variety effect, but the
firm's ability to reap these benefits is limited by the presence of two types of fixed costs -
to being an importer and to importing any specific variety. The model is standard in the
following sense: (i) there is only one dimension of firm level heterogeneity (namely, productiv-
ity), and (ii) input prices, trade costs (both fixed and variable) and the qualities of imported
intermediates are not allowed to be a function of firms' characteristics 6 , though they can differ
across varieties.
On the extensive margin, the model predicts that more productive firms select into im-
porting, import more products, and import more varieties of each product. The reason is that
more productive firms benefit more from a given reduction in the marginal cost of production
and are therefore willing to pay more for the possibility of using an extra input, or an extra
variety of a given input (Melitz, Helpman, and Yeaple, 2004). On the intensive margin, there
are two main implications. The first implication of the model is intuitive: as more productive
firms source more products (varieties), the model predicts that these firms spend a lower share
of their expenditure on each product (variety)7 . The second implication is more subtle. Our
assumptions of common input prices and qualities across firms and factor neutral productivity
imply that conditional on the sourcing strategy (i.e. which products and varieties to import),
expenditure shares across products and varieties are fully determined by price-adjusted qual-
ities. Firm-characteristics, in particular productivity, should not affect firms' relative input
demand once the sourcing strategy is controlled for.
We then test these predictions using a dataset of French manufacturing firms. Overall,
the model does fairly well when contrasted to the data. Concerning the extensive margin
predictions, we find that more productive firms are more likely to be importers, import more
products and more varieties per product. On the intensive margin, we first analyze the alloca-
tion of expenditure across imported inputs. We find that more productive firms have indeed
lower expenditure shares for their individual varieties. More importantly, once we control for
firms' sourcing strategies8 , firm-productivity and other firm-characteristics cease to be impor-
tant determinants. That is, we find that productivity affects foreign expenditure shares only
through its effect on the sourcing strategy. We regard this as evidence supporting the two core
6 This contrasts with the assumptions made in the export literature (Eaton, Kortum, and Kramarz, 2008;
Arkolakis, 2008).
7 While this prediction seems to be almost mechanical, it is important to note that it would not hold in a
variety of alternative settings. If, for instance, productivity was factor biased (see Kugler and Verhoogen (2010)
for an example), an increase in productivity may increase the number of products sourced but some products
would nonetheless receive a higher expenditure share. Thus, testing the prediction that more productive firms
devote a lower share to each of their products is informative about the underlying production process.
8 Recall that the sourcing strategy is defined as the set of products and varieties imported.
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ingredients of our standard model (namely factor neutral productivity and common prices and
qualities across firms) when applied to the relative demand across foreign inputs. However,
when we turn to firms' expenditure on domestic vs. foreign inputs, the model is not supported
by the data. We show that after controlling for the sourcing strategy firm characteristics sig-
nificantly affect domestic spending decisions. In particular, for a given sourcing strategy, more
productive firms spend a higher share of their budget on domestic inputs. If French products
are of high quality, this result is consistent with firm productivity and input quality being
complements (see also Kugler and Verhoogen (2010)).
Taken together, these results indicate that a standard model of import demand with a
single source of firm level heterogeneity and prices that cannot vary with firm characteristics is
qualitatively consistent with the extensive margin evidence but is at odds with an important
aspect of the intensive margin. While these assumptions seem to work reasonably well for
spending decisions across foreign varieties, they are too restrictive to account for the pattern
of expenditure on domestic inputs. In particular, a mechanism inducing firm level variation
in the effective relative price of domestic inputs vis-a-vis foreign varieties (above and beyond
the variation induced by the sourcing strategy) is required by the data. While an exact micro-
foundation for such mechanism is beyond the scope of this paper, our results highlight the
precise dimension in which the standard model needs to be augmented.
The rest of the paper is organized as follows. Section 2 documents some extensive and
intensive margin facts about importers. Section 3 contains our theoretical framework to study
the behavior of importers. Section 4 brings the predictions of the model to the data and
discusses the implications of the results. Finally, section 5 concludes.
2 Some Stylized Facts of Import Behavior
In this section we establish a number of novel facts about the import behavior of manufacturing
firms. To this end, we use a comprehensive dataset containing all international transactions, as
well as other important characteristics, of every manufacturing firm in the French economy for
the years between 2001 and 2006. The main picture that emerges is one of high concentration
among many different dimensions of the data. Few firms import but those who do spend
most of their expenditure domestically. Regarding the import budget, even intense importers
allocate most of it to a limited number of products and varieties.
2.1 Data
In this section we briefly describe our dataset. A more detailed description is contained in
the Appendix. Because we are interested in the demand for inputs, we restrict the analysis
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Quantiles
25% 50% 75% 90% 99%
No of annual trade interactions per country 10 53 328 3,763 69,371
No of annual trade interactions per product 8 25 74 179 752
No of annual trade interactions per firm 2 8 25 59 238
Value of firm-product-country interactions (1000EUR) 44.15 268.53 1,258.83 5,319.10 70,993.13
Number of firm-product-country observations 705,316
Table 1: The concentration of French imports.
to manufacturing firms. We observe import flows for every manufacturing firm in France
from the official custom files. Manufacturing firms account for 31% of the population of
French importing firms and 56% of total import value in 2001. Overall, French firms trade
with a total 226 countries. The flows are classified at the 8-digit (NC8) level of aggregation,
which means that the product space consists of roughly 9,500 products. Using unique firm
identifiers we can match this dataset to fiscal files, which contain detailed information on firm
characteristics. The final sample consists of an unbalanced panel of roughly 260,000 firms
which are active between 2001 and 20069.
A first overview over our dataset is contained in Table 1, which shows characteristics of the
distribution of the number of annual variety flows (i.e. product-country cells) across firms.10
In total we observe roughly 700,000 variety-firm pairs. Given that there are about 30,000
importers in our data, the average importer imports about 23 varieties of potentially different
products. Table 1 however shows that this average is not too informative as international
activity is highly concentrated. The first two rows characterize the distribution of shipments
across countries (row one) and products (row two) and show that French import flows are very
concentrated - both geographically as well as in the product space. The median country is
only active in 50 firm-product cells, whereas the top two exporting countries to France, namely
Germany and Italy, report 70,000 interactions in distinct firm-product cells. A similar picture
emerges when we look at the different products the French economy sources from abroad. For
half of the potential products, i.e. roughly 5,000 products, only 25 country-firm interactions
are observed, whereas the most popular products are shipped into France in more than 750
distinct country-firm combinations. Hence, international trade is very concentrated on few
countries and few products. Note in particular the still very large difference between the 99%
and 90%-quantile.
9This dataset is not new and has been used in the literature before (e.g. Mayer, Melitz, and Ottaviano
(2010); Eaton, Kortum, and Kramarz (2004, 2008)). However, these contributions focused almost exclusively
on the export side.
l0 Table 1 is of a similar flavor as the discussion of sparsity by Armenter and Koren (2008) but it is slightly
different. Whereas they analyze the data on the flou level, we aggregate the data within a firm-variety cell,
because it is these quantities which our model can speak to.
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A similar concentration is also seen on the firm level. For most of the importing firms
receiving an imported product is a rare event: the median firm sources only 8 varieties a year
internationally. The top one percent of firms (that is, 300 firms) import 240 varieties. Finally,
there is also a striking degree of heterogeneity in the total values different firms import from
individual varieties. Whereas the most active firm-variety pairs are worth more than 70m EUR,
a quarter of French importers import less than 45,000EUR worth of the varieties they source
internationally within a year. Thus, at whatever dimension we look, the world of international
trade is a small world. Few firms are actively participating and, when they do, they tend to
import from a small set of countries and only a small subset of potential commodities.
2.2 Facts on Import Behavior
Fact 1. There is substantial heterogeneity in the number of products imported.
The median importer sources 6 products from abroad, but some firms source up
to 90 products. Figure 1 shows the number of firms importing k products for different
values of k. Three properties stand out. First of all, there is substantial variation in the
number of products sourced across importing firms. Whereas roughly 20% of firms source
only one product, there are a number of firms importing more than 40 products from abroad.
On average, French importers import 13 products from abroad, but due to the skewness of the
distribution the median number of products is only 6. Secondly, the locus depicted in Figure
1 is strictly decreasing and for the more intense importers (i.e. firms importing more than
10 products), the graph is almost linear, so that the semi-elasticity of the "product extensive
margin" is roughly constant. Increasing the number of imported products by one decreases the
number of firms doing so by 1.4 percent. Finally, the schedule is highly convex, i.e. there are
much fewer firms sourcing exactly 10 products than there are firms sourcing only one product.
Fact 2. Most firms source few varieties of each product. 90% of the firms source
at most 3 varieties per product, and only 1% sources more than 8. In Figure 2 we
depict the distribution of the average number of varieties per product. Figure 2 clearly shows
that the vast majority of firms sources only a very limited number of varieties - 90% of French
firms have less than three varieties per product and only one percent of the firms source
more than 8 varieties per product. So if there are indeed high productivity gains through
love of variety effects (Halpern, Koren, and Szeidl, 2009; Goldberg, Khandelwal, Pavcnik,
and Topalova, 2009), global efficiency gains from a finer division of labor are far from fully
exploited.
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Notes: The figure shows the number of firms importing k products for different numbers of k. A product is
defined on the 8-digit level and a firm is defined to be an importer of product k, whenever it imports a positive
amount from at least one country. We use 6 years of data from 2001-2006 and report the yearly average.
Figure 1: How many products do firms import?
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Notes: The figure shows the distribution of the average number of varieties per product, i.e. the distribution of
Vi = Ek sk,iV.i, where sA,,i is the expenditure share of firm i on product k and V,i is the number of varieties
firm i sources in product k. We use 6 years of data from 2001-2006 and report the yearly average.
Figure 2: How many varieties do firms source?
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Notes: The figure shows the average expenditure share on the 5 most popular products of firms importing k
products for different values of k. For the unweighted average all firms get an equal share, for the weighted re-
sults, we weigh firms by their import value. We also depict the counterfactual expenditure share if expenditures
were equalized across products.
Figure 3: Concentration of firms' import spending across products.
Fact 3. Expenditure shares are highly concentrated across products. Firms im-
porting 50 products spend 80% of their import budget on only 5 products. Im-
porters spend an overwhelming part of their import expenditure on a small number of prod-
ucts. In Figure 3 we show the cumulative average expenditure share of the five most popular
products for firms sourcing k products for different values of k. Given that firms who source
only 6 or 7 products spend by construction at least a fraction of 72%-83% on their five most
popular products, we also depict the counterfactual expenditure share if expenditures were
equalized across products. It is clearly seen that the concentration is high. Firms sourcing 50
product still allocate 80% of their expenses on merely 5 products and even firms that source
100 products do so with 70% of their budget.
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Notes: The figure shows the average expenditure share on the 5 most popular varieties of firm-product pairs
with V many varieties for different values of V. For the unweighted average all firms get an equal share, for the
weighted results, we weigh firms by their import value. We also depict the counterfactual expenditure share if
expenditures were equalized across varieties.
Figure 4: Concentration of firms' import spending across varieties.
Fact 4. Expenditure shares are highly concentrated across varieties within prod-
ucts. Firms importing 25 varieties per product spend 80% of the product's expen-
diture on only 5 varieties. We now look at the allocation of expenditure within products.
In Figure 4 we depict the average expenditure share on the top 5 varieties for firms sourcing
V varieties per product for different values of V. Even firms sourcing 25 varieties, spend 80%
of their total expenditure on those varieties on their 5 most popular ones.
3 A Simple Model of Importing
Motivated by these facts, we develop a theoretical framework to account for firms' import
decisions. First, we allow for productivity differences across firms to be able to account for
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the startling degree of heterogeneity in firms' behavior. Second, we allow for variety-specific
fixed costs of importing to rationalize the fact that most firms source a rather small number of
products and varieties from abroad (Facts 1 and 2). Finally, we allow for differences in quality
and transport costs across imported intermediates. This seems necessary in face of the high
variation in expenditure shares documented in Facts 3 and 4. We then impose two further
assumptions that will play a key role in the results. First, we allow for a single dimension
of firm-level heterogeneity (factor neutral productivity). Second, we restrict prices, product
qualities and trade costs (both fixed and variable) to be common across firms. These two core
assumptions constitute a natural starting point, and give empirical content to the model."'
We incorporate these elements in an otherwise standard model of international trade, which
is probably the most basic model applied work would start with. This will allow us to identify
the features of the data that such canonical model can and cannot explain, and thus to isolate
avenues for future research.12
We consider the following economy. On the output side, we adopt a specification similar
to Melitz (2003). There exists a continuum of firms, each of which is a monopolist in its
particular product line. As stressed above, the single dimension of firm heterogeneity is their
(factor neutral) productivity. Formally, each firm has access to a production function
y = pq(z), (1)
where <p denotes the firm's TFP, z is a vector of inputs and q is a constant returns to scale
production function. To keep the model close to the empirical analysis, we make the usual
distinction between products and varieties. In particular, we think of inputs as being different
products when they come from different 8-digit product classes and differentiated varieties if
they are in the same product class but sourced from different countries. Hence, z = [zjk],k,
where k denotes a particular product and j denotes the variety of this product. For conve-
"These assumptions contrast with the ones made in Halpern, Koren, and Szeidl (2009), who assume fixed
costs to vary at the firm level, and Kugler and Verhoogen (2010), whose model generates non-neutral produc-
tivity differences across firms.
12 The recent years have seen substantial progress on the export side, with Eaton, Kortum, and Kramarz
(2008) allowing for firm-specific demand shocks, Arkolakis (2008) developing a microfoundation for heteroge-
neous fixed costs of entry and ? considering multi-product firms. These are examples of theoretical advances
being influenced by empirical failures of a standard model. As the theory of importing is less developed than its
exporting counterpart, an empirical investigation of the qualitative patterns of a standard model will hopefully
have similar consequences there.
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nience 13 we model q as a nested CES production function (P
q (x1,...,xK) = (x," where Xk= (Ijkzk)
kE K (jEVk
where 7 jk measures the quality of variety j for product k and Vk denotes the set of varieties
of product k.
On the demand side, consumers' preferences for the differentiated products are given by
the usual CES aggregator
/1 ,_, ( p)-~ de ,
where y (W) is the level of output of firm W. Assuming that a > 1, the demand for firm W's
product is given by
y () = Yp ( (2)
so that the profit maximizing price is p (V) = r MC (p), where MC (V) denotes the firm's
marginal costs, and we use the ideal price index as the numeraire. Firms' marginal costs
depend on their production decisions, in particular on their international sourcing strategy.
We order varieties such that the first variety for each product refers to the domestic input.
Firms take the set of prices [pk]kj,k as given. These prices contain all variable transport costs
which accrue whenever a foreign variety is acquired, that is, Pik = (1 + -rjk)p,, where pjtk is
the price of product k at country j and rk are the iceberg transport costs of product k from
country j to France.
Sourcing a foreign input is subject to fixed costs. In particular, sourcing variety j of
product k from abroad entails a fixed cost of fgk > 0. Additionally, there is a fixed cost
to being an importer, which we denote by r > 0. We assume that there are no fixed costs
to sourcing domestic varieties. The firm's cost-minimization problem consists therefore in
choosing a sourcing strategy V = (V,.., VK) - which specifies a set of inputs K and sets of
varieties Vk for each input- as well as input demands zjk.
Consider a firm that has decided to follow a sourcing strategy given by V. Using the CES
13 All of the theoretical results do not rely on the CES structure. Imposing the CES structure, however, gives
us convenient closed form solutions for the demand systems, which will guide our empirical implementation in
Section 4.
135
structure, standard calculations show that unit costs are given by
c (V,..., VK)- V) =: c k)- (3)
kEK (jEVk
where
2jk ?jk
Pjk (0jk3pk
is the quality flow per dollar spent of variety j in product k. Using (3), the marginal cost of
production is therefore given by
1MC (W, V) = c (V)-. (5)
Note that c (V), and hence MC (W, V), is strictly decreasing in the number of elements in
Vk as the production function features a standard love of variety effect. This captures the
efficiency gains from being active internationally.
Let us now turn to the choice of the optimal sourcing strategy. Using (5), the demand
function (2) and the profit maximizing price, firms' profits are simply given by
fA ( if domestic
ir (V; po) = ,1(6)jA (- ) - 'kEK() E jEVk(p) fik - n if importer
where A = (- ) (-) Y is constant across firms. Given (6), the optimal sourcing strategy
of firm W is then given by
V (s)=(V1 (O), V2 (W) ,,VK (W)) = arg max7r (V; p) . (7)
V
Given the complementarity between c (V) and V contained in (6), it is immediate that c (V (s))
is weakly decreasing in W so that more productive firms produce at lower marginal costs. In
particular, there exists a critical level of productivity T = T (f, r,, () such that only firms with
s > 7 are active internationally. Intuitively, more productive firms gain more from lowering
their marginal costs and hence are more willing to pay the fixed costs to access a higher number
of varieties (Melitz, Helpman, and Yeaple, 2004).
This heterogeneity in sourcing strategies has also implications for the distribution of sales.
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In particular, sales are given by
1n (p (p) y (p)) = ln (oA) + (o- - 1) (ln (p) - 1n (c (V (p)))) , (8)
which now depend on firm productivity via the direct productivity effect (in (W)) and indirectly
through the sourcing strategy (V (p)). As c (V (p)) is decreasing in o, sales are not only strictly
increasing in productivity, but the elasticity of sales with respect to productivity exceeds a -1,
the one of the closed economy.
Let us now turn to the set of implications which are more specific to firms' import behavior.
First, we consider the number of varieties sourced internationally. While (7) shows that the
marginal cost of production c (V (p)) is decreasing in productivity via the endogenous sourcing
decision, this does not imply that productive firms source more varieties. It might be that
unproductive firms source multiple varieties with low fixed costs and low quality flows and
high productivity firms concentrate on few fixed cost expensive varieties which yield high
quality flows . We can show, however, that under a mild condition 14 the model predicts that
less productive firms source a strict subset of the varieties their more productive counterparts
import. This will be assumed from now on 15 . As a corollary, the model predicts that the
number of importer products,
K (g) = 1 [Vk (sp) > 1],
kEK
is increasing in firm productivity.
The model also has strong implications for the intensive margin of trade. Using the CES
structure, firm V's expenditure share on variety v for product k is given by
Svk (so) = PvkZvk (nvk/Pvk)' k = (vk
Z-jEVk(Cp)Pjkzjk >ijV1~ M Gj~(~'j M~s)
where (k (s) - Evk(w) ~ is the average quality flow per variety of product k.
(9) has two main implications which will be at the center of the empirical analysis. First, more
productive firms are predicted to have lower expenditure share on each individual variety.16
Second, given a sourcing strategy V (W), expenditure shares are entirely determined from
the distribution of price-adjusted qualities across varieties. It is important to note that our
4 We show in the appendix that to a first order approximation this will be satisfied whenever the relative
efficiency gains of an additional variety for two firms do not exceed their relative sales.
15With a slight abuse of notation, Vk (<p) will denote both the set of varieties and the total number of varieties
that firm p sources of input k.
16 Recall that this implication is not mechanical. See the discussion in footnote 7.
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two core assumptions (namely, factor neutral productivity as the single source of firm level
heterogeneity and prices, fixed costs and qualities being common across firms) imply that
expenditure shares only depend on V via the set of varieties sourced. This is an exclusion
restriction which we will test in the data. Also note that this restriction does not rely on the
CES functional form.
Since expression (9) also holds for the domestic variety, the model predicts that more
productive firms spend relatively less on domestic inputs. However, for a given choice of
imported varieties, domestic expenditure shares should not depend on productivity. The firm's
total expenditure share on domestic products sD (W) is a weighted average of product-specific
domestic shares Sk (V), i.e.
SD ') Sk (W) Sk () (EEk)) p 1) P 1  Mp (10)
kEK EK kEK (EVkp )
Again, (10) shows that firms' domestic expenditure share depends on the price-adjusted qual-
ities and on firms' sourcing strategies V (V) - conditional on the latter all firm characteristics
are irrelevant.
To sum up, the main lessons we draw from this theoretical exercise are:
1. Importers are positively selected on productivity, i.e. the set of importers is given by
I = {IV ;> F (f, ,, ()}, and sales are increasing in firm-productivity (see (8)).
2. The number of imported products is increasing in firm productivity p.
3. Within products, the number of varieties firms import is increasing in firm productivity
Vp.
4. Expenditure shares across products and varieties are decreasing in firm-productivity.
Furthermore, conditional on firms' sourcing strategies, expenditure shares across varieties
and products are fully determined by the distribution of qualities [Kvk],,k and thus do
not depend on firm characteristics.
5. In particular, more productive firms have lower expenditure shares on domestic products.
In the following section we test these five predictions. Before doing so, we note that the
model is consistent with the broad facts from the previous section. Dispersion in firm-level
productivity translates into dispersion in the number of products sourced (Fact 1), and the
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number of varieties (Fact 2)17. Facts 3 and 4 can be rationalized by allowing the qualities
and/or trade costs to have enough variation across products and varieties.
4 Testing the qualitative predictions of the model
The goal of this section is to test the five qualitative predictions derived above. An important
issue that arises is that firm-level productivity is unobservable. We deal with this problem by
taking the model at face value and proxying productivity with log sales, as (8) predicts a strictly
monotone and roughly log-linear relation. As additional robustness checks we also consider
two direct estimates of firm productivity. First we take an OLS-based measure by calculating
TFP as the residual from industry-specific OLS regressions of log value-added on log capital
and log employment (see Bernard and Jensen (1999); Kugler and Verhoogen (forthcoming)).
Second we estimate firm-level TFP using the procedure proposed by Levinsohn and Petrin
(2003).18
4.0.1 Prediction 1: Selection on productivity
The fundamental sorting prediction of the model is that importers are positively selected on
productivity. Table 2 reports the results of a regression of an import dummy on measures of
firm productivity and various other firm characteristics. The prediction is borne out in the
data. Column (1) shows that more productive firms, as measured by sales, are more likely
to be importers. In columns (2) and (3) we control for additional firm characteristics which
potentially affect import status and are correlated with productivity. That the lagged import
status is highly significant suggests that fixed costs to importing are at least partly sunk. It
is reassuring that exporters and members of a foreign or corporate group are more likely to
be importers. Note that column (3) contains firm fixed effects. Finally, columns (4) and (5)
show that these results are robust to using other measures of productivity. These findings are
consistent with the literature (Bernard, Jensen, Redding, and Schott, 2007; Halpern, Koren,
and Szeidl, 2009; Kugler and Verhoogen, forthcoming).
4.0.2 Prediction 2: More productive firms import more products
Another extensive margin prediction of the model is that more productive firms source more
products. Table 3 reports the results of testing this basic implication of the model. Column
1 7Note that in the model's notation, Fact 2 depicts the histogram of V () = EkCK(p) Sk (cp) V (p), where
sk (W) denotes the expenditure share firm W spends on its imported product k.
18 We rely on the specification based on value added, using intermediate inputs as an instrument. As a third
measure of TFP we also consider the firm-level Solow residual (TFP = Y/(L*K'-) where ci is a sector-specific
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Dep. var. Indicator of import status
mean = 0.196
(1) (2) (3) (4) (5)
log Sales 0.107*** 0.028*** 0.029***
(0.000) (0.000) (0.001)
Lagged Import Status 0.755*** 0.018*** 0.019*** 0.018***
(0.001) (0.004) (0.004) (0.004)
TFP-LP 0.009***
(0.001)
TFP-OLS 0.010***
(0.001)
Exporter 0.088*** 0.085*** 0.085***
(0.002) (0.002) (0.002)
Corporate Group 0.013*** 0.013*** 0.012***
(0.002) (0.003) (0.003)
Foreign Group 0.013*** 0.013*** 0.013***
(0.005) (0.005) (0.005)
Firm FE N N Y Y Y
R2 0.396 0.750 0.875 0.878 0.879
Observations 1,107,962 858,456 858,394 637,780 639,016
Notes: Robust standard errors in parentheses with ***, ** and * respectively denoting significance at the 1%, 5% and
10% levels. All regressions include year fixed effect, age fixed effect and sector fixed effects. The dependent variable is an
indicator of the firm's import status. "Lagged Import Status" is an indicator for the firm's import status in the previous
year. TFP-OLS is calculated as the residual from an industry-specific OLS regression of log value added on log capital
and log employment. TFP-LP is calculated using the method of Levinsohn and Petrin (2003). A firm is member of a
foreign group if at least one affiliate or the headquarter is located outside of France. A firm is member of a corporate
group if it is controlled by another firm or it has control over at least one affiliate.
Table 2: Selection into importing
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Dep. var. In nb. imported products
[ln] mean = 11.9481 17.657
(1) (2) (3) (4) (5)
log Sales 0.493*** 0.436*** 0.342***
(0.001) (0.002) (0.007)
Exporter 0.292*** 0.114*** 0.140*** 0.140***
(0.007) (0.007) (0.007) (0.007)
Corporate Group 0.024*** 0.045*** 0.070*** 0.071***
(0.006) (0.007) (0.008) (0.008)
Foreign Group 0.365*** 0.025** 0.039*** 0.035***
(0.008) (0.010) (0.011) (0.011)
TFP-LP 0.068***
(0.005)
TFP-OLS 0.106***
(0.006)
Firm FE N N Y Y Y
R2 0.449 0.463 0.918 0.914 0.915
Observations 167,733 167,711 167,711 156,506 158,460
Notes: Robust standard errors in parentheses with ***, ** and respectively denoting significance at the 1%, 5% and
10% levels. All regressions include age, 4-digit industry and year fixed effects. The dependent variable is the log of the
number of imported products of firm i, i.e. In (K;), where Ki = Ek 1 [Vk,i > 1] and Vk,i is firm i's number of varieties
of product k. TFP-OLS is calculated as the residual from an industry-specific OLS regression of log value added on log
capital and log employment. TFP-LP is calculated using the method of Levinsohn and Petrin (2003). A firm is member
of a foreign group if at least one affiliate or the headquarter is located outside of France. A firm is member of a corporate
group if it is controlled by another firm or it has control over at least one affiliate.
Table 3: Productivity and the number of imported products
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(1) shows that sales are strongly positively correlated with the number of imported products.
Adding other firm level controls such as dummies for exporting status or membership in a
foreign or corporate group reduces the coefficient only slightly and even after incorporating
firm fixed effects in column (3) sales still have a very high positive effect. 19 As expected,
exporters and members of corporate and foreign groups source more products internationally.
Quantitatively, a 10% increase in sales is associated with a 3.5% increase in the number of
products sourced. These results are robust to using other measures of productivity 20 (see
columns (4) and (5)).21 Taken together, Figure 1 (from Section 2.2) and Table 3 are in line
with the type of sorting implied by the model.
4.0.3 Prediction 3: More productive firms import a higher number of varieties
The final extensive margin prediction of the model is that more productive firms import each
product from more countries. We test this implication by regressing the average number of
varieties firms source on measures of firm-level productivity and additional controls. The
results are contained in Table 4. It is clearly seen that the coefficient on sales is positive and
highly significant. In specification (2) we control for a host of firm-level characteristics which
are likely to be important determinants of the demand for imported varieties. The coefficient
on sales hardly changes. In column (3) we introduce firm fixed effects. The coefficient on
sales decreases by a third but remains robustly positive. Furthermore it is seen that exporters
and firms with foreign affiliates source more varieties per product. Somewhat surprisingly
membership of a corporate groups is associated with sourcing less varieties although this effect
vanishes once we include firm fixed effects.2 2 Quantitatively, 10% larger sales are associated
with an increase of the average number of varieties sourced by about 1%. Finally these
results are qualitatively confirmed with other measures of productivity (TFP-OLS and TPF-
LP reported in columns (4) and (5)) and hold in specifications at the firm-product level, that
is when taking the number of varieties per product (Vk,j) as the dependent variable.2 3 The
wage share). Since the results are similar with this third measure, we only report the first two.
'
9 Note that the additional firm-level variables control for intrafirm trade, that is for trade between members
of a corporate group in different countries.
20 Note that TFP is itself a function of the number of products and varieties sourced, as TFP, when measured
from firm revenues, is given by TFP (W) = :vj . However, c (V (p)) is decreasing in W if and only if more
productive firms source more products, so that the results in Table 3 are still informative about the selection
mechanism of the model.
21 We do not report these TFP measures in specifications without firm fixed effects, because in the cross-
section, they are uncorrelated with sales and negatively correlated with importing status, which makes them
unsuitable in the context of a Melitz (2003) model.
22 One possibility why members of a corporate group source less foreign varieties might be that manufacturing
units within a group rely on a French trading partner within the group to obtain their foreign inputs.
23 These results are not reported but available upon request.
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Dep. var. In av. nb. varieties
[In] mean = 10,4871 1,998
(1) (2) (3) (4) (5)
log Sales 0.169*** 0.151*** 0.110***
(0.001) (0.001) (0.003)
Exporter 0.090*** 0.025*** 0.033*** 0.033***
(0.003) (0.003) (0.004) (0.004)
Corporate Group -0.016*** 0.009** 0.016*** 0.017***
(0.003) (0.004) (0.004) (0.004)
Foreign Group 0.149*** 0.011 0.014* 0.011***
(0.004) (0.007) (0.007) (0.007)
TFP-LP 0.023***
(0.002)
TFP-OLS 0.035***
(0.003)
Firm FE N N Y Y Y
R2 0.294 0.304 0.842 0.840 0.841
Observations 167,733 167,711 167,711 156,506 158,460
Notes: Robust standard errors in parentheses with ***, ** and respectively denoting significance at the 1%, 5% and
10% levels. All regressions include age, 4-digit industry and year fixed effects. The dependent variable is the log
of the average number of varieties of firm i, i.e. In (Vi), where Vi = Ek sA, 1 Vk,i and Vk,j is firm i's number of
varieties of product k and Sk,i is firm i's expenditure share on product k. TFP-OLS is calculated as the residual
from an industry-specific OLS regression of log value added on log capital and log employment. TFP-LP is
calculated using the method of Levinsohn and Petrin (2003). A firm is member of a foreign group if at least one
affiliate or the headquarter is located outside of France. A firm is member of a corporate group if it is controlled by
another firm or it has control over at least one affiliate.
Table 4: Productivity and the Number of Varieties
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results in Table 4 are therefore consistent with the sorting mechanism which lies at the heart
of our model.
4.0.4 Prediction 4: Expenditure shares are decreasing in productivity. However,
conditional on the sourcing strategy, productivity is irrelevant.
Consider now the intensive margin, that is the expenditure shares across differentiated varieties
within imported products24 . From (9) we have that
in (svk (A)) = -ln (V ( )) + (p - 1) (ln ((vk) - ln (ak)), (11)
where (k = (Vk (O)~f' ( P- is the average quality of the Vk (W) varieties of product
k the firm sources. (11) shows that the expenditure share on individual varieties within
products is decreasing in the number of varieties sourced of that product (Vk (W)), and that
it is decreasing in productivity (as Vk (W) is increasing in W). Most importantly, conditional
on Vk (<p), firm characteristics, especially productivity, are excluded from the determination
of expenditure shares. Intuitively, once the sourcing strategy is controlled for (which under
Equation (16) reduces to the number of varieties), expenditure shares are only a function of
price-adjusted qualities25 which are assumed to be invariant across firms. 26 (11) suggest the
following regression for each product-variety pair
in (svk) avk - 7Yvkln (Vk) +f 3vkln (S) + p/kXi + ui, (12)
where all parameters are variety-product specific, si denotes firm i's expenditure share on
variety v of product k, Si firm sales, Vk is the number of varieties firm i sources of product
k and Xi contains additional firm characteristics. According to the theory, we expect that
7vk > 0 and 3 vk = ivk = 0.27 As our dataset contains 9,500 products and 220 countries,
this approach would deliver 9,500 * 220 ; 2, 000,000 predictions. 28 We rather choose a more
24This section deals only with foreign varieties. The domestic variety is excluded from this section, as it is
the subject of the following one.
25Note that these price-adjusted qualities contain prices, qualities and variable transport costs. See equation
(4).
26 It should be noted that this result follows from two assumptions on technology: constant returns to
scale and factor neutral productivity. The CES production function provides us with convenient closed form
expressions.
27Note that the error term ui in (12) contains the term (k = (ik (p)-' Y'I') ~i ) PT (see (11)), which is
a function of Vk (p). Hence, we do not expect (12) to identify the structural parameter, i.e. we do not expect
yk = 1. However, since 6A is normalized by Vk (W)-1, if the qualities (, were constant within each product,
then (k would be constant too and would not depend on Vk (p). Thus OLS would be consistent in this case.28This number is an upper bound because in practice many product-variety pairs are empty.
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Dep. var. In expenditure share on top foreign variety
[ln] mean = 1-0,0751 0,942
(1) (2) (3) (4) (5) (6)
log Sales -0.013*** 0.003*** 0.002***
(0.000) (0.000) (0.000)
log No. of Var. -0.313*** -0.314*** -0.315*** -0.315*** -0.314***
(0.000) (0.000) (0.000) (0.000) (0.000)
Exporter -0.001* 0.000 0.000
(0.000) (0.000) (0.000)
Corporate Group 0.000 0.000 0.000
(0.000) (0.000) (0.000)
Foreign Group 0.000 0.000 0.000
(0.001) (0.001) (0.001)
TFP-LP 0.000
(0.000)
TFP-OLS 0.001**
(0.000)
Product FE Y Y Y N N N
Firm FE N N N Y Y Y
R2 0.068 0.609 0.610 0.616 0.615 0.615
Observations 2,864,122 2,882,210 2,864,122 2,863,926 2,715,758 2,796,491
Notes: Robust standard errors in parentheses with ***, ** and * respectively denoting significance at the 1%, 5% and
10% levels. All regressions include year fixed effect and 3 digit industry fixed effects. Columns (1) - (3) contain product
fixed effects (8 digit). We weigh observations such that each firm has an equal weight. The dependent variable is
ln(syax), where sm'- = maxyEV, s' is the expenditure share on the most popular variety of product k. The number
of varieties is the number of countries where product k is sourced from. TFP-OLS is calculated as the residual from an
industry-specific OLS regression of log value added on log capital and log employment. TFP-LP is calculated using the
method of Levinsohn and Petrin (2003). A firm is member of a foreign group if at least one affiliate or the headquarter
is located outside of France. A firm is member of a corporate group if it is controlled by another firm or it has control
over at least one affiliate.
Table 5: Determinants of foreign expenditure shares
parsimonious specification, where we focus on the expenditure share of the main variety only.
Specifically, we take s' = max,,y, St, that is firm i's expenditure share on its most
important variety of product k, as the dependent variable and estimate
in si,m = a- yn(Vk) +3n(S)+Xi+uik,
now pooling the data across products. 29 Note that we allow for a product-specific intercept
(ak) but restrict the other coefficients to be the same across products. Table 5 reports the
results.
2Note that we could also run (12) on the pooled data (across products and varieties). This however does
not deliver a very stringent test of the model. Since shares add up to one, the average expenditure on each
variety mechanically equals 1/V, if V varieties of product k are imported. Thus once the number of varieties
is controlled for, it might not be surprising that other firm characteristics cease to be important. This is the
case empirically. The results are not reported here, but available upon request
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The first two columns show that more productive firms, as measured by sales, and firms
sourcing more varieties have lower average expenditure shares on their top variety within
products. In column (3) we include both sales and the number of varieties sourced and find
that while the coefficient on V hardly changes, the coefficient on sales drops to an economically
insignificant level (in absolute value).30 Hence, the effect of productivity on firms' expenditure
shares within products is mainly through its effect via the sourcing strategy as predicted by
the theory. In column (4) we add both firm fixed effects and additional firm characteristics as
exporting status and membership in a foreign and corporate group. We find that the previous
results are confirmed, as the coefficient on the number of varieties sourced hardly changes while
the additional firm-level controls are insignificant. Furthermore, the R 2 is basically unchanged,
which shows that firm fixed effects, and hence any time-invariant firm characteristics, have
little explanatory power.31 Columns (5) and (6) show that these results are robust to using
different measures of productivity.3 2
The main takeaway of the results in Table 5 is that the data does not seem to require firm-
level heterogeneity, in particular productivity, to account for the determination of expenditure
shares across imported products once the sourcing strategy is controlled for. This result is im-
portant, especially for applied theoretical work, because it provides support for the assumption
of factor-neutral productivity differences across firms. Note that Kugler and Verhoogen (2010)
find support for a complementarity between firm productivity and input quality, which is at
odds with factor-neutral productivity. More precisely, they show that more productive firms
source products of higher quality. The results reported in Table 5, however, do not concern
this extensive margin. We study expenditure shares holding the sourcing strategy fixed. We
come back to this discussion below.
Prediction 5. Domestic expenditure shares are decreasing in productivity. How-
ever, conditional on the sourcing strategy, productivity is irrelevant. The previous
prediction should hold for every variety that a firm sources, in particular the domestic one. In
this section we deal separately with the demand for domestic varieties for two reasons. First,
as this paper is concerned with firms' import behavior, the domestic variety is of natural im-
portance. Second, we do not observe domestic expenditure shares on the product level but
soTo see this, note that Table 5 implies that a 10% increase in sales increases the expenditure share on
the most popular variety by 0.03%. As the share of the top variety is in the order of 0.9, such change would
increase the share to 0.9003.
3 1As a caveat, note that for computational reasons column (4) does not include product fixed effects.
3 2The results are also robust to using shares (as opposed to log shares) as dependent variable. We report
the log specification (see (12)) because it follows from the theory.
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only for the firm as a whole.33 Thus the regression of the previous section (see (12)) is not
feasible. In our model, the domestic expenditure share at the firm level is given by (see (10))
-1
K K P-1
sD(p) M =Z e- -k (A' (13)
k=1 k=1 ZK ( ) P1 p-1
k=1 j=1 6jk
where sD (W) is the domestic expenditure share in product k given in (9). Assuming that the
domestic expenditure shares do not vary too much across products (sD (V) S- sD13)
and (12) suggest to run the regression
log (s) =a - -yin (Vi) + #3n (SI) + pX + ui, (14)
where Vi is the average number of varieties firm i imports.34 Similarly to (11), (13) suggests
that domestic expenditure shares should be negatively related to the average number of vari-
eties sourced (y > 0). Additionally, more productive firms should have lower domestic shares
(since they source more varieties) but conditional on the number of varieties, productivity or
any other firm characteristic should be irrelevant (0 = y = 0). In other words, the effect of
productivity on domestic expenditure shares happens only via the sourcing strategy.
It is important to note that aggregation bias is a potential concern when the regressions
are done at the firm level. The reasons is as follows. The main intensive margin prediction
of the theory is that firm characteristics should not affect the allocation of expenditure across
varieties within products. At the firm-product level, product fixed effects allow us to isolate
this source of variation. This is not possible once the data is aggregated at the firm level.
If the quality distribution of varieties differs across products - so that some products feature
more concentrated expenditure shares -, and if firms differ in the products they use, a firm
level regression may show a spurious correlation between expenditures shares and firm char-
acteristics. To address this concern and for comparability reasons, we re-do the regressions of
the previous section at the firm level.35 Thus, we are able to assess the likely magnitude of
3 3Domestic input expenditure is measured as the difference between total expenditure on wares and inputs
and the total value of imports.
34To see this more formally, write the domestic expenditure share as
Ins (9) =In k I_) = T-n(VO))+ (P-1) In(k) - in Y(P)'
where V (W) = Sk () VA; (p). Under the assumption that sD (o) does not vary across k, the last term in
brackets is independent of k and (14) follows.
35 More precisely, we re-estimate (14) using the log average expenditure share on the most popular variety
as the dependent variable.
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such aggregation problem.
Table 6 contains the results for the domestic shares (panel A) and for the top foreign
shares (panel B). Columns (1) and (2) in Panel A support the first part of prediction 5: both
productivity and the average number of varieties have a negative effect on domestic expenditure
shares. Column (3), however, shows that productivity matters for domestic expenditure shares
above and beyond the sourcing strategy, as the coefficient for sales is positive and significant.
Quantitatively, a one standard deviation increase in log sales (holding the sourcing strategy
constant) implies an increase in the domestic expenditure share of 7% - which, given that the
average domestic shares is about 70%, amounts to 5 additional percentage points. This is in
stark contrast with the result for the shares on foreign varieties in Table 5, which shows an
economically insignificant coefficient on sales. More importantly, the sales coefficient in the
domestic shares regression (see column (3), panel A) is three and half times as high as the
one in the foreign shares regression (see column (3), panel B). By comparing panels A and B
we are confident that this result is not due to aggregation bias. Note also the large difference
in the R 2 between panels. Thus, we find that the sourcing strategy, which according to the
model should be a "sufficient statistic" for the pattern of expenditure, has low explanatory
power when applied to domestic spending, but explains foreign input demand relatively well.
Column (4) adds additional firm level controls and firm fixed effects. While the sales coefficient
in panel A drops, it is still significant and is now four times larger than its counterpart in panel
B. Moreover, firm level characteristics are economically significant, while this is not the case
in panel B. Both being an exporter and being member of a corporate or foreign group reduce
the expenditure share on domestic inputs. Finally, the large increase in R 2 from column (3)
to (4) in panel A confirms the importance of firm characteristics as determinants of domestic
expenditure shares. Columns (5) and (6) report the results using other measures of firm level
productivity as robustness measures. While the coefficients on the TFP measures in panel A
still exceed the ones in panel B, they are too imprecisely estimated to reach a firm conclusion.
However, firm characteristics are still much more important in panel A than in panel B.
Taken together, these findings suggest that the theory is applicable to foreign expenditure
shares, but that it is incomplete to account for the pattern of domestic spending. That is,
simply relying on factor neutral productivity differences across firms seems insufficient to
describe the firm-level evidence on relative domestic spending.3 6
36 It is interesting to note that Halpern, Koren, and Szeidl (2009), who use a similar demand structure to
ours, have also problems to account for the domestic expenditure shares using their structural estimation. At
their estimated parameters, the optimal import share is roughly 60% (see their Table 3), which is more than
double the share observed in the data (28%).
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(1) (2) (3) (4) (5) (6)
Panel A-Domestic In expenditure share on domestic inputs
[In] mean = [-0.500] 0.700
log Sales -0.019*** 0.042*** 0.028***
(0.001) (0.001) (0.006)
log Avg. No of Var. -0.295*** -0.359*** -0.162*** -0.156*** -0.156***
(0.003) (0.004) (0.005) (0.005) (0.005)
Exporter -0.042*** -0.037*** -0.036***
(0.006) (0.005) (0.005)
Corporate Group -0.019*** -0.018*** -0.019***
(0.006) (0.006) (0.006)
Foreign Group -0.017 -0.016 -0.017
(0.011) (0.011) (0.011)
TFP-LP 0.008*
(0.004)
TFP-OLS 0.005
(0.006)
Firm FE N N N Y Y Y
R2 0.041 0.093 0.101 0.763 0.770 0.770
Observations 152,367 154,173 152,367 152,348 143,449 145,143
Panel B-Foreign ln average expenditure share on top foreign variety
[In] mean 1-0.1141 0.904
log Sales -0.032*** 0.012*** 0.007***
(0.000) (0.000) (0.001)
log Avg. No. of Var. -0.240*** -0.257*** -0.248*** -0.246*** -0.245***
(0.001) (0.001) (0.002) (0.002) (0.002)
Exporter -0.002** -0.001 -0.001
(0.001) (0.001) (0.001)
Corporate Group 0.003** 0.003** 0.003***
(0.001) (0.001) (0.001)
Foreign Group 0.001 0.000 0.000
(0.002) (0.002) (0.002)
TFP-LP 0.003***
(0.001)
TFP-OLS 0.003***
(0.001)
Firm FE N N N Y Y Y
R2 0.115 0.614 0.622 0.823 0.823 0.823
Observations 167,733 170,267 167,733 167,711 156,506 158,460
Notes: Robust standard errors in parentheses with *, ** and * respectively denoting significance at the 1%, 5% and
10% levels. All regressions include year fixed effects and 3 digit industry fixed effects. The dependent variable in Panel
A is the log of the domestic expenditure share. The dependent variable in Panel B is the log of the firm-level average
expenditure share on the most popular variety of each product sourced, i.e.E, s kaxWk, where wk is the expenditure
share of product k and aa = maxvEVk s'. "Log Avg. No of Var." is the firm-level average number of varieties across
products, V = E Vkwk. TFP-OLS is calculated as the residual from an industry-specific OLS regression of log value
added on log capital and log employment. TFP-LP is calculated using the method of Levinsohn and Petrin (2003). A
firm is member of a foreign group if at least one affiliate or the headquarter is located outside of FRance. A firm is
member of a corporate group if it is controlled by another firm or it has control over at least one affiliate.
Table 6: Domestic and foreign expenditure shares at the firm level
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Discussion We consider the results contained in Tables 5 and 6 as the most relevant ones for
future research. Whereas Table 5 was in line with foreign spending patterns being uncorrelated
with firm characteristics, Table 6 indicates that this is not true concerning the domestic-vs-
foreign spending allocation. This means that the relative effective price of foreign inputs varies
across firms for a given sourcing strategy. The basic theory we consider, however, rules this
out. With CES production structure, the relative price of foreign varieties when sourcing
V = (V1,..., VK) varieties is given by
K V P-1
PF - (15)
k jfA1
Clearly, PF (V) depends on productivity as the sourcing strategy V does. But conditional on
V, (15) shows that PF (V) does not vary with <p (or any other firm characteristic) under the
assumption that firms face common prices and qualities. Although (15) follows from the CES
functional form, it is important to note that this property does not require this assumption.
As long as productivity differences across firms are factor-neutral, production has constant
returns, and prices and qualities are common, all firms face the same relative price of foreign
inputs for a given sourcing strategy. The results in the previous sections show that these
assumptions are not appropriate.
While it is interesting that the model is rejected for the domestic-foreign comparison, it
is important to learn the direction in which the model should be augmented to be consistent
with the data. To do so, we need to interpret the signs of the coefficients of interest in panel
A of Table 6. However, once we recognize that productivity has an independent effect on
expenditure shares (above and beyond the sourcing strategy), and given that productivity
matters for import participation (see Table 2), the results in panel A are likely to be subject
to selection bias. For this reason, we re-estimate equation (14) using the standard procedure
proposed in Heckman (1979). For greater comparability, we also re-do the regressions in panel
B controlling for selection. Table 7 has the results.
Consider first panel A. The results for productivity are qualitatively similar to those re-
ported in Table 6. However, the size of the productivity coefficients is between two and four
times as large. This tells us that controlling for selection into importing is important, and
that firm productivity is a significant determinant of the demand for domestic inputs.3 7 In
37 These results are consistent with a negative selection bias. To see this consider the following example.
Suppose our measure of productivity (0) was a noisy signal of true productivity, that is V = P + E. If firms
base their decisions on w, then high (measured) productivity firms have on average low E realizations, once the
sourcing strategy is controlled for.
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(1) (2) (3) (4) (5) (6)
Panel A-Domestic in expenditure share on domestic inputs
[ln] mean = 1-0.5001 0.700
log Sales 0.016*** 0.070*** 0.099***
(0.001) (0.002) (0.010)
log Avg. No of Var. -0.275*** -0.349*** -0.155*** -0.149*** -0.149***
(0.004) (0.004) (0.006) (0.006) (0.006)
Exporter 0.143*** 0.128*** 0.129***
(0.021) (0.020) (0.020)
Corporate Group 0.014* 0.013* 0.010
(0.008) (0.008) (0.008)
Foreign Group 0.028** 0.024* 0.023*
(0.013) (0.013) (0.013)
TFP-LP 0.028***
(0.006)
TFP-OLS 0.028***
(0.007)
Inv. Mill's Ratio 0.176*** 0.068*** 0.147*** 5.203*** 4.781*** 4.770***
(0.004) (0.003) (0.004) (0.557) (0.551) (0.560)
Firm FE N N N Y Y Y
Observations 846,326 846,326 846,326 846,326 627,392 628,414
Panel B-Foreign In average expenditure share on top foreign variety
[ln] mean = 1-0.1141 0.904
log Sales -0.027*** 0.013*** 0.007***
(0.000) (0.000) (0.002)
log Avg. No of Var. -0.243*** -0.258*** -0.245*** -0.244*** -0.243***
(0.001) (0.001) (0.002) (0.002) (0.002)
Exporter (0.001) (0.002) (0.002)
-0.004 -0.004 -0.004
Corporate Group 0.003* 0.003* 0.003*
(0.002) (0.002) (0.002)
Foreign Group 0.003 0.002 0.002
(0.003) (0.003) (0.003)
TFP-LP 0.003***
(0.001)
TFP-OLS 0.003**
(0.001)
Inv. Mill's Ratio 0.027*** -0.009*** 0.006*** 0.035 -0.030 -0.033
(0.001) (0.001) (0.001) (0.103) (0.107) (0.108)
Firm FE N N N Y Y Y
Observations 858,394 858,394 858,394 858,394 637,780 639,016
Notes: This table reports the second stage of the estimator proposed by Heckman (1979). Robust standard errors in
parentheses with ***, ** and * respectively denoting significance at the 1%, 5% and 10% levels. All regressions include
year fixed effects and 3 digit industry fixed effects. The dependent variable is the log of the domestic expenditure
share. "Log Avg. No of Var." is the firm-level average number of varieties across products, V = E Vkwk. TFP-OLS is
calculated as the residual from an industry-specific OLS regression of log value added on log capital and log employment.
TFP-LP is calculated using the method of Levinsohn and Petrin (2003). A firm is member of a foreign group if at least
one affiliate or the headquarter is located outside of France. A firm is member of a corporate group if it is controlled by
another firm or it has control over at least one affiliate. The excluded instrument in the first stage is the lagged import
status (see Table 2).
Table 7: Domestic expenditure shares controlling for selection into importing
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particular, column (1) shows that more productive firms spend relatively more on domestic
inputs, despite them sourcing more varieties (as shown in prediction 2). The coefficient in-
creases fivefold once we control for the sourcing strategy in column (3) indicating that the
coefficient in column (1) captures two effects. Productivity decreases the expenditure share on
domestic inputs via its positive effect on the number of varieties, but has also a positive direct
effect. This result is confirmed with the other two measures of firm level productivity which
are positive, sizable and highly significant. Panel B of Table 7 confirms that productivity
does not have a direct effect on expenditure shares of foreign varieties. After controlling for
selection, the coefficients are virtually identical to the ones in panel B of Table 6, and the
inverse Mill's ratio is small and ceases to be significant once firm fixed effects are included.
Taken together, these results show that, for a given sourcing strategy, productivity does not
affect relative spending across imported products but increases the share of domestic inputs
relative to foreign ones. The latter is in line with the hypothesis that firm productivity and
input quality are complements (see Kugler and Verhoogen (2010)), if French inputs are of
relatively higher quality than foreign ones (Hummels and Klenow, 2005). However note that
this type of complementarity can only be part of the story. As foreign inputs differ in their
quality3 8 , such complementarity would imply that more productive firms spend relatively more
on varieties of high quality. This is inconsistent with the results in Table 5.
Let us now briefly discuss two directions how the basic framework could be amended to
accommodate these findings. A first route would abandon the reliance on a single source of
heterogeneity (productivity) and introduce a second characteristic, varying at the firm level.
To be consistent with Tables 5 and 6, this additional firm characteristic would need to affect
the relative price of foreign varieties viz-a-viz domestic inputs but should keep the relative
efficiencies of foreign varieties unaffected. Suppose for example that the price-adjusted quality
of foreign variety j of product k for firm i was given by e k ' p = (jkAI where
i- denotes the additional firm characteristic. Then (15) shows that firm i's relative price of
foreign inputs is given by
K jf1 P-
Due to the multiplicative formulation, the relative efficiency of foreign varieties viz-a-viz each
other will be unaffected, but "efficient importers" (i.e. high-p firms) will have a comparative
asWhen viewed through the lens of the model, the concentration of firms' expenditure shares across products
and varieties documented above (Facts 3 and 4) are indicative of substantial price-adjusted quality differences
(see (9)).
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advantage in sourcing internationally. This would generate a positive correlation between
productivity and the domestic expenditure share conditional on the sourcing strategy V. 39
Note that this specification is a variation of the mechanism in Kugler and Verhoogen (2010).
A second route would follow the methodological approach of Arkolakis (2008). In his work,
exporting firms have to use resources to attract consumers. As more productive firms chose
to cater to a bigger market, the reduced form of his model looks as if more productive firms
face higher fixed costs of exporting. The analogy in our model would be a mechanism by
which firms' behavior is reflected in the final price-adjusted qualities in such a way that more
productive firms end up facing a higher relative price of foreign inputs. More theoretical and
empirical research is needed to inform us about the underlying reason for the "excess" firm-level
heterogeneity in domestic-foreign spending patterns.
5 Conclusion
The purpose of this paper is to propose a simple model of import demand, to test its qual-
itative predictions using firm-level data, and thus to isolate the aspects of the theory which
need further refinements. The model is standard in that it relies on two core assumptions:
productivity is the single source of firm-level heterogeneity and prices, fixed costs and input
qualities are common across firms. The model predicts that more productive firms select into
importing, import more products, and import more varieties of each product. Using a com-
prehensive dataset of French manufacturing firms, we show that all of these extensive margin
predictions are borne out. On the intensive margin, the key prediction is that more productive
firms should have lower expenditure shares on each variety of each product, but that, con-
ditional on the firm's, sourcing strategy, productivity (and in general any firm characteristic)
should be irrelevant. While we do find evidence supporting this prediction among expenditure
shares across foreign inputs, we reject the prediction for the domestic vs. foreign expenditure
pattern. After controlling for the sourcing strategy, we find that more productive firms spend
a higher share of their budget on domestic inputs. These results not only show that the core
assumptions of the standard model need to be amended, but also suggest the particular di-
rection in which to do so. Further research is required to achieve a better understanding of
import demand.
3 9Such a model would generate the empirical correlation between expenditure shares and firm-level produc-
tivity regardless of the correlation between sp and p on the firm level. Efficient importers (high-p firms) will
have a lower productivity cut-off to start importing and will import more products and more varieties con-
ditional on productivity. Hence, conditional on the sourcing strategies, high-p firms will be (on average) less
productive than their low-p counterparts and will have lower domestic expenditure shares. Hence, conditional
on the sourcing strategy, productivity and domestic expenditure shares are positively correlated irrespective
of the cross-sectional distribution of the random vector (p, p).
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6 Appendix
6.1 Data Description
Our main data set stems from the information system of the French custom administration
(DGDDI) and contains the universe of import and export flows by French manufacturing
firms. The data is collected at the 8-digit (NC8) level and a firm located within the French
metropolitan territory must report this detailed information as long as the following criteria
are met. Within EU imports, have to be reported as long as the firm's annual trade value
exceeds 150,000 Euros. If that threshold is not met, firms can choose to report under a
simplified scheme. However, in practice, many firms under that threshold report the detailed
information. For imports from outside the EU, all shipments must be reported to the custom
administration as this data is used to calculate the value added tax in all cases. The conditions
are more stringent for exports. For within EU exports, all shipments must be reported to the
custom administration. For exports outside the EU, reporting is required if the exported value
to exceeds 1,000 Euros or weighs more than a ton.
The attractive feature of the French data is the presence of unique firm identifiers (the
SIREN code), which is available in all French administrative files. Hence, various other datasets
can be matched to the trade data at the firm level. To learn about the characteristics of the
firms in our sample we employ fiscal files. 40 Sales are deflated using price indices of value added
at the 3 digit level obtained from the French national accounts. To measure the expenditure
on domestic inputs, we substract the total import value from the total expenditure on wares
and inputs reported in the fiscal files. Capital, used for the TFP estimation, was computed
using a permanent inventory method. The series were initialized with the deflated value of
assets reported in the first year of reported fiscal account (1995). We then used the reported
investment expenditure, which we deflated with an investment price index available from the
French national accounts. We assumed a depreciation rate of 10%.
Additionally we use the French business registers (SIRENE files), created by the Firm
Demography Department of the French National Institute of Statistics (INSEE). The SIRENE
files report the yearly creation and destruction of French firms and provide us with information
about firm age and legal status. Finally we incorporate information on the ownership structure
from the LIFI/DIANE (BvDEP) files. These files are constructed at INSEE using a yearly
survey (LIFI) describing the structure of ownership of all of the French firms in the private
4 The firm level accounting information is retrieved from two different files: the BRN ("Benefices Reels
Normaux") and the RSI ("Regime Simplifie d'Imposition"). The BRN contains the balance sheet of all firms in
the traded sectors with sales above 730,000 Euros. The RSI is the counterpart of the BRN for firms with sales
below 730,000 Euros. Although the details of the reporting differs, for our purpose these two data sets contain
essentially the same information. Their union covers nearly the entire universe of all French firms.
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Full Sample Importers Non-Importers Exporters Non-Exporters
Employment 18.18 89.72 5.71 78.89 5.9
Sales 4342.35 23646.8 969.15 20842 1035.52
Sales / Worker 104.42 157.62 92.3 150.46 92.3
Capital / Worker 33.74 44.28 31.29 42.45 31.38
Inv. / Worker 2.9 4.13 2.6 3.91 2.61
Inputs (mat.) 0.2 0.3 0.18 0.28 0.18
Import share 0.04 0.3 0 0.2 0.01
Share of Importers 0.15 1 0 0.66 0.05
Share of Exporters 0.17 0.75 0.07 1 0
Firm Age 14.38 19.45 13.51 19.54 13.36
Foreign owned 0.02 0.13 0.01 0.11 0.01
Foreign Group 0.05 0.23 0.01 0.2 0.02
Labor Productivity 43.783 56.496 40.726 56.023 40.405
TFP-LP 28.135 30.255 27.788 29.23 27.999
TFP-OLS 25.412 26.519 25.251 26.61 25.189
Number of Firms 259,602 31,022 228,580 34,527 225,075
Notes: Sales, wages, expenditures on imports or exports are all expressed in 2000 prices using a 3-digit
industry level price deflator. Our capital measure is the book value reported in firms' balance sheets ("historical
cost"). We measure employees by occupation. Skilled workers are engineers, technicians and managers, workers
of intermediate skills are skilled blue and white collars and low skilled workers are members of unskilled
occupations. A firm is foreign owned, if the controlling entity is a foreign company. A firm is member of a
foreign group if at least one affiliate or the headquarter is located outside of France.
Table 8: Characteristics of importers, exporters and domestic firms.
sector whose financial investments in other firms (participation) are higher than 1.2 million
Euros or having sales above 60 million Euros or more than 500 employees. This survey
is complemented with the information about ownership structure available in the DIANE
(BvDEP) files, which are constructed using the annual mandatory reports to commercial
courts, and with the register of firms that are controlled by the State.
Using these datasets, we construct a non-balanced panel dataset spanning the period from
2001 to 2006. Some basic characteristics of importing and non-importing firms are contained
in Table 8. For comparison, we also report the results for exporting firms.
6.2 A necessary condition for hierarchical sourcing
We are going to describe the condition for V (V) to be increasing in W, i.e. we are going to
characterize the conditions such that a variety is sourced by firm p' whenever it is imported
by firm V < p'. Consider variety j of product k and suppose this is sourced by firm V but
not by W'. Let V-jk (p) be the vector of varieties sourced by V excluding jk and V+k (') the
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vector of varieties of W' when jk is added. Then
Ap"- 1 [C (V (y)) 1 "' - c (V-jk (p))1-" > fj, > Ap'p 1' [C (V+jk (p') 1 ~ - c (V ('))a
Hence,
1-a
c(V(W))
<p')"- < c (V (p))~' - c (V-jk ( -))l- ( C (V (p)) \C-O c(v-_ (W)))1- a
\i/o) C (V+jh( '))1~-c (V ('))'" c(V()) c(v+k(W'))
c(v(,P' -
A first order approximation around c(-()) - 1 yields
c (V (<p)) -" 1 c (V (<p)) - c (Vjk (p)) __ 1
-1~ = g-p
c (V.jk (<p)) / 1 - o- c (Vjk (<)) 1-
where Ajk (<p) is the percentage efficiency gain for firm <p to import variety jk. We then require
that
Agk (p) M 'U"~1 c (V (<)) V p'/c (V (<p')) S(') > 1 (16)
Ak (<p') >\< ) c (V (<')) p/c (V (<)) - S(<p) '
where S(9,) denotes firm <p's sales. Hence, firm 9,' also sources kj whenever the relative
efficiency gain for firm <p does not exceed the relative sales, i.e. whenever the efficiency gains
are not too unequal.
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