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ABSTRACT

Intercomparison of PRISM and Daymet Temperature Interpolation from 1980 to 2003

by

Rebecca A. Scully, Master of Science
Utah State University, 2010

Major Professor: Dr. Michael White
Department: Watershed Sciences

As ecosystem modeling becomes increasingly integrated with Geographic
Information Systems (GIS) there is a rise in demand for spatially and temporally
continuous meteorological data. But in order to justify management decisions or to
provide robust scientific insights, the accuracy of meteorological data used as model
input must be thoroughly quantified. Current methods to create spatially continuous
climate data from discrete weather station data include inverse distance weighting,
geostatistical techniques such as kriging and splines, local regression models such as
Parameter-Elevation Regression on Independent Slope Model (PRISM) and Daymet, and
regional regression models. For the conterminous United States, PRISM and Daymet are
perhaps the most commonly used interpolated datasets. Both use similar inputs but apply
different interpolation methods. To date, no comprehensive comparison of their
respective accuracies exists. Here I show that for a wide range of conditions, PRISM is
the preferred interpolation. I reached this conclusion by comparing the accuracy of
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predictions of annual and monthly minimum (Tmin) and maximum (Tmax) by PRISM
and Daymet for the conterminous United States from 1980-2003. My goals were: (1) to
determine which interpolation was more robust at predicting temperature values; and (2)
to assess whether the performance of each method varies, either temporally (annual or
seasonal), spatially, or by elevation. To evaluate comparative performance, I analyzed
PRISM and Daymet temperature predictions of ground station temperatures by
calculating the logs odds ratio (LOR), mean absolute error (MAE), and bias. In all the
comparative performance analyses, PRISM was the better model. The monthly results
followed the same trend as the annual average results. I found a spatial performance
difference across the entirety of the conterminous United States with the largest
difference on the coasts and in the mountainous western regions. Stratifying data by
elevation demonstrated that as elevation increases, uncertainty from both PRISM and
Daymet increased. Unless the daily resolution provided by Daymet is required, PRISM
appears to be a more robust predictor of continuous temperature data over the
conterminous United States from 1980-2003.
(62 pages)
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INTRODUCTION

Climate change has become an important research topic for ecological, social, and
political reasons (Morin and Thuiller 2009). Scientists have observed a warming trend
over the past century, and the warming is expected to continue. Already, poleward or
upward elevation shifts in species’ distributions has occurred (Hughes 2000; Parmesan
and Yohe 2003; Root et al. 2003; Parmesan 2006). As a result of these changes, the
research community has become increasingly concerned with modeling species’
responses to changing climate, in order to preserve biodiversity, manage invasive species,
and maintain agricultural production (Adams et al. 1990; Mooney and Hobbs 2000;
Binzenhofer et al. 2005; Hannah et al. 2007). Ecological process models are designed to
correlate current species ranges to environmental and biotic factors and then determine
changes in the area and location of the ranges based on predictions of future climate.
Such models are used to address the question of how plant and animal ranges may change
as a result of new climate conditions.
Dormann et al. (2008) categorized errors in species distribution modeling as those
stemming from “data quality and availability, those due to modeling decisions, those due
to parameter estimations and uncertainty, and finally, those due to uncertainty in future
environmental scenarios”. One possible source of input data with well-quantified
uncertainties would seem to be weather stations observations. But the spacing of ground
stations often exceeds 100 km, which is greater than the spacing of factors that affect
climate, such as coastal proximity or elevational changes. Furthermore ground data are
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not always temporally continuous. Ground data therefore lack sufficient utility when
fine-scale spatial data are needed over long time spans. Because of these shortcomings,
species distribution modeling typically demands accurate, spatially and temporally
continuous, high-resolution meteorological data; these data therefore require rigorous
uncertainty analyses and among-method comparisons.
In this thesis, I therefore focus on quantifying the uncertainty between two
methods used to interpolate meteorological data. The issue is not trivial: spatially
continuous temperature data is a major input in ecological process modeling (Phillips and
Marks 1996; Parra and Monahan 2008; Morin and Thuiller 2009), and uncertainties in
predictions are tightly linked to uncertainties in meteorological inputs. Parra and
Monahan (2008), for example, established historic ranges and then predicted current
ranges for all the major mammalian species in Californian applying two different
temperature interpolations. They found less than 65% agreement in species’ predicted
range area between the two interpolation methods. They concluded that the interpolation
used had a “great effect on prediction of how ranges will change through space and
time”. More accurate temperature inputs - or at least a clear understanding of input
uncertainties - would result in less uncertainty in model results.
Creating Continuous Climate Data
To create spatially and temporally continuous climate data, irregularly-spaced
point data are transformed to a regularly spaced grid. As described by Daly (2006), the
most common interpolation techniques are: (1) inverse distance weighting, (2) kriging,
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(3) spline fitting techniques, (4) regional regression models, and (5) local regression
models.
Inverse distance weighting and kriging calculate values at unsampled locations
based on weights assigned to sampled locations (Stahl et al. 2006). For inverse distance
weighting, the weights are established based on the concept that points closer to the
prediction location are more like that location than points farther away (Ensor and
Robeson 2008).
Kriging weights are calculated based on a variogram that describes the
relationship between distance and the climate variables within the study region
(Holdaway 1996). In one form of kriging, covariate kriging, trends in the meteorological
data as related to elevation, latitude, or longitude can be accounted for in the predictions
(Bailey and Gatrell 1995; Holdaway 1996). All forms of kriging are limited by the
ability to calculate and fit a variogram model. In covariate kriging elevation is often
included as a covariate but physiographic factors are not included. Covariate kriging has
been shown to be an effective method in homogeneous terrain but not in regions with
mountainous, coastal, or other forms of complex terrain (Daly 2006).
Spline fitting - notably employed by ANUSPLIN (Hutchinson 1991, 1995) - uses
splines to fit polynomials to station data in three dimensions: latitude, longitude, and
elevation, allowing for the relationship between climate and the covariates to change in
space. Splines create a smooth prediction surface, therefore they do not effectively
handle sharp transitions in climate data (Hutchinson 1995; Daly 2006).
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Regional regression models create a single- or multivariate regression function
using all station data in the study area. This method can account for multiple covariates
such as latitude, longitude, and elevation and is an effective method in areas with
homogeneous terrain. The use of regression constant(s) in the entire study area means
regional regressions do not perform well at continental scales (Daly 2006). Many
examples of regional regressions exist (Goodale et al. 1998; Kurtzman and Kadmon
1999; Brown and Comrie 2002; Lookingbill and Urban 2003).
Local regressions calculate a climate regression for each prediction location from
some set of local ground data (Daly 2006). Local regression techniques tend to
outperform inverse distance weighting, kriging, and splines – all of which estimate
average air temperature with similar errors (Ishida and Kawashima 1993; Robeson 1994)particularly in complex terrain. Regional regressions are good interpolators in areas with
homogenous terrain but are not as successful in large areas where physiographic factors
affect temperature (Daly 2006). Especially in these large area applications, models
calculating a local climate regression tend to outperform models using regional
regressions (Willmott and Matsuura 1995; Kurtzman and Kadmon 1999; Gyalistras 2003;
Stahl et al. 2006). In one example, Willmott and Matsoura (1995) showed a 25%
improvement over simple kriging and inverse distance weighting by including elevation
in the interpolation of mean annual temperature, most noticeably in mountainous terrain.
Local regressions are also advantageous in regions where climate is altered by terrain,
land cover, large water bodies, inversions, cool air pooling, etc.
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Parameter-Elevation Regression on Independent Slope Model (Daly et al. 1994)
and Daymet (Thornton et al. 1997) – described in more detail in the following sections –
both use a Digital Elevation Model (DEM), ground weather station data, and linear
regression to calculate a local climate elevation regression for generating temperature
estimates across a grid, in this case the conterminous United States. PRISM generates
monthly values from which annual means are then calculated; Daymet generates daily
values from which monthly or annual means are calculated. PRISM uses a hybrid
approach to climate interpolation that couples expert knowledge on meteorological
regimes, physiographic features, and biotic characteristics with statistical methods;
Daymet is a purely statistical approach (Daly 2006). Statistically-based methods use
mathematical functions to transform irregularly-distributed station data to a regular grid
(Daly et al. 2002; Daly 2006).
PRISM (Daly et al. 1994) and Daymet (Thornton et al. 1997) are two of the most
frequently used local regression interpolation methods for applications in the United
States. As of October 2009, Web of Science shows frequent citations to the primary
sources for both datasets: 650 for PRISM and 248 for Daymet. The majority of PRISM
and Daymet citations are in the areas of ecology, environmental sciences, meteorology
and atmospheric sciences. Within these scientific fields, PRISM and Daymet are utilized
in species distribution models. Some examples include the use of PRISM data for
modeling sugar maple health in the northeastern United States (Horsley et al. 2008) and
the use of Daymet for mapping forest type (Ruefenacht et al. 2008) and for comparison of
species distribution models (Elith et al. 2006). The choice of PRISM or Daymet appears
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to be partially a result of the temporal resolution needed for the modeling application.
Out of the 248 Daymet citations, over half of the papers used daily meteorological data.
Researchers that do not need daily meteorological data do not frequently justify their
choice of temperature interpolation.
PRISM
The PRISM Climate Group at Oregon State University developed the original
PRISM model in 1994. The PRISM method can be considered a hybrid approach to
climate interpolation that combines geographic and statistical elements (Thornton et al.
1997). The process relies on a set of rules, decisions, and calculations designed to create
a climate map similar to maps created by trained climatologists (Daly et al. 1997).
PRISM data are widely available with monthly and annual temporal resolutions. Daily
PRISM data were created in 2003 in the Cascade Mountains (Daly et al. 2007); due to the
computational resources needed to run PRISM, there is no widely distributed daily
dataset. The gridded climate data is available at 4 km and 800 m resolutions for annual
and monthly temperature interpolations, but the method can be applied at any spatial
resolution (Daly et al. 1994, 2008).
The PRISM interpolation is based on three concepts: (1) the effect of elevation on
temperature; (2) the spatial scale at which orographic (the influence of terrain on climate
variables) effects are observed; and (3) the spatial patterns of orographic regimes over
complex terrain (Daly et al. 1994; Daly 2006).
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PRISM predicts climate variables by applying a linear DEM-elevation regression
at the prediction location. Using weather stations from within a specified radius, PRISM
predictions are weighted based on two principles: (1) stations are weighted based on x-y
and elevation distance from prediction location; (2) so as not to over-represent a specific
location, topographic facet, coastal proximity, topographic position, or effective terrain,
clustering is used to reduce the weight of groups of stations in a specific area (Daly et al.
2002, 2007). Weighting stations in this manner allows PRISM to account for features
that affect climate variables such as slope, aspect, coastal proximity, leeward or
windward side of the mountain, and well-mixed versus inverted atmosphere, in its
prediction (Daly et al. 1994, 1997).
The performance of PRISM has been quantified, but only for regional studies.
For the Willamette River Basin, PRISM has a precipitation interpolation mean absolute
error (MAE) of 17 cm, which outperforms kriging (26 cm), detrended kriging(19 cm),
and cokriging (20 cm) (Daly et al. 1994). PRISM cross-validation in the Upper South
Santiam Watershed, in the Cascade Range in western Oregon, resulted in MAE values of
0.86 °C and 0.62 °C, and biases of -0.26 °C and -0.12 °C for annual average minimum
(Tmin) and maximum temperatures (Tmax), respectively (Daly et al. 2007).
Daymet
The Daymet climate interpolation was developed in 1997 at the University of
Montana. Daymet can be applied at all temporal and spatial resolutions. The method
uses a DEM and daily surface measurements of Tmin and Tmax and precipitation to

8
generate estimates of meteorological parameters over a given region. Surface
measurements are obtained from approximately 6,000 stations from the National Weather
Service’s (NWS) COperative Observer Network (COOP) and the SNOTEL Network,
operated by the USDA Soil Conservation Service (Thornton et al. 1997; Daly et al.
2008).
The Daymet method can be applied on a grid to create spatially continuous
results, or at an arbitrary location to predict discrete climate data at that location. Stations
are weighted and filtered using a truncated Gaussian filter that is based on distance from
the prediction point, where distance is a function of the concentration of stations in the
prediction region. Stations farther away from the prediction location have less influence
on the interpolated value, and stations outside a defined distance are eliminated from the
regression. Daymet uses the chosen stations to assess the local relationship between
temperature and elevation, and predicts temperature at the location of interest by using a
weighted least-squared regression (Thornton et al. 1997; Hasenauer et al. 2003).
Daymet cross validation MAE for annual average Tmax and Tmin across the
entire conterminous United States is 0.72 °C and 1.24 °C, respectively (Thornton et al.
1997). Hasenauer et al. (2003) used the Daymet method to create daily temperature
interpolations throughout Austria. In the cross-validation, MAE for Tmin was 1.17 °C
and Tmax was 1.01 °C, and no statistically significant differences in performance existed
between summer and winter (Hasenauer et al. 2003).
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Goals
Cross-validation errors have been calculated for PRISM (Daly et al. 2007) and
Daymet (Thornton et al. 1997). But, as these efforts have used different study domains or
time periods, the results are not directly comparable. My research provides a consistent
approach in which I compare PRISM and Daymet predictions of annual and monthly
Tmax and Tmin against an identical set of weather station observations (PRISM does not
have a daily temperature interpolation; therefore, I did not investigate daily performance).
My central goals were to: (1) determine whether PRISM or Daymet has systematically
lower temperature prediction errors and (2) assess whether the performance varies
temporally (seasonally or annually), spatially, and/or by elevation. To quantify
comparative performance I used MAE, bias, and the log odds ratio (LOR).
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METHODS

My overall approach was to compare the interpolated temperatures from the
PRISM and Daymet datasets against weather stations observations within the
conterminous United States over the period 1980-2003. I compared the relative
performance of PRISM and Daymet at the level of the entire study area and by
geographical units (ecoregions) and elevation. In the following sections, I present the
overall conceptual approach, datasets and pre-processing details, the ecoregion and
elevational analysis, and the comparison metrics.
Conceptual approach
It has been suggested that ecological models should be developed based on
temperature rather than precipitation because temperature interpolations are more reliable
(Adams et al. 1990; Pearson et al. 2006; Parra and Monahan 2008). Therefore, I have
conducted a quantitative comparison of PRISM and Daymet temperature interpolations.
The time span of this project was limited to data from the years 1980-2003 due to the
availability of Daymet data.
In this research I analyzed annual average Tmin and Tmax. I compared Tmax
and Tmin predictions separately because PRISM and Daymet calculate them
independently and I was interested in knowing whether a performance difference exists
between the two temperature measures. Tmin is strongly influenced by temperature
inversions, cold air pooling, land cover, and aspect, while Tmax is mainly a function of
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incoming solar radiation (Whiteman 1982, 2000; Clements et al. 2003). I therefore
expected that performance metrics would indicate lower errors for Tmax than for Tmin.
I did not investigate monthly and annual mean temperatures because PRISM and
Daymet mean temperature is simply the arithmetic mean of Tmin and Tmax. Preliminary
analysis showed that the performance of the mean interpolated temperature was about the
average of the Tmax and Tmin results; I therefore do not present results for annual and
monthly mean temperature analysis.
In addition to providing a comparative analysis for the entire United States, I
investigated performance variation along environmental divisions. As characteristics
such as large water bodies, coast lines, inversions, or mountains can affect temperature
prediction in a region by altering the expected lapse rate (Whiteman 1982; Barry 1992;
Kump et al. 1999; Clements et al. 2003; Daly 2006), I first assessed performance
differences across ecoregions (divisions of a larger region representing similar ecosystem
characteristics, including topography, vegetation types, elevation, etc. (Omernik 1987a).
Second, I divided the temperature data into elevation bins to investigate the ability of
PRISM and Daymet to account for the effects of elevation on air temperature.
Data and pre-processing
Weather station records
I obtained monthly and annual Tmin and Tmax for 7,474 stations in the
conterminous United States from the Utah Climate Center at Utah State University,
Logan, Utah. Station metadata included geographic coordinates accurate to the nearest
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decimal second and elevation accurate to the nearest foot (converted to meters). I
eliminated stations with incomplete metadata, elevation or location. If two stations had
the same location information I eliminated both. The number of annual temperature
values per station ranged anywhere from one to twenty-four.

Supplementary high elevation weather
station records
As analysis by elevation was an important goal, I obtained daily Tmin, Tmax, and
mean temperature from an additional 712 ground stations from the high-elevation
SNOTEL system (http://www.wcc.nrcs.usda.gov/snow) within the conterminous United
States. The SNOTEL system is a near real-time system developed by the Natural
Resources Conservation Service to monitor snowpack and other meteorological variables
mostly in remote, high-elevation watersheds in eleven Western states (Schaefer and
Paetxold 2001).
In theory, the SNOTEL data is already controlled for quality issues. As data are
transmitted from the remote stations to base stations located in Boise, Idaho and Ogden,
Utah, an initial quality control process checks for completeness of the record and the
temperatures are compared to a preset acceptable range. Values that do not pass the
initial quality control are examined statistically by the Natural Resources Conservation
Service. Finally, all variables are graphed, and comparisons are made between sensors to
validate the meteorological data (Schaefer and Paetxold 2001).
I found, however, that the quality control procedures executed by the Natural
Resources Conservation Service was insufficient to detect all quality issues in the daily
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data. One specific example of unrealistic temperature was at station 11R06S in 1994.
The daily mean temperature was recorded as -50.0 °C in the middle of the summer,
which is simply not realistic given the season, location, and temperatures of the adjacent
days (Figure 1a). Additional problems with the data included daily maximum
temperature values less than the daily minimum temperature values (Figure 1b) and
reports of the same temperature values for greater than ten consecutive days.
To address these problems I developed additional SNOTEL quality control
procedures. My SNOTEL quality control procedures consisted of three steps. First, I
checked for repeating temperature values on consecutive days. I eliminated temperature
“flatliners” defined as readings of the same temperature for greater than five consecutive
days. In the conterminous United States, it is difficult to find documented examples of
five or more days with exactly the same Tmin or Tmax (Daly et al. 2005). Next, I
eliminated data if any of three conditions was met: (1) Tmax was less than Tmin, (2) the
daily mean temperature fell outside the range between Tmin and Tmax, or (3) any of the
three daily temperate values equaled another. Finally, I assumed that within any 6-day
window, daily temperatures were independent and distributed around a mean. Following
extensive exploratory analysis and earlier work (Levitus and Boyer 1994; Peterson et al.
1998), I removed temperature outliers greater than three standard deviations above the 6day mean.
To calculate annual and monthly average SNOTEL temperatures, I interpolated
over the missing days identified by either the Natural Resources Conservation Service or
my quality control procedure. Using one complete year of daily temperatures, I
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Figure 1. Examples of SNOTEL daily temperature records. (a) Extensive
contamination showing mean temperatures less than Tmin. (b) Physically
unrealistic temperatures ranging from -50 to 100 °C. (c) A complete year of realistic
daily SNOTEL data.
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calculated the number of missing days that could be interpolated without statistically
altering the true annual average temperature. Using the time series for a complete year, I
randomly removed an increasing number daily values, linearly interpolated over the
removed values, and compared the true mean to the new mean using the absolute
difference in annual means and Student’s t-test (p = 0.05). I found it was possible to
interpolate over ten non-consecutive days without altering the mean; I consequently
removed all records with greater than ten non-consecutive days missing. The results of
the consecutive test showed it was possible to interpolate over fourteen days of
consecutive missing daily values (I eliminated years with more than fourteen days
missing). After interpolating the missing values, I calculated annual and monthly
minimum and maximum temperatures for the 712 SNOTEL stations.

PRISM and Daymet data
I obtained the 4 km 1980-2003 PRISM temperature record from
http://www.prism.oregonstate.edu (Geographic Coordinates System, datum WGS 1972).
Michael White at Utah State University, Logan, Utah provided the 1 km 1980-2003
Daymet data (Lambert Azimuthal Equal Area projection).

Elevation screening
The different spatial resolution of the PRISM and Daymet data introduced a
possible systematic bias in the comparison. Both methods use a DEM for generating
temperature estimates, but as each used a different DEM (4 km vs 1 km), the effective
"target" was different. In order to minimize potential influence on the comparison, I
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restricted the analysis to only include comparisons in which the Daymet DEM, PRISM
DEM, and station elevation were within a 50 m absolute difference. Conceptually, this
should limit elevation-derived differences to less than 0.5 °C, assuming a lapse rate of 1
°C per 100 m (Whiteman 2000). After eliminating all stations that did not meet the
elevation criteria, I was able to use 78.5% of COOP NWS stations in the performance
analysis but only 23.6% of the SNOTEL stations.

Stratification by location and elevation
I used 90 ecoregions (Hargrove and Hoffman 1999) as the basis for generating
performance statements by distinct spatial regions and features. The ecoregions represent
clusters of pixels with related landscape characteristics, as described by a suite of 30
landscape features such as soil type, climate, vegetation, and topography. The spatial
resolution of the ecoregion map is 1 km and individual ecoregions are not necessarily
spatially continuous. Assessed by ecoregion, station density was lowest in the western
United States and highest on the east coast and an isolated west coast region (Figure 2).
I analyzed model performance by arbitrary 100 m elevation bins. This resulted in
34 bins ranging from 0-3500 m (Figure 3). Relative to the expected value from the entire
study area, elevation bins less than 1500 m were overrepresented by weather stations;
those greater than 1500 m were underrepresented.
Comparison metrics
I conducted the following performance analysis for all 34 elevation bins and 90
ecoregions. Overall, to assess comparative performance, I used a two suites of metrics:
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Figure 2. Areal density of temperature stations shown by ecoregion.

(1) a traditional descriptive statistical approach using the mean absolute error (a measure
of the non-systematic prediction error between the model and the observations) and the
bias (a measure of the systematic prediction error between the model and the
observation), and (2) the LOR - a relative indicator of which model was more likely to
achieve a preset performance criteria.
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Figure 3. Over- or under-representation of temperature data shown by elevation
bin. Horizontal line shows the expected value calculated as the total number of
annual Tmin values divided by the number of 1 km pixels in the conterminous
United States. Y-axis shows the total number of Tmin values in any 100 m elevation
bin divided by the number of pixels in the bin. Values greater than 1 indicate that
the elevation bin is overrepresented relative to the overall study area; values less
than 1 indicate underrepresentation.

Traditional error statistics
MAE (Willmott and Matsuura 2005) is defined as:
n

1
MAE = ∑ prediction −observation
n i= 0

(1)

where n is the number of stations in the current ecoregion or elevation bin. Mean bias
error, a measure of under- or over-prediction, is identical to MAE but uses signed
differences (eq. 2) (Willmott and Matsuura 2006):
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bias =

1 n
∑ prediction − observation
n i= 0

(2)

Conceptually, my conclusions on the relative ability of Daymet and PRISM to
predict measured temperatures are based on the Daymet minus PRISM MAE, wherein
positive values indicate PRISM was the better interpolation, and a simple assessment of
which bias is closer to zero. Statistically, I performed two t-tests for MAE and bias in
each ecoregion or elevation bin. First, I tested for significant difference between the
PRISM and Daymet error values and zero. For all tests in which the error values were
not significantly different (p = 0.05) from zero, the elevation bins were eliminated from
the elevation graphs and indicated by gray in the spatial figures. Second, I tested for
difference of means; this test establishes whether or not PRISM and Daymet had
statistically different MAE or bias (and by comparing the ordinal results, this allowed
identification of conditions in which one model or the other was statistically superior). I
indicated in gray the spatial regions and did not graph the elevation bins with statistically
similar error values (p = 0.05).

Log odds ratio
The LOR is used to compare performance between two approaches, treatments,
models, etc. A question might be, “What are the odds of catching a cold if you take
vitamin C relative to the odds of catching a cold if you do not take vitamin C?” The
results are scaled equally around zero, with positive and negative results representing the
preferential performance of one model or the other. LORs are common in medical
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studies because they offer insight into the relationship between two binary variables
(Bland and Altman 2000).
Odds ratios compare the number of times an event occurs, or succeeds, to the
number of times that the event does not occur, or fails. I defined success as a temperature
prediction (from Daymet or PRISM) that was within 0.5 °C of the ground station
temperature observation; conversely, I define failure as a predicted versus observed
temperature difference greater than 0.5 °C. The 0.5 °C threshold, while somewhat
arbitrary, is roughly half of the stated MAE for both models and thus constitutes an
approximation of a “good” prediction. The LOR relies on the intermediate calculation of
an odds ratio. Tallying the successes and failures, I calculated the odds ratio, ranging
from zero to one (eq. 3).

⎛ successes⎞
oddsratio = ⎜
⎟
⎝ failures ⎠

(3)

I calculated odds ratios for PRISM and Daymet and at the two levels of analysis (the 90
ecoregion, and 35 elevation bins). If no failures occurred, i.e. all predicted temperatures
were within the +/- 0.5 °C criteria, I set the failure tally to one. I then calculated the LOR
(eq. 4) for each ecoregion and elevation bin:

⎛ PRISM oddsratio ⎞
LOR = ln⎜
⎟
⎝ DAYMET oddsratio ⎠

(4)
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Positive LOR thus indicates that PRISM outperforms Daymet within a given ecoregion or
elevation bin; negative ratios indicate Daymet outperforms PRISM. To calculate the
statistical significance of LORs, I first calculated the standard error (SE) (eq. 5) following
Bland and Altman (2000).

SE LOR =

1
1
1
1
+
+
+
sucessesPRISM
failuresPRISM successesDaymet failuresDaymet

(5)

I used SELOR to calculate the LOR 95% confidence interval (CI, eq. 6):

CI = LOR ± 1.96 × SE LOR if n ≥ 120
CI = LOR ± t.05 / 2,n −1 × SE LOR if n < 120

(6)

where t is the student t distribution with degrees of freedom (n) the number of stations in
the current ecoregion or elevation bin.
I calculated LOR, MAE, and bias for each ecoregion and elevation bin.
Additionally, I calculated MAE and bias for the entire study area as a measure of the
“average error magnitude” (Willmott and Matsuura 2006). I created graphical
representations of my results according to ecoregions and elevation. I completed this
analysis for annual and monthly average Tmin and Tmax averaged over the 1980-2003
period and for individual yearly temperature observations.
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Extreme value analysis in divisions with
high MAE values
To further investigate the occurrence of high error values I extracted station data
from all ecoregions and elevation bins with MAE greater than 1.0 °C. I calculated
standard deviation (z-score) scores for each individual temperature measurements (eq. 7)
(Dibley et al. 1987):

z score =

observation − station mean
station standard deviation

(7)

The z-score indicates the number of standard deviations away from the mean for each
observation. I binned observations by z scores then calculated a PRISM and Daymet
MAE (eq. 1) in each bin. Then I performed a t-means (p = 0.05) test for PRISM and
Daymet MAE values in each bin.
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RESULTS
Average error magnitude
At the level of the conterminous United States, PRISM generally outperformed
Daymet. Averaged over the entire study area and the 1980-2003 period, Tmin MAE was
0.72 ºC for PRISM and 1.00 ºC for Daymet; Tmax MAE was 0.74 ºC for PRISM and
0.79 ºC for Daymet (Table 1). PRISM bias indicated an underestimation of -0.11 to -0.13
ºC while Daymet had an overestimation bias of 0.06 ºC for Tmin but none for Tmax.
Approximately 2/3 of PRISM temperature values were underestimates of observations
while Daymet predictions were evenly split between over- and underestimates. There
was a statistically significant difference between all of PRISM and Daymet's overall error
values (Table 2).
Probability distributions further highlight the MAE advantage of PRISM over
Daymet (Figure 4). For both PRISM and Daymet, the highest MAE probability was 0 ºC
or very close to 0 ºC. But the probability of MAE close to zero was approximately twice
as high for PRISM than for Daymet, with the difference being more extreme for Tmin
(Figure 4). The probability for errors greater than about 1.5 ºC was low for both

Table 1. Error statistic for the entire data set. All values are in ºC. Bold indicates
significantly different between PRISM and Daymet errors.
Mean absolute error

Tmin
Tmax

Mean bias error

PRISM

Daymet

DaymetPRISM

0.72
0.74

1.00
0.79

0.28
0.05

PRISM

Daymet

-0.11
-0.13

0.06
0.00
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Table 2. Error analysis by interpolation method showing percent total observations
that were biased to over- or underestimating the ground data.
PRISM
Daymet

Tmin
Tmax

Underestimates
%
62.8
62.5

Overestimates
%
37.2
37.4

Underestimates
%
49.0
49.9

Overestimates
%
51.0
50.1

methods, but the probability of moderate errors between 0.5 ºC and 1.0 ºC was
consistently higher for Daymet than for PRISM.
Probability distributions of bias were narrower for PRISM but showed a slight
tendency towards a cold bias. At this level of the conterminous United States, Daymet
appeared unbiased (Figure 5 and Table 2).
I completed the LOR, MAE, and bias analysis for PRISM and Daymet monthly
predictions and found no seasonality in bias or MAE. Similarly, there was no time
dependence in the error statistics. I therefore do not present these results (although they
are available upon request).
Ecoregion results
When assessed by ecoregions, PRISM outperformed Daymet across the most of
the conterminous United States; the greatest differences were in the mountainous west
and coastal regions (Figure 6). Daymet only outperformed PRISM in parts of the Pacific
Northwest (Figure 6). In the LOR analysis, PRISM was statistically the better model for
Tmin and Tmax in 83% and 74% of ecoregions, respectively (Table 3). Daymet was
statistically better for Tmin in only 1% of ecoregions and for Tmax in 3% of ecoregions

25

Figure 4. Mean absolute error (MAE) for Daymet and PRISM predictions of
annual temperature. (a) Tmin and (b) Tmax. Inset panels show probability
distributions of the Daymet minus PRISM MAE (positive values indicate PRISM
outperforms Daymet).
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Figure 5. Bias for Daymet and PRISM predictions of annual temperature. (a) Tmin
and (b) Tmax. Negative values indicate the interpolation underestimated the
observed temperature; positive values indicate overestimation.
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Table 3. Percent of ecoregion in which one interpolation method outperformed the
other. For log odds ratio (LOR) if the 95% confidence interval of the logs odds ratio
included zero, no statistically significant difference existed. For mean absolute
error (MAE) no statistically significant difference existed between Daymet and
PRISM when p>0.05 for both the t-test for difference from zero and the t-means
test. Rows do not sum to 100% due to ecoregions in which insufficient data existed
for a valid comparison. For LOR, this indicates a value of 0 for the denominator of
equation 3 or 4. For MAE, this indicates that, after screening the data as described
in the elevation screening section, two or more observed annual temperatures were
not available and t-tests therefore could not be conducted.
PRISM was better
Daymet was the better
No Significant
model (%)
model (%)
difference (%)
LOR
Tmin
83.3
1.1
10.0
Tmax
74.4
3.3
16.7
MAE
Tmin
87.8
1.1
5.6
Tmax
75.6
4.4
14.4

(Table 3). The results for MAE difference supported the findings of the LOR analysis
(Figure 6 and Table 3).
MAE for Daymet and PRISM demonstrated both strong commonalities and
differences (Figure 7). For both models, MAE was highest in the mountainous western
United States, upper New England, and the upper Midwest. Daymet Tmin MAE in the
West usually exceeded 1 ºC; PRISM Tmin MAE, on the other hand, was similarly high
only in the most upper elevation areas. In comparison, Tmax MAE was more equable in
magnitude and distribution. For Tmin, PRISM again demonstrated a clear advantage
over Daymet: MAE was statistically lower for 88% of ecoregions. Differences for Tmax
were not as extreme, but PRISM still outperformed Daymet in 76% of cases. There was
no statistically significant difference in 14% of the cases (Table 3).
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Figure 6. Comparative model performance shown by ecoregion. Log odds ratios
(LOR) for Tmin (a) and Tmax (b). For LOR, observations are binned: ≤ -1; >-1 to
≤.-5, >-0.5 to ≤0.5, >0.5 to ≤1.0: >1.0. Daymet minus PRISM mean absolute error
(MAE) for Tmin (c) and Tmax (d). Black areas indicate insufficient data for
comparison. For LOR, this indicates a value of 0 for the denominator of equation 1
or 2. For MAE, this indicates that, after screening the data as described in the
elevation screening section, two or more observed annual temperatures were not
available and t-tests therefore could not be conducted. Gray shows ecoregions in
which no statistically significant difference existed between Daymet and PRISM (i.e.
P>0.05 for both the t-test for difference from zero and the t-means test)
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Figure 7. Mean absolute error (MAE) shown by ecoregion. For annual Tmin (a)
PRISM MAE, (b) Daymet MAE, and for Tmax (a) PRISM MAE and (b) Daymet
MAE. Black indicates regions with insufficient data to make a performance
statements and gray indicates regions that are not statistically significant as
described in the caption of figure 6.
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Ecoregion maps of bias supported the conclusions that PRISM has a consistent
slight cold bias over a majority of the United States (Figure 8). Daymet - especially for
Tmin - showed both high and low biases. For both models, the bias was largest in the
West (Figure 8). Ecoregion assessment indicated a clear difference in bias tendency:
PRISM was more likely to underestimate observations and Daymet was more likely to
overestimate observations (Table 4)
Elevation results
Stratifying the data by elevation reveals a strong relationship between elevation
and uncertainty in the temperature interpolations. The patterns of performance were
consistent with previous results.
In the LOR elevation comparison, PRISM predictions of Tmin were more likely
to be within the 0.5 °C performance criteria than Daymet predictions. PRISM was
statistically superior in 80% of elevation bins and all bins less than 2,700 m (Table 5). In
Tmax, PRISM was statistically the better model below 1500 m. Above 1,500 m Tmax
LOR differences were usually statistically indistinguishable, meaning they both perform
poorly due to the scarcity of stations (Figure 9 a-b)
MAE results reinforced the error and elevation relationship observed in the LOR
results. Tmin MAE increased with elevation for both PRISM and Daymet but the rate of
increase and the magnitude of the error was higher for Daymet (Figure 9c). The
difference in MAE consequently increased with elevation (Figure 9e). For Tmin, Daymet
MAE increased with a rate of 0.4 °C/km, greater than the PRISM MAE rate of increase
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Figure 8. Bias shown by ecoregion. For annual Tmin (a) PRISM bias and (b)
Daymet bias, for Tmax (c) PRISM bias and (d) Daymet bias. Positive values
indicate regions where the interpolation tends to overestimate the ground data and
negative the opposite. Black represents region with insufficient data to make a
performance statements and gray represents regions that are not statistically
significant as described in the caption of figure 6.
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Table 4. Error analysis by interpolation showing percent of ecoregions that were
biased to over- or under-estimate the ground data. The values presented represent
those ecoregions or elevation bins with statistically significant differences (P < 0.05)
and therefore do not sum to 100%.
PRISM
Daymet
Overestimate Underestimat
Overestimate Underestimat
s%
es %
s%
es %
Tmin
25.6
48.9
54.4
20.0
Tmax
13.3
36.7
33.3
16.7

of 0.2 °C/km (Figure 9 c). Tmax MAE, in contrast, had no statistically significant trend
with elevation (Figure 9d) and had no trend in the relative difference between PRISM and
Daymet (Figure 9f).
PRISM's tendency towards underprediction of observations was apparent only at
elevations less that about 1,500 m; Daymet's overprediction was more consistent with
elevation (Table 6). For Tmin there was no statistically significant difference between
PRISM and Daymet bias at elevations greater than 2,000 m (Figure 9g). Bias did not
exhibit statistically significant trends with elevation for Tmin or Tmax.
Results for extreme values where MAE
was greater than 1.0 °C
For elevation bins with MAE greater than 1.0 °C z-scores ranged from -4.00 to
4.75 for Tmin and -2.0 to 2.75 for Tmax. For PRISM and Daymet Tmin, the highest
MAE occurred when predicting temperature values -4.0 to -3.25 standard deviations
away from the station mean. PRISM and Daymet MAE was significantly different for
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Table 5. Percent of elevation bins in which one interpolation method outperformed
the other. For log odds ratio (LOR) if the 95% confidence interval of the logs odds
ratio included zero, no statistically significant difference existed. For mean absolute
error (MAE) no statistically significant difference existed between Daymet and
PRISM when p>0.05 for both the t-test for difference from zero and the t-means
test. Rows do not sum to 100% due to ecoregions in which insufficient data existed
for a valid comparison. For LOR, this indicates a value of 0 for the denominator of
equation 3 or 4. For MAE, this indicates that, after screening the data as described
in the elevation screening section, two or more observed annual temperatures were
not available and t-tests therefore could not be conducted.
PRISM
Daymet
outperformed
outperformed
Daymet
PRISM
No Difference
LOR
Tmin
80.0
0.0
17.1
Tmax
57.1
2.9
34.3
MAE
Tmin
80.0
0
20.0
Tmax
42.9
2.9
54.3

Table 6. Error analysis by interpolation showing percent of elevation bins that were
biased to over- or under-estimate the ground data. The values presented represent
those ecoregions of elevation bins with statistically significant differences (P < 0.05)
and therefore do not sum to 100%.
PRISM

Tmin
Tmax

Overestimates %
8.6
2.9

Underestimates %
25.7
45.7

Daymet
Overestimates %
31.4
28.6

Underestimates %
2.9
20.0

z = -1.75 to 2.25. For Tmax, Daymet MAE was statistically higher for z = -0.25 to 1.25.
For Tmax, the largest PRISM and Daymet MAE value occurred for temperatures with zscores of -1.00 to 0.75. Daymet MAE was larger than PRISM MAE when predicting
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high and low extremes but there was no statistically significant difference between the
MAE values (Tables A1 and A2).
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Figure 9. PRISM and Daymet performance shown by elevation. Log odds ratio
(LOR) and 95% confidence intervals for Tmin (a) and Tmax (b) where positive
value show PRISM outperformed Daymet. Mean absolute error (MAE) for Tmin
(c) and Tmax (d). Difference between Daymet and PRISM mean absolute error
(MAE) for Tmin (e) and Tmax (f): positive value indicate PRISM outperforms
Daymet. Bias for Tmin (g) and Tmax (h). Elevation bins where statistically
significant differences did not exist are not shown.
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DISCUSSION

For Tmin and Tmax and when analyzed by ecoregion or elevation, PRISM
outperformed Daymet. Daly et al. (2008) found similar results in specific regions for
monthly data, but that study was a comparison of climatology, rather than individual
years. Overall, PRISM’s advantage was strongest in areas of coastal proximity and
complex topography, areas in which local physiographic conditions may have a strong
influence on temperatures (Gyalistras 2003).
It is clear that PRISM has a slight cold bias of about -0.1 °C (Table 1 and Figure
5). From summary statistics, it appears that Daymet is nearly unbiased, especially for
Tmax. But this overall bias of zero is composed of frequent large positive and negative
biases that when averaged create the impression of no bias (Figures 5 and 8). Any choice
to implement Daymet temperature interpolations should therefore carefully consider the
location-specific biases that may be present. Particularly for Tmin, if a statistically
significant bias did exist for Daymet, it tended to be warm (Figure 9g).
I established that there was no statistical variation in year to year performance
(results not shown). This leads me to believe that controls on temperature interpolations
are not related to large scale atmospheric circulation patterns such as El Niño, but rather
more localized features.
Although there was no trend in year to year performance, both Daymet and
PRISM had a reduced accuracy in predictions of annual Tmin and Tmax for observations
a greater number of standard derivations from the station mean. In ecoregions and
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elevation bins with MAE greater than 1.0 °C there is a higher frequency of Tmin
extremes than Tmax extremes, most noticeably negative extremes. The increased
frequency of extremes for Tmin is one reason both interpolations had higher errors for
this temperature types.
Spatial performance
The largest errors and performance differences were found for Tmin in coastal
regions and the complex terrain of the western United States, specifically the North
American Desert (Figures 7, 8, and 9). PRISM overwhelmingly had better interpolation
in these regions, while Daymet performed poorly and tended to overestimate the ground
data (Figures 8 and 9). These results suggest that the slope of Daymet’s regression was
lower than the true elevation regression rate. These regions with high errors are
collectively classified as the American Desert and include the Great Basin, the Snake
River Plans, and the Colorado Plateau, and in general are composed of plains, hills,
mountains, and tablelands of high relief (Omernik 1987b). Within this area elevations
range from 86 m below sea level in Death Valley to above 3,100 m above sea level in the
mountain ranges of the Great Basin. The relief between the mountains and valleys likely
makes it difficult to predict Tmin.
Tmin is site-dependent with respect to topographic features such as cold air
pooling and inversions, and tends to occur in the morning when the atmosphere is not
well mixed (Whiteman 2000). In contrast, Tmax is predominantly governed by incoming
shortwave radiation and occurs in a well mixed atmosphere meaning it has a more

39
predictable, consistent relationship with elevation (Barry 1992; Raupach and Finnigan
1997; Daly et al. 2008). This means Tmin has a more complex relationship with
elevation than Tmax does, and therefore PRISM’s ability to account for site specific
conditions when selecting stations for use in the regression model appears to be a
significant advantage in these areas (Dobrowski et al. 2009).
Daymet’s large errors in the western regions may also be a result of low station
density and the interpolation’s inability to account for temperature inversions and/or cold
air pooling. For each prediction point Daymet uses observations from a radius that is
calculated based on the density of stations. Therefore areas with high errors have a low
density of stations, meaning in these regions the radius Daymet uses to select stations is
large and could result in the inclusion of stations in the elevation-temperature regression
that do not have the same physiographic controls on temperature as the prediction
location. This is more obvious in Tmin because of its site specific nature. PRISM
accounts for site specific controls in the complex terrain of the western United States by
weighting stations based on atmospheric layers and topographic features.
In the western United States, I believe the most important factors, which the
PRISM method accounts for, are inversions, cold air pooling, and inflow of cold air.
Temperature inversions are a change from the normal temperature-elevation relationship,
and occur when temperature increases as elevation increases. These conditions are most
prevalent in the winter months in areas with mountain weather and climate (Barry 1992).
If Daymet’s inability to account for inversions had resulted in its warm bias there would
have been evidence of seasonality in the monthly results, with Daymet errors larger in the
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winter than the summer. However, I did not find any statistically significant seasonality
in the monthly results, indicating that Daymet’s warm bias was not solely due to its
inability to account for temperature inversions.
Cold air drainages and pooling are other potential causes of Daymet’s warm bias
and high MAE for Tmin in the West. Cold air drainage occur year round in mountainous
terrain due to temperature differences between the air over valley and the air over the
valley’s sidewalls (Chung et al. 2006). As a result of nocturnal radiant cooling, the layer
of air above the valley is warmer (less dense) than the air package above the sidewalls
(more dense), and gravity causes the flow of denser cold air downslope. This results in
cool air flowing into and accumulating in the valley. Local examples of downslope
winds can be observed at the mouth of Logan Canyon nightly. Stations located in
drainages or valleys, where cool air accumulates nightly, experience temperatures lower
than would be predicted from a linear temperature elevation relationship like the one
Daymet applies. Low elevation stations are over-represented in the ground station data,
therefore such stations have a large impact on the local lapse rate Daymet calculates,
resulting in a lapse rate that when applied to locations not in cold air drainages and/or
valleys would under-predict actual temperatures. PRISM accounts for cold air drainages
and pooling by using a two layer atmosphere and topographic index. PRISM divides the
atmospheres into two layers: the boundary layer and the free atmosphere. PRISM defines
the two layers by creating a grid of smoothed valley bottoms elevation then adding a
constant inversion height (Daly et. al 2002). Stations in the same layer as the prediction
location are given greater weight in the final regression. Topographic index describe the
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height of a station or prediction location relative to the surrounding terrain such as valley
bottoms, or ridge tops. PRISM, by classifying locations in these manners, can account
for cool air pooling, which seems to result in a more accurate elevation-temperature
relationship and more accurate predictions of Tmin when compared to Daymet.
Daymet also had high error values in coastal regions. On the Pacific coast
Daymet had a warm bias, and on the Atlantic coast and in the Gulf of Mexico it had a
cold bias (Kump et al. 1999). Coastal regions are problematic because there is a large
gradient between coastal and inland temperatures (Daly et al. 2002). Due to major
surface ocean currents, the Pacific Ocean tends to be cooler than the adjacent land mass,
resulting in cooling of the localized air mass and causing lower temperatures than if
elevation was the only covariate used in prediction. This phenomenon ultimately results
in an overestimate of ground temperatures on the Pacific Coast, as observed for Daymet.
The surface water in the Atlantic Ocean and Gulf of Mexico tend to be warmer than the
adjacent land mass, causing the opposite effect and resulting in the cool bias observed in
the Daymet interpolation. PRISM assigns coastal proximity weights to each cell and
station based distance from major water bodies, while Daymet does not account for
coastal regions.
Elevation performance
Performance difficulties for both methods at elevations greater than 2,000 m
could be due to the low concentration of stations at high elevations in combination with
the cold air drainages and pooling effect previously discussed. Only 2.9% of temperature
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observations were greater than 2000 m and 61.3% of observations were located between
0 and 500 m. Examining the distribution of observations showed elevation bins greater
than 1500 m are underrepresented in the data (Figure 3). SNOTEL stations average an
elevation of 2,234 m, compared to COOP NWS stations that averaged an elevation of 609
m. Due to the elevation screening, I was only able to include 23.6% of SNOTEL stations
in this performance analysis. A separate SNOTEL analysis could offer some insight into
performance at high elevations.
Several important factors should be considered when interpreting my results. The
two interpolations’ performance could only be compared at locations where ground
stations existed. The spatial results assume that each ecoregion’s error is the same as the
average of individual stations’ error within the region. PRISM and Daymet temperature
interpolations were created using the same data I used to assess the comparative
performance. For readers interested in an independent assessment of the each
interpolation’s performance, studies that focus on PRISM’s performance are (Daly et al.
1994, 1997, 2002, 2007, 2008). Fewer papers have been published on Daymet
performance, but some are available (Thornton et al. 1997; Hasenauer et al. 2003).
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CONCLUSION

In a comparison of the commonly used PRISM and Daymet meteorological
interpolation models, PRISM outperformed Daymet, but the magnitude of the
performance difference at most locations was less than 1.0 °C. The performance
difference varied by the interpolated variable: there was little evidence - spatially or by
elevation bin - that Daymet produced lower Tmin errors than PRISM. Predictions of
Tmax, which are governed more strongly by radiation balance rather than fine-scale
physiographic conditions, were more similar.
My results provide guidance for managers and scientists on what temperature
interpolation to use as input to process models to assess topics such as possible shifts in
the distribution of plant and animal species in a changing environment, the impact of
invasive species, biodiversity, and agriculture. If such questions require only monthly or
annual data, PRISM would seem to provide lower errors and a lower occurrence of large
biases, albeit with a persistent small cold bias. But there are still conditions in which use
of Daymet may be justified. These include applications that: (1) are based in regions of
modest topographical variation, such as the Central and Eastern United States, (2) require
daily data (not produced by PRISM), or (3) require an estimate of solar radiation
(produced by Daymet but not by PRISM).
The PRISM interpolation method requires more datasets than Daymet because
PRISM classifies physiographical, biotic, and terrain features (Daly et al. 2008). For the
greatest accuracy, the PRISM interpolation should be applied at a daily temporal
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resolution in the regions that demonstrated the greatest performance differences among
the two interpolations. A similar performance analysis should be performed for the
PRISM and Daymet daily temperature interpolation because the topographic, physical,
and atmospheric factors that affect daily temperatures are different then factors affecting
monthly and annually temperatures (Daly et al. 2008). If PRISM is still found to be the
better interpolation, then an effort should be made to create a complete set of PRISM
daily temperature grids. Already there has been some work done using PRISM to create
daily Tmin, Tmax, and precipitation for a catchment in the Oregon Cascades (Daly et al.
2007).
My research allows for scientists and mangers to address some of the ambiguities
in PRISM and Daymet temperature interpolation. Therefore, scientists and managers
have a basis for their choice of local regression interpolations in species range modeling.
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Table A1. Extreme values analysis by ecoregions. Z-scored results binned for
ecoregions with MAE greater than 1.0 °C. Frequency is the frequency of
temperature values falling in each bin. PRISM and Daymet MAE in each z bin in
°C. Bold indicates where PRISM and Daymet’s MAE are statically significantly
different with p = 0.05.
Tmin
Tmax
MAE
MAE
z range
frequency PRISM Daymet
frequency PRISM Daymet
4.500 to > -4.250 NaN
NaN
NaN
NaN
NaN
NaN
-4.250 to > -4.000
0.000 NaN
NaN
NaN
NaN
NaN
-4.000 to > -3.750
0.000
9.549
9.448
0.000 NaN
NaN
-3.750 to > -3.500
0.001
8.686
9.124
0.000 NaN
NaN
-3.500 to > -3.250
0.001
7.999
8.409
0.000 NaN
NaN
-3.250 to > -3.000
0.001
7.552
7.694
0.002
9.772
9.253
-3.000 to > -2.750
0.001
6.056
6.245
0.002
9.246
9.607
-2.750 to > -2.500
0.002
5.250
5.879
0.001
6.387
6.224
-2.500 to > -2.250
0.003
3.811
4.565
0.002
5.605
6.071
-2.250 to > -2.000
0.004
3.529
3.996
0.001
6.527
7.102
-2.000 to > -1.750
0.006
2.584
3.237
0.007
2.429
2.798
-1.750 to > -1.500
0.010
3.521
3.770
0.009
1.921
2.538
-1.500 to > -1.250
0.014
1.078
1.387
0.013
1.269
1.898
-1.250 to > -1.000
0.018
1.265
1.753
0.018
1.022
1.569
-1.000 to > -0.750
0.031
0.904
1.270
0.029
0.840
1.403
-0.750 to > -0.500
0.045
0.820
0.952
0.043
0.781
1.344
-0.500 to > -0.250
0.066
0.677
0.864
0.058
0.579
1.146
-0.250 to > 0.000
0.085
0.624
1.162
0.080
0.673
0.919
0.000 to > 0.250
0.090
0.492
1.011
0.101
0.518
0.714
0.250 to > 0.500
0.110
0.454
0.930
0.107
0.514
0.774
0.500 to > 0.750
0.120
0.476
0.954
0.122
0.562
0.800
0.750 to > 1.000
0.113
0.496
0.918
0.107
0.690
0.917
1.000 to > 1.250
0.094
0.596
0.991
0.089
0.825
1.107
1.250 to > 1.500
0.061
0.980
1.182
0.067
0.729
1.129
1.500 to > 1.750
0.045
0.886
1.149
0.047
0.888
1.238
1.750 to > 2.000
0.031
1.401
1.675
0.033
0.894
1.236
2.000 to > 2.250
0.023
1.751
1.986
0.019
1.015
1.374
2.250 to > 2.500
0.013
1.503
1.731
0.013
1.557
1.816
2.500 to > 2.750
0.007
1.329
1.643
0.010
2.089
2.223
2.750 to > 3.000
0.005
1.610
1.660
0.006
2.652
2.806
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3.000
3.250
3.500
3.750
4.000
4.250
4.500

to >
to >
to >
to >
to >
to >
to >

3.250
3.500
3.750
4.000
4.250
4.500
4.750

0.003
0.001
0.001
0.000
0.000
0.000
0.000

1.803
3.382
4.600
4.135
6.782
6.155
6.818

1.839
3.353
4.432
4.045
7.620
5.621
5.743

0.004
0.001
0.000
0.001
0.000
NaN
NaN

2.370
3.253
NaN
7.512
NaN
NaN
NaN

2.538
3.719
NaN
7.424
NaN
NaN
NaN

Table A2. Extreme values analysis by elevation bins. Z-scored results binned for
elevation bins with MAE greater than 1.0 °C. Frequency is frequency of
temperature values falling in each bin. PRISM and Daymet MAE in each z bin in
°C. Bold indicates where PRISM and Daymet’s MAE are statically significantly
different with p = 0.05.
Tmin
Tmax
MAE
MAE
z range
frequency PRISM Daymet
frequency PRISM Daymet
4.50
to >
-4.25 NaN
NaN
NaN
NaN
NaN
NaN
-4.25
to >
-4.00 NaN
NaN
NaN
NaN
NaN
NaN
-4.00
to >
-3.75
0.00042 10.2002 10.2533
NaN
NaN
NaN
-3.75
to >
-3.50
0.00091 8.96786 9.57141
NaN
NaN
NaN
-3.50
to >
-3.25
0.00105 8.25215 8.68947
NaN
NaN
NaN
-3.25
to >
-3.00
0.00182 7.55162 7.84425
NaN
NaN
NaN
-3.00
to >
-2.75
0.00105 6.35341 6.86273
NaN
NaN
NaN
-2.75
to >
-2.50
0.0021 4.90607 5.47752
NaN
NaN
NaN
-2.50
to >
-2.25
0.00308 3.6324 4.44121
NaN
NaN
NaN
-2.25
to >
-2.00
0.00434 3.74398 4.09508
NaN
NaN
NaN
-2.00
to >
-1.75
0.0065 2.18366 2.87577
0.00962 NaN
NaN
-1.75
to >
-1.50
NaN
NaN
NaN
0.00951 1.56382 2.2566
-1.50
to >
-1.25
0.01923 0.72456 0.94221
0.01294 1.31741 1.99824
-1.25
to >
-1.00
0.04808 2.86988 2.49691
0.02119 0.98411 1.59708
-1.00
to >
-0.75
0.03091 0.82223 1.44036
0.01923 0.46289 0.2656
-0.75
to >
-0.50
0.04808 0.80895 0.85418
0.04392 0.78702 1.40302
-0.50
to >
-0.25
0.08654 0.52287 0.80081
0.05497 0.56169 1.19155
-0.25
to >
0.00
0.03846 0.67983 0.63815
0.07601 0.65265 1.25846
0.00
to >
0.25
0.15385 0.87029 0.83111
0.08566 0.51709 1.08593
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0.25
0.50
0.75
1.00
1.25
1.50
1.75
2.00
2.25
2.50
2.75
3.00
3.25
3.50
3.75
4.00
4.25
4.50

to >
to >
to >
to >
to >
to >
to >
to >
to >
to >
to >
to >
to >
to >
to >
to >
to >
to >

0.50
0.75
1.00
1.25
1.50
1.75
2.00
2.25
2.50
2.75
3.00
3.25
3.50
3.75
4.00
4.25
4.50
4.75

0.10413
0.11958
0.1193
0.09888
0.07476
0.05203
0.03315
0.01776
0.0107
0.00566
0.00301
0.00238
0.00105
0.00056
0.00021
0.00014
0.00021
0.00014

0.4656
0.48365
0.50113
0.56254
0.74244
0.93069
0.96707
1.17464
1.57277
1.70299
1.5508
3.1718
2.04726
4.24486
1.93111
4.53444
5.03074
8.32556

0.99515
1.02387
0.96046
1.00916
1.13937
1.30765
1.28385
1.5538
1.92448
1.92924
1.55552
3.05966
2.265
3.99836
2.28259
3.95659
4.03009
7.48946

0.07692
0.08654
0.13462
0.09615
0.04808
0.02885
0.04808
0.02885
0.00962
0.01923
NaN
NaN
NaN
NaN
NaN
NaN
NaN
NaN

0.84876
0.57742
0.92485
0.53832
0.78558
1.50804
1.87437
1.19744
NaN
2.73397
NaN
NaN
NaN
NaN
NaN
NaN
NaN
NaN

1.05146
0.54562
0.74559
0.47386
0.69075
1.1926
1.88411
1.84416
NaN
2.1276
NaN
NaN
NaN
NaN
NaN
NaN
NaN
NaN

