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内容概観
実世界においてデータは様々な要素から構成される．例えば 1枚の画像に，何が写って
いるのか・カラーヒストグラムはどうなっているのか・画像物体を形容する言葉は何か・
どのような感情を想起させるか，など様々な情報が隠れている．また，そのような高次な
情報でなく，異なるモーダルのデータが一まとまりになっている場合もある．例えば 1本
の動画にはフレーム画像・音・ナレーション・字幕など，複数のモーダルから成っている．
そのような環境の中では，あるデータに対して何らかの目的を解決するために必要な情報
を，様々な異なる処理によって得てそれらを統合する手法や，最初からモーダルごとに区
分して処理し，あとで統合する手法が求められている．我々はそういったマルチモーダル
な観点で単一画像超解像や広告動画の印象解析に取り組んだ．単一画像超解像では低周波
を精度よく補間する手法と高周波を精度良く補間する手法をアテンション機構を用いて組
み合わせることで鮮明な超解像を実現した．提案したモデルは同程度サイズのモデルの中
で PSNRという指標において最も精度が高い．広告動画の印象解析では，広告動画が持つ
様々な情報をマルチモーダルなモデルによって処理し，アテンション機構によって視覚的
な解析を行った．印象は 4つの項目を使用し，それぞれにおいて相関係数で 0.63-0.80の
精度で予測できた．
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第 1章
背景
実世界では画像と音・画像とテキストなど，複数のデータから成るデータが数多く存在
する．特に近年はメディアの発達に伴い情報がリッチ化する傾向があり，それに伴ってマ
ルチモーダルな情報を取り扱う手法が注目を集めている．これは，深層学習の登場により，
そういったマルチモーダルな情報を容易に扱えるようになったという背景も影響してい
る．また，あるデータに対して異なる処理を行い，別々の情報を抽出した後で統合的に処
理する手法も注目を集めている．
1.1 画像と音を同時に用いた処理
画像と音情報を同時に用いるものとして，例えばある音声と画像が与えられた時に，画
像内のどの部分から音が出ているかの確率マップを予測するもの [1, 2]や，画像内から画
素レベルでどのような音が出ているのかを予測するもの [3]，音と画像を同じ空間上に埋め
込むことを目指したもの [4–6]などが挙げられる．また，LipSyncと呼ばれる，人物 Aの
話す内容を人物 Bが話しているように見せかけるために人物 Bの表情を自然に変化させ
るもの [7, 8]など，生成系への応用も見られる．これらは動画からフレーム画像とそれに
対応する音を抽出することで実現されているものが多い．
1.2 画像とテキストを同時に用いた処理
画像とテキストを同時に処理する最も一般的な例としては Visual Question Answering
(VQA) [9]が挙げられる．VQAは 1枚の画像とその画像に関する 1つの質問文を入力に
し，質問文の回答を生成するというものである (図 1.1)．VQAが提起された研究 [9]では
画像・質問文・画像の説明文のそれぞれを何らかの特徴に独立に変換した後で連結させ回
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図 1.1: VQAデータセットの例 ( [9]より引用)．
答を予測するというシンプルな構造をしていたが，画像と質問文からお互いにどの部分に
注目すれば良いかをアテンション機構を用いて計算しつつ回答を予測するもの [10]や，画
像の領域分割問題にアテンション機構を導入し，質問文から画像のどの領域に注視して回
答するかを考慮するモデル [11]，質問文を自動生成することでデータを増やし精度を向上
させるもの [12]など，様々な方向に発展している分野である．
VQA以外にも，キャプション生成と呼ばれるタスクにおいて入力された画像からその
説明文を生成するもの [13]や，それに対しアテンション機構を導入して精度をあげている
もの [14]などが挙げられる．また近年では，キャプションから画像を生成するという正反
対のタスクにおいてもキャプションに対する段階的なアテンション機構の導入により鮮明
な画像 (図 1.2) を生成する AttnGAN [15]が提案されている．
1.3 複数の手法を融合する処理
1枚の画像を見て人が受ける印象が良いか悪いか (positive/negative)を判別するVisual
Sentiment Analysis (VSA) において，Wangら [16]は 1枚の画像を入力に，画像のラベ
ルの名詞と形容詞をそれぞれ独立して予測する 2本の CNNを訓練し，その結果を統合し
て最終的な positive/negative を予測するモデルを提案した．[16] らは論文の中で，画像
の印象のような高次の情報を予測するには単純に CNNを深くするだけでは精度が上がら
ず，一度中間的な特徴である物体とその物体に関する形容詞を予測してから印象予測を行
うことが効果的であると主張している．Twitter データを用いて VSA に取り組んだ Xu
ら [17] は画像から物体認識とシーン認識を行い，アテンションを計算してからテキスト
特徴と合わせることで精度を向上させている．また，動画の行動分類においてフレーム画
像群から画像情報と動き情報である optical flow [18]の両者を組み合わせる Two-Stream
CNN [19] の研究を受け，Gao ら [20] は 1 枚の画像から optical flow を予測することで
Two-Stream CNNを利用する手法を提案している．
これらの手法はいずれも 1枚の画像を入力に利用するが，複雑な目的を達成するのに対
- 2 -
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図 1.2: AttnGANによる生成結果．文字と画像の注視部分を対応させながら鮮明な画像を
生成する ( [15]より引用)．
し，必要な情報を異なる手法で別々に明示的に抽出し，それらを融合する処理を採用して
いる．
以上のようにデータがマルチモーダルな情報から構成されている場合にそれを別々に処
理しアテンション機構や線型結合等を用いて処理する方法や，あるデータから目的に沿っ
て複数の情報を選択的に抽出してから統合的に処理する手法が数多く提案され，実世界応
用や精度向上に利用されている．本論文では具体的に，高周波補間・低周波補間を異なる
手法によって行いそれぞれを統合して処理することで全体を補間する単一画像超解像や，
画像・音・メタデータから構成される広告動画に対するマルチモーダル処理を行った．
- 3 -
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第 2章
目的
本論文の目的は，マルチモーダルな実世界データに対してアテンション機構を導入する
ことで視覚的に解析可能な処理を可能にすることである．アテンションとは大まかに言え
ば，ある特徴に対して何らかの処理をする際にどの部分を重視して処理を行えばよいのか
を計算する注視機構の出力を指す．CNN では前の層から受け取った特徴を線形・非線形
変換する処理を行うが，アテンション機構を含むモデルは，その特徴 (と必要であれば外
部データ)から計算された注視の対象となる部分を特徴の中で強調し，その後で線形・非線
形変換を行う．故に，どの部分に注視するか，ということと特徴表現を同時に学習してい
くことになる．アテンション機構は言語モデルで提案され，Vaswaniら [21]はアテンショ
ン機構を導入したことで短い訓練時間ながらも State-of-the-Artを達成している．また画
像分野でもここ数年で頻繁に使用されるようになっている．局所領域以外の大域情報をア
テンションによって得ることで鮮明な画像生成を可能にした [22]や超解像モデルの各チャ
ンネルにアテンションをつけたもの [23]，画像認識においてアテンションブロックを提案
し，ResNet [24]や Inceptionモジュール [25]に組み込めることを示したものなど，多く
のドメインで使用されている．アテンションの計算方法は大きく 2つあり，入力された特
徴から注視部分を全結合層や畳み込み層といったレイヤを利用して求めるもの，もしくは
距離計算によって求めるものに分けられる．前者は計算コストが大きいが複雑な関係をモ
デル化でき，後者は計算コストが低いという利点がある．言語モデルは距離計算によるも
のが多いが，画像系ではどちらも見られる．我々は表現能力の高さから前者の方法を採用
している．アテンション機構を利用したマルチモーダル処理について，具体的には以下の
2つの観点で研究目的を設定している．
第 2 章 目的
2.1 単一画像超解像
1 枚の低画質の画像を入力し対応する高画質画像を出力する単一画像超解像において，
低周波領域・高周波領域をそれぞれ精度良く補間できる手法によって拡大し，お互いの出
力画像を効果的に統合することで精度を向上させることを目的とする．評価は単一画像超
解像で一般に使用されるピーク信号対雑音比を用い，ピーク信号対雑音比が既存の手法に
比べて低くなることを目指す．また同時にそれぞれの手法がどのように統合されているか
を可視化することで画像理解の一助とする．
2.2 広告動画の印象解析
フレーム画像・音・メタデータ等の複数の情報から構成される広告動画に対して，印象
予測の観点からそれぞれがどのように影響しているのかを解析することを目的とする．日
本で放送された広告動画データセットという新たなデータセットに対し，視聴者の印象予
測を行いその精度を相関係数及び二乗誤差で評価する．新規データセットのため既存手法
との比較は難しいが，精度向上を目指しつつそれぞれのデータが予測器の中でどのような
寄与度を持つかを可視化することを目指す．
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3.1 背景
携帯端末やパソコンの操作画面，車内広告やビルの壁面など，最近は様々な場面でディ
スプレイを目にする機会が多い．特に携帯端末は 2016年の総務省の情報通信白書 [26]に
よるとスマートフォンの個人所有率は 56.8%，世帯普及率 71.8%と高い値を示している．
また，比較的新しいタブレット端末の世帯普及率も 2010年は 7.2%だったのが 2016年に
は 34.4%と徐々に高まっている．そのような中，携帯端末やパソコンのディスプレイサイ
ズは年々拡大していき [27, 28]，世界最先端 IT国家創造宣言 [29]では 2020年までに 8K
ディスプレイを市販テレビで受けられるような環境実現を目指している．
このようにディスプレイ環境がリッチ化していく中，過去に小さなディスプレイサイズ
用に作成されたコンテンツを現在のディスプレイ環境でも再利用できるよう綺麗に拡大す
る技術が求められ，一般に広く使用されている [30,31]．
中でも特に 1枚の低解像度画像を入力に，対応する高解像度画像を出力する変換は単一
画像超解像と呼ばれている．単一画像超解像はある一枚の低画質画像へと変換される高画
質画像は複数枚存在するため不良設定問題としても知られている．図 3.2にその一例を示
した．周囲 6枚の画像は例えば画素の最頻値を使用して縮小する場合，全て中心のような
画像へと縮小される．
単一画像超解像に対する初期の手法は一般にフィルタリングベースの手法と呼ばれ，拡
大手法を予めフィルターの形で定義しておくものである．代表的なものに最近某補間法や
双線型補間法が存在する．これらの手法は外部データセットや高い計算資源を必要するこ
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図 3.1: 携帯端末の解像度変化 [28]．徐々に画像サイズが大きくなっている．
とがなく，平坦な領域に限れば精度の高い補間を行うことができる．しかしながら，高周
波成分の多いテクスチャやエッジのような領域に関してはぼやけた画像となってしまう欠
点がある．
一方で近年では CNN を用いた手法がいずれもピーク信号対雑音比 (PSNR) の点にお
いて非常に高い値を出している [32–44]．これらの手法は低画質画像から高画質画像の写
像を学習するための訓練時間やデータセットが必要となるが，フィルタリングベースの手
法に比べて高周波成分の多い領域についてもより綺麗な補間が可能になる．しかし，我々
は CNNベースの手法は時として高周波領域を強調するあまり平坦な領域に関してリンギ
ング模様や輝度がずれてしまうなどの悪影響が発生することを実験から確かめた．これは
CNNがはっきりした高画質画像を生成しようとすることが原因であると考えられる．
このように単一画像超解像はディスプレイ解像度向上に伴い，非常に注目を集めている
分野にも関わらず，フィルタリングベースの手法・CNN ベースの手法共に改善点が見受
けられる．
3.2 目的
本研究の目的は，単一画像超解像において高い PSNR を出せるモデルを作成すること
である．そこで我々はフィルタリングベースと CNN ベースの相補的な利点に注目する．
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図 3.2: 単一画像超解像が不良設定問題である一例．周囲 6 枚の画像は縮小法によっては
全て中心の 1枚のように縮小されてしまう．
具体的には，フィルタリングベースの手法である双三次補間は平坦な領域に関してほぼ正
確な補間が期待できるが画像の輪郭やテクスチャの補間に関してはぼやけてしまう欠点が
ある．一方で CNNベースの手法は輪郭に関してはっきりした補間が可能だが，平坦な領
域に関して精度が保証されない．これら 2つの手法をルールベースで組み合わせることは
多様な例外に対応しなければならない点で現実的ではないため，我々は 2 つの手法を学
習によって組み合わせていくMaseked Fusion (MF) を提案する．これはフィルタリング
ベースと CNNベースそれぞれの手法で拡大した画像を入力に，各画素ごとに混合比率を
決めるマスク生成器をさらに学習させることで最適な組み合わせを探索するという手法で
ある．MFは低画質画像から高画質画像への変換をおこなう写像関数 (ψ)及びマスク生成
器 (ϕ)2 つの要素からなる．ψ は入力画像から高画質画像を生成するものであり，既存の
CNNベースの手法であればどれであっても導入可能である．
マスクはマスク用の正解データや教師データを必要とせず，CNNベースの単一画像超
解像の学習で一般的に用いられる，出力画像と対応する高画質の正解画像との平均二乗誤
差によって学習可能である．故に既存の CNNベースの手法と比較して導入及び学習コス
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(a) 双三次補間 (4x4/24.30dB) (b) 提案手法 (4x4/25.72dB)
(c) 提案手法により生成されたマスク画像 (d) 正解画像
図 3.3: (b) および (c) は提案手法による補間結果と生成されたマスク画像を表す．マス
クの白い部分は双三次補間結果 (a) が重点的に採用されていることを示し，黒い部分を
CNNが重点的に補間する. (d)が正解の画像である (Pixabayより引用).
トにほとんど差が生じないという利点がある．図 3.3に双三次補間，学習されたマスク生
成器 ϕの出力，最終的な超解像結果を示した．マスクは殆どの領域で白に近い灰色となっ
ている．ここで，マスクは各画素の各チャンネルごとに計算されるためグレースケールで
はなくカラー画像として表示していることに注意されたい．また，画像内の物体の輪郭付
近では黒に近い灰色となっている．これは大部分の領域で双三次補間の結果を重視し，輪
郭付近では CNNベースの手法を重視したことを示している．この結果は先の CNNベー
スの手法は輪郭付近において優れ，平坦な領域に関してはフィルタリングベースの手法で
も十分信頼可能であることと一致する．我々は PSNR において高い値を示すことが知ら
れている SRResNet [35]を ψ として用いた際に，MFによってさらに高い PSNRを示す
ことを実験から明らかにした．
我々の貢献は次の通りである．フィルタリングベースの手法と CNNベースの手法につ
いて画像ごとに生成したマスクを用いて画素単位で組み合わせるMFを提案した．MFは
既存の CNNベースの手法であれば容易に導入することができ，モデルパラメータ数を徒
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らに増やすことがない．我々は SRResNet及び SRCNN [32]を ψ に用いてMFを適用し
て実験を行い，両モデルにおいて PSNRが上昇することを確認した・さらに，MFを適用
した SRResNetは同等のパラメータ規模のモデル間において最高精度を達成した．フィル
タリングベース手法と CNNベース手法を組み合わせた単一画像超解像手法はこれまでに
も存在したが，我々は別の CNNを学習させることで画素単位の組み合わせの重みを学習
させることでより効果的な組み合わせを実現している．
3.3 関連研究
フィルタリングベース手法による超解像
単一画像超解像は低画質の画像を高画質の画像に変換する技術であり，長きにわたって
取り組まれてきた問題である．最初期の手法は一般にフィルタリングベースの手法と呼ば
れ，最近傍補間や双線形補間，双三次補間，Lacnzos補間 [46]などが知られている．これ
らの手法は一切の外部データセットや大規模な計算コストを必要としない点や，平坦な領
域に関してはある程度の精度が保証されるという利点がある．一方で画像の輪郭やテクス
チャのような高周波領域に関してはぼやけてしまうという欠点がある (図 3.4c)．
最近傍補間 拡大後の座標を拡大率で割ったものを四捨五入して得られる画素値がその
座標の画素値になる．即ち，拡大率 α で拡大した際の画素値 I(x, y) に関して元画像の
I([ xα ], [
y
α ])を代入する．図 3.5に 2× 2の画像を 1.5倍に拡大している際の概要図である．
輪郭付近がギザギザになる傾向が見られる．
双線形補間 図 3.6 に双線形補間による 2 倍拡大の例を示した．上下左右の周辺 4 画素
値の距離による加重平均を取ったものを新たな画素値として使用する．輪郭のギザギザは
消えるが境界線がなだらかになってぼやけてしまう傾向が見られる．
双三次補間 図 3.6に双三次補間による 2倍拡大の例を示した．上下左右の周辺 16画素
値から sinc(x) = sin(πx)πx を三次関数に近似した式を持ちいて対象の画素値を計算する．双
線形補間以上に滑らかになるが計算コストもそこまで増加しないという利点がある．
Lanczos補間 上下左右の周辺 16，36，もしくは 64画素値から sinc(x) = sin(πx)πx を用
いた加重平均によって対象の画素値を計算する．双線形補間や双三次補間よりかなりの広
範囲を見て拡大するので処理時間が増大してしまう欠点はあるが，滑らかな画像を生成で
きる．
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CNNベースによる超解像
近年では CNN を用いた学習による手法が多く提案され，非常に鮮明な高画質画像を
生成できることが知られている [23, 38, 40, 44, 47–49]．これらの手法は大まかに直接的な
マッピング法と差分によるマッピング法の 2種類に分けることができる．
直接学習
直接的なマッピング法は，低画質画像とそれに対応する高画質画像の直接の写像を学習
する．
SRCNN Dong ら [32] は単一画像超解像に対して最初に CNN を適用した，
SRCNN(図 3.8) を発表した．彼らは予備段階として低画質画像を双三次補間を用いて
拡大したのちに，3層ネットワークを用いて鮮明な高画質画像へと変換することで学習を
簡単にしているため厳密には直接的な変換とは異なるが，当時 2014年の最新鋭の単一画
像超解像手法の中で最も優れた手法の一つであった．
SRGAN 2016年に Ledigら [35]は残差構造を持つネットワークと敵対的生成モデル
(GAN) を用いる手法である SRGAN を提案した．SRGAN は CNN の内部に sub-pixel
convolution(図 3.10) を利用した拡大層を持ち，低画質画像から高画質画像への変換を
CNNだけで完結している．また，SRGANは出力画像と正解画像の平均二乗誤差と敵対
的損失に加え，両画像を VGG16に入力して得られる特徴空間上での距離である内容誤差
も損失関数に加えることで鮮明な補間を実現した．このため SRGANは非常にくっきりと
した自然な画像を生成できるが，PSNRの観点からは精度は下がっている．一方で Ledig
らは同時に図 3.9に示すような敵対的損失と内容誤差を除外した SRResNetを同時に提案
し，非常に高い PSNRで補間が行えることを示している．以降，SRResNetを改良した手
法がいくつか提案されるようになる．
EDSR Limら [37]は SRResNetを改良し，残差ブロック数を 16から 80に，畳み込み
層に使用されるフィルター数を 64から 256に増加させ，さらにバッチ正則化を除外した
上で損失関数を平均絶対誤差を使用することで精度を向上させた．このモデルは EDSRと
呼ばれ，EDSRは最高精度の PSNRを示したが，ベースとなる SRResNetのパラメータ
数 1.5× 106 に対して EDSRは 4.3× 107 と 28倍のパラメータが必要となる欠点がある．
RCAN Zhangら [23]は残差ブロックの内部にさらに残差ブロックをいれる Residual
in Residual (RIR) 構造を提案し，さらに Channel Attentionと呼ばれる機構を設けてい
る．RIRは高周波と低周波をうまく学習するために提案したと主張しているが構造自体は
SRGAN や EDSR と同じである．ただし残差ブロックの各チャンネルでアテンション機
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構を導入したのは初めてで，1.5× 107 のパラメータ数を必要とするが現在最も高い PSNR
を示すモデルとなっている．
差分学習
直接学習法では CNNで低画質画像から高画質画像への写像の学習を直接行うため，学
習コストが大きい．そもそも低画質画像と高画質画像は殆ど同じ情報を持っているため，
これらの差分のみを明示的に学習するべきであるという主張もある．
VDSR・DRCN Kim ら [33] は SRCNN をベースに層の数を増やして表現能力を高
めた VDSRを提案した．VDSRは 20層の CNNだが，Kimらは勾配消失や勾配爆発に
よって学習が進まなくなるのを防ぐため，VDSRの最終層に低画質画像を双三次補間で拡
大したものを足すことにより，高画質画像の差分のみを明示的に学習させた．さらに彼ら
は再帰的な畳み込み層を導入してパラメータ数を減らす DRCN [34] も提案しているが，
DRCN も最終層で入力された低画質画像を双三次補間で拡大したものを足す差分学習を
行なっている．
EnhanceNet Sajjadiら [36]は SRResNetに差分学習を導入した EnhanceNetを提案
している．EnhanceNet では sub-pixel convolution の代わりに最近某補間で拡大する層
を導入しているが，これは sub-pixel convolution は格子模様を生成してしまいやすいと
いう欠点 (図 3.11b) や，計算コストが大きいという欠点があるためである．EnhanceNet
は GANを利用して見た目をよくするものを主軸に提案しているが，PSNRの向上に向け
て最適化した EnhanceNet-Eは差分学習を行なっているものの中で最も PSNRが高いモ
デルである．
しかしながら，図 3.4fで示した通り双三次補間画像から正解画像までの差分のみを学習
した EnhanceNet-Eでさえ輝度シフトやリンギングが生じる問題を抱えている．すなわち
CNNが高周波成分を強調するあまり平坦な領域に悪影響を及ぼしてしまっている．
そこで我々は CNNが高周波成分を精度よく補間できる利点を生かしつつ，フィルタリ
ングベース手法が得意とする平坦な領域に関して精度を落とさないよう，これらの相補的
な手法を適切に組み合わせるMFを提案する．MFはフィルタリングベースの手法による
補間結果と CNNによる補間結果を入力にそれぞれの重みを画素単位で学習することで適
切な組み合わせを実現する．
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3.4 提案手法
単一画像超解像の最終的な目的は低画質画像から対応する高画質画像への写像関数 ψ の
生成である．学習ベースの手法は主に正解となる高画質画像と出力画像の平均二乗誤差
(式 3.1)を損失関数に利用する． ∑
||yi − ψ(xi)||22． (3.1)
ここで (xi, yi)
N
i=1 は低画質画像 xi と高画質画像 yi の N 組のペアである．近年では差分
学習を行う手法 [36,50]が提案されており，損失関数は写像関数 Ψを用いて∑
||yi − g(xi)−Ψ(xi)||22 (3.2)
のように表せる．g(xi)は xi を双三次補間のような何らかの簡潔な手法 g を用いて拡大し
た画像を表す．低画質画像と高画質画像は非常に高い相関を持つので yi と g(xi)の差分学
習は輝度シフトや不自然な模様が発生することを抑える効果が期待できる．しかしながら
図 3.4fに示したように平坦な領域と輪郭が混在するイラスト風の画像では EnhanceNet-E
でもこういった問題を抱えている．一方で図 3.4c のような双三次補間は平坦な領域に関
しては正確に補間している．
そこで我々はフィルタリングベースの手法 (g) と学習ベースの手法 (ψ) をマスク
(M ∈ [0, 1]w×h×c)によって各画素ごとに適切に組み合わせるMFを提案する．Mは以下
の式で表現できる．
M = σ(ϕθ(ψ(xi), g(xi))) (3.3)
ここで θ は学習対象のパラメータ群であり σ は出力を [0, 1]に制限する関数である．また
上の式 3.3ではマスクの生成として CNNの出力と双三次補間の結果を利用したが，ϕに
対してさらに低次もしくは高次の情報を与えるために CNNの中間出力を利用しても良い．
その場合Mは，
M = σ(ϕθ(ψ(xi), g(xi), h1, h2, ...))， (3.4)
のように得る．また，最終的な出力 (ỹi)は以下の式 3.5で得る．
ỹi = (J−M)⊙ ψ(xi) + M⊙ g(xi) . (3.5)
ここで Jは全ての要素が 1でありMと同じ形をした行列である．⊙は要素積を表す．仮
にマスクMの全要素が 0もしくは 1になった時，最終的な出力結果は CNN出力 ψ(xi)
もしくはフィルタリングベースの出力 g(xi)と完全に一致する．我々は θ の学習によって
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Mが基本的には高周波の多い領域において ψ(xi)を強調し (Mの対応画素が 0に近くな
り)，平坦な領域に関しては g(xi)を強調する (Mの対応画素が 1に近くなる)ことを目指
す．故に最小化する損失関数 Lは
L =
∑
||yi − ((J−M)⊙ ψ(xi) + M⊙ g(xi))||22, (3.6)
のように二乗誤差の形で表すことができる．
本実験ではフィルタリングベース手法 g として双三次補間を選択した．これは平坦な領
域を正しく補間するための手法としてそれほど複雑なものを要求する必要がないという点
や存研究においてフィルタリングベース手法と CNN手法を同時に用いた研究のほとんど
が双三次補間を採用しているため組み込みやすいという点が理由である．一方で輪郭やテ
クスチャのような高周波成分を補間することは難しい課題であり，ドメインが限られる場
合は A+ [51]や SelfExSR [52]のような事例ベースの手法が優れているが，本実験では自
然画像一般を対象に行うため，ある程度以上の表現能力を持った CNNが望ましい．そこ
で CNNを用いた単一画像超解像モデルとして高い性能が知られている SRResNetをベー
スにする．
基本的なMFの構造は図 3.12cに示した通りである．図 3.12aは最も単純な超解像モデ
ルの概略図である．このモデルは低画質画像 (ILR)と高画質画像 (IGT)の写像を直接学習
する．図 3.12bは残渣構造を利用して低画質画像をフィルタリングベース手法で拡大した
ものと高画質画像の差分 IGT − g(ILR) のみを明示的に学習するモデルの概略図である．
一方でMFは ILR から IGT への写像を学習すると同時に，フィルタリングベース手法が
補間に失敗しやすい場所を画素単位で学びそれを CNNにフィードバックすることでより
高精度な超解像モデルを学習することができる．
平均二乗誤差を損失関数に用いた単一画像超解像の学習は生成結果がぼやけがちで鮮明
な画像を得たいという目的がある場合は不適切であることが知られているが [53,54]，我々
は単一画像超解像の評価指標のデファクトスタンダードとなっている PSNR でモデルを
評価するため式 3.6を損失関数に用いた [35, 36]．仮に SSIMのような指標で評価したい
場合でも構造を特に変えることなく Lを変化させれば良い．
ただし，式 3.6を直接学習に利用すると，学習初期段階では CNNの出力 ψ(xi)は乱数の
初期値依存なのでフィルタリングベース手法の出力 g(xi)に比べて非常に精度が悪い．結
果として早い段階で ϕθ が ψ(xi)を完全に無視する (Mの全要素が 1になる)ようになっ
てしまい，ψ の学習が進まなくなるという問題がある．これを解決するため，学習初期段
階ではMFを適用せずに ψだけを直接学習し，ψ(xi)が安定してきた段階でMFを適用す
る 2段階学習を提案する．具体的には以下の式 3.7を最終的な損失関数として定義する．
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L =
{
1
nΣ||yi − ψ(xi)||
2
2, if epoch ≤ m
1
nΣ||yi − (J−M)⊙ ψ(xi)−M⊙ g(xi)||
2
2, otherwise.
(3.7)
3.5 実験
データセット
実験条件に関しては SRGAN [35] に従い，訓練データセットは ImageNet [55] から
ランダムに抽出した 350,000 枚の画像を使用した．ただし入力時に画像から 96 × 96 の
領域をランダムクロップするため，縦および横が 96 に満たない画像は訓練時に除外し
た．テスト用のデータセットは単一画像超解像の評価用に一般的に使用される Set5 [56],
Set14 [45], BSD100 [57], Urban100 [52] を用いた．それぞれ自然画像およびイラスト画
像を 5,14,100,100枚含んでいる．ただし Urban100は全て建築物の画像である．
双三次補間と CNNの組み合わせモジュール
我々は CNN と双三次補間の組み合わせとして，1.CNN のみの学習 2. 残渣構造を用
いた差分学習 3.MF(提案) の性能を調査した．本実験では CNN 構造 ψ(ILR) としては
SRResNet [35]及び SRCNN [32]を用いた．SRResNetは CNNを用いた単一画像超解像
の中で精度が高いことが広く知られたモデルであり，SRCNNは最初に CNNを単一画像
超解像に適用したモデルである．提案手法は低周波成分と高周波成分の両方について正し
く補間することを目指したものであるので，低周波領域及び高周波領域について絞った領
域についてもそれぞれ PSNRl, PSNRh として比較した．
PSNRl/h = 20× log10
255√∑
i∈L/H ||IGT − ISR||22
, (3.8)
L/H は正解となる高画質画像と双三次補間とで二乗誤差が小さい順に画素を並び替え
た際の上位 10%と下位 10%を抽出したものである．双三次補間とほぼ一致する領域は平
坦な領域であり，誤差が大きい部分は高周波領域であると推測できるためである．
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モデル構造
SRResNetにMFを適用したものが図 3.13である. 元の SRResNetに対し [36]に従っ
てバッチ正則化層を除外し，各層の活性化関数である ReLU を leaky ReLU に置き換え
た．マスクMは式 3.4によって以下の式 3.5ように求める．
M = σ(ϕθ(ICNN16 , IBicubic, hCNN2 , hCNN9)),
ここで IBicubic は双三次補間で拡大した画像を指し， σ はマスクの出力を [0, 1]に制限
するためのシグモイド関数 (式 3.9)である．
σ(x) =
1
1 + e−x
(3.9)
hCNN2 , hCNN9 は SRResNet の残渣ブロックのうち，2 番目と 9 番目のブロックの出
力テンソルである． 中間出力を利用した超解像は多く存在するが [39, 42]，我々が試
した中では僅かではあるものの最も精度が高くなったブロック出力を利用している．
ICNN16 , IBicubic, hCNN2 , hCNN9 はそれぞれ (c, 4w, 4h)の形のテンソルである．SRResNet
の中で使用した残渣ブロック及び拡大ブロックの構造は以下の表で示している．hfirst は
SRResNetの第 1層目の畳み込み層の出力結果である．拡大層として Deconvolution層が
広く使われているが，計算コストの観点からチャンネルの並び換えで表現できる sub-pixel
convolutionを使用している．ただし，どちらの手法も格子状の模様を生成してしまいや
すい欠点がある．これらはさらにもう一度畳み込み層を挟むか，長時間の学習を行うこと
で消すことができる．本研究では十分な学習時間を設けたため，特別に SRResNetと比べ
てその点は塞がない．
式 3.5によって生成したMによって ICNN と IBicubic を組み合わせる．ϕθ の実際の実
装は表 3.3に示した通りである．3D畳み込みは本実験では特に必要がないが，将来的な
拡張を踏まえて使用している．
訓練画像は 96×96の大きさで切り出し，その後 24×24に双三次補間で縮小する．これ
らを低画質画像と高画質画像の訓練ペアとして用いる．またモデルの入出力は [0, 255]で
はなく [−0.5, 0.5]になるように正規化を行う．訓練は全て 24× 24を入力にして 96× 96
の画像を出力して行なったが，提案するモデルは畳み込み層によって構成されており画像
のサイズによらず入力可能である．また，sub-pixel convolutionは整数倍の拡大であれば
容易に変更することができ，柔軟性の高いモデルとなっている．バッチサイズは 50で，全
体の訓練は 80エポックである．最適化関数には Adam [58]を用いた．Adamの α, β の初
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表 3.1: ResBlockの実装．
output Layer
64× w × h Input
64× w × h Conv & leaky ReLU
64× w × h Conv
64× w × h Add Input
期値は 10−4, 0.9に設定したが，40エポックから 80エポックの間で αを 10−4 から 10−7
まで線形に下げた．式 3.7に従い，最初の 3エポックは ||IGT − ICNN16 ||22 を最小化し，そ
れ以降は MF を適用した ||IGT − ISR||22 を損失関数として用いた． SRCNN を用いた予
備実験では ||IGT − ICNN||22 を最小化するためのエポック数が極端に小さいもしくは大き
いと学習が安定しなかったが，1− 10エポック程度であれば問題なく機能した．hCNN2 及
び hCNN9 はMの生成にのみ使用し，最終出力には特に利用しない．また重み減衰による
正則化は提案モデルに適用すると学習が不安定になったため使用していない．
さらに我々はMFがモデル構造に依存せず適用可能であることを示すため，複雑な構造
を持つ SRResNetと対照的に非常に単純で浅い構造である SRCNNを Ψに使用した実験
を行なった．SRCNNは 3層のみの CNNなので中間出力は利用していない．ゆえにマス
クMは式 3.10を用いて求める．図 3.14にその概要図を示した．
M = σ(ϕθ(ICNN, IBicubic)), (3.10)
ICNNは SRCNNの出力である．訓練データセットは SRResNetの時と同様，ImageNet
から 350,000 枚をランダムに抽出して利用している．ただし，クロッピングサイズは
SRCNNの実験に合わせて入出力ともに 64× 64の画像を用いている．また，SRCNNの
畳み込み層には padding がないため各層を伝播するたびに出力が小さくなってしまう．
我々は paddingを導入することで出力の大きさを不変にしている．その他の実験条件やハ
イパーパラメータは SRResNetの実験条件と同じものを使用した．
また我々はアンサンブルとして geometric self-ensembling [37]を採用した．Geometric
self-ensemblingは推論時に入力画像を回転，反転することで 8種類に増やし，それぞれを
拡大した後に元に戻してその平均値を最終出力にするというものである．僅かな誤差が生
じていても打ち消し合えるケースがあるためアンサンブルを導入していない時より安定し
て PSNRが上昇することが知られている．図 3.15にその概要図を示した．実際には 8枚
の画像は並列処理で拡大するため，処理時間やメモリ消費が 8倍にはなるわけではない．
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表 3.2: 拡大ブロックの実装．
output Layer
64× w × h Input
64× w × h Conv
64× w × h Add hfirst
256× w × h Conv
64× 2w × 2h Pixel Shuffler & leaky ReLU
256× 2w × 2h Conv
64× 4w × 4h Pixel Shuffler & leaky ReLU
3× 4w × 4h Conv
表 3.3: CNNを用いた ϕθ の実装．
output Layer
c× 4× w × h Input hCNN2 , hCNN9 , ICNN16 , IBicubic
64× 1× w × h 3D Conv & ReLU
c× w × h Conv & sigmoid
評価
評価指標には PSNRと SSIMを用いた，具体的には既存研究に倣い，正解画像と出力画
像を RGBから YCbCrに変換した後，Yチャンネルのみを抽出して計算する．我々の手
法は PSNR を最適化するものであるが，参考値として SSIM も指標として利用する．ま
た公平な比較を行うために周囲の画素 4pxを除外する [52]．
3.6 結果
表 3.4 はテスト用データセットである Set5,Set14,BSD100,Urban100 に存在する全て
の正解画像と提案手法による生成画像の間での PSNR 及び SSIM の平均値を示してい
る．MF+ は MF に対して 3.5 章で示した geometric self-ensembling を適用した際の数
値である．この図から MF によってベースラインである SRResNet に対して PSNR が
0.05 − 0.13程度上昇したことが分かり，MFの有用性を示している．さらに，geometric
self-ensemblingを適用した後のMFは PSNRの観点で最も精度が高いモデルとなってい
ることがわかる．EDSRはモデルパラメータ数がおよそ 28倍と大きく異なり，実験の仮
定が異なるため比較していない．しかしながら EDSRも通常の CNNベースの単一画像超
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表 3.4: 4つのデータセットにおける既存手法と提案手法のPSNR及び SSIMの平均値の比
較．赤色が最も精度が良く青色が次点である．MF+はMFに geometric self-ensembling
を適用したもの．
x4 Set5 Set14 BSD100 Urban100
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM
双三次補間 28.42 0.810 25.99 0.702 25.96 0.667 23.14 0.657
SelfExSR [52] 30.33 0.862 27.40 0.752 26.85 0.711 24.82 0.739
SRCNN [32] 30.08 0.853 27.13 0.74 26.70 0.702 24.14 0.705
DRCN [34] 31.53 0.885 28.02 0.767 27.23 0.723 25.14 0.751
SRResNet [35] 32.05 0.902 28.49 0.818 27.58 0.762 - -
EnhanceNet-E [36] 31.74 0.887 28.42 0.777 27.50 0.733 25.66 0.77
IDN [59] 31.82 0.89 28.25 0.773 27.41 0.73 25.50 0.763
MF 32.18 0.894 28.53 0.78 27.63 0.737 26.25 0.789
MF+ 32.26 0.896 28.53 0.782 27.65 0.738 26.34 0.792
解像手法であるので，MFを組み込むことは容易に可能である．
図 3.16はMF＋ SRResNetによって実際に拡大した画像である．生成されたマスク画
像から，画像内の平坦な領域に関しては双三次補間が重視され (マスクの白色に近い領域)，
輪郭付近で SRResNetの出力が重視されているのがわかる (マスクの黒色に近い領域)．ま
た，双三次補間単体で拡大した画像は高周波が無視されぼやけているのに対し，SRResNet
部分の出力は過度に高周波を強調して輪郭が浮き出たような画像になっている．これに対
してマスクが間に挟まることで最終的な合成画像が非常に鮮明になっている．マスクに
よって SRResNet 部分は平坦な領域の復元を学習する必要がないと分かるのでこのよう
に高周波の復元に専念できるようになったと考えられる．もちろんマスクがない通常の
SRResNetを学習させた際はこのようにあからさまに輪郭を強調しすぎるモデルになるこ
とはない．MF+SRCNNの超解像結果は図 3.17dの通りである．SRCNN*は [32]らの提
案したオリジナルの SRCNN に対して padding を加え訓練データセットや訓練時間等を
変更して最も良い精度になるように我々が改良したモデルである．
図 3.4 は Set14 に含まれる PowerPoint の画像の中の “P” の部分を拡大したものであ
る．図 3.4b は正解画像である．双三次補間は非常に正しく平坦な領域を拡大できている
が，白と黒の境界では非常にぼやけていることが確認できる．一方で SRResNetは輪郭を
鮮明に補間できており，一見問題ないように見えるが，輪郭付近で周囲に滲みのようなも
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のが生じていたり，わずかなノイズを強調しすぎた結果，平坦な領域に余計なテクスチャ
を生成してしまっている．差分学習の代表である EnhanceNet-Eにも結局は同様の問題が
確認できる．一方でMFを適用したモデルは僅かにリンギングが生じているとは言え，平
坦な領域も輪郭付近についてもほとんど正確に補間ができていることが画像から明らかで
ある．
図 3.5は SRResNet及び SRCNNに対して，直接学習・差分学習・MFの 3つの方法で
学習を行なった際の PSNRを示したものである．PSNRh/l は，正解画像と双三次補間に
よる拡大画像の各画素について誤差を取り，上位 10%及び下位 10%の画素についてのみ
PSNRを計算したものである．SRCNN*は SRCNNに比べ全てのデータセットで PSNR
が向上しているが，SRCNN*+MF はさらにそれらを上回り，PSNR にして 0.13 − 0.26
ほど上昇している．また，両者に共通する問題として双三次補間でただしく推定できてい
た画素が，直接学習や差分学習では大きく劣化するケースが存在する (PSNRl)．例えば
SRResNetに関しては 0.08− 0.21ほど劣化してしまう．一方でMFを適用した場合それ
らが多少緩和され，マスクによって双三次補間を正しく採用することが可能になっている
ことを示している．興味深いのは，本来は双三次補間からの差分だけを学習するはずの差
分学習が，SRResNetをベースにした際には最も PSNRl が劣化してしまうという問題で
ある．
SRResNetの登場以来，CNNによる単一画像超解像の PSNRはあまり大きく向上して
いないが，我々の MF は確実に元の SRResNet に対してそれ以上の精度となることが保
証される (仮に SRResNet部分が最高の精度であればマスクの全画素が 0になり結果とし
て同等の精度となる)．さらにMFの導入はマスク生成部分の数層を追加するだけであり，
導入コスト・計算コスト・資源コストについても非常に小さいという利点があり，MFは
CNNで超解像を行う際に導入を躊躇う理由はないと考えられる．
3.7 結論
まとめ
本研究では CNNベースの超解像手法がフィルタリングベースの手法に比べて高周波成
分を正確に復元できるという利点及び，高周波成分を復元しようとするあまり平坦な領域
ではフィルタリングベース手法では正しく補間できていたような場所で望ましくない結果
を産んでしまうという問題点を改善することに取り組んだ．具体的には CNNベースの手
法とフィルタリングベースの手法の相補的な利点をうまく活用するために，両者の手法
で超解像した画像を元に，どちらの結果をどの程度の割合で混合するかを決定するマス
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ク生成器を同時に学習することで解決を実現した．我々の提案するこの Masked Fusion
(MF)は，メインとなる超解像 CNNに加えて各画素について両手法の混合比率を決定す
る CNNを新たに付け加える．そのため，超解像の CNNモデルに特に制約を設ける必要
がなく，また学習が正しく行われればそのモデル未満の精度とならないことが保証される．
我々の実験ではデファクトスタンダードの一つでありある程度のパラメータ数を要求する
SRResNetと，最も軽量な SRCNNの対照的な 2つのモデルに MFを適用して実験を行
なった．評価手法には PSNRを用い，SRResNetの方では Set5，Set14，BSD100のデー
タセットにおいて，元の SRResNet のスコアに対しそれぞれ 0.13, 0.04, 0.05 の上昇を見
せた．また生成されたマスクを可視化したところ，仮説通り画像の平坦な領域では双三次
補間が重要視され，輪郭などの高周波領域においては CNNからの出力を重要視して混合
することが視覚的に確認された．結果として，CNNによる超解像では多く見られたリン
ギングや輝度シフトを軽減することに成功した．これらの望ましくないアーティファクト
は双三次補間と正解画像の誤差のみを学習する差分学習においてもあまり軽減されていな
い問題であった．さらに，提案するMFはモデルパラメータ数をいたずらに増やすことな
く導入できるという利点もあり，CNNベースの超解像手法であればほぼ全てにおいて精
度向上を見込むことができると考えられる．
今後の展望
本手法は基本的に超解像を目的としたどのような CNNにも適用可能なものであるため，
EDSRや RCANなどのモデルパラメータ数の大きなモデルにも適用できるという利点が
ある．この際，さらなる PSNR向上が望めるのか，もしくは十分に大きなモデルやアテン
ションを利用したモデルは平坦な領域においても高い精度を出しており性能的に上限に達
しているのかを確認する必要がある．また，超解像以外のノイズ除去や彩度強調等の別の
タスクに応用できるかを試してみるのも良いかもしれない．
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(a) img013 [Set14] [45]
(b) 正解画像 (c) 双三次補間
(d) SRCNN (e) SRResNet
(f) EnhanceNet-E (g) MF (提案手法)
図 3.4: 4倍超解像における提案手法と既存手法の比較．
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図 3.5: 最近傍補間による 1.5倍拡大の例．
図 3.6: 双線形補間による 2倍拡大の例．
図 3.7: 双三次補間による 2倍拡大の例．
図 3.8: SRCNNの概要図．双三次補間を行なってから画像を綺麗にする．
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図 3.9: SRResNetの概要図．基本的に現在の CNN系の超解像は SRResNetをベースに
したものが多い．
図 3.10: Sub-pixel convolutionの概要図．
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(a) 入力画像 (b) 出力画像
図 3.11: Sub-pixel convolutionの問題点．(b) に sub-pixel convolutionを施したのが (c)
である．格子模様が生じている．
(a) 直接学習 (b) 差分学習 (c) 提案手法 (MF)
図 3.12: 拡大手法を 3種類に区分した時の概要図. 水色が CNNで構築されていることを
示している
- 25 -
第 3 章 複数手法の統合による
単一画像超解像
図 3.13: Masked Fusion を SRResNet に適用した概要図．中間出力もマスク生成に利用
する．
図 3.14: SRCNNにMFを適用した概要図．SRCNNは浅い CNNなので中間出力は利用
しない.
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図 3.15: Geometric self-ensembling の概要図．回転と反転によってテスト時に水増しを
行う．
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(a) 双三次補間 (b) CNNの出力 (c) 生成マスク (d) 提案手法 (e) 正解画像
図 3.16: SRResNet*と MF の組み合わせによる花の画像 [45] と蝶の画像 [56] の拡大画
像．
(a) SRCNN
(31.98dB)
(b) SRCNN*
(直接学習)
(32.19dB)
(c) SRCNN*
(差分学習)
(32.37dB)
(d) SRCNN*
MF
(32.65dB)
(e) 正解画像
図 3.17: 鳥の画像 [56]における直接学習・差分学習・提案手法による超解像結果．
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表 3.5: 4 つのデータセットにおける直接学習・差分学習・提案手法の PSNR 及び SSIM
の平均値の比較．赤色が最も精度が良く青色が次点である．SRCNN*は我々の再現実装で
ある．
x4 双三次補間 直接学習 差分学習 MF
Set5(PSNR) 28.42 32.17 32.20 32.18
Set5(PSNRh) 20.05 25.20 25.26 25.16
Set5(PSNRl) ∞ 42.51 42.55 42.70
Set14(PSNR) 25.99 28.53 28.54 28.53
Set14(PSNRh) 17.64 21.13 21.16 21.14
SRResNet Set14(PSNRl) ∞ 39.61 39.46 39.67
BSD100(PSNR) 25.96 27.62 27.62 27.63
BSD100(PSNRh) 17.62 19.63 19.85 19.86
BSD100(PSNRl) 50.06 40.86 40.82 40.97
Urban100(PSNR) 23.14 26.24 26.25 26.25
Urban100(PSNRh) 14.72 18.81 18.82 18.81
Urban100(PSNRl) ∞ 39.12 39.08 39.20
Set5(PSNR) 28.42 30.31 30.44 30.57
Set5(PSNRh) 20.05 22.77 22.98 23.07
Set5(PSNRl) ∞ 41.64 41.75 42.54
Set14(PSNR) 25.99 27.32 27.41 27.50
Set14(PSNRh) 17.64 19.55 19.66 19.79
SRCNN Set14(PSNRl) ∞ 39.34 39.55 39.80
BSD100(PSNR) 25.96 26.83 26.81 26.96
BSD100(PSNRh) 17.62 18.81 18.87 18.99
BSD100(PSNRl) 50.06 41.14 41.27 41.48
Urban100(PSNR) 23.14 24.39 24.48 24.63
Urban100(PSNRh) 14.72 16.33 16.45 16.64
Urban100(PSNRl) ∞ 39.45 39.55 40.08
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第 4章
マルチモーダルな情報を利用した
広告動画の印象解析
4.1 背景
広告動画の印象予測は広告作成者にとって重要な課題であるが，どのような要因が広告
の印象に繋がっているかは明らかになっていない．現在，広告動画は延べ視聴率 (Gross
Rating Point: GRP) によってその影響を予測するのが主流である．GRPは広告動画を
放送した時点の視聴率の総和によって計算され，数が大きいほど人の目に触れた回数が多
いことを示しているため，認知度との相関が高いとされている．ここでいう認知度とは，
見たことのある広告の全部もしくは一部をもう一度見た際に思い出せるかどうかという指
標である．そのため，広告の出稿料金も GRPを元に計算されることがほとんである．
しかしながら， 表 4.1は GRPと認知度の相関は 0.36と非常に低いことを示している．
また，その広告動画を見て好意を抱いたか・商品を購入する気になったか・内容に興味を
抱いたか，という好意度・購入喚起度・興味関心度の指標においてはほとんど GRPとの
相関は 0に近いことが示されている．即ち，数多くその広告動画を視聴したからといって
印象に大きな影響を与えることはないとも言える．
このように現在主流となっている GRP は視聴者への印象予測に対しては不向きであ
り，新たな予測指標が求められている．また，広告動画の特性からしてそれらの予測は広
告動画の製作段階で行えるとより良い．具体的に広告動画の制作は，複数案製作した上で
最も効果の高くなるものを広告主が予測して選択する．この際に事前に各動画に対して印
象予測を行うことができれば，明確な指標を持って効果的な広告動画を選択することがで
きる．
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表 4.1: GRPと広告動画の印象項目に関する相関．最も高い認知度でも 0.36程度で，他の
指標はほぼ 0である．
認知度 好意度 購入喚起度 興味関心度
GRPとの相関 0.360 0.025 -0.071 -0.019
4.2 目的
本研究の目的は，視聴者に対してより刺さる広告動画の製作補助である．そのために，
広告動画が視聴者に対してどのような印象を抱かせるかを，広告動画の放送前に入手可能
な情報によって予測し，可能であればその予測理由を解析することを目指す．ここでいう
印象とは以下の 4点である．
• 認知度: 広告動画の一部を見た時にその広告を見たことがあると思う確率
• 好意度: 見たことがある広告動画に対して好意を抱いた確率
• 購入喚起度: 見たことがある広告動画に対してその商品を購入する気になったかど
うかの確率
• 興味関心度: 見たことがある広告動画に対してその内容に興味を抱いたかの確率
また，広告動画の放送前に入手可能な情報とは 4.4 章で述べるフレーム画像・音・各種メ
タデータ・タレント情報である．これらの情報だけである程度の精度で印象項目を予測で
きれば，広告動画の製作段階で複数候補からの選択を自動化することが可能になる．
4.3 関連研究
機械学習による広告解析
Hussain ら [60] は，ある広告についてそれを見た人がどのような行動を取ろうとする
か・なぜそのような行動を取ろうとしたのか・広告の中のシンボルとその主張，を含んだ
大規模な広告画像・動画のデータセットを構築した．著者らはその中で広告動画の内容や
印象を予測することは困難な課題であると位置付けている．実際に著者らがベースライン
として提示した手法では動画の内容予測に関しては 35.1%，印象予測では 32.8%の精度で
しか予測できなかったと示している．広告の影響予測については [61,62]で行われている．
[61]らは 17人の被験者に対し広告動画を見せ，直後・1日後にどの程度覚えていたかの調
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査や深層学習による予測を行なっている．Adamovと Adaliら [63]はWebページ主内容
と作者の positive/negative/neutral といった感情に最も適した広告を見つける感情分析
を行なっている．感情の分類方法は単純だがWebの内容に即した広告を利用することが
できる点で実世界応用が期待できる．しかしこれらの手法は凡そ YouTube やWeb から
自動探索で集められたノイズの多い広告を対象にしており，またアノテーション調査の規
模も数十人程度と小さいという問題を抱えている．
視聴者に対しより効果的な広告動画を検索する方向の研究として [64, 65] らは
Video-in-video というフレームワークが議論されている．これは一つの動画の中に効
果的な広告動画を差し込むモデルで， [64] らは広告の魅力や心に刺さる度合いの観点か
らシーン解析とシーンごとの感情解析を利用し，広告群から最適なものを検索する．ま
た [65]らは視聴者の服・性別・年代を判別することで最適な広告を差し込むことを提案し
ている．
広告に対する生理学的解析
広告動画に対してどのような印象や感情を抱くかを解析した研究は古くから存在する．
Aakerら [66]は 25万人以上に評価された 524本の広告動画に対してどの程度それらが有
益であったかを解析している．例えば食品関係の広告動画は有益という観点では弱く，ま
た有益であると判断された広告動画は記憶されやすい・面白い・納得できるといった観点
とも相関があることを示した．Vaughnら [67]は広告動画の分類として，視聴者に抱かせ
る思考・感情の高低といった区分を提案し，購買意欲の主原因は，理論的な思考もしくは
感情のどちらかに偏ることを示した．Yangら [68]は視聴者が広告動画を見ることをやめ
他の動画に移動するザッピング行動と表情の関連性を調べ，時系列に沿ってどの程度ザッ
ピング行動が発生するかの確率を示す Zapping Indexを提案した．しかしいずれもデータ
が小規模であったり，広告動画からの印象を放送前に予測できるものではなく，広告動画
政策の観点では使用することが難しい．
感情・記憶度解析
画像や動画に対しどのような感情を抱くか [16, 17, 69–71] やどの程度記憶に残る
か [72, 73] を解析したものは数多く存在し ，またそのような印象がアノテーションさ
れた大規模データセット [74–76]も構築されている．[74]はある画像に対しその物体の名
詞と形容詞のペアをアノテーションしたデータセットで，DCAN [16]は名詞・形容詞をそ
れぞれ予測する CNNを訓練して感情予測を行なった．また，記憶の残りやすさの研究と
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図 4.1: CMカルテ内の広告動画の秒数ごとの内訳．
しては Shekharら [77]がフレームごとにどの程度記憶に残りやすいかを予測することで
効率的に動画を要約する手法を提案している．一方で，広告動画の場合，抱かせる感情や
記憶にどの程度残るかは動画の内容以外にも視聴回数や出演タレントなど，動画以外の要
因も絡んでくることが容易に予測される．
4.4 データセット
広告動画
広告動画の印象予測及びその解析には元となる広告動画とそれに対する評価データが必
要となる．我々はビデオリサーチ社 [78]が保有する大規模広告動画データセット (CMカ
ルテ)を利用した．2004年 12月 31日から 2016年 4月 20日までに日本国内放送された
広告動画を対象に収集され，15, 260本が存在する．広告動画の秒数と本数の内訳は以下の
図 4.1の通りで，日本国内の広告動画はそのほとんどが 15秒もしくは 30秒であることが
分かる．本実験では最も多い 15秒の広告動画を実験対象として利用した．
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メタデータ
CMカルテには各広告動画に対して放送開始年月日や広告内に出演するタレント名，シ
リーズ性などを記録したメタデータが存在する．特に出演タレントに関しては，名前が分
からない人物に関しては性別が，人間ではないキャラクターの場合はその旨が表記される．
メタデータの項目数は多岐に渡るが，本研究では広告動画の作成段階で印象予測を行いた
いため，実際に放送される前に明らかである情報のみを利用した．具体的には広告動画が
対象とする商品・サービスの種類区分 (6通り)，シリーズ性 (4段階)，放送パターン (7通
り)，個人延べ視聴率 (Gross Rating Point: GRP)である．
商品・サービスの種類区分
各広告動画はまず大きく 16 種類の商品・サービスに分類され，そこからさらに段階的に
区分され，最終的には 249種類に分類される．最終的な分類方法では分類数が大きくなる
という欠点があり，16種類の大分類についても図 4.2から分かるように各クラスでサンプ
ル数に偏りが出るという欠点がある．この問題点については 4.5 章の提案手法で解決を図
る．
シリーズ性
広告動画には新しい動画を作成する際に，以前放送したものをベースにして作成する場合
があり，それをシリーズ性として定義する．シリーズ性は「過去に放送された自ブランド
の広告動画と同じタレントが出演しているか否か」「過去に放送された自ブランドの広告
動画と同じストーリ性で作成したか否か」の 2 点で 4 項目で評価される．一般的にはシ
リーズ性の強い広告動画はそれだけ人々の記憶に残りやすいとされ，後述するアンケート
によって取得した認知度・好意度・購入喚起度・興味関心度とシリーズ性の関係は以下の
図 4.3の通りである．認知度は明らかにシリーズ性が上がるにつれて上昇する傾向が見ら
れる．一方で購入喚起度や興味関心度などはシリーズ性にあまり強い影響を受けていな
い．
放送パターン
広告動画の曜日及び時間帯における出稿パターンを表し，以下の 7種類に区分される．
1. 逆 L型: 平日の夜から深夜及び土日の全日に放送
2. 全日型: 平日・土日の全日に放送
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図 4.2: 広告動画の商品分類ごとの内訳．
3. ヨの字型: 平日の朝・昼・夜及び土日の全日に放送
4. コの字型: 平日の朝・夕から夜及び土日の全日に放送
5. 逆 F型: 平日の深夜を主軸に平日の昼・夕及び土日の全日にも放送
6. 深夜型: 平日・土日の深夜に放送
7. 全日昼型: 平日・土日の午後を中心に全日に放送
これ以外にも特定番組と関連づけて放送するタイム広告動画が存在するが今回は対象とし
ない．スポット広告動画は主に販売したい商品・サービスがどの層に向けているものであ
るかを考慮して選択されることが多い．具体的には中年以上の男性をターゲットとしてい
る場合の商品は，平日よりも休日に広告を流した方が視聴される可能性が高い，といった
仮説に基づいて選択される．
個人延べ視聴率
視聴率にはまず世帯視聴率と個人視聴率が存在する．世帯視聴率は調査対象となる各世
帯のうち対象となる番組を視聴していた割合を指す．個人視聴率は，この世帯について年
齢・性別・職業等の個別情報で区分した際の視聴率を表す．例えば男性 50世帯，女性 50
世帯がある番組 Aについて男性 10世帯，女性 20世帯が視聴していた場合，世帯視聴率は
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図 4.3: 広告動画のシリーズ性と視聴者による印象の関係性．
表 4.2: 性別・年代による世帯の区分表．
男 女
全体 ターゲット 1
ターゲット 2 ターゲット 7
13-19才 ターゲット 3 ターゲット 8
20-34才 ターゲット 4 ターゲット 9
35-49才 ターゲット 5 ターゲット 10
50-59才 ターゲット 6 ターゲット 11
30%，女性の個人視聴率は 40%として計算される．GRPはこの視聴率に対して，広告動
画の各放送時における視聴率の総和を取ったものである．すなわち，式 4.1
個人 GRP =
∑
各放送
視聴個人数
対象個人数
(4.1)
で表される．個人視聴率の区分方法は表 4.2で表される 11種類が存在する．
以上が本研究で使用したメタデータ項目である．
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タレントデータ
広告動画には場合によってはタレントが出演する場合がある．CMカルテのメタデータ
にはそのタレント名が分かる場合にはそれが表記されるが，あくまで名前だけという欠点
がある．実際には出演者が視聴者にどの程度人気があるかはその広告動画の認知度や好意
度に大きく影響するため，出演者とその出演者の人気度を紐付けるデータが必要となる．
そこで我々はビデオリサーチ社のタレントイメージデータを利用した．タレントイメージ
は広告動画と直接関係はなく，多くのタレントについて知名度や人気度を調査したものに
なっている．調査規模は各タレントにつき 565名ほどである．タレントイメージに載って
いるタレントが必ずしも広告動画に出演している訳ではなく，逆に広告動画に出演してい
てもタレントイメージに載っていないケースも存在する．また，アイドルグループなどは
広告動画のメタデータではグループ名で記載されるがタレントイメージでは個人名による
調査が行われているため，所属グループで紐づけることは第三のデータを利用しない限り
できない．
アンケートデータ
各広告動画にはその動画に関しての印象を調査したアンケートデータが付随している．
アンケートの回答者はエリア・ランダム・サンプリング法によって 600名ほどがランダム
に選択される．具体的には調査地域における性年代構成比が、調査地域における住民基本
台帳の構成比に合うように対象者を無作為抽出するものである．各広告動画でアンケート
の回答者は必ずしも一致していない．アンケートではまず第一段階として，広告動画の 1
フレームだけを静止画として回答者に提示した後，「あなたはこの広告動画を見たことが
あるか」という質問を行い，見た・見たような気がする・知らない，という 3段階のどれ
かで回答を行ってもらう．その際に，全回答者の中で「見た・見たような気がする」と回
答した人の割合を認知度として定義する．さらに「見た・見たような気がする」と回答し
た人の中で，「好意を覚えたか」「商品を購入する気になったか」「商品に興味を覚えたか」
という質問を 5段階で行い，上位 2つの中で回答を行った人の割合をそれぞれ好意度・購
入喚起度・興味関心度として定義する．認知度は全回答者数が分母であることに対し，好
意度・購入喚起度・興味関心度の分母は認知者数であることに注意されたい．また，アン
ケートの回答者を表 4.2の 11種類で区分し，それぞれについての認知度・好意度・購入喚
起度・興味関心度も記録している．
図 4.4は男女間で商品区分ごとの広告動画の認知度の比較を行ったものである．一般的
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図 4.4: 視聴者の性別による各商品の認知度の比較．概ね女性の方が全体的に認知度が高
く，特に化粧品において差が大きい．一方で電気機器・通信機器は差が縮まる傾向が見ら
れる．
図 4.5: 女性の世代による化粧品・通信機器の認知度の比較．化粧品は 20-49才の間で認知
度が高く，一方で通信機器は 10代が最も認知度が高いという異なる傾向が見られる．
に女性の方が広告動画の認知度は高いと言えるが，特に化粧品ではその差が大きい．一方
で電気機器・家具・建材や通信機器ではその差は小さく，性別に応じてどのような広告の
認知度が高いもしくは低いが異なるということが伺える．また，図 4.5 は女性の中でも，
世代ごとによってどのような広告の認知度が高いかを示したものである．化粧品は主に
20-40代において認知度が高いが，通信機器は 10代の認知度が高く，性別や世代を広告動
画の印象予測においては考慮する必要があることを示している．
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4.5 提案手法
本研究では，広告動画の作成前に視聴者に与える印象項目を予測することで作成者に
フィードバックすることが目的であるため，広告動画はフレーム (動画)情報・音情報・メ
タデータ・タレント情報など様々な情報から構成されており，マルチモーダルな情報解釈
のできるモデルが求められる．そこで我々はそれぞれの情報を一定の長さの特徴量に変換
し，それらをアテンションを用いて統合してから印象項目を予測する CNN を提案する．
印象項目は認知度・好意度・購入喚起度・興味関心度の 4指標であるが，これらについて
同時に予測するモデルを提案する．同時予測のメリットとしては計算量が減ること及び，
複数情報を学習することでより効率的な学習が可能になることが期待できる点である．式
が我々の提案するモデルである．
P = Ψ(αframe
Fframe
||Fframe||
+ αsound
Fsound
||Fsound||
+ αmeta
Fmeta
||Fmeta||
+ αpersons
Fpersons
||Fpersons||
)
(α = ψα(
Fframe
||Fframe||
,
Fsound
||Fsound||
,
Fmeta
||Fmeta||
,
Fpersons
||Fpersons||
)) (4.2)
Ψ及び ψα は DNNで表現される非線形変換であり，P は 4つの印象項目の予測値を表
す 4次元ベクトルである．各特徴を L2ノルムで正規化するのは ψα の学習を安定化させ
るのが目的である．ψ は 4つの特徴 Fframe, Fsound, Fmeta, Fpersons の重みを決定するため
のアテンション機構である．
フレーム情報抽出
本実験では広告動画は 15 秒のものを使用しているため，1 秒ごとにサンプリングし
て得た 15 枚の画像 Ii{i = 1..15} を入力に利用する．この 15 枚の画像から画像特徴
f iimg{i = 1..15} を抽出し，その重み付き線形和をフレーム情報として定義する．画像特
徴の抽出には ImageNetで事前訓練された ResNet50を使用する．ただし最終層を除去し
256 次元へと変換する全結合層へと置き換える．これを最終的に重み ai{i = 1..15} を用
いて最終的な 256次元のフレーム特徴 Fframe を得る．
Fframe =
15∑
i=1
βif iimg ただしβ = ψβ(f
1
img, f
2
img, ..., f
15
img) (4.3)
ここで ψβ は全ての画像特徴 f iimg{i = 1..15} を入力に，それぞれの重みを表現するベク
トル β を出力する非線形関数で表されるアテンション機構である．このアテンション機構
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ψβ と 4 つのマルチソースの重みを決定する ψα は役割こそ同じだが構造としては区分さ
れる．
音情報抽出
人の発する音声についてはMFCCなどの手法によって周波数領域から特徴抽出を行う
手法が知られているが [79,80]，広告動画の音は背景音楽の情報が有用であると考えられる
ため，音声波形をそのまま入力として利用する．音の特徴抽出には SoundNet [6]のネッ
トワーク構造を導入する．SoundNetは本来動画に対して，フレーム画像を入力に訓練済
み VGG-16 [81] が出力するテンソルと，音を入力した際に SoundNet が出力するテンソ
ルの L2距離が近くなるように学習することで良い音特徴を得る手法の中で提案されてい
るが，本実験では単純にネットワーク構造のみを導入する．ただし SoundNetは最終出力
層の次元数が固定され，固定長の波形のみの入力となってしまう．本実験で使用する広告
動画は全て 15秒であるため問題ないが，将来的な拡張を考え，最終層に Global Average
Pooling層を導入し，入力を可変長としつつ出力は 256次元に固定した．また SoundNet
に関しては良い初期値を得るため，UrbanSound8k [82]で事前訓練を行った．SoundNet
の最終的な出力を広告動画の音特徴 Fsound として定義する.
メタデータ抽出
本実験では広告動画を作成している段階から印象項目の予測を行うため，使用できるメ
タデータには限りがある．今回使用したのは第 4.4章で述べた商品分類・シリーズ性・放送
パターン・個人延べ視聴率である．これらを 1次元のベクトルで表現したものをメタデー
タ特徴 fmeta として定義する．商品分類・シリーズ性・放送パターンはそれぞれ one-hot
ベクトルとして表し連結し，個人延べ視聴率は連続値として使用する．ただし，商品分類
については第 4.4章で述べた通り，広告動画の元々の 16種類の分類ではカテゴリ間でサン
プル数に偏りが生じている．そこで我々はさらに細かく 249種類に分類したカテゴリを，
なるべく偏りが生じないよう新たに 6種類のカテゴリに纏め直した (図 4.6)．個人延べ視
聴率は one-hot ベクトルの要素の大きさである 0 もしくは 1 に比べて非常に大きい値と
なってしまい学習が進まないため，訓練データの個人延べ視聴率の最大値で正規化する．
fmeta の具体例を表したのが図 4.7である．商品分類・シリーズ性・放送パターンについ
てはそれぞれ one-hotとなっていることが分かる．このベクトルは「化粧品について，過
去の作品と同一のタレントを使用しながらもストーリーは新規のものを採用し，平日の深
夜を主軸に平日の昼・夕及び土日の全日にも放送しており，ターゲットとしている層への
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図 4.6: 6種類の商品分類による広告動画データセットの内訳．
図 4.7: メタデータの抽出の具体例．化粧品の広告で，過去に同一タレントを使用したがス
トーリーは異なり，逆 F型放送を採用し個人GRPは想定される最大値のおよそ 0.4程度．
GRPは訓練データの最大値に対して 40%である」ということを表している．
このようにして得た 18次元の fmeta を全結合層・バッチ正則化・活性化関数からなる非
線形ブロックを複数回通すことで 256次元の Fmeta へと変換する．
タレント情報抽出
第 4.4章にある通り，広告動画のメタデータに記載されているのは出演タレント名であ
り，場合によっては名前がわからず「男性」「キャラクター」等でしか表現されていない
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ケースもある．福島ら [83]は出演タレントを one-hotベクトルで表現したが，本研究では
出演タレントの総ユニーク数に対して広告動画の数が限られているため適切ではない．ま
た，言語モデルで利用されることの多い embedding手法についてだが，one-hotベクトル
と比較すると密な表現を獲得できるがやはりこちらもデータ数を必要とする．我々は 4.4
で述べたタレントイメージデータ (Dpersons) を用いて出演タレントを 2 次元のベクトル
fpersons で表現する．fpersons は具体的に [出演タレント数，出演タレントの好意度の最大
値]と定義し，以下の Algorithm 1を用いて計算する．Dpersons には該当する出演者名が
あった場合でも，そのアンケートの調査年が広告動画の出稿後である際には，広告動画が
原因で好感度が上がった可能性もあるので本研究では使用しない．
Algorithm 1 fperformers の生成方法
for 出演タレント in 出演タレントリスト do
if 出演タレント ∈Dpersons ∧Dpersons の調査年が広告の放送開始以前 then
fpersons[0] = fpersons[0] + 1
fpersons[1] = max(出演タレントの好意度, fpersons[1])
else
continue
end if
end for
このようにして得た 2次元の fpersons を全結合層・バッチ正則化・活性化関数からなる
非線形ブロックを複数回通すことで 256次元の Fpersons へと変換する．
以上から得た Fframe, Fframe, Fframe, Fframe を用いて式 4.2から印象項目 P を予測する．
アテンション機構の学習
ψα 及び ψβ は抽出した複数の情報を加算する前に，それぞれの重みを決定するアテン
ション機構であるが，これらの機構を導入して学習を行うと，情報抽出部とアテンション
機構の両方のパラメータを同時に学習することになり学習が不安定になるという欠点が
ある．そこで我々は，学習初期ではアテンションを利用せずに加算を行い，徐々にアテン
ション機構へと移っていくモデルを提案する．これは Progressive growing GAN [84]に
見られるように，学習中にモデル構造を変化させる場合はなるべくモデル変動による学習
の振動を防ぐ目的である．故に P, Fframe の算出方法は以下の式 4.4及び式 4.5のように
なる．
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P = Ψ((aαframe + 1− a)
Fframe
||Fframe||
+ (aαsound + 1− a)
Fsound
||Fsound||
+ (aαmeta + 1− a)
Fmeta
||Fmeta||
+ (aαpersons + 1− a)
Fpersons
||Fpersons||
)
a =

0 (iteration ≤ Tα0 )
iteration−Tα0
Tα1 −Tα0
(Tα0 ≤ iteration ≤ Tα1 )
1 (Tα1 ≤ iteration)
(4.4)
Fframe =
15∑
i=1
(bβi + 1− b)f iimg
b =

0 (iteration ≤ T β0 )
iteration−Tβ0
Tβ1 −T
β
0
(T β0 ≤ iteration ≤ T
β
1 )
1 (T β1 ≤ iteration)
(4.5)
ここで iterationは学習時のイテレーションを表し，Tα,β0,1 は設定するハイパーパラメー
タとする．また a, bは定義より [0, 1]であり，0のときはアテンションを利用しない構造に
なり，1のときはアテンションのみを利用する構造となる．
4.6 実験
本実験で用いたのは CMカルテに含まれる動画のうち，以下の 3つの条件を満たすもの
を利用した．
1. 15秒の動画である
2. 広告主が ACジャパンでない
3. 世帯 GRPが 10未満でない
広告主が ACジャパンである場合，通常の広告動画とは異なった意図で作成されるので興
味関心度や購入喚起度等を予測する必要がない．また世帯 GRP が 10 未満のものはそも
そも放送されていないか，サス CMのような特殊な広告動画であるため除外する．こうし
て抽出した動画は全部で 11021本あり，9021本を訓練に，1000本を検証に，残りの 1000
本を評価用に利用する．
利用したネットワークは図 4.8である．複数入力及び複数出力が可能であり，またそれ
らの入出力は柔軟に増減させることができる．活性化関数には ReLUを用い，全体の学習
時間は全実験で共通して 150 エポック，バッチサイズ 16，最適化関数には式 4.6 で表さ
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図 4.8: 広告動画の印象予測用 CNNの概要図．フレームとマルチモーダル特徴の足し合わ
せの両方でアテンション機構を使用する．
れる慣性付き確率的勾配降下法を使用した．ここで wはネットワークのパラメータで,η, α
はそれぞれ初期値を 0.1, 0.9 とした．ただし η は毎エポックごとに式 4.7 に従って更新
する．これは 30エポック単位で見れば η が 0.1倍されている．またアテンション機構を
導入した部分については第 4.5章で述べた通りの学習を行う．ただし，Tα0 , T
α
1 , T
β
0 , T
β
1 を
16920,26920,33840,43840に設定する．これによりアテンション機構を安定的に導入する
ことができる．
wt+1 ← wt − η ∂E(w
t)
wt
+ α∆wt (4.6)
η ← 0.1 130 × η (4.7)
マルチモーダルの有効性の確認
マルチモーダルな情報を利用することの有効性を確認するため，以下の表 4.3に従い 7
条件で印象項目の予測実験を行った．このうち，条件 2-4についてはアテンション機構を
導入せず，条件 1 についてはフレームに関するアテンションのみを導入している．また，
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表 4.3: マルチモーダルの有効性の確認の為の実験条件．
条件 フレーム特徴 音特徴 メタデータ特徴 タレント特徴
条件 1:フレームのみ ○ × × ×
条件 2:音のみ × ○ × ×
条件 3:メタデータのみ × × ○ ×
条件 4:タレントのみ × × × ○
条件 5:フレーム&音 ○ ○ × ×
条件 6:フレーム&音&メタデータ ○ ○ ○ ×
条件 7:全て ○ ○ ○ ○
表 4.4: マルチアウトプットの有効性の確認の為の実験条件．
条件 認知度 好意度 購入喚起度 興味関心度
条件 1: 認知度 ○ × × ×
条件 2: 好意度 × ○ × ×
条件 3: 購入喚起度 × × ○ ×
条件 4: 興味関心度 × × × ○
条件 5: 全て ○ ○ ○ ○
予測対象となる印象項目やメタデータ内に含まれる個人 GRPに関しては，条件に限らず
表 4.2のターゲット 1，すなわち全世代男女の平均値を用いる．
4つの印象項目の同時予測
本モデルは認知度・好意度・購入喚起度・興味関心度の 4つの項目を同時に予測するモ
デルであるが，全てを別々に予測することも可能である．そこで，それぞれを独立に予測
した際の精度と同時に予測した時の精度を以下の表 4.4の設定で比較した．なお，条件に
限らず予測対象項目やメタデータの個人 GRPは表 4.2のターゲット 1，すなわち全世代
男女の平均値を用いる．また入力に関しては表 4.3の条件 7，すなわちフレーム，音，メ
タデータ，タレントの全ての情報を使用した．
ターゲットごとの予測
表 4.2 の 11 種類の世帯分類に基づき，それぞれで広告動画の印象予測を行った．使用
したモデルの入力に関しては表 4.3の条件 7，出力に関しては表 4.4の条件 5，すなわち全
入力及び全出力を同時に利用した．ただし，入力の一部である個人 GRPに関しては世帯
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分類ごとにその値が異なるため，それぞれ別に最大値を使用した．
アテンションの可視化
我々の使用するアテンション機構 ψα, ψβ はあくまで線形和の重みを求めるものであり，
本来はそれぞれの特徴の重要度を算出するものではないが，近しいものを出力していると
考えられる．そこで全テストデータについて α, β を出力し，モデルがどの情報をどの程度
重み付けした上で利用しているのかを可視化した．
4.7 結果
マルチモーダルの有効性の確認
表 4.3の条件 1-7について予測を行い，テストデータ 1000件の実際の認知度・好意度・
購入喚起度・興味関心度との相関及び二乗誤差で評価を行ったのが図 4.9である．斜線で
示したものはシングルソースで予測したモデルであり，認知度においてはメタデータを使
用して予測したモデルが最も精度がよく，好意度・購入喚起度・興味関心度はフレーム情
報のみを使用したモデルが最も精度が良い．即ち，どのような商品の CMで，どの程度過
去の CMとの関連性があり，どのような時間帯に放送し，どの程度の規模で出稿するのか
が明らかであればある程度は認知度が予測可能であることを示している．一方で好意度・
購入喚起度・興味関心度といった比較的，広告動画の内容に左右されやすい指標はフレー
ム情報を考慮しないと予測が困難であると言える．
また，オレンジ系統で塗りつぶされたグラフがマルチモーダルなモデルでの予測結果で
あり，左から順にフレーム&音情報，フレーム&音&メタデータ，全情報となっている．音
情報を追加してもあまり精度に影響しない結果が見られる．フレーム情報とメタデータの
組み合わせにおいては，フレーム情報のみ，メタデータのみでは印象項目の予測精度で項
目ごとに生じた偏りが解消されており，マルチモーダルの有効性を示している．
4つの印象項目の同時予測
表 4.4の条件 1-5について予測を行い，テストデータ 1000件の実際の認知度・好意度・
購入喚起度・興味関心度との相関及び二乗誤差で評価を行ったのが図 4.10である．グラフ
のオレンジ色のものが同時に予測した結果で，青色が個別に予測したモデルである．興味
関心度以外の項目において，個別に予測した方が相関係数において 0.1− 0.2ほど精度が高
いことが伺える．図 4.11 に個別に予測した際の予測と正解値の散布図で示した．認知度
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図 4.9: 入力する情報と印象項目の予測精度比較．相関係数は高いほどモデルの精度がよ
く，平均二乗誤差は低いほど良い．最も良いモデルは全ての情報を入力したものであるこ
とが示されている．斜線で示されたグラフは入力情報数が 1であるものである．
(図 4.11a) はやや分散が大きいことが視覚的に分かる．仮に計算時間やメモリ消費を考え
ないのであれば個別に予測するのが最も良い．
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図 4.10: 認知度・好意度・購入喚起度・興味関心度を個別に予測した場合と同時に予測し
た場合の精度．
ターゲットごとの予測
表 4.2の 11種類の世帯分類に基づき，それぞれで広告動画の印象予測を行った結果が
図 4.12である．全世代男女の平均が緑色，青系が男性，オレンジ系が女性である．全世代
平均の男女はそれぞれにおいても予測精度が高いが，世代ごとに分割すると特に 10代及
び 50代での精度が低い．これはこの 2つの世代が特に調査人数が少ないためだと思われ
る．また，図 4.4に示すように男女間での分布差は非常に大きいが世代間での差は 図 4.5
比較的小さいため，実用上は男女を分けての予測でも問題ないと考えられる．
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(a) 認知度 (b) 好意度
(c) 購入喚起度 (d) 興味関心度
図 4.11: 各印象項目を予測した時の正解値と予測値のプロット図．テストには 1000本の
動画を使用している．
アテンションの可視化
認知度・好意度・購入喚起度・興味関心度についてそれぞれ個別に予測した際の 15枚の
フレームに関するアテンションと，画像・音・メタデータ・タレント情報のアテンション，
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図 4.12: 各世帯分類ごとに予測を行なった場合の精度比較．
それぞれについて図 4.13と図 4.14に示した．横軸は 1000本のテスト動画である．どの
アテンションもおおよそ同じような値を示すが，それでもやはり動画によって大小の差異
が生じている．大きな傾向としてフレーム画像はだいたい等しく重みづけされる．一方で
画像全体としても音情報と並んで大きく重みづけされる．またタレント情報も 25% ほど
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(a) 認知度 (b) 好意度
(c) 購入喚起度 (d) 興味関心度
図 4.13: 各印象項目を予測した時の 1000本の動画に関するフレーム画像のアテンション．
横軸が動画を表す．
の重みがつけられており，無視できない情報であることが分かる．表 4.5はタレント情報
を重視していた広告動画の top-5である．著名なタレントが多く出演している (AKB48は
タレントイメージに存在しない)ことが伺える．
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(a) 認知度 (b) 好意度
(c) 購入喚起度 (d) 興味関心度
図 4.14: 各印象項目を予測した時の 1000 本の動画に関する 4 つの特徴のアテンション．
横軸が動画を表す．
4.8 結論
まとめ
本研究では広告動画に対して，放送前に得られるマルチモーダルな情報をアテンション
を用いて解析することで，印象項目の予測及び各情報の予測に対する重みの予測を行なっ
た．入力にはサンプリングした 15枚のフレーム画像，音 (波形)，商品分類パターン・放送
パターン・シリーズ性・個人 GRPといったメタデータ，出演タレント情報を利用し，予
測する印象項目は認知度・好意度・購入喚起度・興味関心度を用いた．入力に関してはそ
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表 4.5: 好意度を予測した際にタレントにアテンションが多く払われていた広告動画．
アテンション重み 好意度正解値 好意度予測値 タレント 1 タレント 2 タレンと 3
0.354 48.90 36.52 佐藤浩市 大泉洋 小池徹平
0.352 40.50 42.84 ＡＫＢ４８ 古田新太 沢村一樹
0.350 63.70 53.39 室井滋 石井萌々果 ルー大柴
0.345 50.20 47.63 大沢たかお 生田斗真 加藤清史郎
0.344 59.30 57.85 永瀬正敏 ムッシュかまやつ 吉川晃司
れぞれ単体のみで予測する場合や画像と音のみを使用する場合，画像と音とメタデータを
使用する場合，全てのデータを使用する場合について精度を調べ，全てのデータを使用し
た場合が最も精度が高くなることを確認した．また，出力に関しては 4つの項目に対して
1つのモデルで予測する場合と 4つのモデルを独立に用いる場合を比較し，独立に予測す
る場合がわずかに精度が向上することを確認した．具体的には予測値と正解値との相関係
数が認知度・好意度・購入喚起度・興味関心度に対して 0.73,0.67,0.80,0.63となった．ま
た世代性別に分けて予測した場合は，世代に関しては分割すると精度が落ち，性別に関し
ては男女で分けて予測する場合と平均を使用して予測する場合でどちらも大差がないこと
を確認した．ただし男女での印象傾向は異なるので精度が変わらないのであれば男女を分
けて予測することが望ましい．また，モデルにアテンションを導入し，予測に当たって各
特徴がどのように重みづけされたのかを可視化した．これらの重みは単純に重要度や寄与
度とは言えないが，例えばタレント情報に強く重みづけされた広告は確かに人気度の高い
タレントが出演していたなど，ある程度の説明力はあると考えられる．
今後の展望
本研究の最終的な目標は視聴者の心に刺さるような広告動画の作成支援であるが，本実
験は広告動画の放送前での印象予測に留まった．そのため，今後は予測した印象項目の値
を高めるように広告を変化させるような手法が求められる．また，本実験で使用したデー
タは 15秒の日本で放送されたテレビ広告動画に限ったが，近年はWeb上での広告動画が
注目を集めている．このようなデータに対しても印象の予測や作成支援が出来ることが望
ましい．
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まとめ
本論文の目的は，マルチモーダルな実世界データに対してアテンション機構を導入する
ことで視覚的に解析可能な処理を可能にすることであった。実世界のデータオブジェクト
は様々な情報を含んでおり、複数の手法によって必要な情報を抽出した上で処理するもの
や、そもそもデータオブジェクト自体をモーダルによって分割して処理する必要がある。
我々は単一画像超解像において、フィルタリングベースの手法と CNNベースの手法をア
テンションによって組み合わせる Masked Fusion を提案し、同規模サイズの超解像モデ
ルで State-of-the-Artを達成した。フィルタリングベース手法は主に平坦な領域の補間を
得意とするため、CNNは高周波領域に注目して超解像を行うことができる。それぞれの
結果をアテンションによって適切に組み合わせることで、平坦な領域も輪郭付近も高精度
に補間できることを示した。またアテンションの可視化によってフィルタリングベースと
CNNベースの手法の相補性を視覚的に確認することができた。Masked Fusionは既存の
ほぼすべての CNNモデルに組み込むことが可能であり、学習方法・モデルについて変更
するコストも非常に低く最適化が進めば CNNのみのモデルに対して精度が下回らないこ
とが保証される。また、単一画像超解像のような画像処理の基礎技術だけでなく、広告動
画の印象解析といったより実世界応用に近い分野についても実験を行った。広告動画はそ
れ自体に画像・音・メタデータといった異なるモーダルのデータを含むため、それぞれを
独立に処理した後、アテンション機構を用いて結合して印象の解析を行った。アテンショ
ンの導入により、単なる印象予測にとどまらず、CNNがその印象値を予測した理由につ
いてある程度の参考情報を出力することに成功した。結果として、広告動画が放送される
前に、その広告動画を視聴者が見たときに、記憶に残る確率・記憶に残った上で好意を抱
く確率・記憶に残った上で商品を購入する気になる確率・記憶に残った上で内容に興味を
抱く確率をそれぞれ相関 0.73,0.67,0.80.0.63で予測することに成功した。
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