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Abstract
We study Lie triple derivations of TUHF algebras. It is shown that if L is a continuous Lie
triple derivation of a TUHF algebra T , then there exists an associative derivation D of T such
that L = D + λ, where λ is a linear map of T into its center which annihilates brackets of
operators.
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1. Introduction
Let T be an associative algebra over the complex field C. Then T is a Lie alge-
bra under the Lie multiplication [x, y] = xy − yx. A Lie triple system T0 in T is
a subspace of T that is closed under the Lie triple product [[x, y], z]. A Lie triple
derivation from T0 into T is a linear map L from T0 to T satisfying L[[x, y], z] =
[[L(x), y], z] + [[x, L(y)], z] + [[x, y], L(z)], for all x, y, z ∈ T0. In particular T0
could be T . Miers [3] proved that if M is a von Neumann algebra with no central
abelian summands, then L is of the form L(x) = [a, x] + λ(x), where a ∈ M and λ
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is a linear map of M into its center which annihilates the brackets of operators. The
most interesting result on Lie triple derivations of prime rings was obtained in [1].
In this note we show that if T is a TUHF algebra, then a continuous Lie triple
derivation L of T into itself can be written as D + λ, where D is an associative
derivation and λ is a linear map of T into its center which annihilates brackets of
operators. This result is analogous with that obtained in [3]. Because of the special
structure of TUHF algebras, the results of this note are not the direct consequences
of the von Neumann algebra and prime ring cases.
2. Lie triple derivations of a TUHF algebra T
Let {pn} be an increasing sequence of positive integers such that pn|pn+1 for
all n  1. Consider a system {An, φn : n = 1, 2, · · ·} of finite dimensional C∗-alge-
bras such that each An is *-isomorphic to Mpn and φn : An −→ An+1 is a *-homo-
morphism from An into An+1, where Mpn denotes the pn × pn full matrix algebra.
Then the C∗-algebra inductive limit A of the system {An, φn} is called a uniformly
hyperfinite (UHF) algebra. Alternatively, a UHF algebra is a unital C∗-algebra A
which has an increasing sequence {An}∞n=1 of finite dimensional simple C∗-algebras
each containing the unit of A such that ∪∞n=1An is dense in A. Since An is simple
and finite-dimensional, it is *-isomorphic to some full matrix algebra Mpn . Let Tpn
denote the full upper triangular matrix subalgebra of Mpn , Dpn denote the diagonal
matrix subalgebra of Mpn and φn : Tpn −→ Tpn+1 be the regular embedding, which
is the restriction of a C∗-homomorphism, and carries NDpn (Tpn) into NDpn+1 (Tpn+1).
(NDpn (Tpn)={v ∈ Tpn |v is a partial isometry, vDpnv∗ ⊆ Dpn , v∗Dpnv ⊆ Dpn} is the
normalizer of Dpn in Tpn .) The inductive limit T of the system {Tpn, φn} is called
a TUHF algebra. Denote limn{Dpn, φn} by D. Let ψn be the canonical map from
Tpn into T and set T ′pn = ψn(Tpn). Then
⋃
n T
′
pn
is dense in T . Let {enij : 1  i 
j  pn, n = 1, 2, · · ·} be the matrix unit system for T associated with D, that is, for
each n, {enij : 1  i  j  pn} is a matrix unit system for T ′pn which generates T ′pn ,
and each element enij can be written as a sum of some elements in {en+1ij : 1  i 
j  pn+1}. These matrix units are the normalizing partial isometries for D, that is,
{enij : 1  i  j  pn, n = 1, 2, · · ·} ⊆ ND(T ).
Let P(T ) be the set of all the orthogonal projections in T , and let P(Tpn) be the
set of all the orthogonal projections in Tpn . Then we have P(T ) =
⋃
n P (Tpn) ⊆ D.
Peters et al. [4] define a partial order on P(T ) as follows: e ≺ f if and only if there
exists a w ∈ ND(T ) such that ww∗ = e, w∗w = f . Obviously, we have en11 ≺ en22 ≺· · · ≺ enpnpn for each n. If e, f ∈ P(T ), e  f means that e is a subprojection of f .
The relation  is also a partial order, but it is different from the relation ≺. For more
details on TUHF algebras, the reader can consult the book written by Power [5].
Lemma 1. For each n, en+111  en11, en+1pn+1pn+1  e
n
pnpn
.
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Proof. We first prove en+111  en11. Suppose that e
n+1
11  en11 is not true. Since e
n+1
11
is a subprojection of some one element of the set {enii : 1  i  pn}, there must exist
a positive integer i > 1 such that en+111  enii . We denote en1ie
n+1
11 by w. Since e
n
1i ∈
ND(T ) satisfies that en1ie
n∗
1i = en11, en∗1i en1i = enii and en1ieniien∗1i = en11, we have w ∈
ND(T ), ww
∗ = en1ien+111 eni1  en11 and w∗w = en+111 . Denote en1ien+111 eni1 by en+1kk .
Then en+1kk  en11 and e
n+1
kk ≺ en+111 . Since en+111 ≺ · · · ≺ en+1kk ≺ · · · ≺ en+1pn+1pn+1 and
the relation ≺ is a partial order on P(T ), we have en+1kk = en+111 . Since en+1kk  en11,
en+111  enii , and i > 1, we have e
n+1
kk /= en+111 . So we obtain a contradiction. Hence
we get en+111  en11.
Similarly, we can prove the case of en+1pn+1pn+1  e
n
pnpn
. In fact, if this statement is
not true, there must exist a positive integer i < pn such that en+1pn+1pn+1  e
n
ii . We de-
note en+1pn+1pn+1e
n
ipn
by w. Since enipn ∈ ND(T ) satisfies that enipnen∗ipn = enii , en∗ipnenipn =
enpnpn and e
n
ipn
enpnpne
n∗
ipn
= enii , we have w ∈ ND(T ), ww∗ = en+1pn+1pn+1enipnenpni
en+1pn+1pn+1 = en+1pn+1pn+1 and w∗w = enpnien+1pn+1pn+1en+1pn+1pn+1enipn = enpnien+1pn+1pn+1enipn 
enpnpn . Denote e
n
pni
en+1pn+1pn+1e
n
ipn
by en+1kk . Then e
n+1
kk  enpnpn and e
n+1
pn+1pn+1 ≺ en+1kk .
Since en+111 ≺ · · · ≺ en+1kk ≺ · · · ≺ en+1pn+1pn+1 and the relation ≺ is a partial order on
P(T ), we have en+1kk = en+1pn+1pn+1 . But, since en+1kk  enpnpn , en+1pn+1pn+1  enii , and i <
pn, we have en+1kk /= en+1pn+1pn+1 . So we obtain a contradiction. Hence we get
en+1pn+1pn+1  e
n
pnpn
. 
From now on, we fix p = e111. If S is a subset of a C∗-algebra A, we denote by
spanS the closed linear span of S.
Lemma 2. Let T = limn{Tpn, φn} be a TUHF algebra (p1 > 1), A =
limn{Mpn, φn} be the associative UHF algebra. Then span{ab∗ : a, b ∈ pTp⊥} =
pAp, span{a∗b : a, b ∈ pTp⊥} = p⊥Ap⊥.
Proof. In order to prove span{ab∗ : a, b ∈ pTp⊥} = pAp, we need only prove
that pAnp ⊂ span{ab∗ : a, b ∈ pTp⊥} for each n. Fix n, we may assume that p =
eni1i1
+ eni2i2 + · · · + enimim for suitable eni1i1 , eni2i2 , · · · , enimim . From Lemma 1, we have
enpnpn  e
1
p1p1  p
⊥
, so pn /∈ {i1, i2, · · · , im}. Hence, for each pair i, j ∈
{i1, i2, · · · , im}, since enipn, enjpn ∈ pTp⊥, we have enij = enipnenjpn∗ ∈ span{ab∗ :
a, b ∈ pTp⊥}. Since pAnp = span{enij : i, j ∈ {i1, i2, · · · , im}}, we have that
pAnp ⊂ span{ab∗ : a, b ∈ pTp⊥}. Hence span{ab∗ : a, b ∈ pTp⊥} = pAp.
In order to prove span{a∗b : a, b ∈ pTp⊥} = p⊥Ap⊥, we need only prove that
p⊥Anp⊥ ⊂ span{a∗b : a, b ∈ pTp⊥} for each n. Fix n, we may assume that p⊥ =
enj1j1
+ enj2j2 + · · · + enjkjk for suitable enj1j1 , enj2j2 , · · · , enjkjk . From Lemma 1, we have
en11  p, so 1 /∈ {j1, j2, · · · , jm}. Hence, for each pair i, j ∈ {j1, j2, · · · , jm}, since
en1i , e
n
1j ∈ pTp⊥, we have enij = en1i∗en1j ∈ span{a∗b : a, b ∈ pTp⊥}. Note that
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p⊥Anp⊥ = span{enij : i, j ∈ {j1, j2, · · · , jk}}, we have p⊥Anp⊥ ⊂ span{a∗b :
a, b ∈ pTp⊥}. Hence, span{a∗b : a, b ∈ pTp⊥} = p⊥Ap⊥. 
Proposition 3. Let T = limn{Tpn, φn} be a TUHF algebra (p1 > 1), A =
limn{Mpn, φn} be the associative UHF algebra. Then the following hold:
(1) if a ∈ pTp and ab = 0 for all b ∈ pTp⊥, then a = 0,
(2) if a ∈ p⊥Tp⊥ and ba = 0 for all b ∈ pTp⊥, then a = 0,
(3) if a ∈ p⊥Tp and ab = 0 for all b ∈ pTp⊥, then a = 0.
Proof
(1) If a ∈ pTp and ab = 0 for all b ∈ pTp⊥, then abc∗ = 0 for all b, c ∈ pTp⊥.
By Lemma 2, we have ax = 0 for all x ∈ pAp. Since a∗ ∈ pAp, we have
aa∗ = 0. Hence we get a = 0.
(2) If a ∈ p⊥Tp⊥ and ba = 0 for all b ∈ pTp⊥, then c∗ba = 0 for all b, c ∈
pTp⊥. By Lemma 2, we have xa = 0 for all x ∈ p⊥Ap⊥. Since a∗ ∈ p⊥Ap⊥,
we have a∗a = 0. Hence a = 0.
(3) If a ∈ p⊥Tp and ab = 0 for all b ∈ pTp⊥, then a∗abc∗ = 0 for all b, c ∈
pTp⊥. Also, by Lemma 2, we have a∗ax = 0 for all x ∈ pAp. Since a∗a ∈
pAp, we get a∗aa∗a = 0. Thus a = 0. 
Lemma 4. Let T be a TUHF algebra. Then the closure [T , T ] of [T , T ] =
span{[a, b] : a, b ∈ T } is equal to span{enij : enij ∈ T , i < j}, and [T , T ] ∩ D = ∅.
Proof. For all enij ∈ T with i < j , we have enij = [enii , enij ] ∈ [T , T ], hence span
{enij : enij ∈ T , i < j} ⊂ [T , T ].
Let enij , e
n
kt ∈ T . If j = k, then i /= t since T ∩ T ∗ = D. Thus we have [enij , enkt ] =
enit ∈ span{enij : enij ∈ T , i < j}. If j /= k and i = t , then [enij , enkt ] = −enkj ∈
span{enij : enij ∈ T , i < j}. If j /= k and i /= t , then [enij , enkt ] = 0 ∈ span{enij : enij ∈
T , i < j}. Since T is inductive (cf. [3]), we have T = span{enij : enij ∈ T }. Hence
[T , T ] = span{enij : enij ∈ T , i < j}. 
From Lemma 4, we can prove Lemma 5 which will be used in Proposition 20.
Lemma 5. Let T be a TUHF algebra. Then [T , T ] = [[T , T ], T ].
Proof. Obviously, we have [[T , T ], T ] ⊂ [T , T ] and [[T , T ], T ] = [[T , T ], T ]. For
each enij with i < j , e
n
ij = [enij , enjj ] ∈ [[T , T ], T ] = [[T , T ], T ]. By Lemma 4, we
have [T , T ] ⊂ [[T , T ], T ]. So [T , T ] = [[T , T ], T ]. 
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Lemma 6. The center Z of the TUHF algebra T is CI, where I is the unit of T .
The center of pTp (respectively, p⊥Tp⊥) is Cp (respectively, Cp⊥).
Proof. Let π be the conditional expectation of T onto its diagonal D, that is π(a) =
limn
∑pn
i=1 e
n
iiae
n
ii , for all a ∈ T . If a ∈ Z, then for each n, a =
∑pn
i=1 e
n
iia =∑pn
i=1 e
n
iiae
n
ii . Thus a = π(a). This implies a ∈ D.
Let X be the maximal ideals space of D. Since D is the closed linear span of its
projections P(T ), X is totally disconnected. If a /∈ CI , then the Gelfand transform
aˆ of a is not the constant function on X. Thus there exist clopen sets U, V of X
such that aˆ(x) /= aˆ(y) for all elements of x ∈ U, y ∈ V . We can assume χU = eˆnii ,
χV = ˆenjj for some enii , enii with i < j , where χU and χV are the characteristic func-
tions of U and V , respectively. The partial homeomorphism τ on X from V onto U
induced by enij satisfies τ(x)(e
n
ij ce
n∗
ij ) = x(c), ∀x ∈ V, c ∈ D. If x ∈ U , then there
exists y ∈ V such that τ(y) = x. Since x ∈ U and χU = eˆnii , aˆ(x) = aˆ(x)eˆnii (x) =
x(a)x(enii) = x(aenii). Hence aˆ(x) = x(aenii) = τ(y)(aenii) = τ(y)(enij aen∗ij ) =
y(a) = aˆ(y). This is contrary to the fact that aˆ(x) /= aˆ(y) for all x ∈ U, y ∈ V .
Thus a ∈ CI .
Since pTp and p⊥Tp⊥ are TUHF algebras, whose units are p and p⊥, respec-
tively, so the centers of pTp and p⊥Tp⊥ are Cp and Cp⊥, respectively. 
Now we begin to prove the main result of the paper.
Theorem 7. Let L : T −→ T be a continuous Lie triple derivation, where T is a
TUHF algebra. Then L has the form of D + λ, where D is an associative derivation
and λ is a linear map of T into its center which annihilates brackets of operators.
The proof of Theorem 7 is divided into several lemmas. The proofs of Lemmas 8–
19 proceed essentially as in [3] except that at a few crucial points the TUHF algebra
structure of T must be used.
Lemma 8. If [x, y] ∈ Z for x, y ∈ T , then [L(x), y] + [x, L(y)] ∈ Z.
Proof. As in the proof of [3, Lemma 1], we have
0 = L(0) = L[[x, y], z] = [[L(x), y], z] + [[x, L(y)], z]
= [([L(x), y] + [x, L(y)]), z],
for all z ∈ T , therefore [L(x), y] + [x, L(y)] ∈ Z as requried. 
Lemma 9. For any idempotent q ∈ T and for all x ∈ T , we have the identity
qL(q)qx + xqL(q)q = {L(q) − L(q)q − qL(q) + 2qL(q)q}xq
+qx{L(q) − L(q)q − qL(q) + 2qL(q)q}.
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Proof. As in the proof of [3, Lemma 2], apply L to the identity [[[[x, q], q], q], q] =
[[x, q], q] and simplify, we can get the desired result. 
From now on, we fix T11 = pTp, T12 = pTp⊥, T21 = p⊥Tp, and T22 = p⊥Tp⊥.
So for any x in T , we may write x as x11 + x12 + x21 + x22 for xij ∈ Tij , 1  i, j 
2.
Lemma 10. L(p) = [p, s] + z0, where s ∈ T , z0 ∈ Z.
Proof. Set L(p) = f11 + f12 + f21 + f22, where fij ∈ Tij , 1  i, j  2, and sub-
stitute it in the formula of Lemma 9, we obtain the relation
x(2f11 − f22) − (2f11 − f22)x = 3px(f11 − f22)
−3(f11 − f22)xp, ∀x ∈ T . (∗)
If x ∈ T12, (∗) reduces to xf22 = f11x. Hence
x(f11 + f22) = (f11 + f22)x, x ∈ T12.
Similarly, x(f11 + f22) = (f11 + f22)x for all x ∈ T21.
Now let x ∈ T11, y ∈ T12. Then
{(f11 + f22)x − x(f11 + f22)}y = (f11 + f22)xy − x(f11 + f22)y
= (f11 + f22)xy − (f11 + f22)xy = 0.
It follows from Proposition 3 that
x(f11 + f22) = (f11 + f22)x, x ∈ T11.
If x ∈ T22, y ∈ T12, we similarly have
x(f11 + f22) = (f11 + f22)x, x ∈ T22.
So f11 + f22 = z0 ∈ Z. Hence L(p) = f12 + f21 + z0. Let s = f12 − f21, then
L(p) = [p, s] + z0. 
From now on, we assume L(p) ∈ Z. For, if the theorem is proved with this restric-
tion, the general case can be proved by looking at L′ = L − ads, where ads(x)=[x, s]
∀x ∈ T .
Lemma 11. L(Tij ) ⊆ Tij , (i /= j).
Proof. Let x ∈ T12, L(x) = y11 + y12 + y21 + y22, where yij ∈ Tij , 1  i, j  2.
Since xp = 0, we have x = [[x, p], p]. Then
∑
ij
yij = L(x) = L([[x, p], p])
= [[L(x), p], p] + [[x, L(p)], p] + [[x, p], L(p)]
= [[L(x), p], p] = y12 + y21.
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If x, y ∈ T12, then [x, y] = 0, so that c = [L(x), y] + [x, L(y)] ∈ Z by Lemma 8.
Since x = [p, x], we have
[L(x), y] = [L[p, x], y] = c − [[p, x], L(y)]
= c − L[[p, x], y] + [[L(p), x], y] + [[p,L(x)], y]
= c + [[p,L(x)], y],
which implies [y12 + y21, y] = c + [[p, y12 + y21], y] = c + [y12 − y21, y]. Hence
[y21, y] = 12c ∈ Z. By Lemma 4 and 6, we have [y21, y] = 0 for all y ∈ T12. This
implies y21y = 0 for all y ∈ T12. So y21 = 0 by Proposition 3. 
Lemma 12. L(Tii) ⊆ Tii + Z, (i = 1, 2).
Proof. Let x ∈ T11, and L(x) = y11 + y12 + y21 + y22, where yij ∈ Tij , 1  i, j 
2. Then
0 = L([[x, p], p]) = [[L(x), p], p] = y12 + y21.
Hence L(x) ∈ T11 + T22. If x ∈ T22, we also have L(x) ∈ T11 + T22. If x ∈ T11, y ∈
T22, then we can assume L(x) = a11 + a22, L(y) = b11 + b22 , where a11, b11 ∈
T11, a22, b22 ∈ T22. Since
0 = L([x, y]) = [L(x), y] + [x, L(y)] = [a22, y] + [x, b11] ∈ Z,
we have [a22, y] = 0 for all y ∈ T22, and [x, b11] = 0 for all x ∈ T11. So a22 ∈ Cp⊥
and b11 ∈ Cp. Let a22 = αp⊥ (α ∈ C) and b11 = βp (β ∈ C). Then L(x) = a11 +
αp⊥ = (a11 − αp) + αI ∈ T11 + Z and L(y) = b22 + βp = (b22 − βp⊥) + βI ∈
T22 + Z. 
We summarize the above results as following:
(1) If a ∈ Tij with i /= j , then L(a) ∈ Tij . In this case, we set a′ = L(a).
(2) If a ∈ Tii , i = 1, 2, then L(a) = b + z for some b ∈ Tii and z ∈ Z. From
Lemma 6, we have Tii ∩ Z = {0}. Hence, the expression of L(a) is unique. In
this case, we set a′ = b.
This enables us to define a map D of T into T in a natural way according to the
rule
D(a11 + a12 + a21 + a22) = a′11 + a′12 + a′21 + a′22,
∀aij ∈ Tij , 1  i, j  2.
A map λ of T into Z is then defined by the rule
λ(a) = L(a) − D(a), ∀a ∈ T .
Lemma 13. For any a ∈ T and α ∈ C, we have λ(αa) = αλ(a), D(αa) = αD(a).
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Proof. By the definition of D, it suffices to prove that D(αa) = αD(a) and λ(αa) =
αλ(a) for any a ∈ Tij , 1  i, j  2, α ∈ C. In fact
D(αa) − αD(a) = L(αa) − λ(αa) − αL(a) + αλ(a)
= αλ(a) − λ(αa) ∈ Tij ∩ Z = {0}.
Hence λ(αa) = αλ(a), D(αa) = αD(a). 
Lemma 14. λ(a + b) = λ(a) + λ(b) for all a, b ∈ T .
Proof. It suffices to show that λ is additive on Tii, i = 1, 2. If a, b ∈ Tii , then
λ(a + b) − λ(a) − λ(b)
= L(a + b) − D(a + b) − L(a) + D(a) − L(b) + D(b)
= D(a) + D(b) − D(a + b) ∈ Tii ∩ Z = {0}. 
Corollary. D(a + b) = D(a) + D(b) for all a, b ∈ T .
Lemma 15. D and λ are continuous.
Proof. If x ∈ Tij , (i /= j), by the definition of D, ||D(x)|| = ||L(x)||  ||L||||x||.
If x ∈ T11, from the proof of Lemma 11, we can assume L(x) = a11 + αp⊥, where
a11 ∈ T11, so ||L(x)|| = ||a11 + αp⊥|| = max{||a11||, |α|}  ||L||||x||. By the defi-
nition of D, D(x) = a11 − αp. So ||D(x)||  ||a11|| + |α|  2||L||||x||. If x ∈ T22,
we also have ||D(x)||  2||L||||x||. For any x ∈ T , we can assume x = a11 + a12 +
a21 + a22, where aij ∈ Tij . Then ||aij ||  ||x||. So we have
||D(x)|| = ||D(a11) + D(a12) + D(a21) + D(a22)||
 ||D(a11)|| + ||D(a12)|| + ||D(a21)|| + ||D(a22)||
 2||L||||a11|| + ||L||||a12|| + ||L||||a21|| + 2||L||||a22||
 6||L||||x||.
Hence D is continuous. Since λ = L − D, we have λ is continuous. 
Lemma 16. For a ∈ Tii, b ∈ Tjk (j /= k), we have D(ab) = D(a)b + aD(b).
Proof. If i /= j , then ab = 0, D(a)b = 0 and aD(b) = 0. So D(ab) = D(a)b +
aD(b) = 0. If i = j , say a ∈ T11 and b ∈ T12, then ab ∈ T12 and ab = [a, b]. So
D(ab) = L(ab) = L([[b, p], a])
= [[L(b), p], a] + [[b, p], L(a)] + [[b, L(p)], a]
= [L(a), b] + [a, L(b)] = [D(a), b] + [a,D(b)]
= D(a)b + aD(b). 
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Lemma 17. For a ∈ Tii and b ∈ Tjj , we have D(ab) = D(a)b + aD(b).
Proof. We may assume that a, b ∈ T11. For all r ∈ T12, by using Lemma 16 and the
relations
D(ab)r = D(abr) − abD(r) = D(a)br + aD(br) − abD(r)
= D(a)br + aD(b)r + abD(r) − abD(r) = (D(a)b + aD(b))r,
we get, by Proposition 3, that D(ab) − (D(a)b + aD(b)) = 0.
If a, b ∈ T22, then multiplication on the left by r yields D(ab) = D(a)b +
aD(b). 
Lemma 18. D(aba) = D(a)ba + aD(b)a + abD(a) for all a ∈ Tij (i /= j), and
all b ∈ T .
Proof. The proof of this theorem is similar to that of Lemma 9 in [2]. Let a ∈ Tij
(i /= j), and write 2aba = [[a, b], a]. Then
2D(aba) = L(2aba) = L([[a, b], a])
= [([L(a), b] + [a, L(b)]), a] + [[a, b], L(a)]
= [([D(a), b] + [a,D(b)]), a] + [[a, b],D(a)]
= 2(D(a)ba + aD(b)a + abD(a)),
here we used the fact that, for i /= j , T 2ij = {0} and D(Tij ) ⊂ Tij . 
Lemma 19. D is a associative derivation of T .
Proof. We only need to a check that D(ab) = D(a)b + aD(b) for all 0 /= a ∈
T12, 0 /= b ∈ T21. Since the range of λ is contained in the center Z of T , we have
that
αI = λ([a, b]) = L([a, b]) − D([a, b]) = L([[p, a], b]) − D(ab) + D(ba)
= [[L(p), a], b] + [[p,L(a)], b] + [[p, a], L(b)] − D(ab) + D(ba)
= [D(a), b] + [a,D(b)] − D(ab) + D(ba)
= D(a)b − bD(a) + aD(b) − D(b)a − D(ab) + D(ba).
Multiplying a on the left, we have αa = −abD(a) − aD(b)a + aD(ba). Since ba ∈
T22, a ∈ T12, we have D(aba) = D(a)ba + aD(ba) by Lemma 16. By Lemma 18,
we get
0 = D(aba) − D(a)ba − aD(ba)
= D(aba) − D(a)ba − abD(a) − aD(b)a − αa = −αa.
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Since a /= 0, we must have α = 0. So λ([a, b]) = 0. Also since a ∈ T12, b ∈ T21, we
get D(a)b + aD(b) − D(ab) = −D(ba) + D(b)a + bD(a) = 0. Hence D(ab) =
D(a)b + aD(b). 
Proposition 20. λ annihilates brackets of operators, i.e., λ([a, b]) = 0 for all
a, b ∈ T .
Proof. Since D is a derivation , D is a Lie triple derivation, so λ = L − D is a Lie
triple derivation. Note that the range of λ is contained in the center of T . We have
λ([[a, b], c]) = [[λ(a), b], c] + [[a, λ(b)], c] + [[a, b], λ(c)] = 0
for all a, b, c ∈ T . Since λ is continuous, we have λ(x) = 0 for all x ∈ [T , T ] =
[[T , T ], T ]. Consequently λ([a, b]) = 0 for all a, b ∈ T . 
The proof of Theorem 7 is now completed.
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