Abstract-We consider time-of-arrival based robust geolocation in harsh line-of-sight/non-line-of-sight environments. Herein, we assume the probability density function (PDF) of the measurement error to be completely unknown and develop an iterative algorithm for robust position estimation. The iterative algorithm alternates between a PDF estimation step, which approximates the exact measurement error PDF (albeit unknown) under the current parameter estimate via adaptive kernel density estimation, and a parameter estimation step, which resolves a position estimate from the approximate log-likelihood function via a quasi-Newton method. Unless the convergence condition is satisfied, the resolved position estimate is then used to refine the PDF estimation in the next iteration. We also present the best achievable geolocation accuracy in terms of the Cramér-Rao lower bound. Various simulations have been conducted in both real-world and simulated scenarios. When the number of received range measurements is large, the new proposed position estimator attains the performance of the maximum likelihood estimator (MLE). When the number of range measurements is small, it deviates from the MLE, but still outperforms several salient robust estimators in terms of geolocation accuracy, which comes at the cost of higher computational complexity.
pages [2] . In order to give a position estimate, most geolocation systems utilize a two-step geolocation technique primarily due to its lower complexity as compared to a direct geolocation technique (see e.g., [3] , [4] ). In the first step of the two-step geolocation technique, position related measurements such as received-signal-strength (RSS), time-of-arrival (TOA), time-difference-of-arrival (TDOA) and angle-of-arrival (AOA) are extracted. In the second step, the obtained measurements are processed so as to give a position estimate. Various different position estimation approaches can be found in [5] [6] [7] [8] and references therein.
In indoor environments or urban areas, non-line-of-sight (NLOS) propagation significantly degrades the estimation performance of conventional position estimation techniques (e.g., [9] [10] [11] [12] [13] [14] ), which are developed solely under the line-of-sight (LOS) assumption. Therefore, robust methods for position estimation are constantly sought after. In this paper, we focus on the design of a new robust position estimation approach based on the extracted TOA measurements. The existing TOA based robust position estimation approaches can be broadly categorized into "identify and discard" based approaches, "mathematical programming" based approaches and robust estimation based approaches.
The essence of the "identify and discard" based approaches (see e.g., [15] [16] [17] ) is to identify and discard those NLOS-corrupted range measurements. The remaining range measurements, classified as LOS measurements, are then used by conventional algorithms (e.g., least-squares and maximum likelihood algorithms) to compute an accurate position estimate. The key idea of "mathematical programming" based approaches is to formulate the position estimation problem as a constraint optimization problem, which can be solved by mathematical programming techniques (e.g., quadratic programming [18] , linear programming [19] , and semi-definite programming [20] ). In order to combat the NLOS effect, robust estimation based approaches resort to replace the least-squares residual formulation by a robust statistics based on [21] , [22] . In the literature, the term "residual formulation" is often regarded as a synonym for the term "score function". In [23] , [24] , robust least-median-squares based approaches were proposed. In [25] , a robust bootstrapping M-estimation approach that combines Huber's M-estimation and the bootstrap [26] [27] [28] was proposed. For further improvement, an adaptive approach that tunes Huber's score function was introduced in [29] , [30] . Most of the aforementioned approaches as well as many other robust position estimation approaches can be found in [31] .
In harsh situations, where NLOS propagation dominates, i.e., a majority of the measurements are outliers, and the probability density function (PDF) of the measurement error is completely unknown, robust position estimation becomes extraordinarily challenging. To the best of our knowledge, those approaches from the first and second categories are not able to work properly under unknown measurement errors. Even if some prior knowledge about the measurement error can be obtained in a training stage, the high computational complexity of these approaches is the main drawback for their practical use. Robust estimation based approaches are favorable in harsh situations, while classical approaches are merely robust for up to 50% of outliers. In order to achieve more robustness against the NLOS effect, two new fashioned robust estimation approaches have been proposed in [30] and [32] respectively. The gist of the two approaches is to approximate the maximum likelihood estimator (MLE). By following the same design philosophy, we propose in this paper a new robust position estimation approach, which outperforms the existing robust approaches by far.
Our original contributions of this paper are summarized as follows:
• We propose an iterative geolocation algorithm, which alternates between a PDF estimation step and a position estimation step. Starting with a carefully selected initial position estimate, we construct an estimate of the exact measurement error PDF via adaptive kernel density estimation (AKDE) [33] , and then formulate an approximate log-likelihood function, from which a refined position estimate is resolved via a quasi-Newton method.
• We present the best achievable geolocation accuracy in terms of Cramér-Rao lower bound (CRLB), which serves as a benchmark for comparison of different robust position estimators.
• We demonstrate the performance of the proposed algorithm in a real-world scenario in Germany. The simulation results show that the proposed algorithm outperforms its competitors by far and behaves nearly optimally for a large sample size.
• We exemplify several practically relevant signal processing applications, to which our algorithm design and CRLB analysis can be directly applied. The remainder of this paper is organized as follows: In Section II, we introduce the signal model and state the problem at hand. In Section III, we briefly review the robust position estimation approach in [30] , followed by our new algorithm. In Section IV, adaptive kernel density estimation is introduced. Theoretical performance analysis is performed in Section V, followed by simulation results which are obtained based on a real-world scenario in Section VI. Finally, Section VII concludes this paper.
II. SIGNAL MODEL
Consider the scenario where base stations (BSs) surround a stationary mobile station (MS) of interest in a wireless cellular network. Let denote the a priori known geographic coordinates of the th BS, and let denote the unknown coordinates of the MS, where the superscript stands for transpose. For each BS, we obtain range measurement(s) and subsequently relay them to a central site for post-processing [2] .
Similar to [17] , single path (LOS or NLOS) one-way propagation is considered. Assuming a precise time synchronization between the BSs and MS, we can express the th range measurement measured at the th BS by (1) , where represents the Euclidean distance between the MS and the th BS. 1 The measurement errors are assumed to be independent and identically distributed (i.i.d.) random variables whose PDF is completely unknown to us. In the literature, the measurement error is often reported to have a two-mode mixture PDF which can be written here in a general form as follows: (2) meaning that a random variable is distributed with probability in a LOS environment or distributed as with probability in an NLOS environment. Here, is referred to as NLOS contamination ratio that quantifies the impact of the NLOS effect, and represents the Gaussian distribution with zero mean and variance . In general, has a positive bias and a variance larger than [6] . It is frequently modeled by a shifted Gaussian distribution (e.g., in [6] , [30] , [32] , [34] [35] [36] [37] [38] ), a Rayleigh distribution (e.g., in [30] , [32] , [39] , [40] ), or an exponential distribution (e.g., in [30] , [41] , [42] ), depending on the actual scenario for geolocation. Note that we motivate here the use of the two-mode mixture density model that is often used in a variety of experimentations conducted in mixed LOS/NLOS environments. We stress, however, that the geolocation algorithm we design in the sequel does not assume any model for the measurement errors.
For better readability, we express the signal model in a compact vector form, yielding (3) where Column vectors , and are all of dimension . In the sequel, , and represent the th element of , and , respectively, with . Our task is to estimate the MS position based on the available set of range measurements . In contrast to the vast majority of papers available from the literature, we assume that the noise density is completely unknown.
III. ROBUST POSITION ESTIMATION
For the case that the PDF of the measurement error is completely known, the MLE can be obtained by maximizing the exact log-likelihood function, i.e., (4) where denotes the natural logarithm operator for simplicity.
The performance of estimators that rely on maximizing the exact log-likelihood function generally degrades once the true measurement errors deviate from the error model assumption. Since the PDF of the measurement error is assumed completely unknown here, finding a robust position estimator whose performance is close to that of the MLE given in (4) is extremely challenging.
The idea we follow in this paper is to jointly combine position estimation with PDF estimation in an iterative process. According to the definition in [43] , the resulting parameter estimation approaches fall in the class of semi-parametric approach when the PDF is estimated nonparametrically and the vector parameter to be determined is of finite dimension. The semi-parametric approach, which was initially proposed for robust multiuser detection in impulsive noise channels in [44] , has its merits in dealing with the problem where the noise PDF is unknown. In the context of geolocation, however, the design of semi-parametric position estimation approach is more challenging due to the nonlinear signal model in general (e.g., (3) for TOA measurements). Before proceeding with the new approach, however, we first briefly revisit an existing semi-parametric approach for robust position estimation, which was presented in [30] .
A. Existing Robust Semi-Parametric Approach
In [30] , the nonlinear signal model is first linearized by squaring both sides of (1) as follows: (5) where (6) (7) (8) Reformulating (5) (12) where the score function is defined by (13) with denoting the estimated PDF using transformation kernel density estimation (TKDE) and denoting the first order derivative of with respect to . Given an extracted residual vector on one iteration, TKDE is carried out to give an estimated PDF in the following four steps: 1) Transform the extracted residual vector via a transformation , where the parameter steers the shape of this transformation function. 2) Symmetrize the transformed residual vector by . 3) Perform conventional kernel density estimation (KDE) upon and consequently obtain an estimated PDF . 4) Transform back to . Note that the transformation parameter has to be determined in an optimization procedure prior to the TKDE. Details of the TKDE and the selection of a proper transformation parameter can be found in [30, Appendix A and B], respectively.
Although this semi-parametric approach has shown considerable improvements in the estimation performance as compared to several other salient competitors [30] , some issues still remain unsolved. First, an auxiliary parameter is introduced, but the constraint condition is not incorporated in the optimization process, which surely leads to a sub-optimal solution. The technique proposed in [45] may serve as a powerful tool for remedying this drawback. Secondly, after the linearization, the elements for and in are no more identically distributed due to the factor in the expression of . Thirdly, in [30] , a transformation of the original residual vector has to be conducted but there is no well established rule underpinning the selection of a parametric transformation function as well as an appropriate interval for optimizing , which are crucial to the PDF estimation. As illustrated in [30, Fig. 7 ], a wrongly selected transformation parameter may severely degrade the geolocation accuracy. For sake of avoiding these drawbacks, we propose a new approach below.
B. Proposed Approach
The newly proposed approach is also a semi-parametric approach according to the definition in [43] . In order to distinguish between the two semi-parametric approaches, we refer to the new approach as "robust iterative nonparametric (RIN) approach" with the term "nonparametric" indicating the fact that the measurement error PDF is estimated nonparametrically, and follow the name "semi-parametric approach" for the existing approach in the remaining parts of this paper.
The main features of the new approach as compared to the existing semi-parametric approach in [30] are highlighted as follows. Firstly, the proposed algorithm directly uses the nonlinear signal model. As a consequence, evaluation of the constraint condition is avoided and the elements in are i.i.d.. 2 Secondly, TKDE is replaced by nonparametric adaptive kernel density estimation (AKDE) to obtain an estimate of the measurement error PDF. This has the advantage that the parameters required for constructing a density estimator are now set adaptively and fully automatically as compared to the TKDE. Thirdly, a quasi-Newton method is employed to resolve a position estimate from the approximate log-likelihood function, which is derived based on the a priori calculated PDF estimate. The key steps of the RIN position estimation approach are summarized in Algorithm 1.
It is noteworthy that,
• the initial estimate is set by the first two entries of the least-squares solution of (10), i.e., by of (16) • the approximated noise density is composed of a sum of Gaussian kernels as follows (17) 2 It is necessary to stress here again that we work with the nonlinear signal model in (3), where the entries in are i.i.d., for the new algorithm design and CRLB analysis, while the existing semi-parametric approach [30] works with the linearized signal model in (10) , where the entries in are not i.i.d in general from our analysis.
Algorithm 1: Robust Iterative Nonparametric (RIN) Position Estimation Approach
Step 1-Initialization: Define the convergence tolerance and the maximum number of iterations ; Set the iteration index ; Choose an initial guess of the position parameter to be determined.
Step 2-Perform Joint Estimation: In the th iteration, sequentially do: 1) Determine the residual vector . 2) Construct an estimate of the true probability density function , , from via the nonparametric AKDE described in Algorithm 3.
3) Approximate the exact log-likelihood function by (14) 4) Define the negative of the approximate log-likelihood function by and update the position estimate by minimizing , more specifically, (15) using (for instance) Algorithm 2.
Step 3-Convergence Check: If or the maximum number of iterations is reached, then we terminate the algorithm; otherwise we update the iteration index and return to Step 2.
where denotes the th element of the residual vector ; denotes the window width; and , denote the local bandwidth factors calculated in the th iteration;
• the cost function is given by (18) • the operator denotes the norm. Many numerical methods can be utilized to solve the minimization problem formulated in (15) , e.g., the Newton-Raphson method [46] , quasi-Newton method [47] , and the expectation maximization method [48] . Alternatively, it is safest to perform a two-dimensional (2-D) grid search in the vicinity of a good (19) Note that, the initial approximate Hessian matrix is set to an identity matrix .
6) If
, then stop; otherwise update the iteration index and return to step 2.
initial guess [49] . But the drawback lies in the higher computational complexity. In this paper, we use the Broyden-FletcherGoldfarb-Shanno (BFGS) quasi-Newton method to minimize the nonlinear cost function , since it guarantees downhill progress towards the local minimum in each Newton step [50] . The key steps of the BFGS quasi-Newton method are listed in Algorithm 2. It is noteworthy to mention that the iteration index of is discarded for brevity in Algorithm 2. The reasons that we choose the least-squares solution as the initial value in Algorithm 1 are due to its simplicity and rather low computational complexity [6] . However, in the case where the least-squares solution may largely lose its accuracy, we have to resort to a more sophisticated strategy in which we use several candidate initial values and finally choose the one leading to the maximal value of the approximate log-likelihood (cf. (14)) after the first iteration of Algorithm 1. 3 The disadvantage of such an approach is the increase in computational complexity. In the sequel, we merely test the least-squares solution as the initial guess. In Section VI, simulations confirm the performance of this simpler initialization strategy.
It is conspicuous from Algorithm 1 that the parametric position estimation and the nonparametric PDF estimation are tightly combined in an iteration process. Intuitively, the improved position estimate will lead to a refined PDF estimate and vice versa so that at the convergence of this iterative algorithm a good estimation performance can be achieved. However, it remains difficult, even asymptotically, to theoretically analyze the performance difference between the new position estimator and the corresponding MLE (cf. (4)) in terms of bias and root mean squared error (RMSE). While the MLE is known to be asymptotically efficient under some regularity conditions, see [49, Theorem 7.3] , this is not easy to show for the new position estimator, due to the difficulties in quantifying how well the true PDF can be approximated by its estimate for a given number of observations. But we still believe that the performance of the new position estimator can be very close to that of the MLE when the number of range measurements is sufficiently large. In this paper, we evaluate the actual performance of the new position estimator in a large-scale Monte Carlo simulation.
IV. ADAPTIVE KERNEL DENSITY ESTIMATION
Kernel density estimation (KDE) is a nonparametric approach for estimating the PDF based on a given set of observations [33] . The key idea of KDE is to approximate the desired PDF by a linear combination of kernel functions with carefully chosen bandwidths. Amongst a large number of variations of this kind, we employ here an adaptive kernel density estimation approach, which gives overall good performance in estimating a long-tailed and/or multi-modal PDF [33] .
Assuming that we have a set of i.i.d. observations generated from a continuous univariate distribution with probability density function , the steps required for constructing an adaptive kernel density estimator are demonstrated in Algorithm 3. 
where the sensitivity parameter is set to 0.5 as suggested in [52] . 3) An adaptive kernel density estimator is finally constructed by (22) where the global bandwidth is determined using the least-squares cross-validation technique [33] .
V. THEORETICAL PERFORMANCE METRICS FOR GEOLOCATION ACCURACY
In this section, different performance metrics are presented that can be used to assess the best achievable performance of position estimators in harsh LOS/NLOS environments. Here, it is worth noting that for the theoretical performance analysis, is assumed to be known.
A. Cramér-Rao Lower Bound
It is well known that the covariance matrix of any unbiased estimator of an unknown vector parameter is lower bounded by the Cramér-Rao lower bound [17] , [49] . In the following, CRLB analysis will be carried out based on our nonlinear signal model in (3) . Let denote an unbiased position estimator of a deterministic vector position parameter and let denote the covariance matrix of . Assuming that certain regularity conditions are fulfilled [53] , we have (23) where denotes Fisher information matrix (FIM), and means that the matrix difference is positive semidefinite. Let denote the gradient operator, and let denote the Laplace operator. Then, FIM can be expressed as (24) where the expectation is taken with respect to , namely the PDF of parameterized in . For nonlinear models with non-Gaussian error in (3), closed-form expressions for FIM are generally not available. Here, Monte Carlo integration techniques [54] can be used to numerically approximate the expectation given in (24) . Instead of performing Monte Carlo integration directly on (24), we suggest the following procedure. Often, it is more convenient to express FIM as follows (25) It was shown in [55] , [56] that for nonlinear models given by (3), FIM in (25) can be reformulated as (26) where (27) and (28) In Appendix A, it is proven that as long as the elements in are i.i.d., the matrix is a diagonal matrix of the form (29) where is an identity matrix of dimension , and is calculated by (30) and referred to as intrinsic accuracy [57] . For most of the measurement error distributions, it is difficult to derive in closed form. A notable exception, however, is the Gaussian distribution and in this case . In the other cases, the integral in (30) can be approximated using Monte Carlo integration [54] , yielding (31) where , are i.i.d. samples generated from . It is obvious from (29) that for a specified , only one Monte Carlo integration has to be performed to compute if the elements in the vector are i.i.d., and this can be used to compute the CRLB for several different MS positions. This comes with a considerable reduction in computational complexity as compared to performing Monte Carlo integration directly on (25) .
B. Bias and Root Mean Squared Error
In geolocation applications, it is desirable to design an unbiased estimator with RMSE as small as possible [58] . The bias of a position estimator is defined here by (32) and the RMSE, frequently interpreted as the geolocation accuracy of a position estimator, is related to the obtained CRLB through (33) where denotes the trace of a matrix, and can be interpreted as the best achievable RMSE of an unbiased position estimator.
C. Estimation Efficiency
Here, it is more convenient to re-define the efficiency of an unbiased position estimator by (34) It follows from (33) that . If a position estimator is unbiased and simultaneously attains , then it is referred to as an efficient position estimator. As it is well known, the MLE obtained from (4) is asymptotically efficient-unbiased and -as the number of measurements goes to infinity.
D. Geometric Dilution of Precision
Another important metric is called geometric dilution of precision (GDOP), which is used to describe the influence of BSs-MS geometry on the relationship between the measurement error and geolocation accuracy [59] . Since we have assumed identical variance of the measurement errors at different BSs, GDOP is easily calculated by (35) where denotes the variance of the measurement error PDF, . For an efficient position estimator, (35) becomes (36) It was reported in [31] that GDOP values smaller than three imply well-suited geometry, whereas those larger than six imply a deficient geometry.
VI. SIMULATIONS
We consider geolocation of a stationary MS in a cellular radio network which comprises BSs with fixed and known geographic coordinates. In order to be as realistic as possible, the BS locations are taken from an operating cellular radio network in a German city center [36] , [60] . The geometry of the BSs as well as the approximate location of the city center is shown in Fig. 1 . The BS antennae are generally deployed on rooftops, and the city center can be characterized as urban with multi-storey buildings and narrow streets. Field trials conducted in this city have revealed that the TOA measurement error can be well approximated by a Gaussian mixture distribution [36] . In the simulations, we generate range measurement errors from the following two-mode Gaussian mixture distribution (37) as mentioned in Section II. The parameters of the Gaussian mixture as well as all other simulation parameters are summarized in Table I .
The newly proposed robust iterative nonparametric estimator is compared to the following position estimators:
• Least-squares estimator, cf. (16) • Robust M-estimator [29] , [30] • Robust semi-parametric estimator [30] • Robust nonparametric estimator [32] • MLE with known The first three approaches are all developed under the linear regression model in (10) . In the robust M-estimation approach, the clipping point of Huber's score function (cf. [30, (7) ]) is adaptively calculated by , where denotes the a priori extracted residual vector in each iteration and denotes the median absolute deviation. In the semi-parametric approach [30] , we choose the same transformation function and search interval as suggested therein. The robust nonparametric approach follows Algorithm 1, except that the number of iterations is constrained to one. By assuming to be known, we resolve the MLE, serving as a benchmark for comparison, from (4) via the quasi-Newton method (cf. Algorithm 2) with the initial guess set by the true MS position. Apart from the MLE, the rest of estimators do not assume to be known a priori.
A. Geometric Dilution of Precision
In the first simulation, GDOP values are computed according to (36) (i.e., assuming an efficient position estimator) for various different positions in the city center area as illustrated in Fig. 1 . In this simulation, the number of range measurements obtained at each BS is set to one and the NLOS contamination ratio is set to 0. The resulting GDOP values are shown in Fig. 2 , and they indicate a well-suited geometry of the BSs for locating a MS in the city center area. When we further increase or decrease , better GDOP values are achievable. A proper discussion on the impact of BSs-MS geometry on the geolocation accuracy is out of the scope of our paper. Interested readers are referred to [8, Chapter 13] and references therein.
B. Bias, RMSE and CRLB
In this simulation, the different position estimators are evaluated in terms of bias and RMSE. To this end, the bias and the RMSE of the different position estimators are evaluated in a large-scale Monte Carlo simulation with trials. Two examples are investigated in the sequel.
The first example assumes that the MS is located at and the number of range measurements at each BS is samples. The bias and RMSE of the aforementioned position estimators are evaluated as a function of the NLOS contamination ratio . In Fig. 3 and Fig. 4 the results for the bias and RMSE are shown. The performance lower bound is calculated according to (33) and shown here to serve as a benchmark for comparison of different RMSE curves. 4 The results mainly reveal the following two aspects. Firstly, the different robust position estimators perform similarly (close to the MLE) when the NLOS contamination ratio is close to zero. The reasons are as follows: 1) For the first two robust estimators developed under the linear regression model, the measurement error is most probably generated from the LOS mixture component resulting in in (8) for our simulation scenario. As a result, , 4 When or 1, FIM has the following analytical form:
Therefore, there is no need to perform a Monte Carlo integration for approximating FIM for these two special cases. can be regarded as approximately jointly Gaussian distributed, and it was shown in [29] , [30] that they perform nearly optimally under the Gaussian model. 2) Due to the good quality of the initial guess (i.e., the leastsquares estimate), the estimated measurement error PDF obtained on the first iteration of Algorithm 1 is already close to the exact PDF and extra iterations can only ameliorate it slightly. This explains why the robust nonparametric estimator and the new proposed one show similar performance as that of the MLE.
Secondly, the new proposed estimator is closest to the MLE and outperforms by far all the other robust competitors when is large. The reasons are as follows:
1) When is large, the PDF of starts to deviate from the Gaussian model, leading to deteriorated performance of the robust estimators developed under the linear regression model. 2) The robust M-estimator breaks down at best for a contamination ratio equal to 0.5 [14] . Therefore, it is not surprising to see the drastic performance degradation from in Fig. 4. 3) The existing robust semi-parametric estimator [30] performs even worse than the least-squares estimator or the robust M-estimator for some (e.g., in Fig. 4) . The reason may lie in the fact that the transformation function and the associated search interval needed in the TKDE are inappropriate for our assumed simulation scenario. 5 4) Having conquered the drawbacks of the existing semi-parametric approach (cf. Section III-A), we har- 5 The transformation function and the associated search interval for , , were demonstrated to be optimal for the simulation scenario defined in [30] which is different from ours. vest improved performance in terms of bias and RMSE in both the robust nonparametric approach [32] and the newly proposed approach. 5) Since the quality of the initial guess (i.e., the least-squares estimate) degenerates as increases, larger discrepancy has been observed between the exact measurement error PDF and its estimate calculated on the first iteration of Algorithm 1. Therefore, the robust nonparametric approach becomes worse as increases. Introducing extra iterations in the newly proposed approach, we successfully reduce the discrepancy and consequently achieve further improved geolocation accuracy. In the second example, the overall performance of the position estimators in the city center area is examined. We generate 2000 sets of different geographic coordinates uniformly from the city center area, calculate the RMSE and for each set, and finally average them all. The results are shown in Fig. 5 , from which we observe that the performance of the proposed estimator and MLE stays almost unaltered while the performance of the others becomes worse. Here, it is noteworthy that the RMSE curve of the MLE coincides well with the corresponding curve in Fig. 4 and Fig. 5 .
C. Measurement Error PDF Estimation via AKDE
In the previous simulation, we have seen a performance improvement in the newly proposed approach as compared to the robust nonparametric approach. As analyzed beforehand, this improvement mainly stems from the extra enhancement in the PDF estimation achieved in the new algorithm. In order to confirm our statement, Fig. 6 shows the PDF estimates obtained on different iterations of Algorithm 1 versus the exact measurement error PDF for a particular Monte Carlo trial in the first example of Section VI-B. Moreover, Fig. 7 shows the histogram of both the exact measurement errors and final residuals (cf.
Step 2 of Algorithm 1) of this particular trial. It is worth emphasizing that the enhancement in the PDF estimation is clearly seen in almost every trial, but due to space limitations only one snapshot is shown here.
D. Estimation Efficiency
Next, we show the estimation efficiency of the proposed position estimator as a function of the number of measurements. Here, we assume that the MS is located at , varies from 5 to 75 at an increment of 5 samples and . For each , Monte Carlo trials are carried out to calculate the RMSE, and then the estimation efficiency according to (34) is evaluated. Fig. 8 shows the resulting estimation efficiency versus the number of measurements at each BS. Gathering these results, we summarize the performance of the newly proposed estimator as follows: -It performs closer to the MLE as increases. The estimation efficiency of the MLE is very close to one when samples. -It achieves good estimation efficiency for large . When samples are available, it attains an efficiency of ; When we further increase to 300 samples, the efficiency is ; Although not shown here, the efficiency will increase very slowly thereafter and attain at samples. -It largely deviates from the MLE when is small (e.g., samples), but still outperforms other robust estimators by far. In addition, we also found that the existing robust semi-parametric estimator in [30] does not fulfill the asymptotic efficiency property.
E. Computational Complexity and Speed of Convergence
One of the most important location-based services is the E-911 service, where the time consumed in estimating the position of a caller in emergency must be restricted to 30 seconds [8] . In order to examine our new approach in this aspect, we Table II show that the average computational time of the new approach is higher than other approaches, but it is still acceptable for the emergency use. Besides, it needs circa 6 iterations on average for Algorithm 1 to converge. 6 
F. Remark on Simulation Results and Practical Implementation
In the above simulations, we focus on the Gaussian mixture model, although the proposed algorithm is able to work for any other model. The overwhelming reason is that a Gaussian mixture can approximate any other distribution arbitrarily well in, for instance, the norm. Therefore, we find the Gaussian mixture case is the most representative example. For rigor, we have also tested the newly proposed approach in the scenarios where different measurement error distributions (e.g., the two-mode Gaussian-Rayleigh and Gaussian-exponential mixture) and simulated BS geometries (e.g., the one utilized in [32] ). Similar conclusions can be drawn in these cases.
Here, we use BSs for geolocation. However, in practice, not all of the possible BSs are detectable, implying a smaller is available. In this case, our algorithm will show moderately degraded performance in the localization (cf. Section VI-B) and PDF approximation (cf. Section VI-C) in the above examples, since less total number of measurements are available. However, the key conclusions drawn in Section VI would not change at all. In order to compensate for the performance loss due to the smaller , we can simply collect more samples, , at each BS.
Moreover, we briefly discuss two important aspects concerning practical implementation of our proposed algorithm. The first one is how to predetermine -the number of measurements collected at each BS. It can be determined in an offline training phase as follows: First, we test different s for each of the positions in an area of interest and register the resulting geolocation accuracies produced by our proposed algorithm. Next, we choose the smallest amongst all tested values that satisfies the given requirement(s), e.g., the Federal Communications Commission (FCC) requirement, for the subsequent online localization phase. The second aspect lies in the selection of an initial position estimate. Our preference is the least-squares position estimate. If it is found unreliable, we could resort to the sophisticated strategy presented previously. Besides, we could also integrate the information, if available, from global positioning system (GPS) or assisted-GPS.
G. Remark on Possible Applications
Before concluding our paper, another important remark is given here. In fact, the route we have followed to design the new robust position estimator in Section III and compute the Cramér-Rao lower bound in Section V are directly applicable to a general measurement model, where is a measurement vector, is a deterministic vector parameter to be determined, is an arbitrary nonlinear mapping matrix, and is a nonGaussian noise vector of i.i.d. elements with unknown PDF. Many signal processing problems arrive at this generalized measurement model, for instance: 1) Geolocation using a single moving receiver with any type of measurements such as TOA, TDOA, RSS and AOA, e.g., [8, Chap. 17] . 2) Source localization and tracking in wireless sensor networks, e.g., [61] . 3) Direction-of-arrival (DOA) estimation in non-Gaussian noise, e.g., [62] . 4) Amplitude estimation of sinusoidal signals in nonGaussian noise, e.g., [63] .
VII. CONCLUSION
We have developed an iterative algorithm for robust position estimation in harsh line-of-sight/non-line-of-sight environments, where the measurement error is assumed to be completely unknown. We have also presented the best achievable geolocation accuracy in terms of the CRLB in the assumed situation. Simulations have been performed both in the real-world and simulated scenarios. The results show that the proposed position estimator achieves significantly improved performance. Especially when the number of range measurements is large, our new proposed position estimator is very close to the MLE and the geolocation accuracy approaches the best achievable performance. However, the improvement comes at the expense of higher computation as compared to other competitors.
APPENDIX A PROOF OF THE DIAGONAL PROPERTY OF
Due to the statistical properties of the vector elements , , the th entry of the matrix can be expressed by (39) If , the th main diagonal element is simplified to (40) Since , are identically distributed, we can conclude that (41) if , is equal to (42) since and are mutually independent. In order to prove the diagonal property of , we recall that for the computation of the CRLB, the following regularity condition (43) must hold for any . Performing the chain rule [55] upon in (43), we can easily obtain (44) for any , implying that (45) because the elements in are i.i.d.. As a result, for and for , i.e., is proven.
