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SISSEJUHATUS
Hajuvate ridade teooria tekkimisega tekkisid ka uued 
sellele teooriale omased meetodid. Üheks.niisuguseks meeto­
diks paljude probleemide lahendamisel on siin keskväärtus­
teoreemide rakendamine. Esimese keskväärtusteoreemi (edas­
pidi lüh. KVT) andis M. Riesz ^18J oma menetluse tarvis ju­
ba 1923* aastal. L.S. Bosanquet ^2j 1941 
KVT Cesaro menetluse jaoks ja W
aastal tuletas
Jurkat 1951» aastal
Riesz’i kaalutud keskmiste menetluse tarvis. Samal aastal 
andsid W. Jurkat ja A. Peyerimhoff [dj hariliku summeeruvu-
se korral KVT jaoks juba üldise käsitluse. Saadud üldist 
teooriat rakendasid nad summeeruvustegurite probleemi 
ja summeerimismenetluste sisaiduvuse uurimisel, kusjuu­
res ilmnes, et paljud KVT abil saadud tulemused kehtivad sa­
geli ka menetluste korral, mis ei rahulda KVT nõudeid.
W. Jurkat’il Õnnestus 1953* aastal selles suunas tule­
musi laiendada. Samal ajal uuris A. Peyerimhoff £16^ uue 
KVT abil summeeruvustegurite probleemi absoluutse summeeru- 
vuse korral.
1932. aastal defineeris A. Wllansky £19] menetluse sum-
meerimisväljas nn. tingimuse PMJ, mis andis menetlusele ana­
loogilisi omadusi nagu KVT. Rea seoseid PMJ ja KVT vahel 
leidis M.S. ^acPhail aastal 1954- Võiks veel mainida, 
et 1952. aastal avaldas Küopp 1117 ülevaateartikli Tübinge­
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ni matemaatikute töödest, kus muu hulgas refereerib üksik­
asjalikult ka KVT meetodit.
Kõigis eespool mainitud töödes olid vaatluse all ühe­
kordsed read. 1957. aastal tuletas G. Kangro ^lojühe KVT 
juba kahekordsete ridade korral, kasutades teda nn. Peyerim- 
hoff’i meetodi £isj laiendamisel kahekordsetele ridadele. 
Käesoleva töö eesmärgiks on laiendada KVT-de teooria kahe­
kordsetele ridadele ning rakendada teda menetluste sisaldu- 
vuse ja ridade korrutamise probleemi uurimisel.
KVT-de teooria laiendamisel kahekordsetele ridadele
osutus vajalikuks üldistada lõike ja jadale >2 vasta­
ti "
va lõike )2 mõistet. Ühtlasi tuli üldistada ka neid mõis-
z, teid, milles esinevad lõiked ja j2^ > nagu ^-perfekt- 
sus, NLK. ja LK •
Töös on saadud järgmised tulemused: a) on antud tar­
vilikud ja piisavad tingimused NLK ja LK jaoks menetlu­
se summe erimis väi j as K/4 y b) on selgitatud vahekord h/LK.
LK da «^-perfektsuse vahel, c) on näidatud, millised
omadused on KVT-sid rahuldavatel menetlustel, d) on leitud 
piisavaid tingimusi menetluste sisaldavuseks ning tarvilikke 
ja piisavaid tingimusi Cauchy* korrutisrea summeerimiseks.
Töö koosneb 4-st peatükist. Peatükis 1. anname põhi­
mõisted ja üldised abilaused, samuti ka kasutatava tähis­
tuse. Peatükk 2 sisaldabki keskväärtusteoreemide teooria ka­
hekordsete ridade korral. Peatükid 3 ja 4 on rakendusliku 
iseloomuga, kusjuures esimeses anname üldised korrutusteoree- 
mid ja teises rakendame neid Rieszfi ja Voronoi-Nörlundi me­
netluste korral.
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Käesoleva dissertatsiooni põhilised teoreetilised 
tulemused on avaldatud Tartu Riikliku Ülikooli Toimetis­
tes R/J.
1. TÄHISTUSED, PÕHIMÕISTED JA ABILAUSED
1.1. Summeeruvuse mõiste. Me vaatleme järgmisi kahe­
kordsete jadade1 2 klasse:
1 Kui indeksite muutumispiirkond ei ole näidatud, siis 
omandavad nad kõik täisarvulised väärtused 0,1,2,... .
2 Edaspidi jada regulaarse koonduvuse korral alati ka­
sutame piirväärtuste sellist tähistamist. Näiteks, kui jada 
{J" koondub regulaarselt, siis tähistame x Lcwt
dade klass (kui 1 ?KUS
koonduvate jadade klass (eksisteerib 
tõkestatult koonduvate jadade klass (




rc - regulaarselt koonduvate jadade klass ( X€C ja eksis­
teerivad 8aaaa ning x < a - abso-aa—/ S Mod / r
luutselt koonduvate jadade klass" ( 5* | -^<»l 4. oo ) ja
nulliks koonduvate jadade klasse bon ( ja J = ö ), rcn
( 7C ja ^ = 0 ), rcrn ( X67C ja ), an
( X€Gl ja ) nin8 arn ( X€(X ja X&1CTVL )♦
Edaspidi tähistame tähtedega X , d? ja ühte klas­
sidest bc, bon, rc, rcn, rcrn, a, an ja arn; tähtedega Jb
ja Ah ühte klassidest bc, bon, rc, rcn ja rcrn; täh 
' Siin ja edaspidi / tähendab Z - ,
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tedega r, r* ja rM ühte klassidest rc, rcn ja rcrn; 
tähtedega y , y* ja y11 ühte klassidest a, an ja arn. 
Defineerime nüüd rea
(1.1.3)
summeeruvuse mõiste. Olgu X - i
ütleme, et rida (1.1.1) on oZ-summeeruv kolmnurkse menet­
lusega /4 - ) ehk ^^-summeeruv) summaks
kui jada {^60^ ' kus
U< H 
Amn^x’) - /
ja kui 5Jvaa A^nt*) s At^). Wkx-*) ÖÖ
Koigi /j^-summeeruvate jadade hulga tähistame oi/4 
abil. *A on menetluse A X-summeerimisväli• Kui A on
ühikmenetlus, siis tema ^-summeerimisväljaks on klass X
ja sel korral //^-summeeruvuse asemel võime kõnelda liht­
salt X-koonduvusest.
Käesolevas töös vaatleme ainult kolmnurkseid summee 
5 
rimismenetlusi" ja seepärast me seda ei hakka alati märkima.
) on ühikmenetlus kui
( lz kui /ü»lm ja VsHz
** I 0z ülejäänud indeksite korral.
Menetlus on kolmnurkne, kui Q.u<h^^-0
niipea kui või V>H või /f/\) , Menetlust A ni
me tarne normaalseks, kui ta on kolmnurkne ja *^0.
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Me nimetame menetlust /4 ^-pööratavaks kui mistahes jada­




5 oL-pööratav, kui ta on normaalne .










muutuvad BK-ruumid eks, s.o
sumine eri mis väi j ad ^4
Banach*i ruumid eks,
koonduvus koordinaatide järgi
Ruumides vaatleme järgmisi eritüüpi jadasid:
jada, mille kõik elemendid on nullid, peale elemendi
mis on 1; £ jada, kus vaid /<-$indeksitega
rida on nullist erinev ja koosneb arvudest 1 ; - jada,
kus väid veerg on nullist erinev ja koosneb arvudest 1
- jada, mille kõik elemendid on võrdsed nulliga peale 
^-nda rea, kus 0 ja 1 asetsevad mistahes järjekorras;^ 
jada, kus kõik elemendid on võrdsed nulliga peale *0 -nda
veeru, kus 0 ja 1 asetsevad mistahes järjekorras; £, - j ad a,
1.mille elementideks on arvud ' 
Me ütleme, et hulk G
kui mistahes clA J1 
dub selline element € G









rai valemi (1.1.3) järgi, 'de nimetame hulka £G »cA ruu­
mi */4 põhihulgaks, kui £ kõigi elementide lineaarse­
te kombintasioonide hulk asetseb tihedalt ruumis a/4 • 
buumides c4 põhihulga moodustavad järgmised jadad :
1) ruumis bc - ja £ ; 2) ruumis bcn -
> 6^ ja ; 3) ruumis rc - ja ;
4) ruumis rcn - ja ; 5) ruumis rorn - ;
6) ruumis a - ja £ ; 7) ruumis an - ,
ja Zs ; 8) ruumis arn -
A
1 .2. Tingimused menetluse ” tarvis.
(a) ^Aaaaz (X uu 14 z< — 0 j 
KtK—^Od' '
(b) H yk Q
H
1*4 Vt iA M *■" ö z
(b*)
wt-köO






















Kt JL" kui Vc nz
(c) j £U/U\ 







kui /ZK 4 vvt,
6 Juhud l)-5) on tõestanud J.D. Hill ja H.I. Hamilton 
| 5J. Juhud 6)-8) järelduvad analoogiliselt.
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M ia,
(d) VaAA X fltMH/O» * 0 2— '
v* M
(e) — 2 / 
v
(e> ) M * L '
(f) * ***zi^H/<j-a, K ii = 0/
r eksisteerivad sellised arvud ^2 ja > ei
(g)
E | - o,
/ u.,s r r. /A.IS
1 , n
/ ^//AA ^2 i iaA "* ^uuAO 1 "* 0)
\ kv-boõ s^-0
U#H
(h) 1 1 M /
A^-o. /
(i) / /2L fv« j
• /am-o 7
_ kL .
(j) 2ZI I - N.
On näha, et tingimuse (i) asemele võime võtta tingi- 
i«H
muse / ja tingimuse (j) asemele
C*õ
K4U*=kL
y7 C(k*vt£**i | ,
/MCKt ' °
Regulaarsus ja multiplikatiivsus. Me ütleme, et 
menetlus on /.-multiplikatiivne teisenduse
suhtes kui kõik klassi oL jadad on /^‘-summeeruvad ja kui 
iga korral kehtib võrdus /4M L ^aaA .U4l4—>Öd
Me ütleme, et menetlus A on täielikult L, -multiplikatiiv- 
ne teisenduse <1*-*><jLv suhtes kui ta on L -multiplikatiivne 




niipea kui piirväärtused ■> c>4 ja vi —korral eksis­
teerivad. Kui menetlus A on L-multipiikatiivne teisendu­
se ol*^c>il suhtes ja L = 1 , siis ütleme, et menetlus A 
on ( oi —)-regulaarne. Kui aga menetlus A on täielikult
L -multiplikatiivne teisenduse et suhtes ja L * LA - 
= L^1Z süs ütleme, et menetlus A on täielikult (^-»<41)- 
regulaarne. Juhul kui ütleme lihtsalt, et menetlus A
on ^-regulaarne (vastavalt täielikult d-regulaarne).
Lemma l.?.l. Järgmised tingimused on tarvilikud 
ja piisavad täielikuks L-multiplikatiivsuseks teisenduse
1) bc —> bc korral: (a), (b), (c*), (e*), (f) , (h),
2) ro —t rc korral: (a), (b), (c1), (d ), (e’), (h),
3) a —-> rc korral: (a), (b), (c1), (d) , (e*), (i),
4) a —> a korral: (a), (b), (c1), (d) , (e*), (j),
ja L -multiplikatiivsuseks teisenduse
a —> bc korral: (a), (d), (e*), (i).
Lemma 1.3*2. Menetlus A on siis ja ainult siis
5) bc -regulaarne, kui (a),(e),(f),(h),
6) (bc —»> rc)-regulaarne, kui (a),(bf),(e),(f),(g),(h),
7) (rc —bc)-regulaarne, kui (a),(d), (e),(h),
8) ( a —bc)-regulaarne, kui (a),(d), (e),(i),
9) täielikult bc-regulaarne, kui (a),(b),(c),(e),(f),(h) ,
6) täielikult rc-regulaarne, kui (a),(b),(c),(d),(q),(h ),
7) täielikult rcn-regulaarne, kui (a),(b),(d),(h),
8) täielikult a-regulaarne, kui (a),(b),(c),(d),(e),(j), 
täielikult arn-regulaarne, kui (a),(b),(j),
9) täielikult (a —>rc)-regulaarne, kui (a),(b),(c),(d),
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Lemma 1«3«3» Menetlus /A teisendab rc-koon­
duva jada bcn-koonduvaks siis ja ainult siis, kui (a), (d), 
(e* )z kus L= 0 ja (h).
Lemmad 1*3»1, 1«3«2 ja 1«3«3 järelduvad kergesti
vastavatest üldisematest Hamilton’! ^3 J ja Mears’i £14j tin­
gimustest .
Allpool (peatükk 3) kasutame mõistet, et menetlus on 
täielikult ( )-regulaarne, mis tähendab, et /4 on
täielikult nii ( )-regulaarne kui ka )—regu—
laarne•
1 • 4• Punktsionaalid ruumis xA • 
n
Lemma 1.4.1. Iga pidev lineaarne funktsionaal 
esitub järgmisel kujul
2) ruumis *tcA : A^töO *
da । I + 51^1 I)
3) ruumis : sama mis ruumis 7cA > kus c*L =. ()•
4) ruumis : sama mis ruumis , kus
Funktsionaal! j* nimetame lineaarseks kui 
iga korral ( 4, on mistahes arvud)
ja pidevaks kui iga £>o korral leidub selline ?> et 
võrratusest II Kt ? järeldub | f < t , 
kus . Lineaarse funktsionaal! pidevuseks ruumis
on tarvilik ja piisav, et leiduks selline arv N » et keh­
tib iga X€*A korral.
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5) ruumis y/4 : y kus I °^U 0 I I
ja H^ll- /«i/ts)! , .
/M-4b
Selle lemma kehtivust võime analoogiliselt tõestada 
nagu töödes [15] ja flõj, kasutades pideva lineaarse funktsio 
naali üldkuju ruumes t ja . Tõepoolest, kirjutades 
maatriksteisenduse üles operaatorkujul -/Ijk/ , saame nor­
maalse A korral, et X-/4 iga V € «*A kor­
ral, kus A 1 on A pöördte Isendus. Kui "f on mistahes 
pidev lineaarne funktsionaal , siis
, kus h on juba mingi pidev lineaarne funktsionaal 
ruumis •
Ruumis ro pideva lineas 
dis J.De Hill £*4 J» Ruumes rci 
selt ja ruumis y* nagu töös
Kui A on ühikmenetlus, 
A^M - ja lemma 1.4*1
funktsionaali üldkuju ruumes
Ruumis vaatleme jš
irse funktsionaali üldkuju lei-
i ja rcrn saame analöogili-
M.
siis
annab meile pideva lineaarse
t ja y .
irgmise kujuga pidevaid line­
aarseid funktsionaale:
(1.4.1) x x X +■ L Y /' /
^//= izi tZ/^|,
ja ruumis /I
(1.4.2) kus [l^il = .
Neis ruumes mistahes pidevat lineaarset funktsionaali 
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ei saa esitada sel kujul, kuid esitatud funktsionaalide 
klassid haaravad seda tüüpi funktsionaale, mida meil all
pool tarvis läheb.
Allpool sageli kasutame Abel-Hardy teisendust
H*IA 144 K /4S)
-2-" V* ~ ^T- /




2.1. Perfektsed summeerimismenetlused. Perfektse surn-
I 
meerimismenetluse mSiste defineerime lõigete abil» Lõike
J sammeerimisväijas -Z/4 defineerime kui
ruumi oL põhihulga elementide lineaarse kombinatsiooni. 
Näiteks, ruumi korral
Ko to ke lo
(2.1.1) - qe t Ž. +Z * X.
kus ^f/H / ja on mistahes arvud, ruumi an kor­
ral dne* Kui on vaJa näidata, et lõikes line­
aarne kombinatsioon lõpeb indeksitega ko , ic , me kirjutame 
to lo 
■
Kui menetlus A on täielikult A-regulaarne, siis
6»t/1 , sest on ^-koonduv jada. Näiteks, võrdu-
sest ne n
järeldub H67C^ kui n on täielikult rc-regulaarne.
Teistel juhtudel võime kasutada analoogilisi võrdusi, nagu 
(2.1.2).
Definitsioon 2.1.1. Me nimetame normaalset 
menetlust «/-perfektseks, kui ta on täielikult «ü-regu-
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laarne ja kui mistahes XG x/f ja mistahes 
leidub selline lõige , et kehtib
(2.1.3) //-VL /
£7*0 korral
kus norm defineeritakse valemi (1.1*2) järgi kui ja
valemi (1.1*3) järgi kui •
Definitsioonist on näha, et A /-perfektsuse korral 
, k.o te
I* — . Kui kehtib (2.1*3), siis lõiked
asetsevad tihedalt ruumis . Tähendagu ruumi põ-
hihulka* Arvestades lõike definitsiooni, näeme, et 
kehtib järgmine
Lemma 2.1.1. Normaalne täielikult /-regulaarne 
menetlus A on siis ja ainult siis (/-perfektne, kui 
on ruumi o£/4 põhihulgaks.
Lemma 2.1.2. Normaalne täielikult X-regulaarne 
menetlus /4 on siis ja ainult siis ^-perfektne, kui iga 
ruumis J>A määratud pideva lineaarse funktsionaali t kor­
ral, mil
(2.1.4) j-= 0 iSa korral,
järeldub
(2*1*5) 0 iga korral.
Lemma 2.1*2 järeldub vahetult lemmast 2.1.1 (S.Ba- 
nach [lj, Ihk. 58, teoreem ?•)•
2•2. LÕikekoonduvus menetluse summeerimisväljas. Defi­
neerime jadale lõike j*, järgmiselt:
1) kui , siis
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jadad, kusjuures arvude 0 ja 1 paigutus neis sõltub vasta­
valt indekaeist 
k. I
ja ja on selline, et jada­
des ja 2. igasse kohta tuleb parajasti üks element
A^to-Al*) *
' A k1 A/
2) kui XžltilA, siis = *^< / kus Al*)-0/
I
3) kui Xfi^cA siis X*, — A (*) & "f- 5L(A/<^) ~A M/
. ' /<eo 1l Kt
-LitVÄ^Al*))^)
^-o /UO-Q ‘
4) kui XeievvA, süs V?dK - kus A l*) = l
5) kui X6siis -X^g-jh - z kus Al*) - A^A-A
kt k£
6) kui X6O.A) siis Xa — '
kt K.C
7) kui X€ (XVvA( siis
k8) kui xCCUlVv^ siis (Vivv* nC*lV\ • 
kt
Definitsiooni järgi lõige jadale J2 on erijuh­
tum paragrahvis 2.1. defineeritud üldisest lõikest . 


















J<4 j| u /
l j6*
Defineerime lõikekoonduvuse mõiste. Me ütleme, et ruu­
mis leiab aset lõikekoonduvus (lüh. LK), kui iga
korral £ama normi järgi (kusjuures «4.» 6ef
puhul oletame veel, et on võimalik jadasid C ja
nii valida, et viimane võrdus kehtibX kus normi
d eva
defineerime valemi (1.1.2) järgi, kui , ja valemi
(1.1.5) järgi, kui a» . Me ütleme, et ruumis »Z.A leiab 
nõrk lõikekoonduvus (NLK), kui mistahes ruumis kA pi- 
v / k£ z 
lineaarse funktsionaali f korral Maaa J^xjX V oti J
aset
korral ( el-6t. ICH korral jällegi oletame veel, 
K 6




ja ( € vV , mis toovad viimase
ja ^cvtA funktsionaali üldkuju ei
ole teada, siis edaspidi NLK definitsiooni neis ruumes mõis­
tame vaid funktsionaalide korral, mille kuju on antud vasta­
valt valemitega (1.4*1) ja (1*4*2).
. kŽ- .
On näha, et LK-st järeldub alati NLK, sest 17X'*
Näitena märgime, et ruumes ok alati leiab 
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aset LK ja järelikult ka NLK.
T e o r e e m 2*2*1. Kui normaalne menetlus A on
täielikult
menetlus
^.-regulaarne ja ruumis «lA leiab aset NLK, siis
on «^-perfektne.
t u s. Olgu mistahes ruumis
pidev lineaarne funktsionaal, mis saab nulliks ruumi 






definitsiooni, näeme, et ka
-. ( 
kust ilmselt
1.2 järgi menetlus A 011
/^-perfektne.
Kuna ruumide tcA ja A korral omadust NLK
kokkuleppe kohaselt mõistame vaid teatava klassi funktsionaali- 
de korral, siis on vaja näidata veel, et need klassid haaravad
kõike fimktsionaale, mis saavad nulliks ruumide ja
põhihulkadel ja E^nD* Kagu eespool märkisime ruumis
on alati LK, siis mistahes ruumis 
se funktsionaali k korral võrratusest
pideva lineaar-
->O ) järeldub
kjZ s ) mis annab meile teatava üldavaldise /t
jaoks. Kuna iga ruumis lenA määratud pideva lineaarse funktsio­
naali f korral leidub selline k , et - A j y kus
(vt. Lemma 1*4*1 tõestust), siis saame ka f jaoks 
üldavaldise. VÕrdustades nüüd nii saadud 
del ja £ . mis moodus 
^K-i nulliga jada-
näeme, et lemmas 2*1.2 esinevad funktsionaalid on kujuga (1.4*2
Analoogiliselt saame sama ka kohta»
- 18 -
Teoreem 2.2.2. Olgu normaalne menetlus r\ 
täielikult -regulaarne* Ruumis leiab aset NLK siis 
ja ainult siis, kui kehtib tingimus
(2.2.1) II ^[1 <- X /
kus norm defineeritakse valemiga (1.1.2) ja K on kons-
tant.
Tõestus. Kasutame nõrga koonduvuse mõistet. Me
tt**06
ütleme, et jada VK£ korral koondub nõrgalt ja­
daks X ruumis kui kehtib 
mis s määratud pideva lineaarse funktsionaali f korral.
iga ruu-
Võrreldes nüüd pideva lineaarse funktsionaali üldkuju ruumi-
, näeme, et on vaja näidata, et jada







(2.2.4) j ) 5S Xx*aa
/ yvt-^OO ■ Kt*^o6 VX-^O^ M
(2.2.5 ( UuA V
Analoogiliselt nagu ühekordsete jadade korral (vt. 3. Banaoh
I1J Ihk. 136-137) võib saada järgmised tarvilikud ja piisa-
7 / r kt^
vad tingimused jada Xkt - 1 < nõrgaks koonduvuseks
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jadaks ruumis 1) bo : (2.2.2), (2.2.5), (2.2.5);
2) bcn: (2.2.2), (2.2.3); 3) rc: (2.2.2), (2.2.3), (2.2.4),
(2.2.5); 4) rcn: (2.2.2), (2.2.3), (2.2.4); 5) rorn: (2.2.2), 
(2.2.3).
NLK-ks ruumis ^4/-] (2.2.2) annab tarviliku ja piisava tin­
gimuse, kuna ülejäänud tingimused on alati täidetud. Näiteks, 








Seega NLK jaoks ruumis saame tingimuse
kC
w/r.. 1
on vaid y-st sõltuv suurus. Kunakus ^(o/)
ja ,
naalid ruumis 8, siis Mwh - *^wihk.
8 Ruumis koonduvuse tõttu koordinaatide järgi tin­
gimusest = j järeldub
ehk Järelikult funktsionaalid on
pid evad.
Tingimuse (2.2.7) tõttu viimasest saamegi (2.2.1).
M ja
on pidevad lineaarsed funktsio-
A -
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Teo r e e m 2.2.3* Menetlus
täielikult ^-regulaarne. Kui ruumis
" olgu normaalne ja 
leiab aset NLK,
siis ka LK.
s t u s. Teoreemi 2.2.1 järgi
fektne. Järelikult iga 
Keto *




£ >0 korral leidub 
/M , kus k on
moodustatud










kusjuures boA ja bcnA korral lõigetes ja Vy ja­
» 46 HK JL
dad (, ( €^L valime samad/ mis on vastavalt lõigetes 




Kui ?<>->«* / slls mis tõestabki väite.
ATeoreem 2.2.4» Menetlus
ja täielikult -TeguilaaYne Ruumis
olgu normaalne 
leiab aset LK siist
ja ainult siis, kui
oO ^ \ - « k£ u
'■ 2* ^»8) 2_ — ) j > i " .
iMH-o L Ä
Teoreemi kehtivus ilmneb võrdusest
tL t£ vt-^oo1 y /ai -
kusjuures arvestame, et p - "t .
y o
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2.5- Keskväa rtu s t e o r e e mi d . Defineerime kolmnurkse me­
netluse /\ tarvis järgmised hinnangud :
**W VMVt
(2*5-5) /L I | X" /
- 2^
kus S Xuü y on mistahes
!.a. J. K,. kv K, on konstandid. Hinnangute (2*5*1) ja 
(2.5-2) korral oletame, et leiduvad sellised arvud k’ ja C 
et vastav võrratus on täidetud.
Me ütleme, et menetlus A rahuldab KVT 1 (XVI 2 ja 
KVT 5), kui /4 rahuldab hinnangut (2.5-1) (vastavalt hin­
nangut (2.5-2) ja (2.5.5))-
Lemma 2.3.1. Kui menetlus A rahuldab tingimusi'-
10 °£^74k, ;
9
Siin ja edaspidi tähistame
22
3° & ^212. s o ( o < K,t £ ,
siis A rahuldati KVT 1 .
Selle lemma on toestanud G, Kangro /10, teoreem 5
Lemma 2.3.2- Kui menetlus A rahuldab KVT 1 
tingimust10
10 5L
Viimases eeldatakse, et / kui v^i 
või
A rahuldab KVT 2
(X jt C M, v
Lemma tõestame Abel-Hardy teisenduse abil, võttes 
UaVa/a U_ z\
Lemma 2.3-3. Kui menetlus A rahuldab tingimu­
si
1 k*H | I — 12)lX.U4K^a\) I/
I h i I 1 /
3° ZlHla PUH kt V I -* / H kt | y
siis /4 rahuldab KVT 5 •
Tõestus* Me võime kirjutada




- E 11 — y*
A"=0 4'-O
t-(,c~l 1
1 ^K-l l- 1 U\3 j —
7^-o r ^-°
l-\ 1 - A




7* !gwhkC ।' - ^ki L~
k4-,o d,„D
Lemmasid 2.3*1, 2.3*2 ja
keskväärtusteoreemideks• 
^aktcriseeruvate menetluste
£-1 K u ! — I^k£k£ -^ut / - 
k flv-i C/x L kX^*l | "**
k t !.
t*tyi f
-Vau 1 1 Aut Ajtt M .
KUo
2*3*3 nimetatakse ka
A korral, s.o. selliste
menetluste A
lemmade 2*3*1»,2*3*2 ja
korral, kus ^ah^v - ,
2*3*3 tingimused lihtsustuvad. Sel
korral võime väita järgmisti 
. Kui faktoriseeruv menetlus A
o^6M' 4 >/0
z • u k.^
£ M"/
siis A, rahuldab KVT 1*
11 
Neis tingimusis oletame, et
ning -rT^ -0 kui u >« ja 22 
« r / cx
rahuldab tingimusi^
OSft. K£U<, M*= oonst),
( M = const),
/
ja
tui - A kui M > t(• ■* V /
/a
Kui faktoriseeruv menetlus fX rahuldab KVT 1 ja tin­
gimusi"1
( n' ja r on konstandid), siis A rahuldab KVT 2 .
Kui faktoriseeruv menetlus A rahuldab tingimusi
I - I Avk Ct [ Õ Nv | r //4h $ j y siis /| rahul-
d ab KVT 3> •
Keskväärtusteoreemide kehtimiseks võime saada ka tarvi­




(2*5*5) 0 £ ^C),
Kui , siis hinnangust (2*3*5) saame
mh
(2*5*6) ! (Xm. k X4 q l • /*  I v Cz/
yüsleo ‘ v /toto
Kuna me nõuame hinnangute (2.3*1), (2.5*2) ja (2.3*3) kehtin 
mist iga jada korral, siis tingimused (2.3*4), (2.3*5) 
ja (2*5.6) on tarvilikud selleks, et menetlus /) rahuldaks 
vastavalt KVT 1, KVT 2 ja KVT 3 •
Olgu veel märgitud, et hinnanguis (2*3.1) ja (2.3*2)
võrratuse parema poole võime asendada suurusega
( K = const) jä hinnangus /2.3.3 const
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Märkus 2.3-1* Kui /] rahuldab tingimusi (a) ja 
(b), siis hinnangu (2.3*2) kehtivusest järeldub ka hinnangu 
(2.3*1) kehtivus. See on näha võrdusest
. 2.4. Keskväärtusteoreeme rahuldavate menetluste omadu­
sed . Summeerimismenetlustel, mis rahuldavad KVT, on rida hu­
vitavaid omadusi, millel on rakenduslik tähtsus. Allpool esita 
me neist omadustest tähtsaimad.
Teoreem 2.4*1* Menetlus Ä olgu normaalne ja 
täielikult p-regulaarne. Ruumis pA leiab aset NLK siis ja
ainult siis, kui A. rahuldab KVT 1.
Tõestus. On vaja näidata, et tingimus (2.2.1) ja
hinnang (2.3*1) on samaväärsed, Kasutades võrdusele (2.2.6) 
analoogilisi vordusi, näeme, et hinnangust (2.3*1) järeldub 
tingimus (2.2.1). Näitame vastupidist. Muudame jadas 
neid elemente , mis ei esine avaldises *>
antud k,£? korral, nii et A^UV-O, kui (Myv. või 
või <x > k t • Siis tingimusest (2.2.1) saame
{Aut
millest on näha, et hinnang (2.3*1) kehtib. On selge, et ele­
mendid (kus 0 t € fcyl ) võivad olla mistahes ,
Lemma 2.4.1. Kui menetlus A on normaalne, täieli 
kult p-regulaarne ja rahuldab KVT 1, siis A on -perfekt 
ne, kusjuures -perfektsuse definitsioonis võime iga XXfcA
26
puhul võtta küllalt suure korral•
Toes
järeldub, et
t u s. Lemma kehtivus ilmne. Teoreemist 2*4*1 
a,4-s on NLK. Teoreemi 2.2*1 järgi A on siis
-perfektne. Teoreemi 2.2.5 järgi ruumis
1 tl
on ka LK, s.t
iga XfjbA ja iga <l>0 korral 
küllalt suured, mis ütlebki, et -perfektsuse
kui on
definitsioonis
võime küllalt suure korral.
Teoreem 2.4.2. Kui normaalne menetlus A on
/



















järgi 4 on ?-perfektne,
ja iga £>o korral leidub selline loi-
on võetud tingimusest
Koostame jadale 1 
gimus (2.2.1) kehtib, saame
, siis, kuna tin-
Jada koonduvus (seetõttu, et ta on lõige)




)4 suhtes ja k — *>c< korral - suhtes. (2.4*1) põhjal sama 
kehtib ka jada f („ X-A { korral. Lemma 2.4*1 põhjal 
võib võtta ^2. küllalt suure korral. Kasuta­
des võrdust (2.2.6) on kerge näidata ka piirväärtuste võrdust 
tingimustes l°-3°.
Teoreem 2.4*5* Kui normaalne menetlus A on 
täielikult arn-regulaarne ja rahuldab KVT 2, siis iga 
korral
Tõestus. Olgu € 7C7Hn • Arvestades märkust
2.5*1 ja lemmat 2.4.1, näeme, et A on rcrn-perfektne menet* 
lus. Seepärast iga £zo korral leidub selline lõige , et
Jaotades võrratuse vasaku poole kahte ossa, näeme, et osa, kus 
on korral läheneb nullile, mis tõestabki
teoreemi.
Lemma 2.4*2. Kui menetlus n on normaalne, täie­
likult y-regulaarne ja rahuldab KVT 2, siis A on y*-per­
fektne, kusjuures V-perfektsuse definitsioonis võime iga 
puhul võtta --X küllalt suure kor­
ral •
Tõestus. Teoreemidest 2.4*5 ja 2.2.4 saame, et 
ÄlViA -s leiab aset LK ja teoreemi 2.2.1 järgi Z on a^a-per- 
k.l 
fektne* LK tõttu võib võtta 1M34 * <iavi .
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ja
Vaatleme juhtu Vr&Vt Olgu x € txvi A Kuna
on sel korral nulliks koonduvad j ad ad , siis või­
z/iw'1 • me
(XAV\ A • Kui A on täielikult 
rahuldab KVT 2, siis A on arn-perfektne ja







Kullalt suure Ko ja
//A- Xn ja
z'o korral I! V -> l 
on an-perfektne de­
[ AW}
finitsiooni järgi. Analoogiliselt tõestame juhu x^c-CL.
Teoreem 2.4.4* Kui normaalne menetlus A on 
arn-perf ektne ja rahuldab KVT 5, siis iga ^6Mk A korral
Tõestus. Iga j/6 (Xa^A ja iga korral
leidub selline lõige ^cxAkfcMkA ' et ** II 
Võime kirjutada
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V3rratu.se paremal poolel esimene liige hinnangu (2*5*5) tõttu 
on väiksem kui f>o . Teine liige tingimuste (a), (b) tõttu 
läheneb nullile nii Vu^vt—^oo z U/i —*> oo ^ui jra ]£Or_
rai, mis tõestabki teoreemi.
2*5• Summeerimismenetluse sisalduvas. Keskväärtusteoree­
mide abil võib saada piisavaid tingimusi menetluste sisaldavu­
seks. Me ütleme, et menetlus C sisaldab menetlust A vii­
sil (^,^f), kui »(C. 2 ot'4 ja märgime . Sel­
list sisalduvust * nimetame täielikult regulaarseks, kui C 
oZ-summeerib kõik -summeeruvad read samaks summaks, säili­
tades ka piirväärtuste võrduse ridasid ja veergusid mööda kui 
need eksisteerivad, ja märgime, et *2. A^1 täielikult 
regulaarselt.





Teoreem 2*5*1* Menetlus /f olgu normaalne ja 
rahuldagu KVT 1 ning menetlus C rahuldagu tingimusi (2*5*1)* 
Kui /I ja C on täielikult A -regulaarsed , siis 2/4a
täielikult regulaarselt.
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Tõestus. Olgu • Me võime kirjutada
u<u .
Rakendades võrduse paremale poolele Abel-hardy teisendust, me 
saame tingimuste (2.5*1) tõttu, et ICu.,
Kuna /] rahuldab KVT 1, siis
kus k. mingi konstant. Seega
, kus M
/ Cuum (X I - '
Lemma 2.4*1 järgi A on ^-perfektne, siis iga ja




siis samuti • Summade võrdus ilmneb
lemma 2.4*1 tõttu võime võtta ~ X ,
Teoreem 2.5*2. Menetlus n olgu normaalne ja 
rahuldagu KVT 2 ja KVT 3* Menetlus C rahuldagu tingimust 
(2.5.2).
1° Kui A on täielikult a-regulaarne ja täielikult 
rc-regulaarne, siis C\c "D A^ täielikult regulaarselt;
2° Kui /) on täielikult an-regulaarne ja C täielikult
ron-regulaarne, siis täielikult regulaarselt;
- 51
5° Kui /4 on täielikult rcrn-regulaarne, siis
-Mkl 2 A OAV\ •
Tõestus. Lemma 2»4*2 järgi menetlus A on juhul 
1° a-perfektne. Tähendab, iga K€ja iga € >0 korral lei­
dub selline lõige 6 , et kehtib
Edasi tõestame analoogiliselt teoreemile 2*5*1-
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3- SUMMEBRUVATE RIDADE KORRUTAMINE
3- 1. Probleemiseade. Alljärgnevalt me vaatleme Cauchy’ 
korrutist. Olgu antud read £i4kt ja X • Nendest rida­
dest koostame korrutisrea £ w/k[ Cauchy reegli järgi, s.o. 
rea ’ kus
(3.1.1) •= A-a t-M l*x* ■^0-D z z
Ridade korrutamisel võib püstitada kaksi järgmist problee­
mi .
Probleem I. Kui on mistahes Zl^-summeeruv ri­
da ja £ Vkt mistahes jB>t-summeeruv rida, siis milliseid 
tingimusi peab rahuldama menetlus C > et korrutisrida 
oleks (^rt-suaimeeruv.
Probleem II. Kui > Utt on mistahes -summeeruv ri­
da, siis milliseid tingimusi peab rahuldama rida . et
korrutisrida X oleks ^‘-summeeruv etteantud menetlusega C.
Kui A Ja B> on pööratavad, siis nende probleemide täie­
lik lahendus sisaldab pöördmaatriksite /4 * ja (3 elemen­
te. Tingimuste komplitseerituse tõttu sellisel lahendusel on 
peamiselt teoreetiline tähtsus. Efektiivsete ja praktiliselt 
rakendatavate tingimuste saamiseks tuleb seada teatavaid kitsen­
dusi menetlustele ja 13 ja siin kõige otstarbekohasemaks 
on KVT-de rakendamine, mis koos teatavate teiste eeldustega 
annab tingimusi, mis sisaldavad vaid maatriksite A($ ja C
elemente.
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Probleemide I ja II vaatlemisel selgitame samuti väl-
ja, millal kehtivad võrdused
<M) = B(V.W
Tingimused maatriksite kohta• Tingimuste rohkuse
tõttu me ei kirjuta neid üksikasjaliselt välja, vaid teeme
kokkuleppe,
Maiteks,
et neis liikmed, mis ei oma mõtet, on 









. Seega esitatud tingimus laguneb
mis olid eespool (2.5.1) all. Neid märkusi tu-
leb silmas pidada alljärgnevate tingimuste (3*2.2),
(3*2.107 ning samuti (3*7*1) ja (3*7*2) korral.
Olgu mene tlused A , B normaalsed ja C kolmnurkne
vastavalt maatriksitega M K/4U
t > H































-M»IC H --t /« V




Cm*VI vu w __ 
H-t Ut*U H*»C
- N llv .
Tingimusi (3-2.7), (5-2.9) ja (3-2.12) kasutame peale 
menetluse C ka teiste menetluste korral. Seepärast, näiteks 
kui on öeldud, et /\ rahuldagu tingimust (3-2.7), tuleb sel­
le all mõista, et A rahuldagu tingimusele (3-2.7) analoo­
gilist tingimust. Allpool tuleb seda silmas pidada ka teis­
tel juhtudel.
3*5. Summeerimismenetluste translatiivsus. Olgu
siis
on vastavalt ridade > uK£ , > ja X osasum-
made jadadeks. Me võime kirjutada, arvestades võrdust (3-1.1),
Me ütleme, et menetlus on täielikult regulaarselt 
«^-translatiivne vasakule, kui rea summeeruvusest
summaks järeldub samuti rea Tuk-,t (kus ) ja
rea t~( (kus = 0 ) /}x-summeeruvus samaks summaks









gusid mööda, juhul kui need eksisteerivad, 
kolmnurkne, siis ^-translatiivsuseks va-
t tingimusest € <<
1 2 MA-t \
i*<h Afi v 1/^M * W *ja 7 --- *>♦/ >Am 9 ~F *
/ / J ^'OTO ' 1 7
Olgu M ja /i summeerimismenetlused maatriksitega vasta­
valt A x/t*/ v) ja A . linuge,
et täielikuks regulaarseks <X-translatiivsuseks vasakule on 
tarvilik ja piisav täielikult regulaarne siss Mkvlo
(3.3.2) /|^ 2/)^ j« Ajl-AoL •
Märkus 3«3*1* '^ranslatiivsuse definitsioonist 
vahetult järeldub, et kui A on täielikult regulaarselt 
^-translatiivne vasakule, siis rea XukL Aa -summeeruvusest 
o^>
järeldub ka rea <> Ufc , [.<. (kus ^-^-.= 0 ) ^^-summeeru- 
«.(-CD V
vus samaks summaks, kusjuures säiluvad ka piirväärtused rida­





Lemma 3»3»1« Menetlus D transformeerib ^c-sum-
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meeruva rea elementide jada rorn-koon-
duvaks jadaks siis ja ainult siis, kui B on täielikult re­
gulaarselt rc-translatiivne vasakule.
Lemma 5*5.2. Kui normaalne menetlus /4 on täie­
likult rc-regulaarne, rahuldab KVT 1 ja tingimust (5*2.9) 
K.-1 ( 1*0 ja K-0Z f-1 korral, siis menetlus /j on täie­
likult regulaarselt rc-translatiivne vasakule.
See lemma järeldub (5*5*2) tõttu teoreemist 2.5*1.
Ridade korrutamise probleemide uurimisel on otstarbe­
kohane klassid bcn. rcn, rcrn, an ja am vaatluse alt välja 
jätta. Seepärast vaatlemegi all/pool vaid klasse bc, rc 
ja a. f#ii et edaspidi kuni töö lõpuni ja tähen­
dagu ühte klassidest bo ja rc.
5*4* Lahendus probleemi I korral. Töö selles osas teo­
reemide' tõestused on analoogilised üksteisele. Seepärast me 
tõestame meetodi illustreerimiseks esimese teoreemi küllalda­
se põhjalikkusega, kuna teiste teoreemide korral esitame vaid 
oluliselt erinevad tõestuste kohad. TÕestusmeetod ise üldiselt 
seisneb selles, et me kasutame selliseid seoseid menetluste 
/4 , B ja C elementide vahel, mis lubavad kirjutada
(kus kM Wad.,. t!i. 19
sõltuv suurus), millest juba järeldubki sobivaid, eeldusil rea
C, -summeeruvus.7 W l
Teoreem 5.4.1. Menetlus // olgu normaalne, 
täielikult rc-regulaarne ja rahuldagu KVT 1. Menetlus ■ ol­
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gu normaalne, täielikult -regulaarne, rahuldagu tingimust 
(3*2.9) ja KVT 1. Menetlus ■ rahuldagu tingimust (3*2.2).
Korrutisrida mistahes Z^k£6*icA ja
korral on C^-summeeruv summaks (3*1*2) siis ja ainult siis, 
kui C on ( *z^jb —t jb' )-regulaarne, kusjuures -a/?1 
korral, kui C on täielikult rc-rdgulaarne, kehtivad ka seo 
sed (3*1*3)*
Tõestus. Tõestame tüüpilise jgihu, kus Tp’-=^C 
Tarvilikkus ilmne. Näitame piisavust.
a) Arvestades võrdusi (3*3*1) ja (3*2.1), võime kirju 
tada
t\-ö <^u<n C-ei ° IL-A^
U4H ki-Kh*/ id
ZiA^h-iCh-t q (V) A kt AU (U)
KfzO t^zD ^\)-0 ‘ '
BKuna /4 ja rahuldavad KVT" 1 ja kehtib tingimus (3*2.2), 
siis
»■«•!> lM<'h l< Ws ii!<"a
kus K on konstant.
- b) Asetame seosesse (3*4*1) jada '  asemele jada
td tc
U * U-Sc i kus Usr on 19iSe jadale // , siis
I Ciuk (^9( - K if Uu* Uxe [I/
milles V-^V2.) on jada, kus ^5^ = <-£ (V. tL -
Lemma 2*4.1 tõttu viimases võrratuses võrratuse parem pool 
saab küllalt suurte x0 ja U korral väiksemaks mistahes ett 
antud arvust <L>c ja sel korral meil on
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o) Tõestame, et .— Lv 7c täielikult regulaarselt.
Olgu jada , siis ja tingimusest (3*4*1)
/ v 
saame
IUOTI *= k llellA HWIB
Lemma 2.4*1 tõttu mistahes etteantud arvu $,> O korral on
(5.4.3) Ž K ii v- V« 0
( kus L ), kui vaid k6, on küllalt suured. Kuna
^tAC
14 e kC menetluse täieliku rc-regulaarsuse tõttu, 
siis (3*4*3) põhjal, ka 2l" 6 *?cC • Kasutades võrdusele
(2*2.6) analoogilist vordust, on kerge häidata, et CtuH( .
kui HiyM —> od , kui tu—’>©<' , sest alati
võime võtta £o , ja 6^J->8 kui n—?oo , 
võttes t0 lw . Seega 2 /5?C täielikult regulaarselt.
d) Näitame nüüd, et võrratusest (3*4*2) järeldub rea
Cic, -summeeruvus summaks (3*1.2) ja et kehtib ka
(3.1.3) . Selleks defineerime teatava kolmnurkse abisummeerimis- 
menetluse H maatriksiga H " 1 KUS
. Utvt
H Vuvi K. L. ** Z- - ,
Siis võib tingimuse (3*4*2) ümber kirjutada järgmisel kujul:
i
(3.1.4) | (lv) •— Hluw ( J/ 4 f ■
Näitame, et antud eeldusil menetlus \ rahuldab järg-
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misi tingimusi:
(3-4.5) n Vu Vt t £
H
)
(3.4.6) K.I * .





















vun k-L " 0, U.




w> vt V £ " 0
UaU
iClzO e
Lemma 5*5*2 järgi menetlus L' on täielikult regulsr- 
selt rc-translatiivne vasakule. Märkusest 5*5*1 ja lemmast 
5*5*1 järeldub, et 
LUU
—> 0 Mu—7c*>z Ua—>oõ V3i u—
Täielikult regulaarse sisalduvuse v\c tõttu sama
kehtib ka menetluse ( korral, s*t* et kehtivad tingimused 
(5*4*5) ja (5*4*6).




Taolise võrdluse võib kirjutada ka ' A hw£ tarvis. Ärves- 
St^o 
taielikku regulaarset re-translatiiv-
sust vasakule ja täielikult regulaarset sisalduvast Ck -­
on nüüd kerge näidata tingimuste (>«4«7) ja (3»4»8) kehtivust. 
Ja lõpuks tingimuse (3*4*9) korral on
UaVx
■VVtzVx / „ L ma H
k<h—*>oO
sest C*7c 2 on täielikult regulaarselt.
Tingimuste (3*4*5)-(3•4*9) abil on kerge näidata, et








1- x laN-AM] £ Lh,/ + 
ž:o K-0
Ehk£ ~ 1 * n "* •*• ♦ 1^ 
tt=O
Kui /4'ijl4—, siis I —•> 0 (3*4*5) tõttu,
II, III *—s> Q (3*4*8) tõttu,
IV —AWV) (3*4*9) tõttu.
Kui Im —fikseeritud h korral, siis võime alati oletada, 
et ja siis
I, II —* 0 (3*4*6) tõttu,
m*IV = ^2—9A (H)/v) (3.4.7) tõttu.
Uo iz:--D
Analoogiliselt tõestame ka Ia-Ocx) korral, võttes u.o Jä­
relikult
Tingimust$( 3* 4.4) €-*>O kui • Seepärast viimati kirju­
tatud võrdused kehtivad ka Cvuvt ' 1 ) kohta, s* . • kehtivad 
(3.1*2) ja (3.1*3)* Sellega teoreem 3*4*1 on tõestatud.
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Teoreem 3*4*2. Menetlus /t olgu normaalne, täie­
likult a-regulaarne ja rahuldagu KVT 2 ning KVT 3* menetlus 
[5 olgu normaalne, täielikult -regulaarne, rahuldagu tingi­
must (5*2*9) ja KVT 1. Menetlus C rahuldagu tingimust (3*2*4 
^orrutisrida JZ iVfc£ mistahes ja
£ V.t € korral on ZaJ-summeeruv summaks (3*1*2)
siis ja ainult siis, kui C on ( a, a. —=> 1 )-regulaarne , kus­
juures korral, kui Q on täielikult rc-regulaar-
ne, kehtivad ka seosed (3*1*3)*
Tõestus. Tõestame tüüpilise juhu, kus ,
Tarvilikkus ilmne. Näitame piisavust.
kust
I Cu<H l / l —__ lUluHM I Z— I <J M-v i: I
jM-.O ' ' <)-» / " 1
Kuna /I rahuldab KVT 3, 3 rahuldab KVT 1 ja kehtib tingimus 
(3-2.4), siis
(3.4.11)
ic^wl £ HIIVII6 IIUtl1AI
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kus k, on konstant.
b) Asetame võrratuse (5*4*11) jada U. asemele jada
M* s kus lAc* on lõige jadale LL , siis
I KIIOT6O-i/««h| , 
milles = on j^a, kus V..K " ^kt
/ kt=o
Lemma 2.4*2 tõttu viimases võrratuses võrratuse parem pool 
saab küllalt suurte Ke ja (0 korral väiksemaks mistahes 
etteantud arvust £>o ja sel korral on meil
/ Cvuh M I •
o Edasine tõestus on analoogiline teoreemi 5.4.1 tões­
tuse osadele c) ja d).
Teoreem 5.4.5. Menetlus f\ olgu normaalne, 
täielikult ^.-regulaarne ja rahuldagu KVT 2 ning KVT 5* Me­
netlus B olgu normaalne, täielikult 4-regulaarne, ra­
huldagu tingimust (5*2*7) ja KVT 2 ning KVT 5* Menetlus C 
rahuldagu tingimust (5*2*5)*
Korrutisrida mistahes 5wk(6 da
£vti fc korral on -summeeruv summaks (5*1*2) siis
ja ainult siis, kui C oti ( a )-regulaarne, kusjuures 
= rc korral, kui C on täielikult ( a ro )-regulaarne , 
kehtivad ka seosed (5*1*'5)*





risMVl^u U^q | | i*a-m VI-*» l •
7 A»=o * 4-0 ' j
Kuna /I la B rahuldavad KVT 3, siis
\u,W\^ Kiiuiimi m16l, 
kus k. on konstant.
Edasine tõestus on analoogiline teoreemi 3*4*2 tõestu­
sele alates kohast b).
M ä r k u s. Osutub, et teoreemides 3*4*1 ja 3*4*2 
tingimuse (3*2*9) ning teoreemis 3*4*3 tingimuse (3*2*7) 
võib ära jätta* Kuid esitatud tõestuviisi korral on nad olu­
lised .
3•5• Lahendus probleemi I korral kui u> on ühikme- 
netlus. Võttes teoreemis 3*4*1 13 ühikmenetluseks, näeme, et 
teoreemi tingimused märgatavalt lihtsustuvad. Nii tingimus 
(3*2*2) võtab kuju (3*2*3) ja seosed (3*1*2), (3*1*3) esita­
vad vastavalt kujul
(3.5.1) C(W) , kus l?'- ,
(,.5.2> C»M=y„UK), C"(W)=V"/IH(U), 
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aga teoreem ise on järgmine.
Teoreem 3*5*1. Menetlus /4 olgu normaalne, täie­
likult rc-regulaarne ja rahuldagu KVT 1. Menetlus C rahul­
dagu tingimust (3.2*3).
Korrutisrida mistahes £IC A ja ^-koon-
duva rea Z ^k£ korral on ^-summeeruv summaks (3*5*1) 
siis ja ainult siis, kui Q on (2^ p>( )-regulaarne,
kusjuures = = rc korral, kui C on täielikult rc-re-
gulaarne, kehtivad seosed (3*5*2).
Ülejäänud paragrahvi 3*4* teoreemides 3.4.2 ja 
3*4*3 ei saa võtta menetlust B ühikmenetluseks eelduse
*£ 0 tõttu, mis on tingitud sellest, et 
esineb nimetajas. Seepärast vaatleme neid juhte eraldi.
Teoreem 3*5*2. Menetlus /4 olgu normaalne, 
täielikult Ct -regulaarne ja rahuldagu KVT 1 ning KVT 2. 
Menetlus C rahuldagu tingimust (3*2.6).
Korrutisrida 2T mistahes ja A-koon-
duva rea korral on -summeeruv summaks (3*5*1)
siis ja ainult siis, kui C on ( ap> )-regulaarne, kusjuu­
res = rc korral, kui C on täielikult (arc)-regulaar­
ne , kehtivad seosed (3*5*2).
Tõestus. Kehtib
■Edasi analoogiliselt teoreemi 3*4*3 tõestusele.
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On näha, et kui C rahuldab tingimust (5*2*9), siis 
teoreemis 5*5*2 võib võtta £ = A • Olgu märgitud, et taoli­
ne oletus teoreemi 5*5*1 korral tooks sisse ebamõistliku 
tingimuse•
Teoreem 5*5*5* Menetlus A olgu normaalne, 
täielikult ^-regulaarne ja rahuldagu KVT 1. Menetlus C 
rahuldagu tingimust (5*2.8).
Korrutisrida £ u?kt mistahes ja ^-koon­
duva rea korral on Cp, -summeeruv suminaks (5*5*1) siis
ja ainult siis, kui C on ( )-regulaarne, kusjuures
= rc korral, kui L on täielikult (a,rcrc )-regu­
laarne , kehtivad ka seosed (5*5*2).
Teoreemi tõestus analoogiline teoreemi 5*4*2 tõestu­
sele.
Jällegi on näha, 
siis teoreemis 5*5*5
et kui C rahuldab tingimust
võib võtta C = A •
5*2.7),
5.6. Lahendus probleemi II korral. Probleemi II kor­
ral, mis oli püstitatud paragrahvis 5*1> võime saada tar­
vilikke ja piisavaid tingimusi korrutisrea 2-^Z summeeru- 
vuseks. Selliste teoreemide tõestamisel me kasutame paragrah­
vis 5.4. defineeritud abimenetlust H = ( AmukI), kus
mvi,
< -z r. n A 1/1 ,, T2 / '*■ .
/tA u> K L-
Meetodi C tarvis võime kirjutada
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U<K, U3U mk-
C w k (. W; - C^hax^ V. V^^-iUnt =^1 lUt’V.<-^'«x7*-«i-t
/M-t> z it^O vUo ^«K.1
ja, arvestades (3-6.1), saame
LUU.
(5.6.2) £kH(V) = 5~ tl^ud bUt - 
nUo
Selleks, et iga ^-koonduva rea XMn.t korral oleks 
{(«Mk / peab menetlus H rahuldama tingimusi,
mis kindlustavad sellise teisenduse. Kuna rea 5^1 liik­
med sisalduvad menetluse H elementides, siis saamegi 
tarvilikud ja piisavad tingimused rea X V<t, kohta. Žui 
menetlusele C mitte seada kitsendusi, siis üldiselt ei saa 
rea kohta hästi tõlgendatavaid tingimusi. KVT raken­
damine siin võimaldab aga paljudest sellistest tingimusist 
rea hlt elemendid elimineerida või kindlustada selliste 
tingimuste automaatne kehtivus, millega tulemused märgatavalt 
lihtsustuvad, kusjuures võime nõuda, et kehtiksid ka seosed
<3-6.3) '«« «' 
<3.6.4)
Teoreem 3.6.1. Menetlus C olgu normaalne, 
täielikult ro-regulaarne, rahuldagu tingimust (3-2.9) ja 
KVT 1-
Korrutisrida iga ^-koonduva rea 2- kor­
ral on siis ja ainult siis Li( -summeeruv summaks (3-6.3)
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koos (5.6.4) kehtimisega, kui rida ŽTVtt on ^ic -sum-
meeruv.
Tõestus. VÕrduse (5*6.2) põhjal menetlus H 
peab olema täielikult C(^y-multiplikatiivne teisenduse 
a. —rc suhtes ja lemmast 1.5*1 saame, et A/ peab ra­
huldama tingimusi (a), (b), (o’), (d), (e1), (1).
-Täitame, et need tingimused on täidetud. Tingimuse
(i) korral (5*2.9) ja KVT 1 põhjal saame
kus /'/| ( A ) on jadast v sõltuv suurus. Järelikult 
tingimus (i) kehtib, kui JE •
Tingimuse (e*) korral on
^VWV ^A/UA. X- "CC 7,
k.L-0 laiA—^e
mille kehtivuseks on piisav rea L^-summeeruvus.
Tingimuse (5.2.9) tõttu lemmast 5*3*2 järeldub, et 
menetlus C on täielikult regulaarselt rc-translatiivne 
vasakule ja selle tõttu menetlus H alati rahuldab tingi­
musi (a), (b), (c') ja (d), kui . Tingimuste 
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(°’) ja (d) korral see on näha võrdusest (3*4*10). Tingimuste 
(a) ja (b) korral sama järeldub lemmast 3*3*1 ja märkusest 
5-5.1.
Tingimustest (e’) ja (c*) järeldub ka rea t^-sum-
meeruvuse tarvilikkus.
Analoogiliselt teoreemile 5*6.1 võime tõestada järg­
mise teoreemi.
Teoreem 3*6.2. Menetlus C olgu normaalne, taielikult 
£-regulaarne, rahuldagu tingimust (3*2.9) ja KVT 1.
gorrutisrida 55 Iga. a-koonduva rea kor­
ral on siis ja ainult siis Cx-summeeruv summaks (3-6.2), kui
rida 55^k£ on -summeeruv.
Teoreem 3*6.3* Menetlus C olgu normaalne, 
täielikult d-regulaarne, rahuldagu tingimust (3*2.10) ja 
KVT 2*
Korrutisrida iga 4-koonduva rea kor­
ral on siis ja ainult siis Ca -summeeruv summaks (5*6.3) 
koos (3*6.4) kehtimisega, kui rida on Ca -summee­
ruv.
Tõestus. VÕrduse (3*6.2) põhjal menetlus H 
peab olema täielikult C ( )-multiplikatiivne teisenduse 
a a suhtes ja lemmast 1.3*1 saame, et H peab rahul­
dama tingimusi ( a), (b ), x 0 1 ), \ d ), (e , , . j , • v - tarne uingi—
muse (j) asemele tingimuse
(3*6*5)
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Kui « = 1=0, siis võrduse l^u°
A<--o 7
tõttu tingimusest (5*6.5) saame, et rea SVu.L (2-summeeru 
vus on tarvilik. Tõestame piisavuse- Olgu X • *^e
võime kirjutada
CiM-k H <-£ ^.*4
Kasutades võrdust
4U4Vt^0(kH tiuu. ZSh ^u<-ik Z)M *
(5.6.6)




Kuna menetlus C rahuldab samuti KVT 1 (vt. mär­
kus 2»5»1), siis 2 A/i(.^) •12
Suurus y^( V) nagu allpool esinevadki suurused 





I E MU6'. 
wm t ktl tti /]" -ytttu M+i
kus . - / /> P
lO-l = M',/ a21±4-JLLL
i I - I KlM-K Vl-t (1^)1 ’
Muutes summeerimisjärjekorda, leiame, et 
m-J H*f AiC j - t
lh^ X y =
--e i«i 6n,(vj
/**>£O vuvt -Sl* l
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tingimuse (5.2.10) ja KVT 2 tõttu. 
Kasutades võrdust
analoogiliselt nagu eespool saame, et 
oo /'-« vi-L
1 Zh-kZ ^-.o' V / 1
tingimuse (5-2.10) ja KVT 2 tõttu. Samal viisil saame ka 
Z; žNt(V)
Seega meil on J £ (V( (D)t h/^1?)-t /
järelikult tingimus (j) on rahuldatud. Kuna tingimus (3.6.5) 
kehtib iga K ja £ korral ja C on täielikult ^-regu­
laarne, siis ilmselt on täielikult regulaarselt a-trans­
latiivne vasakule. Nüüd ei ole enam raske näha ka tingimuste 
(a), (b), (c*), (d), (e’) kehtivust.
Teoreem 3*6.3 on tõestatud.
3•7* Summeerimismenetlused mis rahuldavad A-tin­
gimust . Kui vaadelda maatriksite tarvis püstitatud tingimu­
si (näiteks tingimusi (3-2.2), (3*2.0), (3-2.10)), siis näeme, 
et nad sisaldavad diferentse (mida tähistame sümboli A abil), 
mis mõnede summeerimismenetluste korral (näiteks Voronoi- 
-Nörlundi menetluste korral) võivad olla võrdsed nulliga. 
Eelnevates teoreemides selliste menetluste korral mõned tin­
gimused osutuvad liigseiks (näiteks eeldus, et menetlus rahul­
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daks KVT) ja seepärast on otstarbekohane vaadelda neid juhte 
eraldi.
^-tingimuste all me mõistame järgmisi tingimusi kolm­
A , B janurksete menetluste jaoks:
(5.7*1) = 0,dktvyvo
kui või või ^*5 v < ^zvt
kus on antud valemiga (3.2*1);
(3*7.2)
***k tA-L
kui < Ut — K võ i X) H * L VÕ i ) V VL, v\ -L .
Kui menetlused 
(3«7*2) ja menetlust
A ja 3 rahuldavad 4-tingimust
C saab nii valida, et kehtib A-tin­





1 _ _________ 1 )4________
V-l — f (
lu-k K-t U4-K H-L k-t fui
VÕrduse (3.7.3) me saame nagu teoreemi 3.4.1 tõestamisel sai­
me võrratuse (3.4.1)♦
Teoreemi 3»4*1 asemele võime nüüd toestada järgmise
teoreemi•
- 56
teoreem 5»7»1- Menetlused /) ja S> rahulda­
gu 4-tingimust (3*7*2) Kui menetlust C saab nii valida, 
et kehtib 4-tingimus (5*7*1), siis korrutisrida 7.
iga S2u*.t^(bA ja korral on siis ja ainult
siis ^"-summeeruv summaks (5*1*2), kui
1° menetlus / on ( p )-regulaarne,
2° menetlus J*'- n-t) on (^'—M?z')—regulaarne,
kusjuures t/V -*tC korral tuleb veel lisatingimus
t5° vuvt IAA.-L L
U4IA
Tõestus. Tõestame tüüpilise juhu
Tingimuste 1° 2° ja 5° tarvilikkust on kerge näidata jad ad e
L4 ja V sobiva valikuga. Näiteks, kui võtta jada (7 
et 1 z, siis (3*6.5) tõttu võrdusest (3.7*3
nii, 
jä­
/ - (*t u*u Ic L )reldub menetluse rc-regulaarsuse tarvilikkus.
Piisavuse tõestamiseks (3*7*3) tõttu on küllalt naidata, 
et menetlus S - u*hvX ) kus Si«hkC kC !-svm -k. h-C C^X 
on R(Z^)-multiplikatiivne teisenduse rc —rc suhtes, s.t. 
menetlus peab rahuldama tingimusi (a), (b), (c’), (d), 
(e‘) ja (h) (vt. lemma 1*3*1)* Need tingimused aga on rahul­







sest menetlus W t) rahuldab tingimusi,
lustavad teisenduse ra —> bcn (vt. lemma 1.3.3)
mis kind-
Kui menetlus rahuldab 4 -tingimust (3*7*2), siis
teoreemi 3.6.1 asemel võime tõestada järgmise teoreemi.
Teoreem 3*7*2* Menetlus C olgu normaalne, 
täielikult rc-regulaarne, rahuldagu tingimust (3*2.12) ja 
4-tingimust (3*7.2).
Korrutisrida iga cx-koonduva rea > UkL
korral on siis ja ainult siis Lx -summeeruv summaks (3*6.3) 
koos (3*6.4) kehtimisega, kui rida jL on C^-summee-
ruv.
Tõestus. Analoogiliselt nagu teoreemi 3*6.1 tões­
tamisel menetlus H võrduse (3*6.2) põhjal peab
rahuldama tingimusi (a), (b), (o*), (d), (e’), £i). Näitame, et 
need tingimused kehtivad.
Tingimuse (i) korral ^-tingimuse (3*7*2) tõttu on
I f I -1 ,-£^7-11 ..-j WI.
Järelikult (i) kehtib, kui TL 6 IC C.
Tingimuse (e1) kehtimiseks on piisav rea 6 24-s ura­
me eru vus. Tingimuste (a), (b), (c*), (d) kehtimist näitame ana­
loogiliselt nagu teoreemi 3*6.1 tõestamisel. Selleks on vaja 
näidata, et menetlus C on täielikult regulaarselt rc-trans­
latiivne vasakule.
Olgu esialgu 2 e telki C . Kehtib võrdus
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U<*t H
fc£S0 L*t-/ H K/i-V V4
Tingimuse (3-2.12) tõttu ilmne, et ka rida Jl Vk^ £ (kus 
^hL-0 ) on Q 1C1U-summeeruv. Analoogiliselt võib näida­
ta, et ka rida 5" ^£-i (kus on ^ic2M~sum~
meeruv. Kui Vv£ € SCM C, siis jada ]J) *- /V - 
oo . /.
_ V) / CIhC ja analoogiliselt saame, et
11 - c.tv) - cM -» °- 
uUo
kui m, h—, v\a—*>o<? või t kust menetluse C-
täieliku rc-regulaarsuse tõttu saame, et X t4~# t
'kus tZ,£-(? )• Analoogiliselt saame, et 5* 6 *1614 f
(kus kui 22 C, \I31em<Ul juhul säiluvad
piirväärtused u<—*>oö ja (a—^oo korral. Seega menetlus C 
on täielikult ron-translatiivne vasakule. Edasi saame ana­
loogiliselt, et C on koguni täielikult rc-translatiivne. 
vasakule. Teoreem 3*7-2 on tõestatud.
Analoogiliselt teoreemile 3.7*2 võib tõestada ka järg­
mise teoreemi (vastab teoreemile 3-6.2).'
Teoreem 3*7.3. Menetlus C olgu normaalne, 
^-regulaarne, rahuldagu tingimust (3*2.12) ja 4-tingimust 
(3-7-2).
Korrutisrida iga ^-koonduva rea £u*tt
korral on siis ja ainult siis ^-summeeruv summaks (3-6.3), 
kui rida Ž^t-L on S$-summeeruv.
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m e o r e e m 3*7*4- Menetlus C olgu normaalne, 
täielikult ^-regulaarne, rahuldagu tingimust (3*2.13) ja 
/X-tingimust (3*7*2).
Korrutisrida iga A-koonduva rea kor­
ral on siis ja ainult siis ^-summeeruv summaks (3*6.3) 
koos (3.6.4) kehtimisega, kui rida on Ci-summeeruv.
Tõestus. See teoreem vastab teoreemile 3.6.3 ja 
ja tõestub analoogiliselt. Jällegi menetlus H peab rahul­
dama tingimusi (a), (b), (c*), (d), (ef), (j). Tingimuse (j) 
kehtimiseks tuleb näidata, et (3*6.5) kehtib. Viimase kohta 
saame
C- It <C~r c iP \ -\ J -------Cu.-KU.tMV
2- IAihh 2— C**.u/«<.JC M-tt 17*» | -2— I H.1U.-IC U-t 1
UOrsfcl H4WZICŽ
Kasutades võrdust (3*6.6), võime viimase summa tõkestatust 
näidata täiesti analoogilisel viisil, nagu teoreemi 3*6.3* 
tõestuses hindasime suurust I.
Ülejäänud tõestuse osa samuti järeldub analoogiliselt 
teoreemi 3*6.3 tõestusele.
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4* KORRUTAMISTEOREEMID RIESZ’1 JA V0R0N01-
NÖRLUNB*! MENETLUSTE TARVIS
4»1. Korrutamisteoreemid Riesz*i menetluse korral*








kus f ] on antud jada ja selline, et
U4M




C R j °n
Olgu antud veel Riesz*i menetlused / Kz ja (K/
ning mingi kolmnurkne menetlus C r ) • Allpool ka­
sutage järgmisi tingimusi (kus on konstandid):




b) Tingimused probleemi I tarvis:




Vaatleme nüüd, millistel tingimustel Riesz’i menetlus
rahuldab KVT.
Lemma 4.1.1. Riesz*i menetlus ( Kzrahuldab 
KVT 1 (KVT 2 või KVT 3) siis ja ainult siis, kui kehtib tingi­
mus (4*1*1),((4*1*2), vastavalt (4*1*3)).
Tõestus. Tingimuste (4-1.1), (4.1*2) ja (4*1*3) 
tarvilikkus järeldub vahetult vastavatest üldistest tingimus­
test (2.3-4), (2.3*5) ja (2*3.6). Näitame piisavust.
Kehtib võrdus ( ><mistahes jada)
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Seega, kui /2 / jj rahuldab tingimust (4.1.1), siis ta 
rahuldab ka KVT 1.
Kui (4.1.2) kehtib, siis võime kirjutada
Seega rahuldab KVT 2*
Ja, lõpuks, kehtib võrdus
kus käesoleval korral ’/• Kasutades‘J '
vale—
mit (3*6.6) võime kirjutada
Kui kehtib tingimus (4.1-3), siis kehtib ka (4.1*1)* Arvesta­
des veel võrdust A,„ (x),£ «-jA.jM = £ •*. (-) - u '-y
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* * 57 , oi ole raske näidata, et viimases võrra-
| Z0 / * 7* > Vux*
tuses parem pool on < / M/cuXLiv/*J/ kus L on kons­
tant. Seega , rahuldab KVT 3* Lemma 4*1.1 on tõesta­
tud .
Riesz*i menetluse ^-regulaarsuseks ja täieli­
kuks oi-regulaarsuseks on tarvilikud ja piisavad Lemma 1.3*2 
tingimused selle erinevusega, et tingimus (e) on nüüd alati 
rahuldatud ja osa tingimusi võtab teise kuju. Nii tingimus (h) 
esitub kujul (4*1*3), (i) kujul (4*1.1) ja (j) kujul (4*1*2).
Arvestades Lernmat 4*1.1, näeme, et kui on ^-re­
gulaarne (või täielikult ^-regulaarne), siis ta rahuldab 
KVT 3 ja siit ka KVT 1; kui on (^-regulaarne (või
täielikult &-regulaarne), siis ta rahuldab KVT 2 ja KVT 1; 
ja kui (R.; on )- või ( 6 ) -regulaarne, siis
ta rahuldab KVT 1.
Allpool kasutame seoseid (3*1.2), (3*1*3), (3*5.1) ja 
(3*5*2), kus menetluste A ja 6 all tuleb mõista Riesz’i 
menetlust. Samuti kasutame seoseid (3.6.3) ja (3*6.4), kus C 
all tuleb mõista Riesz’i menetlust (Rt •
Teoreem 4.1.1. Menetlus 6^ / olgu täieli­
kult ^-regulaarne ja rahuldagu tingimust (4.1-3). Menetlus 
olgu täielikult O. -regulaarne , rahuldagu tingimust 
(4.1.4) ja (4.1*3). Menetlus C rahuldagu tingimust (4*1*5)-
Korrutisrida SL mistahes X (_ k, ja
< /3 /0 . ) korral on Ci-s urame eru v summaks (3*1*2)
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siis ainult siis, kui C on ((X )-regulaarne, kus­
juures korral, kui C on täielikult ( -ic )-regu­
laarne, kehtivad ka seosed (3*1.3)*
See teoreem järeldu! teoreemist 3.4*3, kus tingimus 
(3*2*7) vastab tingimusele (4,1.4), (3*2*5) tingimusele 
(4.1.5)* Ülejäänud tingimuste kehtivus järeldub lemmast 4*1*1 .
Teoreem 4*1*2. Menetlus olgu täieli­
kult Cl -regulaarne. Menetlus C rahuldagu tingimust (4*1*6).
Korrutisrida iga X Kui <? 4 ) ja
^-koonduva rea S*Vv£ korral on -summeeruv summaks 
(3.5*1) siis ja ainult siiszkui C on ( ^-*/>)-regulaarne , 
kusjuures tic korral, kui C on täielikult ( -*> -regu­
laarne, kehtivad ka seosed (3*5*2).
See teoreem järeldub teoreemist 3*5*2, kusjuures tingi­
mus (3*2*6) vastab tingimusele (4*1*6).
Teoreem 4.1.3. Menetlus olgu täieli­
kult rc-regulaarne ja rahuldagu tingimust (4*1*7).
Korrutisrida X iga a-koonduva rea kor­
ral on siis ja ainult siis ( R. , -summeeruv summaks 
(3*6.3) koos (3*6*4) kehtimisega, kui rida on (Rie/*UK<*
summeeruv.
See teoreem järeldub teoreemist 3*6.1. •
Teoreem 4*1*4* Menetlus (R ( olgu täielikult 
, regulaarne ja rahuldagu tingimust (4*1*7).
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Korrutisrida X ^<c£ iga- ä-koonduva rea 2"t<*L
korral on siis ja 
(3*6.5). kui rida 
See teoreem
ainult siis ( -summeeruv summaks
2 on ( R } L-summeeruv.
järeldub teoreemist 5.6*2.
Olgu lõpuks märgitud, et Riesz1! menetlus ( £, ), 
kus oonst, ei rahulda paragrahvi 5»7 J-tingimu­
si. Seepärast sealsed teoreemid Riesz’i menetluse korral ei 
tarvitse kehtida*
4*2. Korrutamisteoreemid Voronoi-Nörlund’i menetluse
korral- Voronoi-Nörlund’i menetlus ( WN; 4^0 ) on maatriks- 
menetlus elemendid Ciiuw/ut on defi­
neeritud järgmiselt:
kus j ad a
Cl A VU M




Viimasest järeldub, et ; on normaalne menetlus.
/
U4H
lemma 1»5*2 abil ei ole raske leida tingimused sel­
leks, et ( W[\)) ä a* ) oleks ^-regulaarne või täielikult 
-regulaarne. Tingimus (e) on alati täidetud.
Keskväärtusteoreeme rahuldab ) väga kitsas­
tel tingimustel ja need võib saada lemmade 2.5.1, 2.5-2 ja
2.^.5 abil. Järelikult ka paragrahvides 5-4, 5-5 ja 5.6
. f d korrutamisteoreemid kehtivad sel korral väga kitsastel
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tingimustel. Csutub aga, et (. h/AI z 4^ 4 ) rahuldab d-tingi- 
must .7.2). Kui meil on veel teine Voronoi-Nörlund'i menet­
lus ), siis Voronoi-Nörlundfi menetlus (UZ/V/^J ),
- žL **-£ 1 k£ rahuldab ka zj-tingimust 
kUo
(3-7»l)- Seepärast paragrahvi 3-7' teoreemid kehtivad Voro­
noi-Nörlund ’i menetluste korral.
Käesolevas paragrahvis kasutame eespool olnud seoseid 
(3-1-2), (3-6.3) ja (3-6.4), kus menetlused A » B ja C 
tähendagu nüüd Voronoi-Nörlund*i menetlusi.
Teoreem 4-2.1. Korrutisrida X on
Uu(_€ W ja korral siis ja
ainult siis ( l/t//Vz i" -summeeruv summaks (3-1-2), kui
10 regulaarselt,
2° T,6U1*"eel‘'
kusjuures l - korral tuleb veel lisatingimus
See teoreem järeldub vahetult teoreemist 3-7-1- On ker­
gesti näha, et teoreemi 4-2-1 tingimused lc ja 2' on sama­
väärsed vastavalt teoreemi 3-7-1 tingimustega 1 ja 2C. Teo­
reemist 4-2.1 veidi üldisema teoreemi on tõestanud I. Kull 
kasutades teist meetodit.
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Tähendagu edaspidi (nimelt teoreemides 4.2.2 ja 4.2.3) 
(1^4/. fA ) mistahes Voronoi-Nörlund1i menetlust.
Teoreem 4-2.2. Menetlus (IV/V^ao ) olgu täie­
likult rc-regulaarne.
Korrutisrida 5L iga ^-koonduva rea kor­
ral on siis ja ainult siis ( VV M, -summeeruv summaks
(3-6-3) koos (3-6.4) kehtimisega, kui rida ž- on
(IVA/z -summeeruv.
See teoreem järeldub teoreemist 3*7.2, kus tingimus 
(3-2.12), mis nüüd võtab kuju ~ Mu |
( ), on täidetud ( IVA// ) täieliku rc-regu-
laarsuse tõttu (nimelt tingimuse (h) tõttu).
Teoreem 4.2.3* Menetlus ( WlVj C^u ) olgu 
4 -regulaarne.
Korrutisrida L %£. iga Cl -koonduva rea kor­
ral on siis ja ainult siis ( WfV( (?/<V y' -summeeruv suminaks 
(3-6.3), kui rida S~ t/t£ on ( IVA// <yiu )^ -summeeruv.
See teoreem järeldub vahetult teoreemist 3*7.3*
Teoreem 4-2.4. Menetlus (iv/V z c^v. ) oigv
täielikult- ^—regulaarne.
Korrutisrida iga ^-koonduva rea kor­
ral on siis ja ainult siis (\filN , ) ^-summeeruv suin-
maks (3-6.3) koos (3-6-4) kehtimisega, kui rida S on
(W, -surmneeruv.C<
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See teoreem järeldub teoreemist 3-7-4, kus tingimus 
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