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Re´sume´
Le principal objet de cette communication est de faire une re´tro perspective succincte de l’utilisation de
l’entropie et du principe du maximum d’entropie dans le domaine du traitement du signal. Apre`s un bref
rappel de quelques de´finitions et du principe du maximum d’entropie, nous verrons successivement comment
l’entropie est utilise´e en se´paration de sources, en mode´lisation de signaux, en analyse spectrale et pour la
re´solution des proble`mes inverses line´aires.
Mots cle´s : Entropie, Entropie croise´e, Distance de Kullback, Information mutuelle, Estimation spectrale,
Proble`mes inverses
Abstract
The main object of this work is to give a brief overview of the different ways the entropy has been used
in signal and image processing. After a short introduction of different quantities related to the entropy and
the maximum entropy principle, we will study their use in different fields of signal processing such as : source
separation, model order selection, spectral estimation and, finally, general linear inverse problems.
Keywords : Entropy, Relative entropy, Kullback distance, Mutual information, Spectral estimation, Inverse
problems
1 Introduction
En 1945, Shannon [1] a introduit la notion de l’entropie associe´e a` une source qui est mode´lise´e
par une variable ala´toire discre`te X, comme la moyenne de la quantite´ d’information apporte´e par
les re´alisations de cette variable. Depuis cette date, cette notion a eu un tre`s grand usage dans le
domaine du traitement de l’information et particulie`rement en codage et compression des donne´es
en te´le´communications.
En 1957, Jaynes [2, 3, 4] a introduit le principe du maximum d’entropie pour l’attribution d’une
loi de probabilite´ a` une variable ale´atoire lorsque la connaissance sur cette variable est incomple`te.
En 1959, Kullback [5] a introduit une mesure de l’information relative (entropie relative) d’une
loi de probabilite´ par rapport a` une autre. Cette mesure a aussi e´te´ conside´re´e comme une mesure
de distance entre ces deux lois.
Depuis, ces notions ont eu une influence importante et un usage e´tendu dans divers domaines
du traitement de l’information, de l’infe´rence en ge´ne´ral, mais aussi du traitement du signal et des
images.
Le principal objet de ce travail est de fournir une vue synthe´tique et bre`ve des principaux
usages de ces notions en traitement du signal. Apre`s un rappel de quelques de´finitions, des relations
importantes entre les diffe´rentes quantite´s et l’expose´ du principe du maximum d’entropie, nous
verrons successivement comment l’entropie est utilise´e en se´paration de sources, en mode´lisation
de signaux, en analyse spectrale et pour la re´solution des proble`mes inverses line´aires.
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1.1 Rappels et de´finitions
L’entropie associe´e a` une variable ale´atoire scalaire discre`te X avec des re´alisations {x1, · · · , xN}
et la distribution de probabilite´s {p1, · · · , pN} mesure son de´sordre. Elle est de´finie par
H [X] = −
N∑
i=1
pi ln pi. (1)
Avec quelques pre´cautions, cette de´finition peut eˆtre e´tendue au cas d’une variable ale´atoire con-
tinue X avec une densite´ de probabilite´ p(x) par
H [X] = −
∫
p(x) ln p(x) dx. (2)
Par extension, si on conside`re un couple de variables ale´atoires (X,Θ) avec des lois p(x), p(θ),
p(θ|x), p(x|θ) et p(x, θ), on peut de´finir les entropies respectivement associe´es :
– Entropie de Θ :
H [Θ] = −
∫
p(θ) ln p(θ) dθ (3)
– Entropie de Θ conditionnellement a` X = x :
H [Θ|x] = −
∫
p(θ|x) ln p(θ|x) dθ (4)
– Entropie de X conditionnellement a` Θ = θ :
H [X|θ] = −
∫
p(x|θ) ln p(x|θ) dx (5)
– Entropie de (X,Θ) :
H [X,Θ] = −
∫∫
p(x, θ) ln p(x, θ) dxdθ. (6)
Avec ces de´finitions on de´finit aussi les quantite´s suivantes :
– Diffe´rence entropique de p1 et p2 :
δH [p1, p2] = H [p1]−H [p2] (7)
– Entropie relative de p1 par rapport a` p2 :
D [p1 : p2] = −
∫
p1(x) ln
p1(x)
p2(x)
dx (8)
– Distance de Kullback de p1 par rapport a` p2 :
K [p1 : p2] = −D [p1 : p2] =
∫
p1(x) ln
p1(x)
p2(x)
dx (9)
– Information mutuelle entre Θ et X :
I [Θ,X] = EX {δH [p(θ), p(θ|x)]} = EΘ {δH [p(x), p(x|θ)]} (10)
= H [X]−H [X|Θ] = H [Θ]−H [Θ|X] (11)
ou`
H [Θ|X] = EX {H [Θ|x]} =
∫
H [Θ|x] p(x) dx (12)
H [X|Θ] = EΘ {H [X|θ]} =
∫
H [X|θ] p(θ) dθ (13)
avec les relations suivantes entre ces diffe´rentes quantite´s :
H [X,Θ] = H [X] + H [Θ|X] = H [Θ] + H [X|Θ] = H [X] + H [Θ]− I [Θ,X] (14)
I [Θ,X] = D [p(x, θ) : p(x)p(θ)] = EX {D [p(θ|x) : p(θ)]} = EΘ {D [p(x|θ) : p(x)]} .(15)
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On peut aussi remarquer les proprie´te´s suivantes :
– L’information mutuelle I [Θ,X] est une fonction concave de p(θ) pour p(x|θ) fixe´e et une
fonction convexe de p(x|θ) pour p(θ) fixe´e, et on a I [Θ,X] ≥ 0 avec e´galite´ si X et Θ sont
inde´pendantes. Cette proprie´te´ est utilise´e en communication pour de´finir la capacite´ d’un
canal lorsque X est transmis et Θ est rec¸u :
C = argmax
p(θ)
{I [Θ,X]} (16)
– L’entropie relative D [p1 : p2] est invariante par changement d’e´chelle mais n’est pas syme´trique.
C’est pourquoi on introduit
J [p1, p2] = D [p1 : p2] + D [p2 : p1] , (17)
qui est syme´trique et invariante par changement d’e´chelle, comme une mesure de divergence
entre p1(x) et p2(x).
– La puissance entropique (PE) d’une loi p(x) est de´finie comme la variance d’une loi gaussienne
ayant la meˆme entropie. En notant que l’entropie d’une loi gaussienne est 12 ln(2pieσ
2), on
obtient
PE [p] = exp
[
2 [H [p]−
1
2
ln(2pie)]
]
= exp [2 δH [p,N (0, 1)]] . (18)
PE [p] est une mesure de proximite´ de p a` une densite´ gaussienne re´duite.
1.2 Lien entre entropie et vraisemblance
Conside´rons le proble`me de l’estimation des parame`tres θ d’une loi de probabilite´ p(x|θ) a`
partir d’un n-e´chantillon x = {x1, · · · , xn}. La log-vraisemblance de θ est de´finie par
L(θ) =
n∑
i=1
ln p(x|θ). (19)
Maximiser L(θ) par rapport a` θ donne l’estimation au sens du maximum du vraisemblance (MV).
Notons que L(θ) de´pend de n, c’est pourquoi on peut s’inte´resser a` 1
n
L(θ) et de´finir
L¯(θ) = lim
n 7→∞
1
n
L(θ) = E { ln p(x|θ)} =
∫
p(x|θ∗) ln p(x|θ) dx, (20)
ou` θ∗ est le pre´sume´ “vrai” vecteur des parame`tres et p(x|θ∗) la loi de probabilite´ correspondante.
On peut alors noter que
D [p(x|θ∗) : p(x|θ)] = −
∫
p(x|θ∗) ln
p(x|θ)
p(x|θ∗)
dx =
∫
p(x|θ∗) ln p(x|θ∗) dx+ L¯(θ) (21)
et que
argmax
θ
{D [p(x|θ∗) : p(x|θ)]} = argmax
θ
{
L¯(θ)
}
.
1.3 Lien entre entropie et la matrice d’information de Fisher
On conside`re D [p(x|θ∗) : p(x|θ∗ +∆θ)] et suppose que ln p(x|θ) est de´veloppable en se´rie de
Taylor. En ne gardant que les termes jusqu’a` l’ordre deux, on obtient
D [p(x|θ∗) : p(x|θ∗ +∆θ)] ≃
1
2
∆θtF∆θ. (22)
ou` F est la matrice d’information de Fisher :
F = E
{
∂2
∂θt∂θ
ln p(x|θ)|θ=θ∗
}
. (23)
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1.4 Cas d’un vecteur ou d’un processus ale´atoire
Toutes ces de´finitions sont facilement e´tendues au cas d’un vecteur ale´atoire ou d’un processus
ale´atoire stationnaire. Par exemple, il est facile de montrer que l’entropie d’un vecteur ale´atoire de
dimension n avec une densite´ gaussienne N (0, R) est
H =
n
2
ln(2pi) +
1
2
ln(|de´t (R) |) (24)
et que l’entropie relative entre deux lois gaussiennes N (0, R) et N (0, S) est
D = −
1
2
(
tr
(
RS−1
)
− log
|de´t (R) |
|de´t (S) |
− n
)
. (25)
De meˆme, on montre que pour un processus ale´atoire stationnaire et gaussien dont la matrice de
covariance est Toeplitz, on a
lim
n−→∞
1
n
H(p) =
1
2pi
∫ pi
−pi
lnS(ω) dω (26)
ou` S(ω) est sa densite´ spectrale de puissance (dsp), et pour deux processus stationnaires et gaussiens
de densite´s spectrales de puissance S1(ω) et S2(ω), on a
lim
n−→∞
1
n
D(p1 : p2) =
1
4pi
∫ pi
−pi
(
S1(ω)
S2(ω)
− ln
S1(ω)
S2(ω)
− 1
)
dω (27)
et on retrouve la distance de Itakura-Saito [6, 7, 8] en analyse spectrale.
1.5 Principe du maximum d’entropie (PME)
Lorsqu’on doit attribuer une loi de probabilite´ a` une variableX sur laquelle on a une information
partielle, il est pre´fe´rable de choisir la loi d’entropie maximale parmi toutes les lois compatibles
avec cette information. La loi ainsi choisie est la moins compromettante au sens qu’elle ne contient
que l’information disponible (elle n’introduit pas d’information supple´mentaire).
En termes mathe´matiques, conside´rons la variable X et supposons que l’information disponible
sur X s’e´crit
E {φk(X)} = dk, k = 1, . . . ,K. (28)
ou` φk sont des fonctions quelconques. E´videmment, il existe une infinite´ de lois p(x) qui satisfont
ces contraintes. Alors le PME s’e´crit
p̂(x) = argmax
p∈P
{
H [p] = −
∫
p(x) ln p(x) dx
}
(29)
ou`
P =
{
p(x) :
∫
φk(x)p(x) dx = dk, k = 0, . . . ,K
}
avec φ0 = 1 et d0 = 1 pour la contrainte de normalisation.
Sachant que H [p] est une fonction concave de p et que les contraintes (28) sont line´aires en p,
la solution s’e´crit
p̂(x) =
1
Z(λ)
exp
[
−
K∑
k=1
λkφk(x)
]
(30)
ou` Z(λ) est la fonction de partition Z(λ) =
∫
exp[−
∑K
k=1 λkφk(x)] dx et λ = [λ1, . . . , λK ]
t ve´rifie
1
Z(λ)
∫
φk(x) exp
[
−
K∑
k=1
λkφk(x)
]
= dk, k = 1, . . . ,K. (31)
Entropie en Traitement du Signal 5
La valeur maximale de l’entropie est
Hmax = lnZ(λ) + λ
ty. (32)
Le proble`me d’optimisation (29) s’e´tend facilement en remplac¸ant l’entropie H(p) par l’entropie
relative D[p : q] ou` q(x) est une loi a priori . Pour plus de de´veloppements sur ce sujet on peut se
re´fe´rer a` [9, 5, 10, 11] et a` [12, 13, 14, 15].
2 Entropie en se´paration de sources
Le mode`le le plus simple en se´paration de sources est x = As ou`, s est le vecteur sources,
x est le vecteur des mesures et A est la matrice du me´lange, suppose´e inversible en ge´ne´ral. Le
proble`me est souvent pose´ comme celui de l’estimation d’une matrice de se´paration B = A−1
ou B = ΣΛA−1. Σ est une matrice de permutation d’indices et Λ une matrice diagonale, de
telle sorte que les composantes du vecteur y = Bx soient inde´pendantes. La notion d’entropie est
utilise´e a` ce niveau comme un outil pour assurer cette inde´pendance. D’une manie`re plus ge´ne´rale,
conside´rons un traitement de la forme yi = g([Bx]i) ou` g est une fonction monotone et croissante.
On a alors
pY (y) =
1
|∂y/∂x|
pX(x) −→ H(y) = −E {ln pY (y)} = E {ln |∂y/∂x|} −H(x). (33)
H(y) est utilise´e comme une mesure de l’inde´pendance des composantes du vecteur y et on estime
alors la matrice de se´paration B en maximisant H(y) par rapport aux e´le´ments de cette matrice.
A` titre de comparaison, on note que l’estimation de B au sens du maximum de vraisemblance
s’obtient en maximisant
V (B) =
∑
i
ln pi ([Bx]i)− log |de´t (B) | (34)
lorsque les sources si sont suppose´es inde´pendantes avec pi(si) connues.
3 Entropie en mode´lisation de signaux
L’identification de l’ordre d’un mode`le en traitement du signal est un sujet primordial et en-
core ouvert. Lorsque l’ordre du mode`le (dimension du vecteur parame`tre θ) est fixe´, l’estimation
d’une valeur optimale (au sens du maximum du vraisemblance, du maximum a posteriori (MAP)
ou d’autres estimateurs baye´siens) est bien e´tablie, mais la de´termination de l’ordre du mode`le
est encore matie`re a` discussion. Parmi les outils utilise´s, on peut mentionner l’entropie, ou plus
exactement D [p(x|θ∗) : p(x|θ)], ou` θ∗ repre´sente le vrai vecteur des parame`tres de dimension k∗
et θ le vecteur estime´ de dimension k ≤ k∗. Le fameux crite`re d’Akaike [16, 17, 18, 19, 20] utilise
ainsi cette quantite´ pour de´terminer l’ordre optimal du mode`le dans le cadre spe´cifique des mode`les
line´aires (en les parame`tres), des lois gaussiennes et de l’estimation au sens du MV [21].
4 Entropie en analyse spectrale
L’entropie est utilise´e de multiples fac¸ons en analyse spectrale. La pre´sentation classique de
Burg [22] se re´sume ainsi :
Soit X(n) un processus ale´atoire centre´ et stationnaire, dont nous disposons d’un nombre fini
d’e´chantillons de la fonction d’autocorre´lation
r(k) = E {X(n)X(n + k)} =
1
2pi
∫ pi
−pi
S(ω) exp [jkω] dω, k = 0, . . . ,K. (35)
La question est d’estimer la densite´ spectrale de puissance
S(ω) =
∞∑
k=−∞
r(k) exp [−jkω]
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de ce processus. Conside´rons maintenant le proble`me de l’attribution d’une loi de probabilite´ p(x) au
vecteur X = [X(0), . . . ,X(N−1)]t. Utilisant le PME et en remarquant que les contraintes (35) sont
quadratiques en X, on obtient une loi gaussienne pour X . Pour un processus centre´, stationnaire
et gaussien, lorsque le nombre d’e´chantillons N −→∞, l’expression de l’entropie devient
H =
∫ pi
−pi
lnS(ω) dω. (36)
On cherche alors a` maximiser H sous les contraintes (35). La solution est bien connue :
S(ω) =
1∣∣∣∣∣∣
K∑
k=−K
λk exp [jkω]
∣∣∣∣∣∣
2 , (37)
ou` λ = [λ0, · · · , λK ]
t, les multiplicateurs de Lagrange associe´s aux contraintes (35), sont ici e´quivalents
aux coefficients d’une mode´lisation AR du processus X(n). Notons que dans ce cas particulier, il y
a une expression analytique pour λ, ce qui permet de donner une expression analytique directe de
S(ω) en fonction des donne´es {r(k), k = 0, · · · ,K} :
S(ω) =
δ Γ−1δ
eΓ−1e
, (38)
ou` Γ = Toeplitz(r(0), · · · , r(K)) est la matrice de corre´lation des donne´es et δ et e sont deux
vecteurs de´finis par δ = [1, 0, · · · , 0]t et e = [1, e−jω, e−j2ω, · · · , e−jKω]t.
Notons que nous avons utilise´ le PME pour choisir une loi de probabilite´ pour le processus
X(n). Ainsi la densite´ spectrale de puissance estime´e dans cette approche correspond a` la densite´
spectrale de puissance du processus le plus de´sordonne´ (le plus informatif !) qui soit compatible
avec les donne´es (35).
Une autre approche consiste a` maximiser l’entropie relative D [p(x) : p0(x)] ou minimiser la
distance de Kullback K [p(x) : p0(x)] ou` p0(x) est une loi a priori sous les meˆme contraintes. Le
choix de cette loi est alors primordial. E´videmment, en choisissant p0(x) uniforme, on retrouve le
cas pre´ce´dent, mais si on choisit une loi gaussienne pour p0(x), l’expression a` maximiser devient
D [p(x) : p0(x)] =
1
4pi
∫ pi
−pi
(
S(ω)
S0(ω)
− ln
S(ω)
S0(ω)
− 1
)
dω (39)
lorsque N 7→ ∞, et ou` S0(ω) correspond a` la densite´ spectrale de puissance d’un processus de
re´fe´rence avec la loi p0(x).
Une autre approche consiste a` de´composer le processus X(n) sur une base de Fourier
{cos kωt, sin kωt} et conside´rer ω comme une variable ale´atoire et S(ω), une fois normalise´, comme
une loi de probabilite´. On de´crit alors le proble`me de la de´termination de S(ω) comme celui de la
maximisation de
−
∫ pi
−pi
S(ω) lnS(ω) dω (40)
sous les contraintes line´aires (35). La solution est de la forme
S(ω) = exp
 K∑
k=−K
λk exp [jkω]
 . (41)
La densite´ spectrale de puissance estime´e dans cette approche correspond a` la densite´ spectrale de
puissance la plus uniforme du processus qui est compatible avec les donne´es (35).
Une troisie`me approche consiste a` conside´rer S(ω) (a` ω fixe´) comme la moyenne d’une variable
ale´atoire Z(ω) pour laquelle nous supposons disposer d’une loi a priori µ(z). On cherche ensuite la
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loi p(z) qui maximise D(p(z);µ(z)) sous les contraintes (35). Une fois p(z) de´termine´e, on de´finit
la solution par
S(ω) = E {Z(ω)} =
∫
Z(ω)p(z) dz. (42)
Il est alors inte´ressant de voir que l’expression de S(ω) de´pend du choix de la loi a priori µ(z) (voir
paragraphe 5). Lorsqu’on choisit pour µ(z) une loi gaussienne (sur IR) on obtient
H =
∫ pi
−pi
S2(ω) dω, (43)
alors que si on choisit une loi de Poisson (sur IR+), on retrouve l’expression de l’entropie (40).
Finalement, si on choisit une mesure de Lebesgue sur [0,∞], on obtient l’expression de l’entropie
(36). Voir aussi : [22, 23, 24, 25, 26, 27, 15].
5 Entropie pour la re´solution des proble`mes inverses line´aires
Lorsqu’on cherche a` re´soudre un proble`me inverse line´aire nume´riquement, on est rapidement
amene´ a` chercher une solution x̂ pour l’e´quation
y = Ax, (44)
ou` A est une matrice de dimensions (M ×N), en ge´ne´ral singulie`re ou tre`s mal conditionne´e. Bien
que les cas M > N ou M = N aient les meˆmes difficulte´s que le cas M < N , nous conside´rons
seulement ce deuxie`me cas pour plus de clarte´. Dans ce cas, a` l’e´vidence, soit le proble`me n’a pas
de solution, soit il en posse`de une infinite´. Nous nous plac¸erons dans ce dernier cas ou` la question
est de choisir une seule solution.
Parmi les diffe´rentes me´thodes, on peut noter l’utilisation de la norme ‖x‖2 pour ce choix — la
solution de norme minimale :
x̂NM = argmax
{x :y=Ax}
{
Ω(x) = ‖x‖2
}
= At(AAt)−1y. (45)
Mais, ce choix permettant d’obtenir une unique solution a` ce proble`me n’est pas le seul possible.
En effet, tout crite`re Ω(x) qui est convexe en x peut eˆtre utilise´. On peut mentionner en particulier
Ω(x) = −
∑
j
xj lnxj (46)
lorsque les xj sont positifs et lorsque
∑
xj = 1, ce qui, par analogie avec la de´finition de l’entropie,
assimile les xj a` une distribution de probabilite´ xj = P (U = uj). La variable ale´atoire U peut ou
non avoir une re´alite´ physique. Ω(x) est alors l’entropie associe´e a` cette variable.
Une autre approche consiste a` supposer xj = E {Uj} ou encore x = E {U} ou` U est un vecteur
ale´atoire, qui peut ou non avoir une re´alite´ physique. Supposons maintenant que U admet une loi
de probabilite´ p̂(u) que l’on cherche a` de´terminer. En notant que les donne´es y = Ax = AE {U} =
E {AU} peuvent eˆtre conside´re´es comme des contraintes line´aires sur cette loi, on peut utiliser de
nouveau l’entropie pour de´terminer la loi p̂(u) :
p̂(u) = argmax
{x :y=
∫
Au p(u)du}
{D[p(u) : µ(u)]} (47)
ou` µ(u) est une loi a priori dont nous montrerons par la suite l’importance. La solution est bien
connue :
p̂(u) =
1
Z(λ)
µ(u) exp
[
−λtAu
]
(48)
8 A. Mohammad-Djafari
mais le plus inte´ressant est de voir ce que devient x̂ = E {U}. Bien e´videmment, x̂ de´pend de µ(u).
Le tableau qui suit donne quelques exemples :
µ(u) ∝ exp[−12
∑
j u
2
j ] x̂ = A
tλ AAtλ = y
µ(u) ∝ exp[−
∑
j |uj|] x̂ = 1./(A
tλ± 1) Ax = y
µ(u) ∝ exp[−
∑
j u
α−1
j exp [−βuj]], uj > 0 x̂ = α1./(A
tλ+ β1) Ax = y
Dans le cas plus ge´ne´ral, remplac¸ant (48) dans (47) et de´finissant Z(λ) =
∫
µ(u) exp
[
−λtAu
]
du,
G(s) = ln
∫
µ(u) exp
[
−stu
]
du et sa convexe conjuge´e F (x) = sups
{
xts−G(s)
}
, on peut
montrer que x̂ = E {U} peut eˆtre obtenu, soit comme une fonction de son vecteur dual λ̂ par
x̂ = G′(Atλ̂) ou` λ̂ est solution du proble`me d’optimisation
λ̂ = argmin
λ
{
D(λ) = lnZ(λ) + λty
}
, (49)
soit directement comme la solution du proble`me d’optimisation sous contraintes
x̂ = argmin
{x :Ax=y}
{F (x)} . (50)
D(λ) est appele´ “crite`re dual” et F (x) “crite`re primal”. Parfois, il est plus facile de re´soudre le
proble`me dual, mais il n’est pas toujours possible d’obtenir une expression explicite pour G(s) et
son gradient G′(s). Les fonctions F (x) et G(s) sont convexes conjugue´es.
6 Conclusions
La notion d’entropie, vue comme une mesure de la quantite´ d’information dans les re´alisations
d’une variable ale´atoire est utilise´e de multiples fac¸ons dans diffe´rents domaines du traitement de
l’information. Lors de son utilisation, il est tre`s important de bien pre´ciser quelle est la variable
conside´re´e, quelles sont les donne´es, quelle est la relation entre les donne´es et cette variable, et
finalement, quelle est le crite`re optimise´. Par exemple, en estimation spectrale, nous avons vu
comment le choix de la variable ale´atoire (X(n), S(ω) ou Z(ω)), le choix du crite`re (entropie ou
entropie relative) et le choix de la loi a priori dans le cas de l’entropie relative, peuvent influencer
l’expression de la solution. Bien entendu, nous n’avons pas discute´ ici le proble`me de l’estimation
des coefficients de corre´lation a` partir des e´chantillons du signal. Par ailleurs, l’estimation de la
densite´ spectrale de puissance d’un processus a` partir d’une connaissance partielle de ses coefficients
de corre´lation n’est qu’un cas particulier des proble`mes inverses line´aires.
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