Introduction
The Romberg extrapolation method for numerical integration is discussed in most numerical analysis textbooks. We give a short proof for the the convergence rates of the Romberg extrapolations without using the Euler-Maclaurin formula.
The Romberg method starts with the sequence of values T N of the composite trapezoid rule with N = 1; 2; 4; 8; : : : subintervals which converges to the exact integral with a rate of O(N ?2 ). By using linear combinations of the values T N new sequences T N;1 , T N;2 ,: : :are constructed which converge to the exact integral with the rates of O(N ?4 ), O(N ?6 ),: : :for N ! 1. We will see that the gain two powers of N with each extrapolation step is due to the symmetry of the trapezoid rule.
The classical proof of the Romberg method on an interval uses the Euler-Maclaurin formula to derive an asymptotic expansion of the error of the composite trapezoid rule (e.g., 2]). The convergence rate of the Romberg extrapolations then follows from this expansion and the fact that it contains only even powers of N.
The proof of the Euler-Maclaurin formula is elementary. But the proof is based on certain recursion properties of the Bernoulli polynomials and it is not intuitively obvious what it is that makes the Romberg method work.
The convergence properties of the Romberg method can be understood by using homogeneity and symmetry principles, see e.g. 1] and the references given there. Here we want to give a simple proof which only uses these two basic principles (and Taylor's theorem). We will only derive the convergence rates of the extrapolated values based on the sequence of 1,2,4,8,: : :subintervals. We do not obtain a general asymptotic expansion or formulae for the constants in the estimates. 
Here the constant C m is independent of f, a, b, n.
The proof
We consider an integration rule on ?1; 1] of the form congruent smaller triangles and applying the basic rule A on each subtriangle. Assume that the rule A is exact for all polynomials of total degree q or less with q even. Let E and E 2 be the integration errors of A and A 2 . If f q+1 and f q+2 are monomials of total degree q + 1 and q + 2, respectively, then we obtain E 2 (f q+1 ) = 2 ?(q+2) E(f q+1 ); E 2 (f q+2 ) = 2 ?(q+2) E(f q+2 ):
(5)
Hence the ruleÃ de ned by (4) will be exact for polynomials of total degree q + 2 or less. To prove (5), consider the triangle with vertices (0; 0), (1; 0) and (0; 1). Then proceed analogously as in (3) and note that one of the four subtriangles is rotated by 180 degrees. Therefore one of the four terms arising from E 2 (f q+1 ) has the opposite sign. For E 2 (f q+2 ) expand the arising terms in monomials of degree q + 2, q + 1, and lower order terms. Then the terms of order q + 1 will cancel each other since the central subtriangle is rotated by 180 degrees. As the rule A 0 = T is exact for polynomials of degree zero, induction shows that the rule A m is exact for polynomials of total degree 2m or less. Hence the Romberg extrapolations T N;m converge with order O (N ?(2m+1) ). This is one order lower than in the one-dimensional case, and this result cannot be improved. But no symmetry of the underlying rule T is required for this argument, so T can be any quadrature rule which is exact for the function 1.
