This paper considers the determinants of regional disparities in unemployment rates for the UK regions at NUTS-II level. We use a mixture panel data model to describe unemployment differentials between heterogeneous groups of regions. The results indicate the existence of two clusters of regions in the UK economy, characterised by high and low unemployment rates respectively. A major source of heterogeneity seems to be caused by the varying (between the two clusters) effect of the share of employment in the services sector, and we trace its origin to the fact that the "high unemployment" cluster is characterised by a higher degree of urbanization.
Introduction
Despite the UK economy having experienced a downward trend in the national unemployment rate since the mid 1980s, significant and sustained unemployment differentials have been observed amongst the regions throughout the same period. Unemployment differentials between regions are often greater than between countries (Taylor and Bradley, 1997) , suggesting that regional data offer an additional source of information for investigating what causes aggregate unemployment fluctuations. The conjecture that spatial disparities may give rise to inefficiencies implies that appropriately-designed interventionist policies could lead to significant improvements in national economic performance. Furthermore, eliminating such differentials could alleviate the adverse socioeconomic effects associated with spatial concentrations of high unemployment (Elhorst, 2003) .
To better understand the dynamics of these differentials in the case of the UK, Figure 1 plots the unemployment rates for 5 NUTS-II level regions. The data are annual for the period 1999 to 2008. Although all five regions belong to the same higher level NUTS-I region called Northwest England 1 , there are some interesting patterns observed that reveal the influence of the geographical disparity of unemployment rates at the regional level. Merseyside, Greater Manchester and -to a lesser degree -Cheshire, are characterized by U -shaped curves. This shape is consistent with the behavior of national unemployment rates during the same period: a decline from 1999 to mid 2000's, and a rise 1 years before and the 1 year during the recent global financial crisis. However the region of Cumbria has an obvious downward trend (even during the last years of the sample), while Lancashire's unemployment rate has stayed relatively constant until 2005 and then increased only in 2006 and 2007 . Similarly, in terms of absolute unemployment rates, Merseyside stands out from all other four regions. Therefore, If we were to group regions in order to study them more effectively, it would be wrong to classify Lancashire with Merseyside just because they are neighboring areas. At the same time, in order to design more efficient regional economic policies, it is not only potential heterogeneity in the absolute level of unemployment which only matters, but also potential heterogeneity in factors affecting unemployment.
Economic theory provides guidance only as to where we should seek the reasons of these regional disparities. However, knowing how regions are distributed into high or low unemployment groups/clusters is an empirical issue which allows us to study and summarize the origins of these developments. In a pioneering study, Overman and Puga (2002) cluster 150 NUTS-II European regions according to different similarity characteristics, and Lopez-Bazo, del Barro and Artis (2005) extent their analysis by additionally considering the effects of factors that affect unemployment rates (equilibrium/disequilibrium variables, demographic characteristics etc.). Cracolici, Cuffaro and Nijkamp (2007) use a panel data model with spatial dependence effects in order to examine the geographical differentials in Italian regions.
In this paper we follow a similar idea using a novel econometric methodology, and apply it in the case of UK regions. We use a mixture panel data model with equilibrium and disequilibrium variables, in order to cluster regions according to the level of their unemployment rates. Our model extends a "traditional" panel data model in many ways. Coefficients are pooled across clusters implying that regions belonging in the same cluster are similar. The clustering is done in a data-based fashion, and is not defined by an arbitrary measure of proximity. Additionally, the model offers a good balance between bias and estimation error. By defining cluster specific coefficients, our model is not as restrictive as a regression with coefficients pooled across all regions, nor subject to the large estimation errors that can occur if we would allow a different regression coefficient for each individual region. The latent panel data approach we use is part of a series of recent developments in classification of regions or countries using mixtures, see for example Tsionas (2000) , Canova (2004) , Paap, Franses and vanDijk (2005) , and FruewirthScnatter and Kaufmann (2008) , to name but a few.
The remainder of the paper proceeds with the description of the model and the econometric methodology used in Section 2. Section 3 details our empirical dataset and Section 4 discusses the empirical results of applying our novel methodology to the issue of regional differentials. Finally, Section 6 concludes with comments and insights from a policy perspective.
An empirical model of regional unemployment differentials

Model formulation
Let y it be the annual unemployment rate in region i at time t, for i = 1; :::; N and t = 1; :::; T . Dynamic panel data analysis of y it involves autoregressive/distributed lag models of the form (Baltagi, 2005) y it = e 'y it 1 + e i x it + " it (1) where x it may include strictly exogenous variables, and y it 1 are the lagged values of y it , and " it N 0; 2 i is the error term. With regional variables, like annual unemployment rates, it is usually the case that the number of regions is large, while the time-series dimension is short. In that case, estimators of the regression coefficients e i from the data y i will exhibit large estimation errors. In order to deal with this problem the researcher can pool across regions and instead estimate a joint parameter e i . That way we end up studying only one "representative" region which is not very useful. Spillovers and interactions across regions are important and no region should be studied in isolation (Quah, 1996) The regional empirical model we use is an extension of the panel data model used in Paap et al. (2005) . Unemployment rates are modeled as a mixture of C unobserved clusters, where coefficients are pooled only across regions having similar characteristics (i.e. belonging in the same cluster). Let r i = j index that region i belongs to cluster j, for j = 1; :::; C clusters in total, and with a respective probabilities 
if r i = j; j = 1; :::; C
where y it 1 are lagged values of unemployment in each region with autoregressive coefficients f' 1 ; ' 2 ; :::; ' C g. The model is written in steady-state form, y j = ' y 1 j + error, meaning that the quantity j = j + j x it is the unconditional mean of unemployment. In order to characterize only j as the long-run average equilibrium level (steady-state) of unemployment in cluster j, we transform the regressors x it to have mean zero. The errors it are distributed as it N (0; ), where is a full N N covariance matrix. To preserve parsimony in the covariance structure of the error vector it we decompose it into a common component, i f t , plus a Normal error term " it which has a parsimonious diagonal covariance matrix, = diag 2 1 ; :::; 2 N . We write this as
so that in the decomposition above we need to estimate the N elements i and the N elements 2 i , instead of the N (N + 1) =2 unknown elements of a full covariance matrix . This decomposition is followed in practice because we have too few time series observations for each of the regions (T N ) and subsequently we want to save degrees of freedom; see also Paap et al. (2005) for a similar specification.
There are numerous statistical methods available for the empirical classification of spatial or panel data, while it is notable that most of those have been applied in the regional economic growth literature. For instance, the spatial regimes regressions of Fischer and Stirbock (2004) and Baumont, Ertur and Le Gallo (2003) have the additional (compared to our model) advantage of explicitly modelling the spatial correlations, while grouping similar regions at the same time. Nevertheless, as it is the case in Overman and Puga (2002) , the grouping is done using geographical proximity as a measure of similarity for within-group members.
Similar is also the shortcoming of other approaches, like the multiple regime regression model of Durlauf and Johnson (1995) , which is used to classify observations into clusters by using two specific control variables. All these models are subject to the sensitivity of choosing subjectively a control variable or measure of proximity. Crone (2005) uses an old and established data-based clustering technique called K-means clustering, combined with extracting leading indicators of regional variables based on a dynamic factor model. The K-means clustering technique though is only based on similarities of the measured variable y it (regional unemployment rates in our case), and cannot provide cluster specific effects j of factors affecting unemployment (x it in our model). Our model gives cluster specific coefficients for each variable affecting unemployment, allowing for better understanding of the economic structure of each cluster of regions. The following subsection explains the mechanics of how this clustering happens in practice.
Estimation
The parameters of this model consist of j = j ; j ; ' j , j = 1; :::; C, which are pooled across clusters, and i which are different across regions i. As explained in the Introduction, the clusterspecific coefficients imply that regions belonging to the same cluster are defined by common effects, while regions belonging in different clusters have structural differences in their unemployment determinants. A different interpretation of our model occurs if we solve for only the current level of unemployment in the left-hand side of equation (2) and replace i;t as in (4). For instance, in the case of two clusters we have
where e j = j 1 ' j and e j = j 1 ' j . The formulation above shows that the unemployment in each of the N regions i is specified as following the model with parameters 1 = ( 1 ; 1 ; ' 1 ) with probability p i1 , and the model with parameters 2 = ( 2 ; 2 ; ' 2 ) with probability p i2 .
We briefly describe the estimation steps. More results can be found in Paap, Franses and vanDijk (2005) and Basturk, Paap and vanDijk (2008) . The data likelihood function implied by the 2-cluster model in equation (5) is
where 1 (r i = c) is an indicator variable which take the value 1 if the condition r i = c is satisfied, and is 0 otherwise. Since the variables which index which region belongs to each cluster, r i ; are unobserved (latent), maximization of the likelihood function is not straightforward. However it is convenient to use the expectation-maximization (EM) algorithm in order to find the maximum likelihood (ML) estimate; see McLachlan and Krishnan (1997) . The main mechanism behind the EM algorithm is this:
1. Given starting (proposed) values for the parameters, we compute the probability that a region i belongs to cluster j (which we denoted p j above) as the ratio of the value of the loglikelihood for cluster j to the sum of the log-likelihood value for all C clusters (subsequently we estimate C different probabilities for each of the N different regions).
2. Now that p j is known, the log-likelihood can be evaluated conditional on the proposed parameters (expectation or E-step of the algorithm).
3. Additionally, given p j we also find the values of the parameters which maximize the log-likelihood (maximization or M-step).
The algorithm will cycle through steps 2 and 3, where the parameter values obtained from the M-step are used to as proposals in the E-step above. Converge is achieved when the change in the likelihood from one cycle to the next is minimal (less than 1 10 9 ).
Regression results
In this section we apply the model in equations (2) - (4) to study convergence and determinants of regional unemployment rates in the UK. We first describe the full dataset and choice of variables. Then we provide model estimates for the full sample of our data, but also for subsamples.
We use annual measurements on several regional variables for the UK for the period 1999 -2008. All data are from Eurostat (http://ec.europa.eu/eurostat) and are at the NUTS-II level. North Eastern Scotland, and Highlands & Islands are excluded from the analysis due to missing observations. The empirical results are based on the rest 35 NUTS-II UK regions, a list of which is provided in the first column of Table 3 .
The dependent variable in our study, y i;t , is the log of regional unemployment rate for people 15 years and over. For the factors in x i;t , i.e. the R.H.S variables in our regression, we consider several variables that potentially affect regional unemployment rates. We consider employment growth (EMPLG) as a disequilibrium factor. However in light of potential endogeneity we use the first lag of this variable (see Lopez-Bazo, del Barro and Artis, 2002) . We also include the shares of employment in agriculture (EAGR), manufacturing (EMAN), and services (ESERV) as market equilibrium variables (see Taylor and Bradley, 1997; Bean, 1994) . Age effects are captured using the ratio of students that have at least started high school over working age population (HCAP), as well as the shares of people 15-29 years old (YOUNG) and people 65+ old (OLD) over total population (see for example Cracolici, Cuffaro and Nijkamp, 2007) . As additional demographic effects, we use the participation rate of women (FEMP) and men (MALP), which are defined as the ratio of female (male) labour force over total females (males) at working age. Demographic equilibrium effects are captured through measurements on net migration balance (MIG) and the population density (DENS) of each region. Data on wages or real labor costs were not available at the NUTS-II (not even at the NUTS-I) level, and subsequently are absent from the empirical model.
Possible remaining endogeneity can only be assumed but not tested, due to the lack of NUTS-II level variables that could be used as instruments. This is true for other previous studies which have used similar a dataset combined with panel estimation; see Lopez-Bazo, del Barro and Artis (2005) and Cracolici, Cuffaro and Nijkamp (2007) for a discussion of these issues. The results were quite robust to specifications in which variables with non-significant coefficients were removed from the list of regressors, so in the next we present empirical results using the full set of variables described above.
Finally we need to decide on the measure of common determinant f t of regional unemployment rates. Our choice is to use the national unemployment rate, which is a reasonable choice following theory and previous empirical evidence (Elhorst, 2003) . Alternatively, the common component could have be extracted using a latent factor model (principal component) on the regional unemployment rates.
The next step in our analysis is to determine the number of clusters for the UK regions. In order to achieve that we succesively run models with number of clusters C equal to 1 (i.e. the fixed effects model), 2, 3, 4, 5, and 35 (i.e. the random effects model). Then we decide upon the number of clusters using information criteria, which are summarized in Table 1 . Along with traditional criteria for model selection, like the Akaike Information Criterion (AIC) and the Bayesian Information Criterion (BIC), we provide values of the AIC3 and the AIC3 adjusted. The latter two measures, which replace the factor 2 in the usual AIC by a factor 3, are justified from the simulations of Bozdogan (1994) who shows their superior performance in selecting the correct number of clusters in mixture models. Finally, we present values of all criteria both based on the number of regions only (N ), and based on the total number of observations (N T ).
The criteria values on Table 1 show that the model with 2 clusters gets the most support from the AIC and AIC-3 criteria. The BIC criterion suggests the model with one cluster, although its value is not very different for the models with 2 and 3 clusters. It is well known that the BIC criterion -as an approximation to the Bayesian marginal likelihood -will always select the more parsimonious among two " equally good" models. Here note that conditional on the number of clusters, we estimate the model with all the variables, and then we eliminate variables based on the t-statistics of their respective coefficients. Given the evidence in the information criteria, we will proceed our analysis comparing the models with one and two clusters.
Estimation results from these two models are presented in Table 2 . The two-cluster model indicates a separation of the two clusters: 41% (or 14 regions) belong into a high unemployment group (cluster 1) and 59% (or 21 regions) belong to a low unemployment group (cluster 2). The separation into high/low unemployment groups is indicated from the fact that the intercept j , which is equal to unconditional mean of regional unemployment rates 2 , is higher in the first cluster, Additionally, the coefficients on the exogenous variables j on this same cluster are of equal magnitude or higher (in absolute values) compared to cluster 2. Of the 11 determinants of unemployment it is only YOUNG which seems to be insignificant in the one-cluster (C = 1) and two-cluster (C = 2) models. While MIG, ESERV and DENS are not significant at the 5% significance level in the model with C = 1, they all become siginificant in cluster 2 of the model with C = 2. This shows that treating all regions homogeneously, and assigning an average effect on them, is a very dangerous practice for regional models. In contrast, (especially since regional data are not abundant) using a parsimonious model with just two levels of heterogeneity can give more informative estimates of the true determinants of unemployment.
In that respect, we can observe that also the sings and magnitudes of the coefficients j are relatively different between the two clusters when we assume C = 2. For the ESERV variable in particular we observe significant coefficients with opposite signs 3 , meaning that regions belonging in cluster 1 which specialize in services sector present higher unemployment rates compared with regions in cluster 2. This is a very interesting result, since as we will see below, the regions in the high unemployment group (cluster 1) are the ones which host some of the largest cities in the UK (whose structure obviously depends more on services employment).
For the rest of the variables the magnitudes vary to some degree between the two clusters, but the signs are the ones expected. Regions which generate higher chances for employment should enjoy lower unemployment rates, as it is revealed from the negative sign of employment growth (EMPLG). The employment shares in manufacturing (EMAN) and agriculture (EAGR) are all negative and significant in both models. High number of students that have at least started high school as a proportion of working age population (HCAP) implies that their participation in the labour force will be delayed and unemployment is expected to be higher. Nevertheless, note that the expected negative sign shows up in the two-cluster model but not in the model with one cluster. Male (MALP) and female (FEMP) participation rates usually show up in the literature with a negative sign (see the review in Elhorst, 2003) , which is the case in Table 2 as well. Unemployment (especially in European regions, including UK regions) tends to be very high among young persons (YOUNG) as opposed to older population (OLD), while expectations about the sign of the two last demographic variables (MIG and DENS) are mixed in the literature (Elhorst, 2003) . For instance, a higher density of a region might imply a better matching between jobs and workers, but at the same time there might be a higher cost of congestion for firms and workers (Patridge and Rickman, 1997) . In our models MIG is positive, while DENS has a positive sign on the one-cluster model and a negative sign on the low unemployment group of the two-cluster model (in the high unemployment group the coefficient is positive but insignificant). Table 3 and Figure 2 show quantitatively and graphically (respectively) the distribution of 2 We remind that we have achieved this by substracting the sample mean from the variables xt so that they have expectation zero. Subsequently it holds that E j = E j + j xt = j + j E (xt) = j , for j = 1; 2.
3 The coefficient of ESERV for the standard panel data model is not statistically different from zero. Given the estimates of the coefficients ESERV 1 ; ESERV 2 = ( 0:078; 0:058) of the model with two clusters (and the estimates of the weights/probabilities (p1; p2) = (0:41; 0:59)) we can see that the average effect of this variable is:
0, which gives a rough idea (since we would need to take into account the standard errors in order to properly test whether E e ESERV = 0 holds in a statistical sense) why failing to account for heterogeneity can be misleading.
the 35 regions into clusters. The last column of Table 3 shows the sample mean of the unemployment rates (in levels, not in logs) over the sample period 1999-2008. We can observe a few interesting things. First, the model-based separation into high and low unemployment rate clusters can be confirmed from the sample means. All regions which belong in cluster 1 showed remarkably high unemployment rates (5%+), while the regions in the second cluster have shown very good performance, with average rates lower than the national average of 5.2% for that period. Second, the only exemption to this rule is the Eastern Scotland region (Edinburgh) which, while it has an average rate of 5.4% (comparable to Northern Ireland, Derbyshire, West Yorkshire and Greater Manchester), it belongs in the low unemployment region. This result is actually robust to different specifications we tried by adding/removing variables. In fact in 100% of the specifications we experimented with, it is always the case that the two regions of Scotland UKM2 (Edinburgh) and UKM3 (Glasgow) are well separated into different clusters. Third, if we exclude the area of London, the high-unemployment areas are mainly in the Middlands and Highlands, while the whole of the Lowlands is characterized by low unemployment areas. This kind of separation is not that strong to allow to talk about a geographical distinction in the economic performance (as we measure it by unemployment rates) between "the south" and "the north" of the UK.
Finally Table 4 presents the other model parameters, 2 i and i for i = 1; :::; 35 (one for each region), along with their standard errors. Remember that we have used the factor model (4) to decompose the covariance matrix into the "common component" = i f t , and the innovation error " it which has variance 2 i (see for instance Latin et al. 2003) . Our factor f t here is observed (national unemployment rates), but a latent factor (principal component) could have been estimated. The i 's can be interpreted as "loadings" i.e. a parameter vector that shows which regions load on the national factor. Subsequently, 2 i is the variance explained by the common component, and 2 the variance left unexplained by the whole model. Hence, the last column of Table 4 estimates the quantity 100
, which shows the total proportion of the variance in regional unemployment rates explained by the common component. These values are quite high for most regions, which signifies the high correlation between national and regional unemployment rates as documented in Elhorst (2003) . Notable exemptions from this rule are the regions of Shropshire and Staffordshire (in West Middlands), and Cornwall and Isles of Scilly (in South West).
Conclusions and policy implications
We study the structural differences in regional unemployment for 35 UK regions at NUTS-2 level for the period 1999 -2008, using an endogenous classification procedure based on finite mixtures. Crucially, our approach has the implication that the grouping of regions within homogeneous clusters is purely data-driven.
We find that there is evidence of two clusters of regions in the UK, characterized by high and low unemployment rates respectively. As with other studies, we confirm the empirical finding that regional unemployment determinants ultimately are related to factors that affect labour market equilibrium (demand/supply), disequilibrium and other demographic factors. However, between clusters, the results show that the specifics of the determinants differ significantly. Firstly, we find that some potential determinants are significant for one region but not the other. Secondly, even where the same determinant is significant for both regions, the size and sign of the coefficient differ. This suggests that the unemployment dynamics vary across the two clusters, and these differences are not captured by traditional regressions analyses that group regions with different fundamental characteristics together. Furthermore, we find that geographical proximity does not necessarily provide a good indicator for grouping purposes: structural differences are found to exist between sub-regions which belong to the same broad geographical region.
The major source of heterogeneity between the two clusters seems to come from the share of employment in services. This effect is closely related to the nature of the regions classified in the two clusters. More specifically, the high unemployment cluster comprises regions which host the most populous cities in the UK. Hence this cluster includes large urban centers like: London (UKI1, UKI2), Birmingham (UKG3), Leeds (UKE4), Glasgow (UKM3), Sheffield (UKE3), Bradford (UKE4), Manchester (UKD3) and Liverpool (UKD5). This is an exciting pattern which shows that, even after controlling for the 10 factors affecting regional unemployment rates (EM-PLG, EAGR, ESERV, etc.), our model predicts that the degree of urbanization is a very important factor of unemployment heterogeneity in the UK. 
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