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Abstract
Self-sputtering of copper under high electric fields is considered to contribute to plasma buildup during a vacuum
breakdown event frequently observed near metal surfaces, even in ultra high vacuum condition in different electric
devices. In this study, by means of molecular dynamics simulations, we analyze the effect of surface temperature
and morphology on the yield of self-sputtering of copper with ion energies of 0.1–5 keV. We analyze all three low-
index surfaces of Cu, {100}, {110} and {111}, held at different temperatures, 300 K, 500 K and 1200 K. The surface
roughness relief is studied by either varying the angle of incidence on flat surfaces, or by using arbitrary roughened
surfaces, which result in a more natural distribution of surface relief variations. Our simulations provide detailed
characterization of copper self-sputtering with respect to different material temperatures, crystallographic orientations,
surface roughness, energies, and angles of ion incidence.
Keywords: Molecular dynamics simulations, sputtering yield, copper, vacuum breakdowns, materials in high
electric fields, Kinetic Monte Carlo simulations
1. Introduction
Particle accelerators, free electron lasers, fusion re-
actors and other devices using high electric fields in ul-
tra high vacuum, often experience spontaneous plasma
discharges happening on the material surface, known as
vacuum arcing or electrical breakdowns. Surface elec-
tric fields in these devices can reach up to 300 MV/m as,
e.g., in the accelerating structures of the Compact Lin-
ear Collider (CLIC) with the target energy of electron-
positron collisions of 0.5–5 TeV [1]. It is strongly be-
lieved that the breakdowns are preceded by strong field
emission [2, 3], however, it is still a puzzle how the
plasma densities build up in the ultrahigh vacuum condi-
tion. Even though the very initial atoms may be found at
random above the surface, these are not sufficient to de-
velop a full self-sustainable plasma, detected as electri-
cal breakdowns disturbing the operation of the machine
[4, 5, 6]. It is believed that the plasma is fueled by atoms
sputtered from the surface by ions forming above the
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surface due to interaction with electrons [6]. The main
component of such a plasma are the ions of the surface
material. Thus the self-sputtering may play a crucial
role for understanding of the plasma buildup process.
It has been proposed that the increase of the sur-
face temperature through field emission and plasma arc
heating may intensify the amount of neutral Cu atoms
emerging from Cu self-bombardment [6]. In other
words, the temperature might be increasing the sputter-
ing yield — the number of atoms kicked out of the sur-
face per incident ion accelerated by the plasma sheath
potential [7]. Experimentally, thermally enhanced sput-
tering has been observed in linear plasma devices [8].
It is well known that sputtering yields depend on
many irradiation parameters, such as incident angle, en-
ergy, and mass of the incoming ion, as well as the mass
and surface binding energy of the target atoms [9]. In
addition, for a crystalline target such as Cu, the crystal-
lographic orientation of the surface with respect to the
direction of the projectile may play an important role
[10]. Moreover, surface roughness may also affect the
sputtering yield. For example, a study by Makeev and
Baraba´si [11], found an up to 100 % increase of the
sputtering yield, compared to flat surface values.
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Currently, no fundamental equation, which would be
able to predict the effect of all the aforementioned vari-
ables on the sputtering yield, exist — although several
phenomenological expressions developed to fit experi-
mental observations were suggested throughout the last
few decades [12, 13, 14, 15, 16, 17]. These models work
best for the elements, which are neither too heavy (as,
for instance, Au) nor too light (as, e.g. H, He), with not
too low energy of incident ions, and the target surface
being free of any contaminants. One of the major dis-
advantages of the existing semi-empirical models is the
lack of a description of the temperature dependence of
sputtering yields, although this dependence sometimes
can show intriguing patterns [18]. Comparing the avail-
able fits to experimental data for Cu self-sputtering in
Refs. [14, 15, 19], the formula by Yamamura [12, 19]
shows the best agreement.
At elevated temperatures, the thermal vibration ener-
gies also increases, leading towards the decrease of the
effective binding energy on the surface. However, as the
experiments suggest, this explanation is not sufficient to
explain the temperature dependence of sputtering yield
[20, 8].
It has also been hypothesized that at elevated temper-
atures, the kinetic energy of the projectile is more easily
dissipated, i.e. there are less focused few-body colli-
sions and the sputtering yield drops [21]. On the other
hand, it was also shown that in thermal spikes, which
can be expected in metal irradiated by ions with ener-
gies higher than 2 keV, ambient thermal effects are neg-
ligible as the temperature of atoms in the spikes is very
high [22, 23]. Normally, elevated temperatures may
cause annealing of radiation defects, especially in met-
als, which may potentially decrease the sputtering yield,
however, this process is usually neglected as small de-
fects created in the cascades move relatively fast already
at room temperature [24, 25].
A computer simulation study indicates up to ∼10
times increase of the sputtering yield as compared to
the value at room temperature [26, 27]. Additionally, an
exponential increase of the sputtering yield due to ther-
mal evaporation has been observed near melting tem-
peratures, although in this regime ballistic and thermal
effects may overlap [10, 28].
Experimentally it has been reported that for Cu and
Al — both face centered cubic (FCC) metals — the
sputtering yield either stays rather constant [29] or ex-
periences a small-scale deviation with an increase of the
target surface temperature (up to 20–30 %) [30]. Fur-
thermore, no difference in the sputtering yield with in-
creasing target temperature was observed for the {100}
and {110} surfaces bombarded at the normal incidence,
while a minor decrease in the sputtering yield with in-
creasing temperature was observed for the normal bom-
bardment of the {111} surface. This clearly indicates
an anisotropy in temperature dependencies for different
surface orientations [21].
The aim of this study is to test the hypothesis that
the temperature has a dramatic effect on the primary
sputtering process during the self-bombardment process
of Cu, the main material for accelerating structures of
CLIC, and thereby produces more unbound atoms upon
which an electric breakdown can occur. We focus in this
paper on the effects induced directly by collision cas-
cades, i.e. we do not in this paper examine the possibil-
ity that thermal evaporation may enhance atom desorp-
tion between the actual collision cascades [31] or during
overlapping cascades [32]. However, the possible role
of these effects will be touched on in the discussion sec-
tion.
In Sec. 2, we describe the molecular dynamics sim-
ulation setup and the interatomic potentials used in the
current study. In Sec. 3.1, we investigate the angular
dependencies of the sputtering yields by considering
a wide range of different incident ion angles at differ-
ent temperatures and different surface crystallographic
orientations. In Sec. 3.2, we study the channeling ef-
fects for different crystallographic orientations. The de-
pendence of the target temperature is investigated in
Sec. 3.3 and in Sec. 3.4 we consider the effect of surface
roughness on sputtering yield. The results are discussed
and the paper is concluded in Sec. 4.
2. Materials and methods
2.1. The Molecular Dynamics simulation setup
In the current study we used the Large-scale
Atomic/Molecular Massively Parallel Simulator
(LAMMPS) open-source software package [33, 34] to
simulate the Cu self-sputtering process with different
initial conditions. The Cu-Cu interactions were de-
scribed by using the Embedded-Atom Method (EAM)
interatomic potentials mainly by Mishin et al. [35], but
also by Mendelev et al. [36] to avoid the bias of results
due to the use of a single potential. Both potentials
were splined to the Ziegler, Biersack and Littmark
(ZBL) repulsive potential [37] at r0 = 1.5 Å to take
into account the short distance interactions correctly.
The spline was done smoothly, so that none of the
significant equilibrium parameters, which potentials the
must reproduce, was affected by the ZBL potential.
We also compared our MD results of sputtering yields
to the widely used semi-empirical formula by Yama-
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mura et. al. [12, 13], as well as to sputtering yields ob-
tained by the binary collision approximation code SRIM
[37], where all the interactions are described by only the
ZBL potential and no thermal effects are taken into ac-
count.
Since we aim to consider the temperature dependence
of sputtering yields, a special attention was paid to the
value of the melting point, given by the potential. This
value in the Mishin Cu potential was obtained by using
the liquid-solid equilibrium approach [38, 39], resulting
in the value of 1310±10 K.
2.1.1. Electronic stopping power in MD simulations
An energetic ion entering a material, loses its en-
ergy in both nuclear and electronic interactions. While
the former is explicitly described by BCA or MD al-
gorithms, the latter is not part of BCA or MD algo-
rithms because of great difference in time scales (or-
ders of magnitude) of both processes. However, it is
not possible to obtain a physically meaningful result,
if one of the energy loss channels is absent in simula-
tions. There are different approaches to take into ac-
count electronic stopping power, a function describing
interactions of energetic ions and atoms with electronic
subsystem. One of them is implemented in LAMMPS
as the two-temperature model, i.e. an energy exchange
between nuclear and electronic subsystems of the ma-
terials, as the Langevin thermostat [40]. In the SRIM
code, the electronic stopping is introduced as the work
of a friction force, subtracted from the energy of the en-
ergetic atom between the collisions. A similar simpli-
fied approach is realized in the PARCAS MD code [41],
which proved to provide simulation results, which are
well compared to existing experiment [42, 43, 44].
For the current simulations, we implemented the elec-
tronic stopping power using the same approach as in
PARCAS. This allowed us not only to speed up the cal-
culation of atomic cascades by LAMMPS, but also it
enable the direct comparison to the sputtering yields
obtained by the SRIM code and the classical semi-
empirical formula by Yamamura, both widely used in
the ion beam community.
Specifically, we apply an additional electronic stop-
ping power in the form of a friction force to a projectile
(an energetic atom) moving within the matrix with the
kinetic energy exceeding a certain threshold (e.g. 10 eV
by default). In other words, a decelerating force propor-
tional to the atom velocity is subtracted from the force
acting on the atom via other interactions in the direction
of the movement. Moreover, this was calculated only if
the energetic projectile had no less than 5 neighbors (the
number of neighboring atoms on an arbitrary face of a
Figure 1: Schematic 2-dimensional illustration of the simulation setup
(see the main text).
FCC structure) to ensure that such decelerating force is
applied to the projectile only within the target. This ex-
cluded the possibility of electronic stopping power cal-
culations in dimers and other small clusters that might
be sputtered during the simulations. These new forces
were calculated with the help of a fitted function of elec-
tronic stopping power values obtained from the SRIM
database of experimental data [37]:
f [i][n] = f [i][n]− sgn(v[i][n]) ·100.217148·log(Ek[eV])−1.1887
(1)
where f [i][n] is the force acting on the ith atom in the
nth direction, sgn(v[i][n]) is a signum function of the ve-
locity of the ith atom in nth direction and the constants
used are the fit parameters.
The latest version of electronic stopping power add-
on for LAMMPS used the SRIM lookup tables directly
for faster calculations. This means that any element-in-
element electronic stopping power interaction approxi-
mations which are supported by SRIM can be used by
the electronic stopping power LAMMPS add-on. Nev-
ertheless, Eq. 1 was tested in many situations and was
found to produce physically correct approximations for
the electronic stopping power of Cu in Cu in the follow-
ing simulations.
2.2. Preparation of the simulation cell
An illustration of the simulation box for our simu-
lations of sputtering events is shown in Fig. 1. The
following procedure was used to prepare the structures.
First the box of Cu atoms organized in the FCC lattice
of a given size was relaxed in the NPT ensemble to al-
low for thermal expansion at the given temperature with
periodic boundary condition in all three directions. The
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system was allowed to reach a stable configuration dur-
ing 8000–20000 MD steps for each combination of tar-
get temperature, crystallographic orientation, and simu-
lation box size. After this, the periodic boundary condi-
tions were removed in the z-direction in order to make a
free surface. The bottom atoms were fixed. This system
was further relaxed in NVT.
Thereafter, thermally controlled boundary conditions
were applied to a 1–2 unit cells thick layer at the sides
and above the fixed layer at the bottom of the simulation
box. The atoms in this layer were kept at the predefined
temperature of the target to imitate the heat dissipation
to the bulk, also preventing the overheating of the sam-
ple over periodic boundary conditions in the x- and y-
directions. To ensure that none of the important phys-
ical processes were affected by such boundary condi-
tions, we tested several different sizes of the simulation
box and monitored that the kinetic energy of the atoms
reaching the thermally controlled boundaries is below
∼1 eV.
The following sizes of the simulation boxes were
used: 20 × 20 × 20 unit cells for the projectile ener-
gies up to 1 keV, 34 × 34 × 40 unit cells for 2 and 5
keV and 42 × 42 × 20 unit cells for the simulations of
angular dependence of sputtering yields. The latter box
was expanded in the lateral directions to ensure that also
cascades induced by ions incoming at glancing angles
fit in the simulation cell. To illustrate the dissipation
of energy from a 1 keV cascade, we show the principal
stages of cascade development in Fig. 2 with the color
scale showing the kinetic energy of atoms.
In this study, we considered three different temper-
atures, 300 K (room temperature, operating tempera-
ture of CLIC [1]), 500 K, 1200 K (areas around cath-
ode spots on Cu surface heated up by field emission or
vacuum arcing).
Finally, since MD simulations of ion bombardment
deal with fast moving particles of high kinetic energies,
an adaptive time step was introduced to avoid the prob-
lem of non-conserved total energy because of a too long
distance the atom may move during a single time step.
Each particle was allowed to move not further than 0.1
Å (magnitude of atomic vibrations [46]) during one time
step, so the duration of the time step ∆t was reduced
accordingly within a range of 0.01 ≤ ∆t ≤ 2 fs. We
checked that the energy of the system was conserved.
Each simulation of an ion impact was continued for
approximately 2000–4000 time steps with 60–200 sta-
tistical runs depending on the kinetic energy of the pro-
jectile.
2.3. Initial inputs for simulations of sputtering events
Initially the incoming Cu ion was positioned at 5–15
Å above the topmost target layer near the center of the
cell. The initial lateral position of the projectile was
randomized within the half of a unit cell in both x- and
y-directions to mimic the random impact of an ion on
a crystal surface. The initial energy Ek was chosen ac-
cording to the CERN Fixed Gap System (FGS) experi-
ment in the range from 100 eV to 5 keV [5]. Although
the initial simulations were carried out for the full en-
ergy range, eventually, the focus was shifted towards
lower energies of 100–500 eV, since most of the ions,
which are already in the low-temperature plasma regime
(vacuum arcing) may reach the surface of the cathode
exactly with this energy range [6]. We also note that the
ions escaping plasma are accelerated mostly in the nor-
mal direction to the surface as in CERN’s FGS exper-
iments [5], however, we considered different incident
angles to imitate a rough surface due to possible techno-
logical reasons or prolonged erosion during the plasma
discharge. The initial direction of the projectile was de-
fined by an azimuthal (randomly selected between 0 and
2pi) and a polar (incident) angles, φ and θ, respectively.
We chose the angle of incidence, θ, to have either a
fixed value or a range of values to take into account pos-
sible spread of angles of incidence for each given MD
simulation. The choices were motivated by the follow-
ing:
• 0° ≤ θ ≤ 3° — to imitate normal incidence sput-
tering experiments (with 3 degree of uncertainty).
Since these simulations were found to produce
similar results, θ = 0 was used whenever a normal
incidence was studied;
• θ = 7° or θ = 20° — to reduce the effect of chan-
neling, i.e. the phenomenon of abnormally deep
penetration of incident ions due to a reduced stop-
ping power in certain crystallographic directions
[47, 48, 49];
• 17° ≤ θ ≤ 23° or 27° ≤ θ ≤ 33° — to emulate
rough features of R ∼1 nm in size;
• 0° ≤ θ ≤ 20° — to emulate large scale roughness
of surfaces (R ∼ 10 nm);
• From θ = 20° to θ = 85° — to investigate the angu-
lar dependence of sputtering yield.
We also simulated directly the surface roughness ef-
fects. Two different cases were considered in these
simulations. Surfaces with smaller roughness (R ≈
1 nm) were generated with the Kinetic Monte Carlo
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Figure 2: Snapshots of cascade simulations, showing (using OVITO [45]) the cross-sections at different time steps with the color scale giving the
kinetic energies. The projectile kinetic energy is here Ek = 1 keV and θ = 3° on a {100} surface. The sputtering yield is 3.5
(KMC) simulation code Kimocs [50]. The roughness
was achieved by randomly removing surface atoms with
an average rate of 1027 s−1m−2 at 300 K. The atoms were
also allowed to diffuse, using a parameterization for sur-
faces, Cu Set 1, described in Refs. [50, 51]. Three dif-
ferent surfaces, {100}, {110} and {111} were used. The
simulations were stopped after 107 KMC steps or ∼10−7
s. In order to be certain of the physical authenticity of
these simulation cells, they were relaxed additionally in
MD simulations. The snapshots of the final shapes of
rough surfaces generated by KMC method for all three
basic orientations are shown in Fig. 3. We note here also
that the irradiation of this surfaces was done slightly
differently from a regular smooth surface. To provide
the even ion coverage of the rough surface, we applied
the algorithm of the random shift of the cell [52] — the
(x, y) coordinates of all atoms in the cell were shifted
by a random vector (u1Lx, u2Ly) before every cascade
simulation, after which the atoms that were moved out-
side the cell boundaries were shifted back in over the
periodic boundaries. Here, u1 and u2 are the random
numbers in the interval ] − 0.5; 0.5[. This way the ion
enters the surface always at the center to avoid the over-
lap with the boundaries, however, every time it ”sees” a
new surface with a different morphology. This trick al-
lows to avoid the bias of the results from the entrance at
the same position and possible artifacts from the overlap
with periodic boundaries in lateral directions.
Large scale surface roughness (R ≥ 10 nm) was emu-
lated by using the previously mentioned angular ranges
of bombarding particles.
2.4. Calculation of sputtering yields and ion ranges
In our simulations, we focused on two major quanti-
ties characterizing the ion bombardment event: sputter-
ing yield and penetration depth or ion range. All atoms
found at the end of each simulation above z0 = 5 Å
above the surface level (the highest initial z-coordinate
of an atom in the topmost surface layer) were counted
as sputtered and contributed to the sputtering yield. The
angular dependence of this quantity obtained at room
temperature was compared to the semi-empirical for-
mula by Yamamura [13] to test the applicability of such
formulas for the general case of various material condi-
tions.
The ion range was calculated as the difference be-
tween the final z-coordinate of the projectile and the av-
erage z-coordinate of the topmost atom layer.
3. Results
3.1. Cu self-sputtering yields at different incident an-
gles at room temperature
3.1.1. Sputtering yields at normal incidence
The sputtering yields obtained in our simulations for
normal incidence for each crystallographic face (includ-
ing the polycrystal surface) are presented in Fig. 4. For
comparison, included are also the yield obtained by us-
ing the formula by Yamamura [12] with fitting parame-
ters from [19] as well as the yield calculated by SRIM
[37]. It can be seen that for normal incidence, the MD
results are consistent with the Yamamura’s and SRIM
sputtering yields. We note that the sputtering yields for
the ion energy > 1 keV for the {110} surface is clearly
lower than that obtained for other surfaces or by Yama-
mura’s formula or SRIM calculations. Most likely this
result is due to the channeling effect, which is strong in
the 〈110〉 directions parallel to the close-packed {111}
crystallographic planes in the FCC lattice.
3.1.2. Sputtering yields under tilted incidence
In order to reduce the channeling effect [49, 42], we
have selected two fixed values of the incident angles:
θ = 7° and θ = 20° [47, 48]. As expected, the simu-
lations at 300 K and θ = 7° resulted in similar behav-
ior of Y(Ek) as in Fig. 4 (although the sputtering yield
for the {110} surface slightly increased due to reduced
channeling), so we do not show them here. The re-
sults obtained with θ = 20° and at 300 K are shown
in Fig. 5. Here we also show Y(Ek) from SRIM simula-
tions with the same tilted incidence and the Yamamura’s
formula, which does not have an angular dependence
and thus the result is given for normal incidence. Under
this condition, we see that the MD simulations resulted
in higher sputtering yields, compared to both analyti-
cal model and BCA simulations. Moreover, the highest
Y(Ek) we obtained for the {100} surface.
3.1.3. Sputtering yields by ion impacts spread within a
solid angle
For better understanding of the angular dependence
of sputtering yields in realistic condition of a vacuum
arc, we performed a set of simulations where the θ an-
gle was not fixed, but was allowed to vary gradually
within different intervals of angles (a solid angle) for
all energies at T = 300 K. These results are presented
in Fig. 6. All simulations of this kind were performed
for the {100} surface. If we compare the results obtained
for the fixed angle and the solid angle around this fixed
value, we do not see a big difference, the curves practi-
cally lie on top of each other. However, the expected
6
(a) (b) (c)
Figure 3: Rough surfaces with the orientation (a) {100}, (b) {110}, and (c) {111}, constructed by randomly removing surface atoms in KMC and
thereafter relaxed in MD at the target temperature of either 300 K or 1200 K (shown). The color scale shows the roughness in terms of height in
nm, where the lowest surface point is set as 0.
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Figure 4: Sputtering yields obtained at 300 K for normal incidence
from three different surface orientations as well as the polycrystal sur-
face (weighted average sputtering yield) are plotted versus incoming
ion energies. The results from SRIM calculations as well as the semi-
empirical model by Yamamura et al. [12, 19] (Yam.) is shown for
comparison.
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Figure 5: Sputtering yield at 300 K for θ = 20° with different crys-
tallographic orientations and their average. The Yamamura sputtering
yield fit (θ = 0°) [12, 19] and SRIM sputtering yield data (θ = 20°)
are included for comparison.
overall tendency of increasing of the sputtering yield
with increase of the angle of incidence is clear for both
fixed (exact) and the solid (with a spread ±3°) angles.
3.2. Analysis of channeling
As we saw in section 3.1, channeling may play a sig-
nificant role for the self-sputtering yield of Cu, depend-
ing on crystallographic orientation of the surface. Since
the grains of a polycrystalline surface may be oriented in
a random direction, we analyze here in which directions
the channeling effect is sufficiently strong in Cu lattice
and what is the energy range when the channeling effect
becomes relevant. We used the systematic approach in-
troduced in Ref. [49] for analyzing channeling over all
crystal directions. In the current case, we simulated the
mean ion range of 100 eV – 5 keV Cu ions on a (001)
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Figure 6: Averaged sputtering yields for surfaces held at 300 K for
different angles of incidence.
surface with the MDRANGE method for polar angles θ
from 0° to 89°, for azimuthal angles φ from 0° and 90°.
For the energies of 500 eV and 5 keV we also simulated
the entire channeling map over all directions.
The results on the mean ranges for different energies
are illustrated in Fig. 7. For clarity on the relative im-
portance of channeling, the mean ion ranges Rmean are
plotted normalized with the minimum value of the mean
range below θ = 30°.
The results in the figure show that below 500 eV, there
is no significant channeling in any crystal direction. At
500 eV, there is a minor enhancement of ion ranges near
the {110} directions, see Fig. 8a. The maximum range
is slightly below the principal direction due to steering
effects [49].
Channeling starts to be significant around & 2 keV
in the {100} directions, around & 1 keV in the {110}
directions, and is not significant at all in the {111} di-
rections in the current range of energies studied. The
{110} direction exhibits by far the strongest channeling
as expected from previous results in other FCC metals
systems [49].
These MDRANGE results on channeling explain
the full MD (LAMMPS) results on sputtering, which
showed that the sputtering yield is significantly affected
by channeling only in the {110} directions.
3.3. Temperature dependence of the self-sputtering
yields
We performed the series of simulations at 300 K, 500
K and 1200 K for the ion energies 100 eV – 5 keV to
analyze the temperature dependence of self-sputtering
yields of Cu. Since increase of temperature enhances
atomic vibrations in crystal structures, we expect the
largest effect of the temperature when the ion enters
the lattice along the crystallographic directions with
the strongest channeling effect. We analyzed the de-
pendence of the ion range (penetration depth) on the
temperature calculated for the {110} surface shown in
Fig. 9a. For comparison, we also show the ion ranges
averaged over the three surfaces for different tempera-
tures, approximating the ion range for a polycrystalline
target. The {110} data has higher ion range for high ion
energies, but lower than the average data at very high
temperatures, and especially for the low energy ions,
since the atomic vibrations in the lattice sites then be-
come sufficiently significant to reduce the channeling in
this direction. In Fig. 9b, the energy dependence Y(Ek)
is shown for the {110} surface as well as for the poly-
crystalline surface at different temperatures.
We do not show here the results for {100} and {111}
surfaces, since we did not observe significant difference
of the results with increase of temperature – all results
for the ion range and the sputtering yields were similar
to the reported dependencies in Figs. 9a and 4, respec-
tively.
The comparison of the sputtering yields for {100}
surface for 300 K and 1200 K with incident angles of
θ = 7° and θ = 20° are shown in Fig. 10. We see that
the sputtering yield increased slightly with increase of
temperature for θ = 7°, but for θ = 20°, the difference
is not distinguishable. An impinging ion with a steep
incident angle, like 7°, has a high probability for a deep
penetration of the {100} surface due to the channeling
effect, as seen in Fig. 7, which means that less of the sur-
face atoms will be affected by the cascade and sputtered.
This is especially true at low temperatures like 300 K.
At higher temperatures, like 1200 K, the ion range is
lower, as is also seen in Fig. 9. With the larger incident
angle of 20°, the channeling effect and the ion range will
be small independently of the temperature (Fig. 7).
The most different sputtering yield with increased
temperature we observed for the surface oriented in the
{110} direction held at the temperature 1200 K with
θ = 7° and > 1 keV energy of the incident ion (Fig. 11).
This difference, however, did not exceed 50 %. We ob-
served the difference only for very high temperature,
while the difference in Y(Ek) between 300 and 500 K
is rather within the statistical uncertainty related to the
corrugated nature of {110} surfaces.
For the low ion energies, i.e. 100 eV, 200 eV and
500 eV, we also analyzed the full angular dependence
of Y(θ) for two target temperatures 300 and 1200 K.
These results summarized in Fig. 12 are in line with
experimental observations for Cu [53, 54, 55]. In this
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Figure 8: Channeling maps of mean ion ranges for (a) 500 eV and (b) 5 keV Cu ions in Cu. In the dark blue areas, all ions were reflected off the
surface and hence no mean range could be defined.
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Figure 9: Ion range (a) and sputtering yield (b) as functions of the incident energy obtained for the {110} surface at the normal incidence at different
temperatures. The average values are over the three different surfaces.
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Figure 10: Sputtering yield of Cu from the {100} surface irradiated at
300 K and 1200 K with θ = 7° and θ = 20° of incident angles.
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Figure 11: Sputtering yield of Cu from the {110} face with θ = 7° at
different temperatures.
10
0 20 40 60 80 100 120 140
Ion incident angle [°]
0
1
2
3
4
5
Sp
ut
te
rin
g 
yi
el
d
Yam. 500 eV
Yam. 200 eV
Yam. 100 eV
SRIM 500 eV
SRIM 200 eV
SRIM 100 eV
500 eV
200 eV
100 eV
Figure 12: Averaged sputtering yield versus θ at 300 K (bullets) or
1200 K (triangles) for different ion energies. SRIM calculations and
angular dependent sputtering yield from Yamamura’s formula [13] are
added for comparison.
graph, we see that some effect of temperature on sput-
tering yield can be seen only for the highest studied en-
ergy, 500 eV. However, the difference is rather within
the statistical uncertainty of the obtained results.
A close inspection of these results reveals that at the
incident energies from 200 eV and up, the maximum
of the sputtering yield is shifted in MD results towards
the smaller incident angles compared to both Yamamura
and SRIM results. However, in the same comparison at
the lowest energy of 100 eV, the SRIM results compare
much better to the MD (the positions of the peaks of
distributions), while the peak in the Yamamura results is
shifted towards smaller incident angles. It is clear that
while at higher energies the Yamamura’s formula cap-
tures the physics of sputtering process fairly well, it fails
to describe the angular dependence of sputtering yield
at low energies, when many-body interactions become
essential. Although these are not present in BCA al-
gorithm of SRIM calculations either, the quantitatively
underestimated sputtering yields still exhibit a angular
dependence as our MD results.
We also analyzed the reflection yield for the ions im-
pacting on the surface under inclined angles. These re-
sults are summarized in Fig. 13. The increase of the in-
cident energy is somewhat reducing the reflection yield
for the angles up to ≈ 60°, however, no significant de-
pendence on the temperature is observed. Changing the
crystallographic orientations affected neither the sput-
tering nor the reflection yields.
As the final analysis of temperature effect, we show in
Fig. 14 the angular dependence of the sputtering yields
for the ions of the plasma-relevant energies (50 eV, 100
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Figure 13: Average reflection yield versus θ for different ion energies
and temperatures.
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Figure 14: Average sputtering yield versus target temperature for dif-
ferent projectile energies. The same incident angle θ = 5° was used in
all cases.
eV and 150 eV [6]) for different temperatures, 300–
1300 K. The angle of incidence in this case was fixed
slightly off-the-normal, θ = 5°, in all cases. Again, no
dramatic change in the sputtering yield with tempera-
ture is seen and the sputtering yield for these incident
energies remains below 1. This is in stark contrast with
the results by Insepov et al., who predicted sputtering
yields of ∼10 at 1300 K for the same ion energies [26].
3.4. Effect of surface roughness
In Fig. 15, we compare the energy dependences of the
sputtering yields, Y(Ek), from smooth and rough poly-
crystalline surfaces in the energy range between 100
and 500 eV and at two temperatures, 300 and 1200
K. Y(Ek) for the smooth surface was averaged over the
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three atomically smooth surfaces {100}, {110} and {111}
(roughness R  1 nm) and Y(Ek) for the rough poly-
crystalline surface was averaged over the surfaces gen-
erated by KMC, see Fig. 3 (roughness R ≈ 1 nm) with
the same overall crystallographic orientation.
Under the normal incidence (Fig. 15a), the presence
of a {110} surface decreases the sputtering yield due to
intensive channeling in this direction. This effect be-
comes stronger with increasing incident energy in the
considered range, increasing the difference in the sput-
tering yields. This is why, we observe the sputtering
yields of the smooth polycrystalline surface gradually
diverging from the room temperature results with in-
crease of the incident energy. The sputtering yields from
the rough surface is surprisingly close in the values to
the smooth surface. Apparently, the presence of small
islands (see Fig.3) does not affect the behavior of the
surface under ion bombardment at least, in the consid-
ered range of the incident energies.
We also see that the sputtering yields from the sur-
faces with low and high temperatures of the target dif-
fer more for smooth surfaces for energies above 200
eV, while the rough surfaces still result in closer val-
ues of the sputtering yields. Although the difference is
not large, we believe that it can be explained by weaker
channeling effect, since the channels may slightly close
during the rough surface relaxation. However, some
atomic cascades, which develop near the surface, cross
the surface to a larger extent near rough features. This
may lead to a somewhat higher sputtering yield, which
may, in turn, accidentally coincide with the sputter-
ing yield reduction resulting from the channeling ef-
fect. However, already the ions with the energy of 500
eV demonstrate that channeling is the key effect, which
can explain the difference between sputtering yields
from the surfaces with different temperatures, since both
rough and smooth surfaces independently resulted in the
same value of the sputtering yield.
The tilted incidence shows clearer effect of surface
roughness. These results are presented in Fig. 15b.
Here, the incident angle varied between 27° and 33°,
to take into account the spread of ion impact directions.
In these simulations, we observe no effect of tempera-
ture on sputtering yield of the smooth surface (no chan-
neling effect), however, the rough surface is sputtered
more efficiently at higher temperature and higher inci-
dent energies. This is due to the presence of many atoms
in the weaker-bonded positions (adatoms) on the rough
features. However, overall the sputtering yield in this
case is lower than that of the smooth surface, which can
be explained by the effectively deeper position of cas-
cades in case of the rough surfaces under the islands
and hillocks on one hand and higher probability of re-
deposition of atoms sputtered with the low energies at
small angles from the surface.
4. Discussion and conclusions
We studied the self-sputtering yield of Cu from colli-
sion cascades and heat spikes at different ambient tem-
peratures by means of Molecular Dynamics simula-
tions, in order to investigate how sputtering can be af-
fected by the condition relevant to formation of plasma
in an ultra high vacuum environment.
After performing almost 70,000 simulations of Cu
self-sputtering at low incident energies (< 500 eV) with
different initial conditions, such as crystallographic ori-
entation, incident angle, surface roughness, and temper-
ature, we concluded that the crystallographic orientation
plays role only if the energy of incident ions is higher
than 500 eV. Surprisingly, we saw a good comparison
of tendency in angular dependence between our MD re-
sults and SRIM calculations down to very low energy
(100 eV), while Yamamura’s semi-empirical formula
gave a good agreement for the highest studied energies.
We did not observe any temperature effect on angular
dependencies of sputtering and reflection yields. Over-
all, only very high temperature simulations, near the
melting point of Cu, demonstrated a somewhat observ-
able dependence on the temperature. We related this in-
crease to reduction of channeling effect at 1200 K, since
the simulations with the off-normal incidence did not
show any difference even at very high temperatures.
Rough surfaces with features ∼1 nm high were found
to sputter less efficiently and rather independent of the
temperature at the normal incidence, while inclined in-
cidence promoted a stronger sputtering with tempera-
ture increase.
Overall, the simulations carried out in this work show
that neither sample temperature, incidence angle, nor
surface roughness enhances the direct sputtering from
individual collision cascades enough to explain how a
plasma can form in ultra-high-vacuum electric break-
downs. This indicates that additional atom sputtering or
evaporation effects must be present under the conditions
when a vacuum arc plasma builds up. These could pos-
sibly be multiple overlapping collision cascades lead-
ing to a nonlinear sputtering enhancement [32], or ther-
mally enhanced adatom evaporation that may enhance
atom desorption between the actual collision cascades
[31]. A further possibility is additional surface heating
induced by the field emission electron current. Further
studies of the effect of ion flux in synergy with elec-
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Figure 15: Averaged sputtering yield for smooth versus rough surfaces, using different incident angle distributions: (a) θ = 0°, (b) 27° ≤ θ ≤ 33°.
tronic heating effects should be pursued to understand
the process of growing plasma densities.
In conclusion, we find no major anomalous increase
of sputtering yield in single ion impacts by varying
crystallographic orientations, incident angles or surface
roughness. Neither would a sudden local increase of the
target temperature be able to explain plasma build-up in
RF cavities.
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