Qualitative properties of general collections of systems of m linear equations in n unknowns are studied. More precisely, a family Ax = B of systems of linear equations is determined by A = (A 1 , A 2 , . . . , A n ) where each A i and B is a nonempty subset of R m . The family consists of all systems Ax =b where the ith column of A belongs to A i , andb belongs to B. These general collections include the purely qualitative systems (where each A i and B is set of all vectors with a given sign pattern), cone-systems (where each A i and B is a cone in R m ), and interval systems (where each A i and B is an interval of vectors). We give necessary and sufficient conditions on A and B for the sign patterns of the solutions to Ax =b to be independent of the choice of A andb.
Introduction
Let A be an m by n matrix and B an m by 1 vector. In many instances one is interested in analyzing the solutions to a linear system Ax = B of equations in which only partial information about the entries of A and B are known. For example, in engineering the exact values of the entries of A and B may be unknown, but each entry is known to lie in an interval of real numbers. This has led to the well-developed study of interval systems [8] . As noted by the Nobel laureate Samuelson [9] , in economic applications one might only know the signs (i.e. positive, negative, or zero) of the entries of A and B. This has led to the study of sign-solvable linear systems (see [2] ). In other instances (see [4, 7] , it is known that each column of A and b belong to E-mail address: bshader@uwyo.edu. a certain cone. These situations are all specializations of the situation considered in this paper.
The sign of a real number s is defined by The sign pattern of an m by n matrix S is the (0, 1, −1)-matrix obtained from S by replacing each of S's entries by its sign. The set of all m by n matrices with sign pattern S is denoted by Q(S).
An m by n set-system is an n-tuple A = (A 1 , A 2 , . . . , A n ) of nonempty subsets of R m . We write M(A) for the set of all m by n matrices whose ith column is in A i for i = 1, 2, . . . , n. The set-system A is an L-system [3] provided each A ∈ M(A) has linearly independent columns, and is a singular-system provided each A ∈ M(A) has linearly dependent columns. Note it is possible for a set-system to be neither an L-nor a singular-system. If each A i is a set of cardinality 1, then M(A) consists of a single matrix A, and M(A) is an L-matrix if and only if the columns of A are linearly independent. If for each i there is a sign pattern s i such that A i = Q(s i ) (i.e. M(A) is purely qualitative), then M(A) = Q(A), and A is an L-system if and only if A is an L-matrix. 1 If each A i is a cone (i.e. a subset of R m closed under addition and under multiplication by positive scalars) then M(A) is a cone-system [4] .
An m by m set-system A has signed determinant provided every matrix in M(A) has determinant of the same sign. If A is an m by m singular-system, then A has signed determinant, since each matrix in M(A) has determinant 0. If A has signed determinant and is not a singular-system, then each matrix in M(A) has nonzero determinant and hence A is an L-system. If A is an m by m purely qualitative or cone-system, then the continuity of the determinant and the connectivity of M(A) imply that if A is an L-system, then A has signed determinant. The 1 by 1 setsystem ({1, −1}), shows that in general a square L-system need not have a signed determinant.
For
An m by n set-system A and a nonempty subset B of R m determine the family
of systems of linear equations. We denote the totality of the linear systems in (1) by Ax = B, and say that Ax = B has signed solutions provided there exists a nonempty subset P of n by 1 sign patterns such that for each A ∈ M(A) and eachb ∈ B the set of sign patterns of the solutions to Ax =b is P . Thus, if each A i and B consist of a single element, Ax = B is a single system of linear equations and has signed solutions if and only if the single system has a solution. For a more complicated example, consider the set-system
, where 1 That is, each matrix with sign pattern A has linearly independent columns [5] . Then Ax = B consists of all systems of equations of the form  This and Cramer's rule implies the sign patterns of the solutions to Ax =b that have exactly two or fewer nonzero entries are precisely
In the next section we will see that in addition the sign patterns of the solutions to Ax =b with more than two nonzero entries are independent of A andb. Thus, Ax = b has signed solutions. Purely qualitative linear systems Ax = B with signed solutions for which P has cardinality 1 are characterized in [5] . This was extended to arbitrary P in [6] . Linear set-systems Ax = B with signed solutions for which P has cardinality 1 are characterized in [4] . Linear systems Ax = B with signed solutions for which A is a cone-system and B is a cone are characterized in [7] . The main result of this paper gives a characterization of linear systems Ax = B with signed solutions, and hence extends and unifies all the previous characterizations.
Null spaces
We begin by studying the sign patterns of the vectors in the null space of a matrix. Let M be an m by n matrix and let x = (x 1 , x 2 , . . . , x n ) T be an n by 1 vector. The support of x is defined by supp(x) = {i : Next suppose that p is a sign pattern for which the null space of M contains a vector x with sign pattern p, and a nonzero vector y whose sign pattern q has support properly contained in that of p. Then for each real number t, M(x + ty) = 0. Let t be a real number of smallest absolute value such that the support of x + ty is a proper subset of the support of x. Note that the choice of t guarantees that if an entry of x + ty is nonzero, then it has the same sign as the corresponding entry of x. By induction there exists a y with sign pattern q such that Ny = 0 and a z with sign pattern the same as that of x + ty with Nz = 0. Then N(y + sz ) = 0 = N(y − sz ) and for a sufficiently small, nonzero real number s, either y + sz or y − sz has sign pattern p. Thus, N has a null vector with sign pattern p. This completes the induction.
The converse of Lemma 2.1 is essentially true-one need only allow for the possibility that the sign patterns of the mth compounds are opposites of each other. While we do not need this result in this paper, we include a proof for sake of completeness. Lemma 2.1 has several implications for set-systems. We say that an m by n setsystem A has nonzero signed mth compound provided some A ∈ M(A) has rank m, and the mth compounds of the matrices in M(A) all have the same sign pattern. Corollary 2.4 does not directly apply to the set-system Ax = B defined in (2) . However, as we noted each solution to a system in Ax = B has its last three coordinates 0. Hence Ax = B has signed solutions if and only if A {1,2,3,4} x = B has signed solutions. The locations of the 0's in A 1 , A 2 , A 3 , A 4 and B imply that Ax = B has signed solutions if and only if A x = B has signed solutions, where A x = B is the projection of A {1,2,3,4} x = B onto the first two coordinates. As (A , B ) is a 2 by 5 set-system with nonzero signed 2nd compound, Corollary 2.4 implies that A x = B , and hence Ax = B, has signed solutions.
Characterization
Consider the set-system Ax = B, where
Then Ax = B has signed solutions (with P = {(1, 0) T }), but (A, B) does not have signed 2nd compound. Thus, the converse of Corollary 2.4 does not hold. As we shall see, this is because having signed mth compound is only part of the story. We first establish some notation that will be used throughout the remainder of the paper. The span of a subset γ of R n is denoted by γ . Let A = (A 1 , A 2 , . . . , A n ) be an m by n set-system and B a nonempty subset of R m . Let A = Â 1Â2 · · ·Â n be a fixed matrix in M(A) andb a fixed element of B such that Ax =b has a solution. Define α to be the union of the supports of all solutions to Ax =b, V = i∈α A i , and d = dim V . It is not difficult to show that α is the support of a solution z = (z 1 , z 2 , . . . , z n ) T of Ax =b. Let W be a complementary subspace (i.e. 
is an by n set-system and f (B) is a nonempty subset of R .
, and the converse holds provided f is one-to-one. Thus, if f is one-to-one,
then (a) A is a singular-system if and only if f (A) is a singular-system, (b) A is an L-system if and only if f (A) is an L-system, and (c) Ax = B has signed solutions if and only if f (A)x = f (B) has signed solutions.
In order to get a feel for these definitions, we now briefly discuss them in a few more familiar contexts. Let e 1 , e 2 , . . . , e m be the standard basis for R m . First consider the purely qualitative case where both A = [a ij ] and B are prescribed by sign patterns. Let β = {i : there is an j ∈ α such that a ij / = 0}. We may assume that β = {i 1 , i 2 , . . . , i }, where i 1 i 2 · · · i . Then it is easy to verify that V = {e i 1 , e i 2 , . . . , e i } and d = . By permuting rows we may assume that i j = j for j = 1, 2, . . . , . We may take W = {e +1 , e +2 , . . . , e m } , ν the linear transformation that takes e k to the kth standard basis vector in R Similarly, if Ax = B is an interval system in which each interval is either [0, 0] or has a nonempty interior, then W , ν and π can be chosen so that ν(A α ) and π(A α ) are complementary submatrices of A. For general set-systems, indeed even for conesystems, V need not be the span of coordinate vectors, and hence we may not be able to describe ν(A α ) and π(A α ) as "submatrices".
The following gives sufficient conditions on π(A), ν(A) and B for Ax = B to have signed solutions. 
, and therefore A α x = B has signed solutions. Hence Ax =b has a solution z whose support is α. Since a particular solution to Ax =b and each solution to the corresponding homogeneous system has support contained in α, each solution to this system has support contained in α. Therefore, since A α x = B has signed solutions, Ax = B has signed solutions.
We now prove the converse of Theorem 3.1, and thereby characterize set-systems that have signed solutions. and γ is a basis, imply that i∈T z i A i = 0. Since the vectors in γ are a basis, and the z i are nonzero, we conclude that T is the empty set, and hence that d = r and V is spanned by the first r columns of A.
We next prove that ν(A α ) has signed determinant. Suppose to the contrary that there exist matrices
in ν(A α ) whose determinants have opposite sign. Without loss of generality we may assume that all but one column, say the last of A andȦ are equal. Let x andẋ be the solutions to A x = ν(b) andȦx = ν(b), respectively. Cramer's rule, the fact that Ax = B has signed solutions and the assumption that det A and detȦ have opposite sign, imply that the last coordinates of x andẋ are zero. Since Ax =b has a solution with support α, there exists a j with j ∈ α\{1, 2, . . . , r}. Without loss of generality j = r + 1. Let A r+1 =Ȧ r+1 = ν( A r+1 ). The solutions to the system
are given by 
Similarly, ifẇ is a solution to
which has the same sign pattern as w , then
Since Ax = B has signed solutions, the first r − 1 columns of A andȦ are equal and det A and detȦ have opposite sign, (5) and (6) imply that w r =ẇ r = 0. As this applies to each choice of j , we conclude that each A j (j = r + 1, . . . , t) is in the span of the first r − 1 columns of A. Asb is also in the span of the first r − 1 columns of A, and the first r columns are a basis for the column space of A, we are led to the contradiction that Ax =b has no solution with support α = {1, 2, . . . , t}. Hence, the determinant of the matrices in ν(A {1,2,...,r} ) all have the same sign. We note that the above argument could have been applied to any subset of α such that the corresponding columns of A are a basis of the column space of A. Therefore, we conclude that ν(A α ) has nonzero signed dth compound. A α ), ν(B) ) has nonzero signed dth compound, it remains to consider an m by d, set-system of the form (A β , B) with β ⊆ α which is not a singular system. Since (A β , B) is not a singular-system, there exists a A β ∈ M(A β ) with linearly independent columns. Since each matrix in M(A α ) has rank r, there exists a j such that A β∪{j } is an m by d set-system which is not a singular system. As this is a subsystem of A α , ν(A β∪{j } ) has signed determinant. Now consider the set-system ν(A β∪{j } )x = ν(B). Since Ax = B has signed solutions, the system ν(A β∪{j } )x = ν(B) has signed solutions. The coefficient matrix ν(A β∪{j } ) is a square set-system with signed determinant. Hence by Cramer's rule (ν(A β∪{j } ), ν(B)) has signed dth compound. It follows that (ν(A α ), ν(B)) has signed determinant. Therefore, the setsystem (ν(A α ), ν(B)) has nonzero, signed dth compound. Theorems 3.1 and 3.2 characterize the set-systems Ax = B which have signed solutions. As even the problem of recognizing whether a sign pattern is an L-matrix is coNP-complete [5] , we do not discuss the algorithmic aspects of these theorems. We note that if A and B are purely qualitative, then Theorems 3.1 and 3.2 translate to Theorem 13 of [6] . If Ax = B is a cone-system, then Theorems 3.1 and 3.2, imply Theorem 8 of [7] . If we insist that each system in Ax = B has exactly one solution, then Theorems 3.1 and 3.2 imply the characterization in [5] for purely qualitative systems, [7] for cone-systems, and [4] for general set-systems. We refer the reader to concluding section of [6] for further details on related implications.
To show that (ν(

