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ABSTRACT
Advances in information technology services have seen profound impacts on the state of
transport services in the urban traffic environment. Mobility-as-a-Service (MaaS)
represents the digital consolidation of users, operators, and public-private managing
entities to provide totally comprehensive, integrated trip-making services. Users now
enjoy extra flexibility for trip-making with new modal alternatives such as micromobility (e.g Lime Bikes, Spin Scooters) and rideshare (e.g. Lyft, Uber). However,
current knowledge on the performance and interactive effects of these newer alternative
modes is vague if not inconsistent. As such, these effects were studied through microsimulation analysis of a multi-modal urban corridor in Orlando, Florida. D-Optimal
experimental designs are generated to evaluate the hard performance and sustainability
effects of five (5) modes: personal vehicles, bus transit, rideshare, walking, and micromobility.
Bus transit demonstrates the lowest impact per person-trip on a route-level (i.e. travel
time, queuing), while significantly enhancing network-level performance factors such as
average delay and travel speed. For instance, a relatively minor eight (8) percent
increase in transit share resulted in a 15.5 percent decrease in average delay through the
network. Moreover, the route-level impacts of transit decrease to zero as the network
approaches congestion. Conversely, rideshare demonstrates significant adverse effects
across all performance measures, worsening in more congested conditions, while
walking and micro-mobility effects are found to vary and are dictated mainly by their
interactions with other sidewalk and roadway users. Furthermore, curbside facilities
iii

such as lay-bys also demonstrated substantial roadway performance impacts. Lastly,
various cost analyses are used to demonstrate the potential cost-efficiency of even the
most cutting-edge transit-focused services in terms of project budgeting and
externalities. Discussion of the findings provided valuable insights for street-and-citylevel multi-modal planning design, as well as the broader operational implications of
autonomous technologies taking on a greater role in the transportation service industry.
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EXECUTIVE SUMMARY
In the context of mobility and transit engineering, the emergence of new technologies
has provided engineers with tomorrow’s solutions to today’s problems. Enhanced
connectivity and information services have resulted in the rise of a new breed of
transportation alternatives, such as rideshare (Uber, Lyft, etc.) and micro-mobility
(Lime bike-share, Spin scooter-share). Mobility-as-a-Service (MaaS) is a concept that
seeks to fully unify service with information to provide optimal travel solutions from a
holistic framework that combines multi-modal private and public alternatives. Current
research on existing MaaS applications has shown promising results in encouraging
multi-modal trip planning and increasing transit ridership, however, the impacts on
network performance have not been explored in-depth. This research aims to
comprehensively quantify the benefits or detriments of different modes in a MaaS
network in terms of performance and sustainability factors. A VISSIM model of I-Drive
in Orlando was developed to reflect the existing conditions of a multi-modal transit
corridor during a typical weekday PM peak hour. Alternative MaaS scenarios are
analyzed by implementing ride-share and micro-mobility as alternative modes in
addition to three existing modes: personal vehicles, transit, and walking. Varied modal
splits are tested according to three (3) multi-level experimental designs under DOptimality criteria. Several network-level and route-level performance measures were
analyzed including average network delay, speed, total queuing, transit stop queuing,
sidewalk travel time, and vehicular travel time along I-Drive. A practical benefit-cost
analysis was also conducted comparing the costs of traditional capacity improvement
xv

projects with MaaS-oriented transit improvement projects in terms of externalities,
operating costs, capital investment, and costs-over-time.
Analysis and statistical modeling of network-level factors found significant effects and
interactions across all modes. Generally, transit was found to have major benefits for
improving network-level factors relative to other modes. For instance, in congested
conditions, increasing the transit modal share by eight (8) percent resulted in a 15.5%
decrease in average delay throughout the network. Rideshare was found to have
significant adverse network-level impacts while the roles of the walking and micromobility modes are less pronounced and dictated by their interactions. Route-level
performance measures also suggest that rideshare represented the heaviest load per
person on roadway capacity. Notably, transit was found to have no effect on transit stop
queuing and interacts with vehicular demand such that adding transit capacity does not
affect vehicular travel times at high congestion levels, suggesting the potential for transit
to improve throughput in congested conditions. The impacts of infrastructure were also
considered for queuing effects at shared rideshare-transit stops; on average, stops with
lay-bys were found to enjoy over 1200% reduced spill-over queuing. Finally, the benefitcost analysis demonstrates the cost-effectiveness of MaaS-oriented infrastructure and
transit improvements per-mile and over time. Several transit improvement project cost
estimates were compared with traditional lane build scenarios using real-world data.
Despite the relatively high capital investment, the costs per-person-mile of added
capacity were found to be at least 11.7 times cheaper for even the most expensive,
cutting-edge transit improvements. Furthermore, operating costs and externalities for
xvi

transit improvements were also found to be cheaper over time than the costs and
externalities of vehicle ownership and maintenance. These findings lay the groundwork
for standardizing efficient, conscious, and sustainable MaaS implementation in terms of
modal focus, infrastructure requirements, and capacity utilization. Overall, the research
findings were very encouraging, demonstrating the potential of MaaS for cost-effective
congestion relief with strong implications for enhancing the practice of multi-modal
transportation planning in Florida.
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CHAPTER 1 : INTRODUCTION
1.1 Background: Mobility-as-a-Service (MaaS)
Trends in urbanization and advancement of technology have resulted in major shifts in
the urban transportation framework. The combination of transportation services and
personal information systems has already seen the growth of an entirely new market in
ride-sharing and micro-mobility (bike-share or scooter-share) services, such as Uber,
Lyft, or Lime. Public and personal transit has also seen integration with apps like Google
Maps that provide the user with transit schedules, route times, route pricing, alternative
routes, and live traffic conditions. The end goal is to provide commuters sustainable and
effective transportation services with the convenience of a unified payment platform.
Two of the most cutting-edge technology-based solutions to fixing urban traffic
congestion have been the promises of electric self-driving vehicles and, as a counter to
private vehicle ownership, the promises of more integrated public transportation
networks. While fully autonomous vehicle implementations have been shown to
improve throughput and capacity (Gružauskas, 2018; Kloostra and Roorda, 2019), it has
also been found that substantial performance and environmental improvements may be
realized through more cost-effective, integrated shared-use transportation systems,
which may also take advantage of the technological advances in big data collection and
autonomous vehicles (Ramboll, 2019; Zhang, 2015; Nikitas et al., 2017). While the
economic and societal benefits of such systems have been explored in depth,
performance effects of such integrated networks have seen much less attention. The
1

following work aims to explore the performance effects of such integrated transit
systems and the effects of individual modes through microsimulation analysis of
multiple multi-modal scenarios in a MaaS network.
In general, widespread private vehicle ownership has been found to be problematic
given future projections on issues such as emissions, congestion, economy, and safety
(Hao et al., 2011a). Public transit offers a more efficient solution for moving more
people with less resources. It is found that in developing countries like China, transit
capacity (in terms of buses) increases with the urban population in prefecture-level
cities (Hao et al., 2011b). In particular, public transit capacity sees major increases at
population levels exceeding two million. Furthermore, for a long time it has been known
that public transit spending carries a higher return on investment in terms of economic
growth and throughput (Aschauer, 1991). These studies are suggestive of the potential
for a shift leading away from private ownership towards shared transportation
solutions. Cities around the world are beginning to move their public transportation
services to the cloud, with integration of shared services such as transit apps, parking
apps, city-bikes, electric scooters, and carpooling networks. Furthermore, urbanization
trends are shifting towards better use of land (i.e. building upwards versus building
outwards) as more of the world’s population is expected to live and work in urbanized
areas in the coming decades (Cohen, 2006). These kinds of landscapes will also allow for
shorter trip distances and relying on density for adequate provision of service; as such,
shared multi-modal transportation systems such as MaaS are expected to see much
more attention as these urbanization trends are realized.
2

1.2 Research Questions
The following questions are posited to more clearly direct the research methodology and
analysis.
1.2.1 From the Literature
•

What are the major components in a MaaS network and how do they effect the
individual trip making process?

•

What does the current knowledge body say on the performance effects of various
modes of transportation?

•

Which measures of network performance should be targeted in the analysis?

•

What are the features of successful multi-modal applications, and how does the
Orlando transportation system compare?

•

Which analysis techniques are most suited to addressing performance effects?
1.2.2 From the Experiment

•

How is performance effected by various modes on a microscopic basis (i.e. effects
that can be observed on the individual level)?

•

How is performance effected by various modes on a network-wide basis (i.e.
effects that aggregate performance across the entire network of users)?

•

How do various modes interact in terms of performance effects?

•

How can MaaS components be implemented most effectively to reduce
externalities and improve performance?

3

CHAPTER 2 : LITERATURE REVIEW
2.1 MaaS: General Overview of Components and Benefits
Mobility as a Service represents a relatively novel concept in the urban transportation
landscape that seeks to improve transportation services through efficient integration of
existing travel modes. Effective MaaS implementations can provide affordable solutions
and quality of life improvements for many of the inconveniences associated with public
transit. In the context of the Orlando urban transportation framework, MaaS
components have long been considered one of the leading solutions to Orlando’s
congestion issues (though not particularly under the guise of MaaS, see section 2.2).
To date, the majority of studies on MaaS focus on the challenges of implementation,
such as funding, partnerships, and social challenges for changing attitudes towards a
connected multi-modal transportation system (Holmberg et al., 2016). For example, a
significant challenge for implementation is the deployment of a digitized
buying/subscription process, one of the essential pre-requisites for developing an
attractive MaaS network. Another major challenge is the design of the network; how
should roadway design accommodate multiple modes to create a network that is both
sustainable and convenient for customers? A study by Zhou and Sperling (2001) notes
the negative effects of multiple modes interacting at traffic lights. Emissions were
observed at intersections in Shanghai under a variety of infrastructure and traffic
conditions. While pollutant concentrations were expectedly higher at intersections (and
much higher at streets under elevated roadways), state-of-the-practice emissions
4

models were consistently underpredicting pollution levels at these locations. The
higher-than-expected pollution levels were attributed delays and erratic flows as a result
of mixed-use roadways for bicycles, compact vehicles, and regular cars, highlighting the
importance of multi-modal oriented design. There has also been much investigation into
the policy-framework and commercial perspective of which players should take the lead
in such implementations (i.e. What role does the public sector play in facilitating a
successful MaaS network? What incentives are there for private entities? How should
policy be designed around these partnerships?) (Li and Voege, 2017; Sochor et al.,
2015).
While each of these challenges may warrant an entire dedicated study, very little
attention has been given to the design aspect of MaaS networks and how performance
and sustainability factors may be optimized through proper implementations. The
Orlando transportation network represents a unique challenge due to its mixture of
land-uses, population groups, and the existing transportation infrastructure which
heavily favors personal vehicle usage. As such, I-Drive is chosen in this study as a prime
candidate for such an implementation due to the existing multi-modal environment in
addition to some of the elements of a MaaS network, such as the I-Ride information
services. MaaS-like considerations for improving the Orlando transportation network
have been made in the past, despite the less-than-optimal existing transportation
framework.

5

2.2 Examples of MaaS Implementations in Florida
In Florida, MaaS components are seeing major growth in connecting travel information
and service. Intelligent Transportation Systems (ITS) have seen major developments in
improving network performance and safety through traveler information systems and
limited access facility management in Orlando (such as E-Pass) (Abou-Senna 2016; AlDeek et al., 1997; Al-Deek et al. 1993; Kanafani and Al-Deek, 1990). These applications
have led to improvements in reducing network delay, lowering accident rates, and
improving emergency response times. Such ITS applications represent several major
components of MaaS networks: big data processing, information management and
distribution, and automated payment collection. As early as 2000, the potential of ITS
in MaaS-like implementations has been discussed for the benefits of improving
connectivity at a local and regional level (Grovdahl and Hill, 2000).
Notably, the work discusses the need for implementing alternative transportation
modes accessibly and safely. Accessibility concerns are a major consideration for the
benefit of certain groups in society that may not easily take advantage of ITS, but are
contributors nonetheless. For instance, low-income, minority, and elderly groups may
be more reliant on public transportation services and walking/biking facilities due to the
financial and physical stress of owning and maintaining personal automobiles. A
significant number of these services already exist in Florida to cater to these
demographics and others, but are typically limited in capacity and reach. Examples
include theme park shuttles for Universal and Disney, I-Ride, dedicated campus shuttles
for universities including UCF and USF, and county-wide park-n-ride services such as
6

implemented by the Pinellas Suncoast Transit Authority (PSTA). Furthermore, many
these services are augmented via traveler information systems and apps that can update
users on schedules and bus timings in real-time. The combination of these components
is an important first step in implementing a comprehensive MaaS network. However,
many of these examples represent independent local entities. Implementing MaaS in
scale is an entirely different challenge that will require both public and private
involvement.
The National Center for Transit Research addresses some of the concerns for large-scale
implementation in the following referenced report on high speed rail in the OrlandoTampa corridor. Several aspects critical to MaaS are discussed in terms of connectivity
(Gregg and Begley, 2011). A well-connected transportation network is crucial in being
able to implement MaaS effectively. As such, the report elucidates on the characteristics
of successful transit connections that facilitate easier multi-modal inter and intra city
travel. Examples of such characteristics include:
•

Operation along moderately dense suburban corridors that connect land use
mixes that consist of all-day trip generators

•

The necessity of serving traditional markets such as low-income, blue collar
neighborhoods

•

The linking of suburban transit services (local circulators) to the broader regional
network

•

Economically viable services that can adapt fleets to customer demand

•

The necessity of private-public sector cooperation and community involvement
7

Regardless of these considerations, the more popular traditional approach to regional
and local transportation planning in central Florida has been to simply add more lane
capacity to meet anticipated demand, further exacerbating the popularity of personal
automobile usage. This is largely due to induced traffic; as congestion rises and reaches
equilibrium, demand self-regulates as users divert routes or modes to avoid congested
roadways (Victoria Transport Policy Institute [VTPI], 2013). Once capacity is added,
demand will increase to reach a new equilibrium. As such, anticipated demand is often
overestimated as the traditional planning approach assumes that lanes must be added to
meet demand. Furthermore, this approach often results in further externalities such as
downstream congestion where capacity is inadequate. However, new initiatives to
encourage multimodal alternatives have been set to present a conceptual year 2040
multimodal network for Orange County, Florida (Orange County Government, 2020).
By Phase 3 of the initiative, specific corridors will have been identified for multimodal
implementation, the transition process, funding options, and future alternatives to the
current planning approach. Such an initiative is promising in the potential future
implementation of a MaaS network in Florida, however, several states and countries
around the world have already seen success with more comprehensive applications.

2.3 Examples of MaaS Implementations Around the World
In general, Nordic European Countries have been on the cutting-edge of real world
MaaS implementation. Helsinki, Finland has been the leader in pioneering a fully
realized MaaS application, Whim, which achieves multimodal integration at the
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convenience of a single fare or even monthly subscription. Recent analysis of data
collected over the first year since the app has been deployed has demonstrated the
notable success and benefits of such systems (Ramboll, 2019). One of the major
challenges outlined in the report is the first-mile-last-mile problem; the multi-leg trip
challenge of getting from the trip origin to a major transit line, and then from the end of
the transit leg to the destination. It is found that Whim users are much more likely to
take multimodal trips compared to the general population, and more likely to engage in
sustainable mobility patterns such as the combination of transit and bikeshare. These
effects are major benefits in reducing the impact of car dependency and traffic
congestion. Furthermore, public transit is highlighted as the backbone of the Whim
network, with transit contributing to 73% of Whim trips, compared to 48% on average
for a non-Whim user. Impressively, this increase in transit share was achieved after only
one year of app deployment. While the wider Orlando driving landscape is quite
different to the Helsinki network, these findings are highly encouraging in the potential
for MaaS to quickly become a disruptive technology.
Another example of European innovation in the MaaS field is the information service
provider, MOBiNET, which is working to build the foundation for MaaS services to be
implemented on a larger, international scale, with trip planning, payment management,
and pan-European traveler identity management (European Commission, 2020). The
aim of MOBiNET is to provide a harmonized communications platform between
businesses and users to allow optimal creation, deployment, and operation of mobility
services at the local and regional level, on a Europe-wide platform. While MOBiNET is
9

still in the pilot stages, such an extensive platform is essential to facilitating and
streamlining the communication process between service providers and users on a large
scale. ITS Europe (also known as ERTICO) is a similar partnership aiming at bringing
together private and public entities to facilitate safer and more efficient multi-modal
travel. The partnership currently includes 120 companies from various industries,
including service providers, transportation sector, researchers, public authorities,
mobile network operators, and vehicle manufacturers (ITS Europe, 2020). Notably, the
group includes some of the biggest players in the transportation game, including
Volkswagen (the largest car manufacturer in the world) and the BMW group. To capture
the attention of such industry giants reflects the rapidly growing exposure of MaaS as a
viable solution. This comes as no surprise, as research continues to demonstrate that
MaaS has the potential to be a win-win solution for all parties involved. The following
figure 2.1 highlights some of the benefits to public institutions, private entities, and
individual travelers.

Figure 2. 1 Roles, Processes, and Value Components of MaaS Partnership
Source: ITS Europe (ERTICO, 2017)
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Globally recognized ride-hailing services such as Uber represent another example of
MaaS components in action. As mentioned before, the PSTA park-n-ride program is one
example of a transit service with technologically augmented information systems. In
addition to this, the PSTA has also partnered with Uber to launch the TD Late Shift
program (Uber Blog, 2016). The program aims to reduce the financial stress of
transportation for low-income users by allowing up to 23 free rides per month. These
kinds of programs further highlight the potential for public-private MaaS partnerships
to provide multi-modal solutions that are affordable and accessible.

2.4 Benefits and Detriments: Costs, Externalities, and Network Performance of
Different Vehicular Modes
The effects of modal share on network performance have seen attention mainly in the
conversation of shifting the transportation modal share to have higher transit ridership
and less for personal vehicles. This effort to shift to transit comes as no surprise, given
the high benefit to cost ratios of transit, along with its other positive effects on
economic, social, and environmental factors. For instance, the American Economic
Association (Parry et al., 2007) outlines the kinds of externalities associated with
personal vehicle uses, including performance measures such as traffic congestion, as
well as safety and sustainability measures such as traffic accidents and pollutants. The
Victoria Transportation Policy Institute (2019) goes further at identifying the
externalities in terms of vehicle type (personal vehicle, passenger, transit user, compact
vehicle, etc.) and traffic condition (urban peak, urban midday, rural, etc.). For example,
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the externality and operating costs for personal vehicles in typical urban peak traffic
conditions is estimated to be roughly $1.814 per vehicle-mile of personal auto mobile
usage. On the other hand, transit comes out to $27.483 per bus-mile, suggesting that
transit costs are less at roughly 15 passengers per bus or higher.
In addition to the lower externalities and costs, transit has been found to have
exceptionally high positive impacts on network performance. Another study by the
American Economic Association (Anderson, 2014) observed the effects of ceasing transit
service on highway delay. The study demonstrates that transit riders are more likely to
be users with commutes that take them along severely congested routes, suggesting that
users naturally gravitate towards transit as a way of reducing their own stress from
traffic congestion. Data from a strike in 2003 by Los Angeles transit workers was used to
determine this impact in terms of delay. The results were remarkably higher than
expected, with highway delay increasing by 47 percent when transit services are ceased,
due to the shift away from transit. Data from Los Angeles County (Los Angeles County
Government, 2017) finds that transit users accounted for roughly six (6) percent of the
total modal share in 2017. It is highly remarkable that a perceivably minor six (6)
percent shift in modal share can result in a 47 percent increase in highway delay. A
number of studies analyze the factors behind these effects such as roadway space
requirements, induced congestion due to lane building, transit infrastructure, and the
other mentioned effects such as delay, travel time, and costs (Litman, 2013; Adler, 2016;
Adler, 2019). While the consensus is that transit provides the highest returns on
investment, there is not much research in terms of interactions between several modes.
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Furthermore, rideshare services such as Uber are only beginning to be considered for
the effects on performance and it is difficult to find studies that demonstrate these
effects in clear quantifiable terms. As such, the consensus on the effects of rideshare is
quite inconsistent. While the long-term expectation is that increasing rideshare market
penetration will reduce the need for personal vehicles, and thus lanes and parking space,
this theory is mainly based on the benefits of pooling: multiple users and trips with a
single vehicle (Shaheen, 2018). This represents a valid benefit to rideshare services but
can also be construed as the natural outcome of more efficient vehicle usage.
Conversely, several studies have concluded that rideshare servicers actually contribute
to higher congestion levels and vehicle-miles travelled (VMT) (Schaller, 2017; Henao,
2017). Another study by Erhardt et. Al (2019) examines a counterfactual scenario of
traffic share in San Francisco using real world application programming interface (API)
data from two rideshare service providers. The study finds that rideshare has the most
significant effect on congestion, with real-world weekday vehicle hours of delay
increasing by 62% with ridesharing versus an estimated 22% without. Furthermore,
Tirachini et. Al (2018) find that unless these services can substantially increase
occupancy rates (i.e. pooling), VMT and congestion would increase. Other behavioral
and political aspects have been explored as well, for example, surveyed rideshare
adopters were reported to generally participate in more sustainable mobility choices and
are more physically active (Das, 2020). However, a study by Clewlow and Mishra (2017)
finds that using rideshare services results in a six (6) percent drop in bus transit use
among adopters in major American cities. Interestingly, both studies find no
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relationship between rideshare use and car ownership, suggesting that the theorized
benefits in parking space reduction have yet to be realized. It is concluded that the
substitutive and complementary effects of combining rideshare and transit are highly
dependent on the quality and quantity of available public transit services. Most of these
studies focus on empirical and survey data methods, and thereby suffer from subjective
bias and lack of controls (various factors can influence the behavioral attitudes towards
rideshare, e.g. public transit quality). As such it is difficult to come to a consensus on the
effects of rideshare, thus, the proposed research effort aims to examine these newer
mode options as well as the interactions between them in a comprehensive manner,
observing both microscopic and network level effects.

2.5 Multi-Modal Transportation Network Analysis
2.5.1 Quality/Level of Service Handbook
The Quality/Level of Service Handbook (QLOS Handbook, 2020) is the Florida
Department of Transportation’s (FDOT) standard for determining how transportation
network performance is measured. This is essential to planning and design activities in
determining the best course of action for optimization of services and mitigation of
externalities such as traffic congestion. Much of this section will focus specifically on
transit services in Orlando, as this constitutes one of Orlando’s greatest weaknesses in
moving to a sustainable transportation system. Chapter 3 of the handbook outlines the
main principles behind QLOS analysis. These are outlined by the four dimensions of
mobility:
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·

Quality of travel: Traveler satisfaction with a facility or service

·

Quantity of travel: Magnitude of use of a facility or service

·

Accessibility: Ease in which travelers can engage in desired activities

·

Capacity utilization: Quantity of operations relative to capacity

The handbook’s main focus revolves around the first and fourth dimensions. It is
important to distinguish between Quality of Service and Level of Service. Quality of
Service represents a more qualitative analysis of transportation systems. This type of
measurement scheme focuses on user perception of the operation of a facility or service.
Level of Service represents a more quantitative analysis whereby the performance can
be graded according to objective measures such as delay, traffic density, and average
speed, all of which also have a significant impact on the user’s perspectives of how the
transportation system is running. This began in 1965 when the Highway Capacity
Manual (HCM) originally introduced a grading scheme (LOS grades) as a way of
communicating performance to the general public and how it is affected by operations
and design.
Chapter 7 of the QLOS handbook provides several examples of qualitative measures
which can be used to assess the LOS of other modes of transportation. These factors do
not represent hard performance measures but rather features of the network which affect
user perception and comfort. These variables are typically for use in the LOSPLAN
software, so there aren’t necessarily any thresholds provided in the handbook. However,
generally acceptable ranges are provided in some cases. Furthermore, the handbook does
not necessarily include thresholds or methods for determining QOS, but the following
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factors can be inferred to impact QOS in some ways. Three of the variables that haven’t
been previously discussed are bus stop amenities, bus stop type, and passenger loads. Bus
stop amenities scores bus stops based on how equipped they are for passenger comfort.
Excellent scores are given to stops with shelters, and benches. Good scores are given to
stops with shelters only. Fair scores are given to stops with benches only. Poor scores are
given to stops without shelters or benches.
2.5.2 Transit Capacity and Quality of Service Manual
The Transit Capacity and Quality of Service Manual (TCQSM, 2017) is another resource
widely accepted as the most complete manual for assessing transit performance. The
TCQSM combines the aforementioned capacity concepts (borrowing from the HCM) as
well as the qualitative service factors, such as environment data and reliability. QOS
analysis focuses on the following factors:
•

Transit availability: Is transit service an option for a given trip?

•

Transit comfort and convenience: If transit service is an option, how
attractive is it to potential passengers?

These areas can be broken down into several other smaller scale factors, with particular
attention given to the availability factor. The factors are:
Spatial Availability
·

Pedestrian Access

·

Walking Distance to Transit

·

Pedestrian Environment

·

Street Patterns
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·

Americans with Disabilities Act (ADA) Considerations

Bicycle Access
·

Integrating Bicycles with Transit

·

Bicycles on Transit

·

Bicycle Access Trip Lengths

Automobile Access
·

Park-and-Ride (Combined parking and transit services)

Temporal Availability
·

Frequency

·

Passenger Arrival Patterns

·

Service Span

·

Information Availability

·

Capacity Availability

Other factors that capture comfort and convenience measures include:
•

Passenger Loading

•

Reliability

•

Travel Time

•

Safety and Security

•

Cost

•

Appearance and Comfort
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2.6 Transportation Micro-Simulation Software: VISSIM
2.6.1 Macro vs. Microscopic Traffic Simulation
Traffic simulation modelling has become one of the most effective tools for analysis of
transportation facilities and networks. Before modern advances in computing power,
the most popular traffic planning and operations relied on deterministic methods such
as manual computation via Highway Capacity Manual (HCM) procedures or simplistic
methods such as travel demand models. While these methods are valuable in their
application of transportation theory, they are too complex to be efficient and lack many
of the capabilities of computerized models. For instance, the HCM is useful in
understanding theory and calculating measures of performance such as capacity, delay,
queuing, density, and more. However, these procedures are difficult to apply to analysis
of a large network and cannot always account for evolving driver behavior and new
operational strategies, and are best applied in small-scale or isolated facilities. Travel
demand modelling can better model larger networks but also suffers the inflexibility in
handling different driver behavior and strategies.
Simulation modelling takes advantage of the computing power available in the modern
age to extend these analyses to larger networks with the ability to observe how distinct
subnetworks may impact each other. Macroscopic modelling is the most simplistic of
traffic simulation models, basing the interactions between subnetworks on the basic
deterministic measures of flow, density, and speed (on a segment basis). Microscopic
modelling offers the most accurate and high-fidelity solution to analyzing networks and
designs by simulating individual vehicles with various driver behavior characteristics
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and vehicle by vehicle interactions (see the following figure 2.2). They are also more
flexible in being able to design around a variety of geometric configurations and
operational strategies, however they suffer the shortcomings of being time-consuming,
costly, and difficult to calibrate to real life scenarios. Mesoscopic models combine the
properties of both micro and macroscopic modelling tools, but still lack the accuracy
and fidelity of microscopic models.

Figure 2. 2: Infographic on VISSIM Driver Behavior and Interaction
Source: PTV VISSIM (vision-traffic.ptvgroup.com) (2020)

Considering the smaller size of the chosen corridor and the operational MaaS strategies
to be tested, it is apparent that microsimulation is the most effective method for
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modelling of I-Drive. While it may be time consuming to model and calibrate, the
requirements for developing the different scenarios involving origin and destination
specific routing in addition to cyclist and transit options will benefit from the flexibility
of microsimulation. The following sections describe the capabilities of a specific
microsimulation software, VISSIM, for modelling motorized vehicles, rideshare, public
transit, and bicycles.
2.6.2 Motorized Vehicles in VISSIM
The main benefit to using VISSIM for the selected corridor is the ability to alter specific
network and driver characteristics and evaluate the desired measures over the entire
network. Furthermore, VISSIM allows for seamless integration with other modes of
transportation such as transit and micro-mobility. This will prove valuable in modelling
portions of the network where pedestrians, vehicles, and cyclists interact, while
simultaneously simulating bus scheduling on fixed routes. Furthermore, VISSIM allows
for simulation of other behavioral effects such as deceleration and lane changing
aggression, to model a situation that is specific to regional characteristics of drivers.
2.6.3 Public Transit in VISSIM
It is also important to consider the impact of transit operations to the surrounding
traffic. An important aspect to consider is the delay caused by a bus stopping to pick up
and drop off passengers. This delay is considered as a function of the transit demand,
and VISSIM allows multiple options for modelling the dwell time based on either a
normal distribution, a user defined distribution, or by an explicit function of passenger
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demand. This is affected by the boarding and alight times per passenger, the time for
opening and closing doors, and whether boarding and alighting are sequential or
simultaneous (depends on the design of bus and number of entrances and exits).
As the main goal of the project will be to determine the performance effects in a MaaS
network across multiple modes, the third option for calculating dwell time will be
extremely valuable as the planned alterations to the mode split will have a significant
impact on both vehicle and passenger demand. The changes to vehicle demand itself will
impact performance, but also impact passenger demand, which will impact dwell time,
which in turn will impact bus and vehicle performance. VISSIM provides a flexible
platform to evaluate the culmination of all these effects.
The ability to simulate buses with fixed schedules and how they interact with the other
modes will be crucial. Furthermore, the flexibility in geometric design that VISSIM
offers may allow for testing of alternative configurations for bus routing. Namely, Bus
Rapid Transit (BRT) lanes offer a solution to the impact of buses on congestion and vice
versa, and also has the potential to encourage use of public transit. BRT lanes are lanes
separate from the regular use traffic lanes and run undisturbed by regular traffic.
VISSIM is valuable as the simulation model will allow direct observation of how the
transit configuration will interact with regular commuters and the integrated rideshare
services offered by MaaS. For example, the regular configuration may cause backups as
the rideshare drivers must temporarily stop in the right lanes to drop-off and pick-up
travelers. In the BRT configuration, the separation of the transit lines from the roadway
may allow for drop-off lanes separate from the regular traffic. This design concept is
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known as Kiss-and-Go lanes and is similar to the designs implemented in airports for
taxi services.
Regarding LOS analysis, the FDOT QLOS Handbook (2013) only measures transit
performance and facilities quality through scheduling frequency and bus stop amenities.
As these features are only influenced by design and planning, bus LOS alone does not
reflect the performance effects of a MaaS network, but rather the design and planning
aspects. Fortunately, VISSIM can make more specific evaluations on measures such as
capacity utilization, emissions, and travel speed (which will be affected by the mode split
and configuration, allowing for optimized scheduling).
2.6.4 Cyclists (Bikeshare) in VISSIM
Analysis of cyclist performance is one of the key benefits of using VISSIM as the
software is capable of simulating behavior that is reflective of real-life. Similarly as with
transit evaluation, cyclist LOS scores are based mostly on design features. It may be
valuable to investigate how alternative transit configurations may impact LOS, but it is
also important to use the evaluation tools provided by VISSIM to calculate other
measures of cyclist performance such as stops and travel time.
2.6.5 Calibration and validation
As previously mentioned, the accuracy and power that comes with micro-simulation
also comes with the cost of significant time and effort. Besides the time required to
model the geometries and collect the data, micro-simulation analysis requires validation
by comparing the simulated outputs to real life measures of performance, to ensure a
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base model that is true to life. Once a validated model has been established, then design
changes and traffic projections can be altered to investigate the impacts. Two major
parameters are typically chosen for use in calibration: segment volumes and travel time
(or speed) (FDOT, 2019). Segment volumes are readily available from the FDOT or
Orange County websites and can be calibrated in the model by altering inflows and
outflows to minor intersections, commercial, and residential areas. Travel time/speed
may be adjusted by simply altering the speed decisions or vehicle type properties.
Furthermore, behavioral features such as driver deceleration and lane changing
aggression may be useful to alter to ensure that the model is representative of regional
driver characteristics which may affect the previously mentioned performance
measures. The aim is to create a balance between the properties such that segment
volumes and average travel time/speed match up with real-life conditions before
investigating alternative mode splits and configurations.
2.6.6 Summary of Micro-Simulation Methods for a MaaS Network
The review on the capabilities of VISSIM micro-simulation software make it clear that it
would be the ideal software for modelling the base network and making design and
operational changes. Customized routing and vehicle types allow for simulation of
integrated rideshare and micro-mobility. The transit features will also allow for
modelling of transit and it’s impacts on congestion and vice versa. The geometric
flexibility furthers these capabilities by allowing testing of various configurations and
optimization of services. All of this will be built on a foundation of a calibrated and
validated base scenario to ensure that the evaluations are accurate and true to life. While
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macroscopic modelling may be valuable in evaluating larger networks, the selected
corridor is feasible to be modelled in a microsimulation environment. Furthermore,
macroscopic models can only evaluate on a segment-level and will not account for the
effects of different design configurations or be used to simulate integrated rideshare
through customized routing that is precise to the lane-level. Therefore, micro-simulation
offers the most powerful tool to simulating these effects.
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CHAPTER 3 : INTERNATIONAL DRIVE TRANSPORTATION
NETWORK AND MODAL ALTERNATIVES
3.1 International Drive: Population and Land Use
The corridor of International Drive from Pointe Plaza Ave to W Sand Lake Blvd is
selected as the analysis network due to the existing multi-modal structure which
accommodates pedestrians, vehicles, and transit. I-Drive is also a major tourist hub,
therefore the demand for alternate modes like transit and rideshare are already in place.
It is also home to significant hospitality and commercial intensity and sees major
demand during PM peak hours and weekend peak hours. Furthermore, I-Drive
represents a major pedestrian hotspot in Orlando due to the available commercial and
restaurant activities. As such, it is a prime candidate for testing the effects of MaaS
implementations in congested settings. The flexibility offered by VISSIM allows testing
across various modal shares and congestion levels. See APPENDIX B for maps.

3.2 Public Transit: Lynx
Lynx bus transit services the corridor both Northbound (NB) and Southbound (SB).
Three lines serve NB (lines 8, 38, and 42) while two lines serve SB (lines 8 and 42). Note
that line 8 is a circulator line. See the following excerpt from the Lynx system map
(figure 3.1) for more detailed route information. Ridership, boarding, and alighting data
indicate that Lynx serves secondary to I-Ride, the more popular tourism-focused transit
servicer on I-Drive.
25

Figure 3. 1 I-Drive Corridor on the Lynx System Map
Source: Lynx (golynx.com) (2020)

3.3 I-Ride
I-Ride represents a much smaller operation than Lynx, with lines only serving the
International Drive area. However, I-Ride still enjoys significant popularity as evidenced
by the ridership data (see APPENDIX A). I-Ride lines often operate at or above capacity
during peak hours and are also augmented by the I-Ride GPS information system that
allows users to ‘track the trolley’ directly from their phones. While I-Ride has two main
lines, red and green, the corridor of interest is only served by I-Ride red. See the
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following excerpt from the I-Ride system map for detailed route information (figure
3.2).

Figure 3. 2 I-Drive Corridor on the I-Ride System Map
Source: I-Ride Trolley (internationaldriveorlando.com/iride-trolley/) (2020)

Note on vehicles and transit: While I-Drive represents a moderately urban and multimodal corridor, the overall transportation network in Orlando is still heavily vehiclereliant. Public transit is majorly neglected due to the lack of quality stops; shelters are
rare and accessible information services and air conditioning outside of bus stops are
non-existent. As such, it is important to note that the following experiment is a
sensitivity analysis, and effective capacity utilization of transit in reality will depend on
planning and design.
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CHAPTER 4 : DEVELOPMENT OF BASE NETWORK
SIMULATION IN VISSIM
4.1 Data Collection
The following subsections describe the sources and procedures used in gathering the
necessary data. The raw full data sets as well as screenshots can be found in the
APPENDIX. Furthermore, a changelog for the VISSIM model is included in APPENDIX
C to describe the ‘building’ process, challenges, and solutions.

4.2 Network Geometry: Vehicles and Pedestrians
Network geometry represented the simplest form of input. As VISSIM has built-in
integrated mapping services (mapped to scale), building the network geometry is simply
a matter of overlaying the roadway and sidewalk components on the map. See
APPENDIX B for a screenshot of the roadway and pedestrian area layout.

4.3 Signalization Inputs
Signalization inputs were retrieved directly from Orange County Florida (OCFL) Traffic
Operations. The most recent signal study on I-Drive was used for up to date
signalization data as well as traffic volumes and turning movement counts. As several of
the signals are based on adaptive systems, the actual signalization inputs to VISSIM
were chosen to reflect traffic conditions as well as timing thresholds for pedestrian
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crossings based on the adaptive signal plans. See APPENDIX D for the raw and adjusted
(input) signalization data.

4.4 Vehicle Compositions and Inputs
As previously mentioned, vehicular data was collected as part of the I-Drive signal study
from OCFL Traffic Operations. This includes turning movement counts, roadway flows,
and heavy vehicle percentages. These data are input to VISSIM via volume inputs,
routing decisions, and vehicle compositions. See APPENDIX E for the turning
movement count sheets.

4.5 Driver Behavior
Driver behavior was adjusted to reflect real world conditions and was mainly altered in
the calibration stage to achieve realistic results. The changes were minimal and mainly
revolved around producing more predictive lane changing behavior. This was achieved
by using the Weidemann 99 car following model (built-in) and increasing the look ahead
and look back distances (so drivers are more likely to preemptively change lanes). From
the perspective of the analyst, the resulting vehicular behavior was more accurate to
real-life conditions than the default behaviors.
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4.6 Transit Inputs
Transit inputs included four main components:
1. Bus scheduling and routing: Retrieved directly from the Lynx and I-Ride websites
2. Transit stop locations: Retrieved via aerial maps
3. Occupancy data: Retrieved directly from Lynx and I-Ride data centers
4. Boarding and Alighting data: For Lynx, this data was available directly from the
public Lynx GIS site. Boarding and alighting data for I-Ride was estimated by
interpolating the figures for Lynx based on ridership.
See APPENDIX F for the raw detailed transit data.

4.7 Pedestrian Inputs
Pedestrian inputs were also retrieved from OCFL Traffic Operations as the count data
also included pedestrian crossing activity. For pedestrian activity in between
intersections, three field visits were performed to collect pedestrian flowrates on the
major sections of I-Drive. Any missing data were interpolated to ensure flow continuity.
See APPENDIX G for data and calculations.

4.8 Calibration and Validation
4.8.1 Segment Flowrate Calibration
Flowrate data was retrieved from a traffic impact study conducted by VHB on I-Drive.
Directional flowrates for 16 points in the network were provided. The simulation model
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was adjusted several times via routing decisions and volume inputs on minor pathways
in order to satisfy several criteria based on matching the observed conditions to the
simulated conditions. See the following presentation slide describing the calibration
criteria (figure 4.1).

Figure 4. 1 Segment Flowrate Calibration Criteria
Sources: VHB Study, FHWA Traffic Analysis Toolbox Vol. 3: Guidelines for Applying Traffic
Microsimulation Modelling Software (2004), and FDOT Traffic Analysis Handbook: A
Reference for Planning and Operations (2014)
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4.8.2 Travel Time Calibration
Travel time data was retrieved via a field visit to I-Drive during a typical weekday PM
peak hour. The floating car method is used to collect an observed travel time
measurement. As with segment flowrates, these are checked against certain criteria to
validate the simulation. See the following figure 4.2.

Figure 4. 2 Calibration Criteria for Travel Times and Bottlenecks
Sources: VHB Study, FHWA Traffic Analysis Toolbox Vol. 3: Guidelines for Applying Traffic
Microsimulation Modelling Software (2004), and FDOT Traffic Analysis Handbook: A
Reference for Planning and Operations (2014)
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CHAPTER 5 : DESIGN OF EXPERIMENT AND DEVELOPMENT
OF ALTERNATIVE SCENARIOS
5.1 Response Variables: Measures of Performance and Sustainability
First, it is important to note that traffic performance measures often correlate with
measures of sustainability. Per the literature review, it is clear that smooth traffic flow
characteristics in general correlate with lower emissions levels in addition to the time
and money savings. In order to comprehensively assess the impacts of different modes,
several typical traffic performance measures were selected and separated into networklevel and route-level variables. As the interactions between modes are uncertain (see
sections 2.3 – 2.4), it is possible that performance effects may impact the network as a
whole, while also having effects localized to the route-level (e.g. queuing behavior at
transit stops, travel time along scheduled transit routes). The following subsections
describe the selected performance measures.
5.1.1 Route-Level Performance Measures
•

Vehicular Travel Time (VTT, seconds): The average time for vehicles to travel the
length of I-Drive between W Sand Lake Rd and Pointe Plaza Ave (NB and SB
measurements) during the analysis period. This is computed in VISSIM by
averaging the travel times of any simulated vehicles that traversed the full length
of I-Drive during the analysis period.
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•

Sidewalk Travel Time (STT, seconds): The average travel time for sidewalk users
(pedestrians and cyclists) to travel from Pointe Orlando (Pointe Plaza Ave
intersection) to Castle Hotel (S Austrian Ct intersection). This is computed
similarly as with variable VTT.

•

Transit Stop Queuing (Q, number of queued vehicles): The total number of
simulated vehicles that enter the queue state at transit stop 11 (shared by transit
and rideshare) during the analysis period. Transit stop 11 serves SB, does not
feature a lay-by, and is located roughly 30 ft upstream of the Via Mercado
intersection stop-bar. This stop was selected as the mentioned characteristics
implied that queuing behavior there could be the most sensitive to changes in
modal share.
Note on Queuing: A simulated vehicle in VISSIM is recorded in the queue state
when its speed drops below 3.1 mph and has a headway of less than 65.6 ft to the
vehicle downstream. A vehicle exits the queue state once it accelerates past 6.2
mph. In VISSIM, queue measurements do not capture scheduled vehicle stops,
therefore rideshare and transit stops are not captured and VISSIM measures only
the spillover queue of unscheduled vehicles. Queuing also represents a major
sustainability aspect; recall Zhou and Sperling’s (2001) findings that the erratic
starting and stopping due to interacting modes resulted in underestimating
emissions at intersections. Research by Coelho et. Al. (2005) also concludes that
the greatest percentage of emissions for stopped vehicles are released during
acceleration back to cruising speed.
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5.1.2 Network-Level Performance Measures
•

Average Delay (DELAY, seconds): The average delay experienced by simulated
vehicles over the analysis period. This is computed in VISSIM by computing the
total delay to vehicles in the network and dividing by the total number of vehicles
in the network.

•

Average Speed (SPEED, mph): The average speed of simulated vehicles over the
analysis period. This is computed in VISSIM by averaging the average speeds of
every simulated vehicle.

•

Total Stops (TQ, number of queued vehicles): The total number of times a
simulated vehicle enters the queue state during the analysis period. The queue
state is defined similarly as with variable Q.

5.2 Design Variables: Modal Share
The following independent (input) variables and ranges were selected to test a variety of
modal shares on and off the roadway. In order to also capture performance effects over a
range of traffic conditions (e.g. smooth flow, near capacity, congestion), demand (D) is
also chosen as a variable to represent the total persons per hour input to the network.
The values of each of the four modal inputs represent the persons per hour input for that
mode. ‘Persons per hour’ is chosen over the traditional ‘vehicles per hour’ measure to
ensure all modes can be measured in consistent units. It is also worthwhile to note that
‘persons per hour’ represents a more precise and practical measurement of flowrate,
especially when considering multiple modes.
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•

Demand (D, 12,706 to 16,477 persons per hour): The total flow of persons input
to the network including personal vehicles, transit users, rideshare uses,
pedestrians, and bikeshare (micro-mobility) users.

•

Transit (T, 671 to 1,943 persons per hour): The total flow of persons entering the
network on buses plus the flow of all boarding passengers. Note, boarding
passengers may be pedestrians or cyclists, as in a true MaaS network. The ratio is
of pedestrian to cyclist boarding passengers is determined by the ratio of W to M.

•

Rideshare (R, 0 to 678 persons per hour): The total flow of persons assigned to
rideshare lines. Due to lack of rideshare data, it is assumed that any existing
rideshare is captured in the base validated model and R represents additional
flow.

•

Walking (W, 1,375 to 2,750 persons per hour): The total flow of pedestrians in the
network, not including boarding passengers.

•

Micro-Mobility (M, 0 to 1,000 persons per hour): The total flow of bikeshare
users in the network, not including boarding passengers.
Note on occupancy: In order to convert between persons flow and vehicle flow,
vehicular modes are each given an occupancy ratio. For vehicles and rideshare, a
ratio of 1.58 persons per vehicle is used (Florida Department of Transportation,
2011). For transit, this ratio increases by level, ranging from 15 persons per
entering bus to 45 persons per entering bus (with a maximum occupancy of 60
passengers). At the highest transit level, frequency is doubled and boarding is
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tripled. Input values for mid-range transit levels are interpolated based on
entering occupancy, frequency, and boarding.
Note on interpretation: The base scenario is represented by the lowest level of
each variable (Base Scenario ~ D[12,706], T[671], R[0], W[1,375], M[0]). Each
person per hour increase in the modal variables (T, R, W, M) represents a person
per hour switch from a vehicle. For example, for every 158 persons per hour
added to any mode, 100 personal vehicles per hour are removed (equivalent to
158 persons per hour). Therefore, D can be modelled independently of the other
input variables (this is necessary for generating the Design of Experiment, see
section 5.3). The effect of D simply represents the average effect of all modes, and
not specifically the effect of personal vehicles. The effects of personal vehicles can
still be analyzed by assigning another variable (V = D – T – R – W – M).

5.3 JMP Statistical Analysis Software: Experimental Designs
Four basic components are necessary for generating experimental designs. Sections 5.1
and 5.2 discuss the three most important components: the dependent (response)
variables, the independent (explanatory) variables, and the variable units. From there, a
randomized set of scenarios can be generated to observe the effects of varying the values
of the independent variables. In experimental situations with several independent
continuous variables, this poses several challenges in which classical factorial designs do
not apply (e.g. need to capture nonlinear effects, standard fractional factorial design
requires too many runs, factors include mixture components as well as other variables)
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(National Institute of Standards and Technology, 2020). D-Optimal designs provide
multiple options to address these issues depending on the experiment objective.
The design selection process for this work was iterative. In other words, information
from the first design was used to influence the objectives for the second design, and
likewise with the third design. This is a common narrowing-down process when dealing
with a design space that is initially very large. For instance, capturing quadratic effects
requires at least three (3) levels per variables. Under a full factorial design, this would
require n = 3k scenario runs, where k is the number of independent variables. This
translates to 243 scenarios for a full factorial, or 81 scenarios for a half factorial. Due to
the considerable time investment requires to design, run, and extract data from each
scenario, classical designs were not appropriate. On the other hand, D-Optimal designs
selectively pick a limited number of treatment scenarios to satisfy the specific objective
of the experiment. This is achieved by maximizing the D-Efficiency, calculated as the
determinant of the information matrix based on the design matrix. In JMP this can be
done through the built-in Design of Experiment platform. Based on the selected design,
the maximum number of scenarios and levels are decided on by the user, in addition to
other parameters such as variable constraints. The software then generates random
treatment sets and calculates the D-Efficiency for each set until a maximum DEfficiency is found. This provides the user with the optimal treatment set for achieving
the experiment objective.
Typically, screening designs are popular in the early stages of experimentation on
multiple independent variables. As recently as 2011, a new type of screening design was
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introduced that could estimate up to quadratic and second-order effects without
confounding. Bradley Jones, the co-inventor of Definitive Screening Designs (DSDs)
describes the usefulness of DSDs:
“As the name suggests, DSDs are screening designs. Their most appropriate use is in the
earliest stages of experimentation when there are a large number of potentially
important factors that may affect a response of interest and when the goal is to identify
what is generally a much smaller number of highly influential factors.
Since they are screening experiments, I would use a DSD only when I have four or more
factors. Moreover, if I had only four factors and wanted to use a DSD, I would create a
DSD for six factors and drop the last two columns. The resulting design can fit the full
quadratic model in any three of the four factors.
DSDs work best when most of the factors are continuous. That is because each
continuous factor has three levels, allowing an investigator to fit a curve rather than a
straight line for each continuous factor.” (JMP Blog, 2016)
Dr. Jones also elaborates on some of the conditions for a DSD to be appropriate, many
of which apply to the MaaS experiment:
1. Factors should be independent of each other
2. Ideally, factors should be continuous or limited to being two-level categorical
3. The DSD should not be run as a split-plot design
4. Cubic terms are confounded with main effects, therefore a DSD is not appropriate
if the a priori model has higher than second-order effects
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By including D as an independent variable (as opposed to V which would not vary
independently with other modes), a DSD treatment set can be generated with
confidence. Again, V can still be assigned a variable and analyzed, but D is selected for
the purposes of scenario design. Furthermore, by adding two (2) ‘dummy factors’ and
using JMP’s ‘augment design’ feature, several scenarios are added to further increase
the power of the design. The final DSD included 20 total scenarios with two (2) centerpoints (center-points are scenarios with every variable set to the middle level, these are
useful for being able to capture pure error so that lack-of-fit testing can be performed).
From the results of the first experiment, it was decided to further investigate the effects
of R and T for potential interactions, and further strengthening of the dataset. For this, a
response-surface design is chosen for its power in capturing quadratic and second-order
effects. Due to the smaller number of factors, it was possible to run a design that covered
the entire design space (effectively a full factorial design). The final Response-Surface
design included 11 total scenarios with three (3) center-points.
Finally, D and T were selected as the last factors to scrutinize for interactions. A full
factorial design is used with five (5) levels per variable (interpolating existing levels to
add levels 1.5 and 2.5 for each variable) to ensure even more power for the final
statistical modelling with quadratic effects and interactions. The final full factorial
design included 26 total scenarios with two (2) center-points
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5.4 Distribution of New Trips
Accurately capturing the effects of each mode required that realistic travel patterns were
maintained as much as possible. Therefore, trips from alternate modes that replace
personal vehicle trips were distributed to maintain flow continuity and balance by
adjusting input volumes and routing. For instance, as transit lines run directly NB and
SB on I-Drive, personal vehicles are removed and routed such that the persons-per-hour
flow on I-Drive remains constant with the addition of new transit trips. The same is
done for rideshare routes. For W and M users, new trips are distributed evenly based on
existing travel patterns, and similarly, the associated personal vehicle trip removals are
distributed evenly by existing travel patterns.

5.5 Micro-Mobility Modelling
Several options were considered for modeling of M. VISSIM allows a good level of
flexibility in modeling cyclists. There are options to model cyclists as vehicles that
interact and travel on the roadway with other cars, but this option does not allow travel
along pedestrian routes or interactions with pedestrians outside of crosswalks. In order
to capture the interactions between pedestrians and vehicles at crosswalks, cyclists are
instead modelling as pedestrians with adjusted speed, behavior, and 3D model
parameters to simulate realistic cyclist, pedestrian, and vehicle interactions.
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5.6 Rideshare Modelling
Due to lack of any current and applicable rideshare data, the base scenario assumes that
rideshare effects are captured in the regular flow of vehicles. Modeled rideshare
behavior differs from regular vehicles through slightly lower speed distributions
(rideshare drivers are more likely to drive slowly due to potential unfamiliarity, or
actively seeking passengers), routing, and pick-up/drop-off activity. Additional
rideshare volume is simulated by modeling multiple modified transit lines with various
origins, destinations, and pick-up/drop-off activities within and outside of the network.
Six (6) rideshare routes are modeled in total. The modified transit vehicle models are
adjusted to reflect the regular variety of personal vehicles on the road, and speed is
adjusted to reflect the slightly lower speed distribution. Pick-up and drop-off activity is
shared with four (4) of the transit stops, as would be typical of a true MaaS network. The
transit stops are selected to cover a variety of locations and stop infrastructure (such as
Lay-Bys). Note that rideshare levels are relatively low to avoid overloading transit stops.
The volumes were chosen based on sensitivity analysis and picking a reasonable flow
that would not result in total gridlock under congested conditions.
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CHAPTER 6 : STATISTICAL ANALYSIS, MODELING, AND
BENEFIT-COST OF MODAL ALTERNATIVES

The following chapter describes the results of the analysis in order of experiment to
reflect how the results guided the thought process behind experiment selection and
analysis of performance measures. Several modeling techniques are used to pick and
refine models that agree with findings, theory, and common sense. A practical benefitcost analysis is also included at the end of the chapter. For a synthesis of the key
findings in simplified terms, see section 7.1.

6.1 Experiment 1 – Definitive Screening Design (D, T, R, W, M)
The purpose of the initial experiment was to determine which response variables and
which modes may possibly be correlated, and to identify potential interactions. Due to
the limited dataset and inconclusive results, comprehensive statistical modeling was not
carried out at this stage. See the following table 6.1 for the variable levels (three levels
per variable) and treatment set.
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Table 6. 1 Experiment 1 Definitive Screening Design
Scenario
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20

D
14592
16477
12706
12706
12706
14592
16477
16477
16477
16477
12706
12706
12706
14592
12706
16477
16477
14592
12706
12706

T
671
671
1943
671
1943
1943
671
1307
1943
1943
671
1943
1307
1307
671
1943
671
1307
671
671

W
1375
2750
2750
2750
1375
2750
2063
2750
2750
1375
2750
2063
1375
2063
1375
1375
1375
2063
1375
2750

R
0
0
339
678
678
678
678
678
0
0
0
0
0
339
678
678
339
339
0
678

M
0
0
0
500
1000
1000
1000
0
1000
500
1000
0
1000
500
0
0
1000
500
1000
1000

D2
D3
D1
D1
D1
D2
D3
D3
D3
D3
D1
D1
D1
D2
D1
D3
D3
D2
D1
D1

R1
R1
R2
R3
R3
R3
R3
R3
R1
R1
R1
R1
R1
R2
R3
R3
R2
R2
R1
R3

Name
T1 W1
T1 W3
T3 W3
T1 W3
T3 W1
T3 W3
T1 W2
T2 W3
T3 W3
T3 W1
T1 W3
T3 W2
T2 W1
T2 W2
T1 W1
T3 W1
T1 W1
T2 W2
T1 W1
T1 W3

M1
M1
M1
M2
M3
M3
M3
M1
M3
M2
M3
M1
M3
M2
M1
M1
M3
M2
M3
M3

6.1.1 Effects of Demand
Performance results of demand were as expected: generally higher levels of demand
correlate with higher delay, higher travel times, lower speeds, and more queuing. This is
consistent with general flow theory. See the following figures 6.1 and 6.2.
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Figure 6. 1 Effects of Demand on VTT

Figure 6. 2 Effects of Demand on Q, TQ, DELAY, and SPEED
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6.1.2 Effects of Transit
At first glance, transit appears to worsen VTT, however, it is important to note the
inconsistency between NB and SB. Further, the error bars for VTT were quite large,
suggesting that the perceivable effect may just be noise. Surprisingly, variable Q does
not exhibit any apparent response to changes in transit level, indicating that increased
transit frequency does not affect queuing at transit stops. See figure 6.3.

Figure 6. 3 Effects of Transit on VTT and Q

Despite the inconclusive results on the route-level variables, the network-level variables
demonstrated notable benefits (see figure 6.4) . As such, it was decided that route-level
transit effects required further experimentation.
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Figure 6. 4 Effects of Transit on TQ, DELAY, and SPEED

6.1.3 Effects of Rideshare
For VTT measurements, rideshare shows very similar behavior as with transit. Notably,
the error bars are smaller than those for transit and the increase in VTT is more
pronounced. This also lines up with the route-level effect of Q, implying that rideshare
causes significant adverse effects at the route level. Looking at the network-level
measures, rideshare shows opposite effects to transit, with lowered SPEED and notable
increases to TQ and DELAY. It is worthwhile to note that rideshare volumes are
relatively low (maximum of 678 persons per hour on rideshare vs. 1943 persons per
hour on transit). As such, the findings are suggestive that rideshare represents the
heaviest load per person on roadway capacity. See figures 6.5 and 6.6.
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Figure 6. 5 Effects of Rideshare on VTT and Q

Figure 6. 6 Effects of Rideshare on TQ, DELAY, and SPEED
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6.1.4 Effects of Walking
Unsurprisingly, it was difficult to notice any effects for walking other than on STT. See
figure 6.7. The majority of responses did not exhibit any noticeable increase or decrease.

Figure 6. 7 Effects of Walking on STT

6.1.5 Effects of Micro-Mobility
Similarly to W, micro-mobility did not seem to have any effect on roadway variables. On
the other hand, STT enjoyed major reductions with increasing levels of M. See the
following figure 6.8.

Figure 6. 8 Effects of Micro-Mobility on STT
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6.1.6 Potential Interactions
Due to the large number of overlapping effects, it was difficult to determine interactions
at this stage. Linear regression models were attempted to explain the interactions
described in the previous sections, however, it was difficult to find consistent models
with good diagnostics that agreed with the findings and common sense. Therefore,
potential interactions were identified by partitioning the data and observing the
changes. For instance, the following figure 6.9 demonstrates the effect of increasing
transit by demand. Only scenarios with zero rideshare are considered to try and isolate
the T*D interaction. It appears that, in general, transit gives better performance
measures at higher demand levels. Notably, a relatively small eight (8) percent increase
in transit modal share at demand level 3 (D3) resulted in a major 34.1% reduction in
network vehicle stops, and a 10.5% decrease in average delay (increased to a 15%
reduction when comparing individual scenarios D3T1 vs. D3T3).

Figure 6. 9 Effects of Increasing Transit - by Demand (Zero Rideshare)
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Similarly, the same analysis was carried out to observe the effects of transit in high
rideshare scenarios, see the following figure 6.10. Interestingly, the interaction effect
observed earlier that showed transit performing better at higher demand levels was
found to be the opposite when observing the same changes at high rideshare levels. At
this stage, it was impossible to say with certainty whether a T*D interaction existed. The
differences between figures 6.9 and 6.10 could indicate that only a T*D interaction
exists, or it could indicate a second possible T*R interaction.

Figure 6. 10 Effects of Increasing Transit – by Demand (High Rideshare)

Rideshare was also analyzed by looking at the percent changes in performance measures
between scenarios with and without rideshare, and again, there appeared to be a very
strong R*D interaction indicating that rideshare performs worse at higher demand (the
opposite to transit). However, the effects of rideshare at Demand level 2 (14,592
persons/hour) did not line up with the rest of the data. Upon closer observation of D2
level scenarios, the inconsistency was attributed to lack of scenarios (only four [4]
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scenarios at D2) and lack of variety (see the following table 6.2). It was concluded that
the possible R*T, R*D, and T*D interactions required more observations to verify.

Figure 6. 11 Effects of Increasing Rideshare – by Demand

Table 6. 2 Limited Scenarios and Variety at Level D2
Scenario
1
14
18
6

D
T
W
R
M
14592 671 1375 0
0
14592 1307 2063 339 500
14592 1307 2063 339 500
14592 1943 2750 678 1000

D2
D2
D2
D2

R1
R2
R2
R3

Name
T1 W1
T2 W2
T2 W2
T3 W3

M1
M2
M2
M3

6.2 Experiment 2 – Response Surface Design/Full Factorial (T, R)
A response surface design was generated using only the variables T and R. Similarly as
with the DSD, the response surface design assigns three levels per variable. Due to the
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small number of variables, the generated design essentially mimicked a full factorial
with an additional center point. The following table 6.3 describes the variable levels and
treatment set.
Table 6. 3 Experiment 2 Response Surface Design
Scenario

R

T

21
22
23
24
25
26
27
28
29
30

339
678
0
678
0
339
339
0
678
339

1307
671
671
1307
1307
1307
1943
1943
1943
671

Name
R2
R3
R1
R3
R1
R2
R2
R1
R3
R2

T2
T1
T1
T2
T2
T2
T3
T3
T3
T1

6.2.1 Effects on Vehicular Travel Time
Analysis of the R and T effects showed right away that rideshare demonstrates the
heaviest detriments to travel time, while the effect of transit is still unclear. Two possible
explanations exist: the effect of transit on travel time is negligible (i.e. charting VTT vs.
transit shows a horizontal line) or a quadratic effect exists in which the effect on travel
time is minimized at transit level 2. See figure 6.12 and note the local minimums for
each curve. It is possible that the minimums represent a threshold at which the effect of
transit changes from reducing travel time to increasing travel time. However, there was
no clear and consistent increase/decrease of travel time, the former was considered as
the more likely possibility. In order to determine which explanation was correct, two (2)
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statistical models on VTT were developed using only the dataset from experiment 2. See
figures 6.13 and 6.14. The statistical models indicate that the first consideration is more
statistically significant (figure 6.14); transit does not have an effect on VTT at level D2,
however rideshare demonstrates a clear and significant linear effect. Furthermore, the
quadratic models are inconsistent in their parameter effects, the effects in the linear
model match up more closely between NB and SB.

Figure 6. 12 Effects of Transit and Rideshare on VTT
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Figure 6. 13 Quadratic VTT models for Transit and Rideshare – Experiment 2

Figure 6. 14 Linear VTT models for Transit and Rideshare – Experiment 2
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6.2.2 Effects on Average Delay and Speed
The effects for delay and speed are quite consistent with the results from part 1. In
general, transit appears to have notable positive network-level performance effect with
rideshare having adverse network-level impacts. See the following figure 6.15.

Figure 6. 15 Effects of Transit and Rideshare on DELAY and SPEED
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6.2.3 Queuing Analysis – Experiment 2
Recall from experiment 1 that transit appeared to have no effect on queuing at transit
stops yet had notable effects on the total number of stops in the network. The results
from experiment 2 verify the effect on TQ, but surprisingly also show an effect for Q. See
figure 6.16. Upon further inspection of vehicle queues, it was found that certain stops
enjoyed significantly lower queuing. This revealed that stops with lay-bys (LB)
experienced significantly better queuing performance. In this context, a lay-by
represents any sort of exclusive bay or lane that removes the transit vehicle from the
general flow of traffic. This observation makes sense as the presence of a lay-by prevents
any scheduled vehicles from impeding the flow of traffic during boarding and alighting.
Interestingly, the reduction effect of transit seen in figure 6.16 acts the opposite way
when a lay-by is present, indicating a potential T*LB interaction (see figure 6.17 vs.
6.16). As such, it was decided to perform another queuing analysis in the next
experiment.

Figure 6. 16 Effect of Transit and Rideshare on Q and TQ
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NUMBER OF VEHICLE STOPS

Q (WITH LAY-BY) vs. T @ R1, R2, R3
300.0
250.0
200.0

251.0

212.0

150.0
100.0
50.0

244.0

104.0
114.0

79.0

21.0

23.0

T2

T3

13.0

0.0
T1
R1

R2

R3

Linear (R1)

Linear (R2)

Linear (R3)

Figure 6. 17 Effect of Transit on Q – with Lay-By

6.3 Experiment 3 Full Factorial (D, T)
The purpose of the final experiment was to add more intermediate levels in order to
verify a consistent travel time model that captures the effects of personal vehicles,
transit, and rideshare. Furthermore, a second queuing analysis was performed to verify
queuing effects. A full factorial design is selected for the most comprehensive analysis.
See the following table 6.4.
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Table 6. 4 Experiment 3 Full Factorial
Scenario
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55

D
16477
15534
15534
12706
12706
15534
12706
13649
13649
16477
13649
15534
15534
14591
12706
13649
14591
12706
16477
13649
16477
16477
14591
14591
14591

T
1943
987
1623
987
1623
1302
1943
1943
1302
987
671
1943
671
1302
671
1623
1943
1302
1302
987
1623
671
1623
671
987

Name
D3
D2.5
D2.5
D1
D1
D2.5
D1
D1.5
D1.5
D3
D1.5
D2.5
D2.5
D2
D1
D1.5
D2
D1
D3
D1.5
D3
D3
D2
D2
D2

T3
T1.5
T2.5
T1.5
T2.5
T2
T3
T3
T2
T1.5
T1
T3
T1
T2
T1
T2.5
T3
T2
T2
T1.5
T2.5
T1
T2.5
T1
T1.5

6.3.1 Consistent VTT Model
Visualizing the data for the VTT effect of transit on NB and SB starts to answer some
questions as to the D*T interaction. In the peak direction (NB), increasing transit
appears to have slight reduction effects on VTT, while SB effects show the opposite. See
figures 6.18 and 6.19. This is suggestive of a negative D*T interaction. As the input
variables D and T are macroscopic and reflect the inputs to the whole network, new
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route-level variables were selected for modelling. The new variables, VD, TD, and RD
represent the persons per hour directional flowrate entering I-Drive; VTTNB and
VTTSB are both assigned to a single variable VTT. A block factor, Direction, is added to
capture any nuisance effects that differ between NB and SB (such as lane configurations,
capacity, transit stop infrastructure, etc.). Finally, the dataset for the model is expanded
to use data from all three experiments. Combining datasets is typically inappropriate
unless the experiments are reasonably similar. As the experiments all use the same
variables, and results are based off simulation, it was determined that the full dataset is
appropriate to use.

Figure 6. 18 Effects of Transit and Demand on VTTNB
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Figure 6. 19 Effects of Transit and Demand on VTTSB

Several steps are taken to ensure a final model that is consistent and passes diagnostics
(ANOVA Test, Lack of Fit Test):
1. Filtering for outliers: Three (3) different methods are used to filter for outliers.
First, outliers are filtered by observing the normal distributions in JMP and
excluding data that fall out of range. Second, outliers are filtered by plotting the
distributions of studentized residuals and excluding data that falls out of range.
See figure 6.20. Finally, the actual residual plots are looked at and any remaining
outliers are removed. In total, 15 outliers are removed. At this stage, the model
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passed ANOVA testing, but still found a Lack of Fit significant to 0.43%.
Removing outliers did not appear to enhance the ANOVA diagnostics but had a
very minor effect on improving lack of fit (up to 1.7% significance). Parameter
effects remained mostly unchanged after filtering.
2. Improving Lack of Fit (LoF): As the current dataset only included two (2)
centerpoints in total, pure error appeared to be quite small relative to residual
error, resulting in a significant lack of fit. In order to verify the pure error, two (2)
additional centerpoints are added to experiments 2 and 3, then simulated to
output VTT measurements.
3. AICc checking: In situations where two or more theoretically valid models must
be compared, the Akaike information criterion (AICc) is used. The criterion is
used to compare the probability of minimizing information loss between two
models. In general, models with lower AICc values are more likely to minimize
information loss.
4. Alternative types of models: Several other models are tested to determine if there
could be a better fit. The tested alternatives included log, quadratic, and
exponential transformations of input and output variables, as well as generalized
linear models with various link functions. The only variable transform that
turned up a satisfying model was to use log transformations on the directional
flowrate inputs. While the model effects came out to be the same, some of the
parameter effects were less significant. Furthermore, the log-transform model
suffered lower significance in ANOVA testing. Generalized linear models turned
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up very similar results to the original linear regression; this is likely due to the
nature of the data (VTT was already normally distributed, and the variables were
also continuous).

Figure 6. 20 Distributions of VTT and Studentized Residuals – Filtering of Outliers

As such, the basic linear regression model with one categorical block variable ‘Direction’
was chosen as the ideal model. The model demonstrates exceptional diagnostics for both
parameter effects and prediction. Furthermore, the effects agreed with the observations,
common sense, and general flow theory. The D*T and D*R interactions mentioned
earlier were verified as well as first-order and quadratic effects. See the following figure
6.21 for a demonstration of the D*T and D*R interactions. Note how the effect of transit
becomes less steep at higher demand levels while the effect of rideshare becomes
steeper. Figure 6.22 includes the model parameter estimates, ANOVA testing, R2, Lack63

of-Fit testing, and residual plot. The model interpretation will be further discussed in
the performance effects synthesis, section 7.1.

Figure 6. 21 D*T and D*R Interactions

Observing the prediction profilers above, the top profiler shows the linear parameter
effects of TD and RD at low vehicular volumes. At these low volumes, TD and RD have
very similar effects, however, as VD is increases (see bottom profiler), the effect of
transit is reduced to zero (line is horizontal), while the effects of rideshare become
worse. This was consistent with the inferences from figures 6.11, 6.18, and 6.19.
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Figure 6. 22 Final Selected VTT Regression Model
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6.3.2 Queuing Analysis – Experiment 3
So far, analysis suggests that three factors have potential effects on transit stop queuing:
T, R, and Lay-By (L). Further investigation into the effect of lay-bys reveals staggering
improvements to queuing performance. As demonstrated in the following figure 6.23,
transit stops with lay-bys enjoy an over 1200% reduction in spillover queuing, on
average. The ‘L’ factors on the x-axis represent stops with lay-bys.

AVERAGE NUMBER OF VEHICLE STOPS

Average Queuing at Transit Stops - with and
without Lay-Bys
300
250
200
150
100
50
0
AvgStopsNBL (6
stops)

AvgStopsNB (3
stops)

AvgStopsSBL (7
stops)

AvgStopsSB (6
stops)

AvgStopsL

AvgStops

Figure 6. 23 Comparison of Queuing at Stops with and without Lay-Bys (Q)

To determine whether transit does exhibit an effect on average transit stop queuing, the
following charts are plotted to see if any pattern is apparent, but there does not appear
to be an obvious relationship between Q and T or D. The different ranges of the data
only indicate an effect of LB. See figure 6.24. Furthermore, statistical modelling verifies
there is no significant relationship between D, T, directional D and T, and average or
total transit queuing stops. The only model that consistently predicted significant effects
only included R and LB (categorical: lay-by) as variables. See figure 6.25.
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Note the inconsistencies between the two-period moving average trendlines and data
callouts for scenarios at Demand level 2.

Figure 6. 24 Transit Stop Queuing vs. Transit Level by Demand (Q)
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Figure 6. 25 Regression on Average Transit Stop Queuing (Q)

Total queuing was also modelled to verify the previous assertions that transit
significantly reduces total queuing in the network while rideshare increases queuing. V
is used instead of D to achieve significant parameter effects. The model verifies that
rideshare has the strongest effect on increasing queuing while regular vehicles have a
less pronounced effect. Transit is shown to have the only effect to reduce total queuing
in network. See figure 6.26. R2, ANOVA, and LoF testing show good diagnostics.

Figure 6. 26 Regression on Total Queuing in Network (TQ)
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6.3.3 Average Delay and Speed Modeling
Regression modeling of average delay (DELAY) and speed (SPEED) is carried out to
verify the previous assumptions that T improves network-level factors and R has
adverse effects. Both models agree on these assumptions but also show significant
effects for walking and micro-mobility. While M shows a decreasing effect to delay, as
expected due to the removal of personal vehicles, W displays a more interesting effect.
Increasing walking level is beneficial up to level 2. Increased walking levels beyond level
2 result in worsened network performance. This implies that a threshold exists at
walking level 2, at which the added vehicular delay from conflicts due to additional
pedestrians outweighs the delay savings of removing vehicles. See the following figures
6.27 and 6.28. Note that while the quadratic effect of W is only significant to 12%, it was
judged to be valid based on the DELAY model findings and the issue of vehiclepedestrian conflicts mentioned above.
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Figure 6. 27 Regression on DELAY
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Figure 6. 28 Regression on SPEED
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6.3.4 Sidewalk Travel Time Modeling
Finally, sidewalk travel time (STT) is considered for modeling based on W and M. As
previously inferred, higher W levels correlate to higher STTs, while higher M levels
result in notably reduced travel times. Interestingly, the model reveals quadratic effects
as well as a positive interaction between W and M; at higher levels of M, the positive
effect of W is more pronounced. Notably, the W*M interaction suggests that higher
micro-mobility volumes adds to walking delays, likely due to conflicts between
pedestrians and cyclists. Figure 6.29 includes the model as well as a demonstration of
the W*M interaction.

Figure 6. 29 Regression on STT
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6.4 Benefit-Cost and Capacity Improvement Analysis
To measure the cost of using a transportation mode, it is necessary to account for
multiple factors and externalities, such as operating costs, cost of ownership, crash
damages, congestion, parking, pollution, and more. The Victoria Transport Policy
Institute (2019) took these factors ,and others including land-use intensity, into account
to calculate the costs per vehicle-mile of using different kinds of vehicles. As such, the
cost savings for regular vehicles were calculated as $1.814 per vehicle-mile of auto
reduction. To measure transit costs, several methods are used to find a reasonable cost
that aligns with previous research and real-world budget data.
•

Method 1: Using the Lynx Comprehensive Annual Financial Report (2018) –
Cost/Vehicle-Mile (CPVM) is computed by plotting Total Operating Expenses
against Total Vehicle-Miles Travelled

•

Method 2: Using the same report, the CPVM is calculated by finding the cost
versus utility of adding an additional peak vehicle (considering number of peak
vehicles instead of TVMT)

•

Method 3: VTPI also includes a cost for transit, equating to $27.483 per vehiclemile

•

Method 4: Conservative method – add the average of methods 1 and 2
(considered as operating expense) to method 3 (consider as externalities)
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The following table 6.5 describes the benefit-cost calculations. Data is normalized to
represent the cost over the 1.39 miles of I-Drive that is being analyzed. These findings
are generally in the lower end of the range of B/C ratios found in Philadelphia (8.33),
Memphis (19.96), Tennessee (3.4), and Roanoke (3.9) (Skolnik and Schreiner, 1998). It
is important to note that these findings are highly dependent on capacity utilization. In
other words, if transit fails to attract auto-drivers, the cost savings would be greatly
reduced.
Table 6. 5 Benefit-Cost Ratios of Transit vs. Personal Vehicle Use
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In order to analyze the costs in more practical terms, project expenses are estimated and
compared with traditional lane build expenses. The following table demonstrates the
cost of adding one lane in each direction, using two methods outlined in the Orange
County FL Impact Fee Update (2012).
Table 6. 6 Project Costs of Lane Build Alternative

To estimate the improvement costs of transit projects, three levels of improvement are
considered for their costs. Project components are described in the following list and
cost estimates are retrieved from a paper by Hess et. Al. (2005), which assesses the
project costs and components for several bus transit services in America. It is important
to note that one advantage of transit improvements is that improvements can be
gradually phased in at reasonable over-time costs, compared to the immediate capital
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investment required for a lane build project. The following list describes the
components for each level of transit improvement:
•

Level 1 Improvement: Purchase Tier 3 buses (articulated low-floor coaches at
approximately $435,000 per bus) only

•

Level 2 Improvement: Purchase Tier 2 buses (articulated buses at approximately
$848,500 per bus), Total Renovation of Stops/Stations, Signal Priority/SPAT,
Bus Arrival Information, ROW Improvement

•

Level 3 Improvement: Purchase Tier 1 buses (diesel/electric articulated 60-foot
buses at $1.2 million per bus), Construct HOV, Total Renovation of
Stops/Stations, Signal Priority, Bus Arrival Information, ROW Improvement,
Property Acquisition (per mile)

Detailed figures on component costs can be found in APPENDIX H or in the paper by
Hess et. Al. (2005). The following figure 6.30 describes the immediate costs necessary
for each type of project. It is important to note that while the lane-build scenario only
adds capacity over 1.39 miles, fleet expansion would effectively add the same capacity
(+1,422 persons/hour) to 52.62 miles of transit routes as the additional buses would
serve more than just the 1.39 mile segment on I-Drive. Therefore, if the costs are
considered on a per mile basis, which is a more effective measure of return on
investment, it is shown that the cost of even the most cutting-edge transit improvement
project is dwarfed by the costs of a lane-build scenario. See figure 6.31. Furthermore,
operating costs and externalities can be considered via project expense timelines. The
following figures 6.32 and 6.33 describe the cost breakdowns over time and
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demonstrate the superior cost efficiency per mile of high-level transit improvements.
The transit improvement timeline accounts for a gradual increase in fleet size to meet
projected demand as it comes. Detailed spreadsheets can be found in APPENDIX H.

Figure 6. 30 Comparison of Capital Investments for Different Capacity Improvements

Figure 6. 31 Cost Comparison per Mile of Additional Capacity

77

Figure 6. 32 Project Expense Timeline for Lane Build

Figure 6. 33 Project Expense Timeline for Transit Level 3 Improvement
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CHAPTER 7: CONCLUSIONS
The final chapter of this work aims to synthesize the key findings and describe the
implications of applying MaaS to the network of study. The research effort was
successful in identifying the relevant performance effects of various modes, some
beneficial and some detrimental. Furthermore, other considerations were taken into
account including the impacts of certain infrastructure and the costs of transit-oriented
improvements versus traditional lane-oriented improvements. Overall, the research
findings were very encouraging, demonstrating the potential of MaaS for cost-effective
congestion relief with strong implications for enhancing the practice of multi-modal
transportation planning in Florida.

7.1 Key Findings
The following list describes the key findings for each factor and the implications as far as
MaaS network planning and design:
1. TRANSIT (T): In general, transit is found to have significant positive impacts to
overall network-level performance factors, such as DELAY and SPEED. For
instance, using the full dataset to estimate the effect of transit in congested
settings reveals a stark 15.5% decrease in average delay throughout the network
as a result of a relatively small 8% increase in transit modal share (i.e. shifting
from personal vehicles). Considering route-level factors, transit also appears to
perform best in congested environments. As demonstrated by the D*T
interaction, additional transit capacity does not appear to increase vehicular
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travel time in congested settings, with only marginal impacts in less congested
settings. As such, it is important that MaaS networks are built around transit as
the backbone of any integrated multi-modal service. This is also consistent with
the findings of the Whim study (Ramboll, 2019), which showed that MaaS users
use transit at a significantly higher rate than the regular population.
2. RIDESHARE (R): The effects of rideshare are to be expected, as rideshare
essentially represents a less efficient vehicle on the roadway. This is due to the
generally lower speed distribution and the pickup/dropoff activities of rideshare
users. One positive aspect of rideshare is more trips per vehicle, which may
eventually allow for less total vehicles on the road. However, even at low modal
shares of four (4) percent, rideshare demonstrates significant adverse effects on
the roadway network, despite the minor one-to-one shift away from personal
vehicles. Across all route-level and network-level performance factors, rideshare
consistently performs the worst. Transit stop queuing (Q) in particular suffers
majorly due to the spillover queues caused by rideshares picking up or dropping
off passengers. As such, curbside infrastructure is a necessary consideration for
accommodating high rideshare volumes.
3. INFRASTRUCTURE: The research effort revealed that infrastructure had a
surprisingly strong effect on influencing queuing at transit stops. While this is to
be expected, the sheer magnitude of the effects reveal just how effectively
performance can be improved with the addition of lay-bys. Simply removing
transit and rideshare vehicles from the general traffic flow has unprecedented
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sustainability and performance benefits. As rideshare still has significant effects
to increasing queuing, separate considerations must be made for rideshare
infrastructure. These improvements may be in the form of designated pickup/drop-off zones (also known as kiss-and-go lanes) that prevent rideshare users
from blocking the traffic flow and provide a safe space for rideshares to await
boarding. Overall, the infrastructure analysis highlighted the importance of
ensuring that scheduled vehicles do not impede traffic flow during boarding and
alighting.
4. COSTS: As described in the previous chapter, both operating costs and capital
investments for transit are significantly lower than costs for traditional lane
builds. This agrees with current literature and also highlights the benefit of
transit improvements over lane builds. While a lane build will only serve a limited
length of roadway at a high cost, investments into transit automatically result in
much more widespread improvement of service. By simply expanding the transit
fleet, buses can be directed to either serve new areas or enhance capacity (in
persons per hour) in already congested areas.
5. WALKING AND MICRO-MOBILITY (W and M): The findings on walking and
micro-mobility see that the two modes go hand in hand. Sidewalk Level of Service
is a field that has not seen much attention in terms of capacity analysis, however
the results here demonstrate that high volumes of walkers can indeed have a
significant effect on both sidewalk delay as well as vehicular delay. Furthermore,
while micro-mobility can make non-vehicular travel much more attractive, there
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is always the challenge of safety and conflicts, as proven by the W*M interaction.
Not only would micro-mobility increase the delay for other walkers, but the
increase in pedestrian-cyclist conflicts also poses a safety issue.

7.2 Implications for Future Direction
First, it is important to disclaim that the research effort and conclusions expressed in
this paper address a very limited set of environmental factors and conditions. While
these insights are valuable in tackling urban congestion, the performance aspects of
MaaS are not studied in the context of a broader regional network. However, the
findings may still be extrapolated to help direct research on the practical application and
regional impacts of MaaS. The following discussion focuses on the functional aspects of
implementing MaaS in terms of utilization, costs, connectivity, and technological
advancement.
One major consideration that requires attention is the capacity utilization factor; how to
maximize funding and return on investment by bolstering transit popularity. A major
issue for Lynx in Orlando is the lack of ridership, which stems from generally poor
stop/station infrastructure and infrequent service in most areas. As such, the cost
analysis considered the most cutting-edge improvements that are likely to win some
more popularity among commuters. Higher quality buses, stops, and information
services are all crucial to providing a service that is perceivably reliable and effective. It
is extremely important to address the capacity utilization issue quickly as falling
ridership represents a severe threat to transit services. According to the Lynx Operating
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Budget, system generated funds account for only 24.5 percent of the budget while the
remaining expenses fall entirely on county, city, state, and federal funding. The
continued drop in Orlando’s transit ridership fuels a vicious cycle of lesser funding due
to lesser ridership, thereby resulting in even less funding and so forth. Successful MaaS
networks are typically able to answer the financial issues through diversified funding
sources (such as the variety of public-private partnerships that fund European MaaS
services like Whim and ERTICO) and operators (combining services from private and
public entities).
Diversification of operators also serves another crucial purpose: multi-modal
connectivity. A major obstacle for transit-dependent users is the lack of options for
connecting to the transit network from a trip origin. MaaS provides an opportunity to
address the lack of connectivity by utilizing multiple modes to serve different roles in
moving users through the different levels of the network. For instance, though it was
found that rideshare is generally detrimental in congested conditions, it is certainly
naïve to conclude that the role of rideshare must be totally limited. In terms of regional
connectivity, rideshare may offer solutions to many of the challenges of MaaS, namely
the first-mile-last-mile issue. The first-mile-last-mile issue addresses the challenges of
mode-choice for the starting and ending legs of multi-modal trip making, where transit
generally serves the major intermediate legs of journeys. In areas where congestion is
not a major concern, such as suburban connector networks, it may be more effective to
concentrate rideshare services with the main purpose of moving passengers to the
closest available transit hubs. Transit services can also be concentrated in higher traffic
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areas to reap the throughput and performance benefits that transit enjoys even in
congested conditions. This would limit exposure of rideshare vehicles to heavy traffic
conditions, thereby limiting the adverse performance impacts of rideshare
demonstrated in a congested network like the I-Drive corridor.
Furthermore, attention must be given to the wider-reaching, long-term effects of
rideshare, including reduced personal vehicle ownership and all of the benefits that
come with it, such as more free space (as parking requirements become less), less
congestion in the long-term, and overall emissions. The fast-evolving progress in
Connected Automated Vehicles (CAVs) is also likely to be a major turning point in
rideshare popularity and effectiveness. As costs for vehicle automation systems continue
to fall, the cost-effectiveness to the rideshare user will eventually outpace car ownership.
Once costs fall in line, the average commuter may be more willing to forgo their
traditional transportation modes to take advantage of the convenience and flexibility
offered by multi-modal MaaS services.
In terms of MaaS system connectivity, it is important to note is the potential of datadriven, automated redeployment. CAVs will be able to utilize large datasets in real-time
to dynamically respond to travel patterns in different peak periods and reposition
accordingly, resulting in faster response times and less fuel wastage. Both rideshare and
transit services will be able to benefit from the rapidly falling costs of automation. As
automated transit and information services become more prevalent, less staffing will be
needed for driving, scheduling, route mapping, and fleet management. The findings set
forth in this research may be particularly useful in the programming of these automated
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transit operations. The parameter effects for rideshare and transit modes can be
implemented with traffic data shared between public and private CAV operators to
automate fixed-route (transit) optimization and fleet positioning (rideshare). This
further demonstrates the potential of private-public partnerships to implement MaaS
most effectively.
Finally, the effects of walking and micro-mobility open questions into optimizing
connectivity at the microscopic level for both sidewalk travel modes as well as roadway
travel modes. Features like transit stops, curbs, and lay-bys represent the main interface
between pedestrians, cyclists, small vehicles, and transit. As such, reducing conflicts at
this interface can be extremely valuable in performance and sustainability terms by
improving the general smoothness of users interacting and switching from mode to
mode. Possible areas for research on curbside management are separation techniques
(differentiating ‘wheels from heels’), sidewalk pavement widening in high-volume areas,
kiss-and-go lanes, micro-mobility deployments, and lay-bys. In short, these findings and
discussions have major implications for transforming the traditional practice of lanebuild focused transportation planning. Further research will be crucial in applying these
performance analyses to optimize multi-modal transportation planning in expansive,
suburb-heavy cities like Orlando.
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APPENDIX A: I-RIDE RIDERSHIP REPORT FY 2020
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APPENDIX B: MAPS AND VISSIM NETWORK SCREENSHOTS
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Network intersection map (Google Maps)
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Regional network map (Google Maps)

91

Network overview in VISSIM
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VISSIM 3D screenshots
I-Drive and Sand Lake Rd intersection
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Transit Drop-Off
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Shared Rideshare-Transit Stop
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Pedestrians and cyclists waiting at intersection
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APPENDIX C: VISSIM MODEL CHANGELOG
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APPENDIX D: RAW AND ADJUSTED SIGNALIZATION DATA
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Raw Signalization Data
Intersection: International Dr & Pointe Plaza Av
Equipment: Eagle

CDI:

Node:
Date:

CDO:

356
09/25/19

BASIC TIMING
Phase
Direction
Min Green (sec)
Vehicle Gap (sec)
Max Green 1 (sec)
Max Green 2 (sec)
Yellow (sec)
All-Red (sec)
Walk (sec)
Flash Don't Walk (sec)

1
SBL
8
1.5
15
15
4.1
2.0

2
NB
15
3.0
45
45
4.0
2.0
7
27

3

4
EB
8
2.0
15
15
3.5
2.4
7
36

5
NBL
8
1.5
15
15
4.0
2.0

1
5

2
6

4

8
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6
SB
15
3.0
45
45
4.1
2.0
7
25

7

8
WB
5
2.0
15
15
4.4
2.0

Location: International Dr & Samoan Ct N
Equipment: Eagle

CDI:

Node:
Date:

CDO:

307
09/25/19

BASIC TIMING
Phase
Direction
Min Green (sec)
Vehicle Gap (sec)
Max Green 1 (sec)
Max Green 2 (sec)
Yellow (sec)
All-Red (sec)
Walk (sec)
Flash Don't Walk (sec)

1
SBL
5
1.5
14
14
4.0
2.0

2
NB
15
3.0
45
45
4.0
2.0
7
29

3

4
EB
5
1.5
15
15
3.4
3.7
7
39

5
NBL
5
1.5
14
14
4.0
2.0

1
5

2
6

4

8
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6
SB
15
3.0
45
45
4.0
2.0
7
15

7

8
WB
5
1.5
15
15
3.4
3.2
7
30

Location: International Dr & Austrian Ct - Via Mercado
Equipment: Eagle
SCOOT N22213
CDI:

Node:
Date:

CDO:

309
09/25/19

BASIC TIMING
Phase
Direction
Min Green (sec)
Vehicle Gap (sec)
Max Green 1 (sec)
Max Green 2 (sec)
Yellow (sec)
All-Red (sec)
Walk (sec)
Flash Don't Walk (sec)

1
SBL
5
2.0
15
15
4.0
2.0

2
NB
14
3.5
50
50
4.0
2.0
7
27

3

4
EB
5
2.7
50
50
3.4
3.5
7
15

5
NBL
5
2.0
15
15
4.0
2.0

1
5

2
6

4

8
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6
SB
14
3.5
50
50
4.0
2.0
7
16

7

8
WB
5
2.7
50
50
3.4
3.5
7
14

Intersection: International Dr & Jamaican Ct South
Equipment: Eagle
SCOOT NODE 22111
CDI:

Node:
Date:

CDO:

310
09/25/19

BASIC TIMING
Phase
Direction
Min Green (sec)
Vehicle Gap (sec)
Max Green 1 (sec)
Max Green 2 (sec)
Yellow (sec)
All-Red (sec)
Walk (sec)
Flash Don't Walk (sec)

1
SBL
5
3.0
15
15
4.0
2.0

2
NB
15
3.0
50
50
4.0
2.0
7
23

3

4
EB
5
3.0
50
50
3.4
3.2
7
37

5
NBL
5
3.0
15
15
4.0
2.0

1
5

2
6

4

8
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6
SB
15
3.0
50
50
4.0
2.0
7
21

7

8
WB
5
3.0
50
50
3.4
3.5
7
37

Intersection: International Dr & Jamaican Ct North
Equipment: Eagle
SCOOT
CDI:

Node:
Date:

CDO:

308
06/18/16

BASIC TIMING
Phase
Direction
Min Green (sec)
Vehicle Gap (sec)
Max Green 1 (sec)
Max Green 2 (sec)
Yellow (sec)
All-Red (sec)
Walk (sec)
Flash Don't Walk (sec)

1
SBL
5
3.0
15
15
4.0
2.0

2
NB
15
3.0
50
50
4.0
2.0
7
17

3

4
EB
5
3.0
50
50
3.4
3.3
7
30

5
NBL
5
3.0
15
15
4.0
2.0

1
5

2
6

4

8
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6
SB
15
3.0
50
50
4.0
2.0
7
15

7

8
WB
5
3.0
50
50
3.4
2.7
7
31

Location: Sand Lake Rd & International Dr
Equipment: Eagle
SCOOT N20141

CDI:

Node:
Date:

CDO:

147
09/25/19

BASIC TIMING
Phase
Direction
Min Green (sec)
Vehicle Gap (sec)
Max Green 1 (sec)
Max Green 2 (sec)
Yellow (sec)
All-Red (sec)
Walk (sec)
Flash Don't Walk (sec)

1
EBL
5
3.0
20
20
4.4
2.0

2
WB
15
3.0
45
45
4.4
2.0
7
39

3
SBL
5
3.0
15
15
4.4
2.0

1 2
5 6

4
NB
5
3.0
25
25
4.4
2.0
7
27

3 4
7 8
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5
WBL
5
3.0
20
20
4.4
2.0

6
EB
15
3.0
45
45
4.4
2.0
7
40

7
NBL
5
3.0
25
25
4.4
2.0

8
SB
5
3.0
25
25
4.4
2.3
7
28

Adjusted Signalization Data
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APPENDIX E: VEHICULAR TURNING MOVEMENT COUNTS
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Time

NB

SB

EB

POINTE PLAZA AVE (L TH R)

SAMOAN CT N

AUSTRIAN CT N/ VIA MERCADO

112

WB

Total

JAMAICAN CT S

JAMAICAN CT N

SAND LAKE RD
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APPENDIX F: TRANSIT ALIGHTING AND BOARDING DATA
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Location

Operator(ID)
1 Lynx (1)
I-Ride (18)
2 I-Ride (17)
3 Lynx (2)
I-Ride (16)
4 I-Ride (15)
5 Lynx (3)
6 I-Ride (14)
7 Lynx (4)
I-Ride (12)
8 I-Ride (11)
9 Lynx (5)

Alighting-Monthly

Average

Boarding-Monthly

4071
1018

4338
2428

997
1053

1121
1326

1139

1185

1224
942

1044
545

Alighting-Daily Boarding-Daily Alighting-PK Boarding-PK
Occupancy Alighting %
74
137
8
16
43
0.20
152
162
17
18
43
0.40
38
91
4
10
44
0.10
23
60
3
7
50
0.05
37
42
4
5
50
0.08
39
50
4
6
51
0.09
21
46
2
5
54
0.04
43
44
5
5
52
0.09
43
116
5
13
57
0.09
46
39
5
4
52
0.10
35
20
4
2
51
0.08
33
62
4
7
65
0.06
51.0988469

Notes
Occupancy is 80% of total capacity @ 54 persons/trolley

Data is missing for this stop, interpolated for Alighting/Boarding monthly and occupancy
Data is taken from August instead of April, the data for this stop for April shows extremely low numbers, perhaps due to equipment malfunction, interpolated as with location 6

Lynx occupancy = roughly 15 (43 split between 3 lines)

Location
1
2
3
4
5
6
7
8
9
10
11
12
13

Operator(ID) Alighting-Monthly
Boarding-Monthly
Alighting-Daily Boarding-Daily Alighting-PK Boarding-PK
Lynx (1)
112
23
13
I-Ride (11)
1015
1810
38
68
4
Lynx (2)
51
5
6
I-Ride (12)
1196
1452
45
54
5
Lynx (3)
65
13
7
I-Ride (13)
784
1077
29
40
3
I-Ride (14)
2848
2282
107
85
12
Lynx (4)
27
3
3
I-Ride (15)
1485
1300
56
49
6
Lynx (5)
30
6
3
Lynx (6)
45
7
5
I-Ride (17)
1545
1682
58
63
7
Lynx (7)
91
24
10
I-Ride (18)
5244
2813
196
105
22
I-Ride (19)
569
597
21
22
2
Lynx (8)
46
6
5
I-Ride (20)
661
814
25
30
3

Average
Lynx occupancy = roughly 22 (43 split between 2 lines)
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3
8
1
6
1
5
10
0
6
1
1
7
3
12
3
1
3

Occupancy Alighting % Notes
43
0.30
43
0.10
33
0.18
46
0.11
28
0.27
47
0.07
49
0.25
25
0.12
46
0.14
22
0.15
19
0.26
46
0.14
15
0.68
46
0.48
36
0.07
8
0.69
36
34.591567

Estimating occupancy from total ridership and total roundtrips for I-Drive
16 trolleys total
5 trolleys make 8 roundtrips each
11 trolleys make 7 roundtrips each
Trolley has 54 person capacity
Total roundtrips per day =
Total ridership for April 2016 =

117
151053

Total monthly capacity =

189540

Average occupancy ratio = Monthly ridership/monthly capacity =
0.796945
Average occupancy for I-Ride per line = 0.8*54 = roughly 43 persons
Assume the same for Lynx, but split between 2 lines (SB) and 3 lines (NB)

Daily factor:
Study number
1
2
3
4
Average

(Daily demand)*(Daily factor) = PK Hr demand
PK Hr split (Daily factor)
0.077
0.15
0.085
0.1425
0.1136

Monthly factor: (Monthly demand)*(Monthly factor) = Daily demand
Study number
Weekday-weekend ratio
Weekday split (Monthly factor)
4
1.073
0.0339
5
2.5
0.0397
6
2
0.0385
Average
0.0374
Total monthly demand = 22*(average weekday demand) + 8*(average weekend demand)
(Total monthly demand)/(average weekday demand) = 1/(monthly factor) = 22 + (8/Weekday-weekend ratio)
Monthly factor = (1/(22+8/Weekday-weekend ratio))
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TRANSIT PEAK HOUR RIDERSHIP ESTIMATES FROM DAILY/MONTHLY
VOLUMES
CASE STUDY 1: Pendyala (2002)
23% of total daily transit trips occur in a PM Peak hour period (3:30 PM to 6:30 PM), or
roughly 7.7% in a single hour. This study was conducted across multiple cities (several of
which are in Florida)
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CASE STUDY 2: UDOT (2000)
The Long Range Transit Analysis (WFRC) found that 15% of people are using transit in
the peak hour.
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CASE STUDY 3: Polzin et. Al. (2002)
The Nationwide Personal Transportation Survey (NPTS) in 1995 found that 25.37% of
total trips occur in a PM Peak hour period (3:00 PM to 6:00 PM), or 8.45% in one hour.
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CASE STUDY 4: Shi and Lin (2012)
Data collected from the Shenzhen company in China found that the ratio of weekday
trips to weekend trips was 1.073 (3750487/3496259) over 2 days, which is quite low. It
was also found that 14.25% of trips occur in the peak hour between 5:00 PM and 6:00
PM.

CASE STUDY 5: Foell et. Al. (2015)
Data collected from one of the largest bus operators in Lisbon, Portugal found that 21%
of daily trips occur in the PM Peak period between 4:30 PM and 7:30 PM, or 7% per
hour on average. It was also found that the ratio between average weekday trips and
average weekend trips was high (a rough visual inspection finds a ratio of 3.75/1.5 = 2.5
times higher usage on a weekday compared to a weekend). Over 61 days, 24,257,353 bus
rides were recorded.
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CASE STUDY 6: Kim et. Al. (2018)
Transit data from the Korean public transit system in Seoul shows that the ratio
between average weekday and weekend trips was also quite high, at roughly 2 (1
million/0.5 million). Data was collected for about 20 million records daily on average
(or 10 million trips daily).
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APPENDIX G: PEDESTRIAN COUNTS (RAW DATA)
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Intersection Corner
SW
NW
Sandlake
NE
SE
SW
NW
Jamaican N
NE
SE
SW
NW
Jamaican S
NE
SE
SW
NW
Via Mercado
NE
SE
SW
NW
Samoan N
NE
SE
SW
NW
Pointe Plaza
NE
SE
Crossing (North to South)
SandLake
Jamaican N
Jamaican S
Uncle Julio's
Via Mercado
Austrian S
Miller's Ale House
South xwalk
Samoan N
Samoan S
Churros and Co
South xwalk
Pointe Plaza

21
11
16
11
3
9
11
3
2
1
5
7
2
21
11
0
13
36
25
7
0
15
5
0

16
13
11
8
10
13
34
32
7
15
45
40
8
14
59
55
10
22
75
83
14
7
26
37

41
21
31
21
6
18
22
5
4
2
10
13
3
42
22
0
25
71
50
14
0
30
10
0

32
26
21
16
20
25
68
63
14
29
89
79
15
27
118
110
20
44
149
166
27
14
51
74

1HR avg E/W

1HR avg N/S

2HR Count E/W

2HR Count N/S

Volume EB Volume WB Volume NB Volume SB Volume EB Volume WB Volume NB Volume SB
13
11

14

22

16
16

49

28

13
42

47

42

113

50

7
7

51

42

3
6

79

16

14
West side

37
East side
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APPENDIX H: BENEFIT-COST AND CAPACITY IMPROVEMENT
ANALYSES
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B/C analysis to represent the benefit of a single user switching to transit in monetary terms of the cost of transit improvement (cost) and cost reduction of personal automobile costs and externalities (benefit)
This analysis demonstrates the value of a vehicle user switching to transit in terms of annual cost savings (e.g. It is X times cheaper to use transit)

B/C ratio =

Cost savings/

Cost savings =

1.814$ per vehicle-mile of auto reduction

Cost of transit operation
7280 ft equals 1.39 mi

therefore cost savings =

1.814*1.39 equals
equals

2.52$ per vehicle of auto reduction on I-Drive
1.59$ per person of auto reduction on I-Drive

Cost of transit operation

123.3
123.7
128.8
131.1
139.7
144
140.4
143.4
157.8
158.5

Total TVMT (mil miles) TVMT/N (thousands of miles per vehicle)
16.2
16.6
16.5
17.3
16.1
16
16.5
16.9
17.1
16.9

TVMT/N is the unit cost per transit-vehicle-mile
Total TVMT = ∑TVMT(i) where the value of I represents each bus (summing vehicle miles for each bus)
therefore, total TVMT = N*(AVG TVMT)
AVG TVMT = (total TVMT)/N
AVG TVMT (thousand miles per vehicle)
2009
2010
2011
2012
2013
2014
2015
2016
2017
2018

Total TVMT (mil yearly miles)
69.23
74.44
73.33
76.89
69.40
64.52
64.71
63.77
66.02
65.00
68.73

Avg

17.2
17
16.8
16.6
16.4
16.2

y = 0.0057x + 15.238
R² = 0.0458

16
15.8
220

230

240

250

260

OE (mil dollars)
16.2
16.6
16.5
17.3
16.1
16
16.5
16.9
17.1
16.9

123.3
123.7
128.8
131.1
139.7
144
140.4
143.4
157.8
158.5

170
160
150
140
130
120
y = -1.8839x + 268.55

100
60.00

y = 0.6281x - 13.307

170

160
150
140
130
120
110
100
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220

230

65.00
70.00
75.00
Average TVMT (Thousands of yearly miles per transit vehicle)

240

250

260

Number of Peak Vehicles

Operating Expenses vs. TVMT

180

110

180

Average TVMT (Thousands of yearly miles per transit vehicle)

Operating Expenses vs. Average TVMT
Operating Expenses (millions of dollars)

YEAR

69.2
74.4
73.3
76.9
69.4
64.5
64.7
63.8
66.0
65.0

Operating Expenses (millions of dollars)

OE (mil dollars)
234
223
225
225
232
248
255
265
259
260

17.4

80.00

Operating Expenses (millions of dollars)

N
2009
2010
2011
2012
2013
2014
2015
2016
2017
2018

Operating Expenses (millions of dollars)

Year

Operating Expenses vs. Npeak Vehicle

Miles per Npeak Vehicle

Per vehicle operating expenses will be calculated using Npeak vehicles, Transit VMT (TVMT) vs. operating expenses

180
y = 8.6852x - 5.1911

170
160
150
140
130
120

110
100
15.8

16

16.2
16.4
16.6
16.8
17
Total TVMT (Millions of yearly transit vehicle miles)

17.2

17.4

Figure1 indicates that operating expenses decrease by 1.9k per additional vehicle mile per bus (higher bus utilization = cheaper cost/vehicle-mile)
Figure2 indicates that operating expenses increase by 8.7 dollars per vehicle mile 8.7*1.39 = 12.1 dollars per bus on I-Drive

Method 1: Cost/Vehicle-Mile = OE/TVMT
Transit Level
Frequency
T1
T1.5
T2
T2.5
T3
Transit Level
T1
T1.5
T2
T2.5
T3
AVG

Method 2: Cost/Vehicle-Mile by calculating cost and utility of adding an additional peak vehicle
Delta frequency
20
25
30
35
40

Npersons

0
5
10
15
20
Delta persons

671
987
1302
1623
1943

Delta cost = cost per bus on I-Drive (1.39 mi) *delta frequency
0
60.5
121
181.5
242
Delta cost

0
316
631
952
1272

Cost of Additional Peak Vehicle = 0.628 M$ per peak vehicle
Thousand Miles per Additional Peak Vehicle (on Average) = 68.73 thousand miles per peak vehicle
Cost of an additional Vehicle-Mile =
$
Cost of an additional Bus on I-Drive = 9.24*1.39 =

Cost of adding one person to transit on I-Drive
0
60.5
121
181.5
242
$

0
0.191455696
0.191759113
0.190651261
0.190251572
0.19 per person

9.24 /Vehicle-Mile
$ 12.84 /Bus on I-Drive

AVG cost of adding one person to transit (extrapolating from method 1) =

Cost/Bus-mile = $27.483
Cost of an additional Bus on I-Drive = 27.483*1.39 =

$

38.20 /Bus on I-Drive

AVG cost of adding one person to transit (extrapolating from method 1) =
(in cents)
Cost savings of removing one car user (B)
Cost of adding one transit user (C)
B/C
B/C(1) =
159
19.1
8.32
B/C(2) =
159
20.3
7.83
B/C(3) =
159
60.3
2.64
B/C(4) =
159
80
1.99
Average =
44.9
5.2
These findings are generally in the lower end of the range of B/C ratios found in Philadelphia (8.33), Memphis (19.96), Tennessee (3.4), and Roanoke (3.9)
Also note, as the units are per person on I-Drive, these findings are dependent on the capacity utilization of transit systems. These findings are also based on annualized costs (e.g. the assumption is that most of the infrastructure is in place and only additional vehicles are needed).
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$ 0.203 per person

Method 3: Using the Cost/Vehicle from the VTPI study

$ 0.603 per person
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Cost of Traditional Capacity Improvement Project
4 Lane Directional MSV for I-Drive:
4 Lane Directional MSV in persons demand :

1790 vph
2828 pph

6 Lane Directional MSV for I-Drive:
6 Lane Directional MSV in persons demand :

2690 vph
4250 pph

Effective miles of added capacity by transit
Route
L (mi)
I-Drive (all lines)
Lynx 8
Lynx 38
Lynx 42
I-Ride Red

N-buses current
1.39
70.02
27.1
64.4
13.92

N-buses future
28
12
5
6
5

Added Capacity (pph)
60
26
11
13
11

Capacity*miles
1453
623
259
311
259

(Source: VHB I-Drive study)
Immediate cost (Capital investment):
Cost-Per-Lane-Mile Improvement Calculations:
Traditional method (additional lanes)
Historical method (total new lanes)

N-Lanes

CPLM

Segment Length (mi)

2
6

Project Cost
1.39 $
1.39 $
$

3,744,000
2,028,000

Capacity Improvement (pph)
10,408,320.00
16,913,520.00
13,660,920.00

Effective miles @ 1453 added capacity
2019.392
43596.45257
7030.514286
20048.64
3611.245714
76306.24457

52.62

Cost/additional person-trip on I-Drive (over 1.39 miles)
1422 $
7,319.49
1422 $
11,894.18
$
9,606.84

(Source: OC Impact Fee update 2012)
Annual cost (Externalities):

Annual cost/additional person-trip (from B/C)
$

1.59

Cost of Transit Improvement Project
Cost/Bus (thousands of $)
San Jose (HOV)
Vancouver (HOV)
Los Angeles (HOV)
Cleveland (Electric/Diesel Busway)

Lynx Route
465
405
848.5
1200

L (miles)
4
4
2

Route time IN (min)
36.4
28.49
33.59

Route time OUT (min)
98
78
88

Buses IN
88
83

Total

Fleet (buses)
I-Ride Red serves at 6 bus/hr frequency
Adding Lynx Fleet
Extrapolating to 40 bus/hr (double capacity)
Additional fleet needed to double capacity
Additional fleet needed to match lane build capacity

Freq
8
38
42

435 Avg

I-Ride route time (min) =
I-Ride route length (mi) =
Assume 20 mph Avg
Total Bus routes length (mi) =

5
28
56
28
32

50
16.7
185.17

Immediate cost (Capital investment):
Level 1 Improvement: Purchase Tier 3 buses only
Average
Total cost (thousands of dollars) = Nbuses*CostPerBus =
Capacity Improvement in pph =
Total Cost/Additional person-trip (over 52.62 effective miles) =
Total Cost/Additional person-trip on I-Drive (1.39 miles) =

$
$

Low Price (thousands of dollars)
13920
1453
9,580.18 $
253.07 $

Level 2 Improvement: Purchase Tier 2 buses, Total Renovation of Stops/Stations, Signal Priority/SPAT, Bus Arrival Information, ROW Improvement
Average
Low Price (thousands of dollars)
Cost of buses (thousands of dollars) =
848.5
Stop/Station Renovation (thousands of dollars per stop) =
47.5
Signal Priority/SPAT (thousands of dollars per mile) =
91.5
Bus Arrival Information (per stop) =
8
ROW Improvement (per mile) =
8
Totals
Total cost (thousands of dollars) =
Capacity Improvement in pph =
Total Cost/Additional person-trip (over 52.62 effective miles) =
Total Cost/Additional person-trip on I-Drive (1.39 miles) =

$
$

28505.745
1453
19,618.54 $
518.24 $

High Price (thousands of dollars)
12960
14880
1453
1453
8,919.48 $
10,240.88
235.62 $
270.52

High Price (thousands of dollars)
38
83
6
8

28246.49
1453
19,440.12 $
513.53 $

$
$

49599.015
1453
34,135.59 $
901.72 $

43344.98
1453
29,831.37 $
788.02 $

Average

Low cost (thousands of dollars)
27152
1045
127.185
176
5.56
28505.745

High cost (thousands of dollars)
27152
836
115.37
132
11.12
28246.49

27152
1254
139
220
0
28765

28765
1453
19,796.97
522.95

Level 3 Improvement: Purchase Tier 1 buses, Construct HOV, Total Renovation of Stops/Stations, Signal Priority/SPAT, Bus Arrival Information, ROW Improvement, Property Acquisition (per mile)
Average
Low Price (thousands of dollars)
High Price (thousands of dollars)
Cost of buses (thousands of dollars) =
1200
Stop/Station Renovation (thousands of dollars per stop) =
292.5
135
Signal Priority/SPAT (thousands of dollars per mile) =
917
34
Bus Arrival Information (per stop) =
53
53
ROW Improvement (per mile) =
1376.5
253
Property Acquisition (per mile) =
295
295
Totals
Total cost (thousands of dollars) =
Capacity Improvement in pph =
Total Cost/Additional person-trip (over 52.62 effective miles) =
Total Cost/Additional person-trip on I-Drive (1.39 miles) =

Inventory Detail
32 buses
57 22 stops
100 1.39 miles
10 22 stops
1.39 miles

450
1800
53
2500
295

Inventory Detail
32 buses
22 stops
1.39 miles
22 stops
1.39 miles
1.39 miles

55853.05
1453
38,439.81
1,015.42
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Average

Low cost (thousands of dollars)
38400
6435
1274.63
1166
1913.335
410.05
49599.015

High cost (thousands of dollars)
38400
2970
47.26
1166
351.67
410.05
43344.98

38400
9900
2502
1166
3475
410.05
55853.05

Buses OUT
6.5
5.2
2.9

Nbuses
5.9
0
2.8

12
5
6
23

Total Project Costs/Additional Persons Capacity
Low Estimate
High Estimate

Level 1 Transit Improvement
$
$

Cost per Additional mile of added capacity
Low Estimate
High Estimate

$
$

Build Lanes
Level 3 Transit Improvement
29,831.37 $
19,440.12 $
38,439.81 $
19,796.97 $

Level 2 Transit Improvement
8,919.48 $
10,240.88 $

7,488,000.00
12,168,000.00

806,161.30 $
1,038,795.43 $

525,348.66 $
534,992.28 $

241,039.46 $
276,749.01 $

7,319.49
11,894.18

10.0

Person-mile Cost of level 3 transit as a percent of cost of lane-build =
Using the Level 3 transit option is 90% cheaper per person-mile of added capacity!
Annual cost (Operating costs + externalities):

Annual cost/additional person-trip (from B/C)
$

0.80

Year

Transit Annual cost/additional person-mile
$
$
$
$
$
$
$
$
$
$

0.58
0.58
0.58
0.58
0.58
0.58
0.58
0.58
0.58
0.58

1
2
3
4
5
6
7
8
9
10

Cars Annual cost/additional person-mile
$
$
$
$
$
$
$
$
$
$

AADT
56090
61031
65236
68895
72135
75042
77678
80088
82310
84369

1.14
1.14
1.14
1.14
1.14
1.14
1.14
1.14
1.14
1.14

Immediate Cost per Mile of Added Capacity (+1422 persons/hour)

Includes non-transit externalities
Cars Cumulative OC
Transit Cumulative OC
53,534.34 $
$
111,784.42 $
$
174,047.63 $
$
239,803.84 $
$
308,652.38 $
$
380,275.14 $
$
454,413.39 $
$
530,852.55 $
$
609,411.82 $
$
689,936.73 $
$

Immediate Cost of Increasing Capacity by (1 persons/hour)
(For 52.62 effective miles of transit vs. 1.39 miles of extra lanes)

$14,000,000.00

$12,000,000.00
$40,000.00

$35,000.00

DOLLARS PER PERSON TRIP

$8,000,000.00

$2,000,000.00

$30,000.00

$25,000.00

$15,000.00

Build Lanes

Level 3 Transit Improvement

Level 1 Transit Improvement

Level 2 Transit Improvement

$241,039.46

$525,348.66

$806,161.30

$7,488,000.00

High Estimate

$276,749.01

$534,992.28

$1,038,795.43

$12,168,000.00

$5,000.00

High Estimate

Low Estimate

Fixed transit costs per mile(k$)
212.83
$
212.83
$
212.83
$
212.83
$
212.83
$
212.83
$
212.83
$
212.83
$
212.83
$
212.83
$

1
2
3
4
5
6
7
8
9
10

Transit Level 3 Improvement
266,362.45
$
780,712.87
$
888,586.12
$
999,952.35
$
1,114,410.93
$
1,231,643.73
$
1,351,392.01
$
1,473,441.21
$
1,552,000.48
$
1,632,525.39
$

Build Lanes
$
$
$
$
$
$
$
$
$
$

9,892,218.06
9,962,030.34
10,036,652.33
10,115,460.64
10,197,975.11
10,283,814.44
10,372,668.57
10,464,280.34
10,558,433.03
10,654,941.53

1
2
3
4
5
6
7
8
9
10

Externalities (Cars only)
$
$
$
$
$
$
$
$
$
$

Build Cost
$
$
$
$
$
$
$
$
$
$

9,828,057.55
9,828,057.55
9,828,057.55
9,828,057.55
9,828,057.55
9,828,057.55
9,828,057.55
9,828,057.55
9,828,057.55
9,828,057.55

1
2
3
4
5
6
7
8
9
10

Externalities (Cars + Transit)
50,844.17
$
101,688.35
$
157,011.29
$
216,145.70
$
278,597.57
$
343,986.38
$
412,010.01
$
482,422.71
$
555,020.72
$
629,632.28
$

Year

$20,000.00

$10,000.00

$Low Estimate

$-

64,160.50
133,972.79
208,594.78
287,403.09
369,917.55
455,756.89
544,611.02
636,222.78
730,375.47
826,883.98

Fixed lane build costs per mile (k$)
9,828.06
$
9,828.06
$
9,828.06
$
9,828.06
$
9,828.06
$
9,828.06
$
9,828.06
$
9,828.06
$
9,828.06
$
9,828.06
$

Build Lanes

Level 1 Transit Improvement

Level 2 Transit Improvement

Level 3 Transit Improvement

Low Estimate

$8,919.48

$19,440.12

$29,831.37

$7,319.49

High Estimate

$10,240.88

$19,796.97

$38,439.81

$11,894.18

Low Estimate

Year

High Estimate

Cost per Mile of Added Capacity
(+1422 persons/hr)
Project Expense Timeline

Operating Costs
$
$
$
$
$
$
$
$
$
$

2,690.17
10,096.08
17,036.35
23,658.14
30,054.81
36,288.76
42,403.38
48,429.84
54,391.10
60,304.45

New Buses
$
$
$
$
$
$
$
$
$
$

$14,000,000.00
$10,654,941.53
$9,892,218.06

$12,000,000.00

Cost per Mile of Added Capacity (+1422 persons/hr)
Lane Build Cost Breakdown

$10,000,000.00

Cost per Mile of Added Capacity (+1422 persons/hr)
Transit Improvement Cost Breakdown

$12,000,000.00

$1,800,000.00
$1,600,000.00

$10,000,000.00

$8,000,000.00

$4,000,000.00

$1,632,525.39

CUMULATIVE COSTS ($)

$1,400,000.00

$6,000,000.00

CUMULATIVE COSTS ($)

CUMULATIVE COSTS ($)

DOLLARS PER PERSON TRIP

$10,000,000.00

$4,000,000.00

Cost of new buses per mile (k$)
$
456.10
$
501.71
$
547.32
$
592.93
$
638.54
$
684.15
$
729.76
$
729.76
$
729.76
$

Year

$45,000.00

$6,000,000.00

28
48
50
52
54
56
58
60
60
60

Buses needed to meet Demand
1
1.191
1.382
1.573
1.764
1.954
2.145
2.336
2.527
2.718

64,160.50
133,972.79
208,594.78
287,403.09
369,917.55
455,756.89
544,611.02
636,222.78
730,375.47
826,883.98

$8,000,000.00

$6,000,000.00

$1,200,000.00
$1,000,000.00
$800,000.00
$600,000.00

$4,000,000.00
$400,000.00

$266,362.45
$2,000,000.00

$200,000.00

$2,000,000.00

$$1

2

3

4

5

6

7

8

YEAR SINCE PROJECT START

9

$-

10
Build Cost

Externalities (Cars only)
Transit Level 3 Improvement

Build Lanes

Infrastructure Cost
1

2

3

4

5

6

7

8

9

10

$9,828,057.55

$9,828,057.55

$9,828,057.55

$9,828,057.55

$9,828,057.55

$9,828,057.55

$9,828,057.55

$9,828,057.55

$9,828,057.55

$9,828,057.55

$64,160.50

$133,972.79

$208,594.78

$287,403.09

$369,917.55

$455,756.89

$544,611.02

$636,222.78

$730,375.47

$826,883.98

New Buses

1

2

3

4

5

6

7

8

9

10

$212,828.11

$212,828.11

$212,828.11

$212,828.11

$212,828.11

$212,828.11

$212,828.11

$212,828.11

$212,828.11

$212,828.11

$-

$456,100.34

$501,710.38

$547,320.41

$592,930.44

$638,540.48

$684,150.51

$729,760.55

$729,760.55

$729,760.55

$2,690.17

$10,096.08

$17,036.35

$23,658.14

$30,054.81

$36,288.76

$42,403.38

$48,429.84

$54,391.10

$60,304.45

$101,688.35

$157,011.29

$216,145.70

$278,597.57

$343,986.38

$412,010.01

$482,422.71

$555,020.72

$629,632.28

Operating Costs

Externalities (Cars + Transit)

$50,844.17

YEAR SINCE PROJECT START
Externalities (Cars only)

YEAR SINCE PROJECT START

Build Cost

Externalities (Cars + Transit)
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Operating Costs

New Buses

Infrastructure Cost

456,100.34
501,710.38
547,320.41
592,930.44
638,540.48
684,150.51
729,760.55
729,760.55
729,760.55

Infrastructure Cost
$
$
$
$
$
$
$
$
$
$

212,828.11
212,828.11
212,828.11
212,828.11
212,828.11
212,828.11
212,828.11
212,828.11
212,828.11
212,828.11
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