Abstract
Introduction
Moving objects applications are particular cases of spatio-temporal applications that involve requirements concerning the manipulation of changes related to the movement of objects. Moving objects are gaining great attention from the research community. Applications, such as transportation or navigation systems, efficient distributions of merchandise, and tracking systems, are now available systems whose use spreads with the free access to Internet. These systems deal with spatio-temporal information that requires new strategies for data modeling, updating and maintenance as well as for querying and access methods.
Since the nineties, many studies have addressed different aspects of spatio-temporal databases for moving objects [8] [20] . Main topics of these studies are modeling and query languages [4] [5] [6] [12] [14] [15] and data structures for indexing schemas [1] [7] [13] [18] . Focusing on the physical level of a query processing of moving objects, a missing topic of these studies is the consideration of distributed or parallel systems to handle moving objects. The general approach has been a centralized architecture, which may become inefficient as the number of moving objects increases. Think, for example, in an express currier company (e.g., DHL) that wants to track and trace its items automatically throughout the delivery process. Current technology, such as Radio Frequency Identification RFI [17] , allows computers to see devices that, when attached to items, can trace and track moving items. Thus, items can be observed by computers continuously, without waiting the arrival of items to control centers. In a worldwide company, one could expect that millions of items should be traced such that the distribution of such information becomes necessary. Such systems may not only keep the current locations of items or objects, but also the locations where objects have been in the past.
A typical query to moving objects systems could be "find the trajectory of a given object or item in a time interval." If we do not have any information which servers may contain such information, we will need to review information in each server of the system to find the desired information. If the starting location and destination are know, one could think that retrieving the trajectory is a routing problem. This work, however, is not concerned with finding an optimal path to the destination nor with cases where both origin and destination of objects are necessarily known. In our general case, we have objects that move randomly or without predefined origin and destination. Even more, we are aimed to contribute to systems where query about moving objects can use spatial or temporal criteria defined by relations. For example, "find items that were within a distance X in the time period between Y and Z." The common characteristics of these queries is that in a distributed and dynamic system, we will need to find and combine information from different information servers in order to answer queries based on objects' attributes, temporal criteria, spatial criteria, and their combinations.
Finding information in a distributed environment can be seen similar to the problem when searching the World Wide Web (WWW) [9] , since it would be impractical to think that for answering a query, the system will review the whole WWW to obtain the desired information. An alternative ap-proach to collecting information that has been successfully applied by search engines on the WWW is the use of crawling and indexing [2] [3] . A crawler locates information on the WWW and retrieves it for indexing. The indexing mechanism organizes the information for answering a query or guiding the search process to specific data sources.
In the WWW, crawlers are in charge of downloading pages (data) from a dynamic distributed system, where the dynamism is determined by the creation, elimination and updates of pages. In this paper, we explore different strategies for crawling a distributed system that collects information about moving objects. Unlike the WWW, this work deals with a system where there is a number of distributed servers that store data about the location of moving objects within particular regions of the space. Thus, moving objects enter or leave regions so that a single server contains the current location of a particular object, but multiple serves may contain data about the previous locations of the objects at different times. In this context, the crawling consists of visiting servers and collecting data about objects that have been or are in the corresponding servers' regions.
The main contributions of this paper is the analysis of different strategies for collecting data about moving objects in a distributed environment. We propose that this collection should consider minor interventions of the servers of the system. The alternative approach where servers deliver information to a centralized component for indexing could overload the global system when there exists a large number of objects whose continuous changes of locations require frequent updates of the index. To the best of our knowledge, there has not been a study that analyzes strategies for collecting data about moving objects in a distributed environment, so we expect that the results of this work will be taken as a first analysis of possible alternatives for collecting data and, finally, querying distributed systems of moving objects. In this paper, this analysis uses results that were obtained from a simulated environment that considers different configurations of servers in a space.
The organization of the paper is as follows. Section 2 describes the distributed environment of moving objects. Section 3 describes the simulator. Section 4 presents the different strategies for crawling the distributed system, which is followed by the experimental evaluation in Section 5. Conclusions and future work are given in Section 6.
A distributed environment of moving objects
The environment to be simulated consists of a large number of objects that change continuously their locations. The static components of the system are servers that store data about moving objects. Such servers are distributed over a geographic region such that each server is assigned with a particular partition of the region; that is, each server is in charge of only one partition of the space and each partition is assigned to only one server. By definition, these partitions can only meet or be disjoint.
Three different distributions of servers in a space were considered in the generation of a distributed environment:
• A uniform distribution of servers in the space. Locations of servers (i.e., (x, y)) are determined by applying a random function with uniform distribution that generates coordinates x and y.
Figure 1. A uniform distribution of 2000 servers
• A normal distribution of servers in the space. Like the uniform distribution, coordinates x and y are determined by a random function, which in this case has a normal distribution. In this type of distribution, the servers are concentrated around a point, which is determined by the mean of the normal distribution.
Figure 2. A normal distribution of 2000 servers
• A cluster distribution of servers in the space. This distribution was obtained by using a subset of locations (i.e., servers) as centers of clusters. For each of these centers, a predefined number of locations were generated with a uniform distribution and a particular radio or distance from the center.
Figure 3. A cluster distribution of 1000 servers
Once the locations of the servers were determined, a graph that relates neighboring servers was created. These neighboring servers represent servers whose partitions of the space are adjacent. To define neighboring servers, close neighboring servers were determined by using the Delaunay Triangulation [10] [16] . A Delaunay Triangulation divides the Euclidean space, composed of a set of points (i.e., locations of servers), into triangles such that no four points of this set are co-circular. The dual of the Delaunay Triangulation, the Voronoi Diagram, represents a partition of space into regions where points of the Delaunay Triangulation are the nucleus of areas. These areas are bounded by the perpendicular bisectors of the nucleus and the set of its neighboring points (Figure 4 ). 
Simulator
The different crawling strategies studied in this paper are analyzed using an approach based on discrete-event simulation models. This because reproducing the same operating conditions in a real-life distributed systems is practically impossible or very expensive. Simulation provides a mean to compare different strategies under exactly the same conditions. As we are not actually interested in real time responses but in how effective are the strategies to retrieve relevant information about moving objects, simulation fits well our purposes and allows us to explore different configurations in space and time.
Moving objects dynamically enter or leave partitions of the space assigned to servers. Each server stores, therefore, data about the objects that have moved in or out of its partition. Objects stay in a particular partition a random period of time and then, they move to another partition. Initially, each partition has a random number of objects, which is simulated as if a number of objects have moved into the partition of a server. An object can move out of a partition if and only if it has previously moved into the partition. For now, only the events move in and move out are stored in the servers. The location and the change of location within a partition are not relevant for evaluating the strategies that collect the information of object within a partition, since events move in and move out are enough to determine whether or not objects are in a partition.
The main components of the simulator are:
• A graph where nodes are servers and arcs are relations of adjacency. This graph is the static structure of the simulator. Each server handles a list of events move in and move out. Initially, each server has a random number of objects, that is, a random number of move in events.
• Objects. Each moving object has an id. They move through different partitions of the space with move in and move out events. The time an object stays in a partition is random and set at the moment of entering the partition.
• Robot. A robot is in charge of collecting the information from nodes. At this moment, robots record the number of objects per event that occurs since the last data collection. In a complete system, robots should also send the information to the component in charge of indexing. A robot requests a node to visit to the scheduler, once the scheduler answers, it collects the information and then, it requests a new node to visit.
• Scheduler. The scheduler is in charge of assigning the node or server to visit by a robot, that is, it is the component that applies the strategies. The scheduler receives and answers requests from robots.
• List of events. At each cycle of the simulator, the system executes an event. Events includes not only the events of moving objects, but also the events associated with the process of crawling the distributed system. Components (i.e., robots, nodes of the graph, objects, and scheduler) communicate with each other through messages that represent event requests. The main events in the list of the simulator are: -Get node: A robot requests a node to the scheduler. -Return node: The scheduler selects a node for a robot. -Prepare info from a node: A node prepares the information to transfer. -Get info from a node: A robot collects the information from a node. -Move in: An object moves into a partition. Once the object moves into a partition, it sets the time it will stay in the partition and then, it adds a new moving out event to the list of events of the simulator. -Move out: An object moves out from a partition and adds a new moving in event in a random adjacent partition to the list of events of the simulator.
Strategies for crawling data about moving objects
Considerations for the definition of the different strategies are:
• Objects are equally important.
• The initial location and destination of objects are unknown.
• An object can only move to continuous positions in the space; consequently, an objet can only move to adjacent partitions. This establishes a spatial relation (i.e., adjacency) between servers; however, a crawler should not always move to neighboring servers, since these neighboring servers may not necessarily contain new data about moving objects (e.g., Figure 5 ).
• Objects move into random adjacent regions.There is not constraints in the trajectory of objects.
• A crawler always collects data from unvisited servers. Once all the servers have been visited, they can start to collect data from the same servers.
• Since the location of moving objects changes continuously, an object can be recorded in two different servers at different times. Note, however, that an object may never be recorded.
The strategies that were analyzed in this paper are:
Random-based strategy (random):
This strategy serves as a parameter of comparison. It essentially consists of a random selection of a server that has not been visited yet. Such type of strategy does not describe a path along connected servers, but rather, isolated selections of servers.
Strategy based on the ranking of servers (server rank):
The strategy starts from a random server. Then, adjacent servers are incorporated into a list of candidates for crawling. The scheduler selects, from these candidates, the next server to visit based on a relevance ranking. A graphic representation of how a strategy based on ranking and adjacency of servers works is shown in Figure 5 . This strategy is inspired by the page ranking used in search engines of the WWW [11] . In the WWW, PageRank is based on the idea that there exists a random surfer who is given a web page at random and keeps clicking on links, never hitting "back," but eventually gets bored and starts at another random page. In this context, the relevance of a page is determined by the probability that a random surfer will visit that page and by the relevance of pages that point to it.
Analogously to the Web, one could think of a random surfer who is always checking servers to obtain new data about moving objects. In this context, we check servers rather than web pages. To be consistent with the web-based ranking, the surfer is always going forward following the links between servers (i.e., links between adjacent servers). Thus, the relevance of a server is determined by the probability that a random surfer checks that server plus the weighted sum of relevant servers that point to it.
In our case, a link could be seen as the spatial relation between servers; however, this static relation does not capture the real link between servers, which is given by objects that have the potential to move into servers' partitions. Two servers may be adjacent, but if they do not have objects in their partitions, no data could be collected from them. Consequently, we consider a modified ranking based on the idea that the relevance of a server depends not only on the links with adjacent servers, but on the number of objects that are potentially moving into the server's partition.
Equation 1 defines the ranking of a server a, R(a), where d is the probability of a random selection, u i is one of the n adjacent servers to a, C(u i ) is the number of adjacent partitions to u i , O(u i ) is the number of objects in the partition of u i , and T O is the total number of objects in the system. We initialize the ranking of each server with 1/m, with m, being the number of servers.
R(a)
= (1 − d) + d n i=1 R(u i ) × O(u i ) T O * C(u i )(1)
Strategy based on the number of objects (objects):
Like the server rank strategy, in this strategy the scheduler handles a list of candidates for crawling. In this case, however, the ranking of a server is given by the number of objects in its partition. The idea behind this strategy is that the crawling should collect the larger amount of data it can, which is essentially collecting data about more objects.
Strategy based on the number of events (events):
This strategy considers, instead of the number of objects, the number of events in a servers. The idea is that the dynamism of the system is determined by the events of objects that move in or out of partitions.
Strategy based on the number of moving-in events (move in):
This is a variation of the strategy based on the number of events. It considers only move in events, which is related to the potential number of objects in partitions.
Experimental evaluation
Parameters of the simulation are number of servers, distribution of servers in the space, number of objects in the system, and strategy of crawling. The evaluation of the strategies is calculated in terms of the number of moving objects collected per time unit. There is no duplication in the collection of data about moving objects, since the location of a same object can only be recorded by different servers at different times. Figure 6 shows the results of a simulation for the five strategies when the crawling uses only one robot in three networks of 600 servers and 6000 objects with different servers distributions: (a) a network with a uniform distribution of servers, (b) a normal distribution of servers (c) and a cluster distribution of servers. Note that, even though the number of objects is 6000, the crawling recovers over 18000 events associated with objects. This is due to the fact that objects move and data about them may be recorded in two different servers at different times.
All graphs show that two of the strategies, the strategy based on the number of objects and the strategy based on the number of move in events, collect the largest number of objects events per time unit. In order to compare the different strategies, an statistical analysis was designed. The goal of this analysis was to determine whether or not there was a significant difference between strategies, and if so, which strategy has the best performance in terms of the amount of data collected. Significance here has a meaning in the statistical sense. Therefore, the analysis does not concern about the numerical difference of performance between strategies, but about whether or not that difference is not a random result. In addition to compare the performance between strategies, the analysis checks whether or not the distribution of servers affects the performance of the strategies.
The analysis considers a representative population of samples, where samples are the results of simulations for particular cases; that is, the simulation for different strategies and different distributions of servers. The statistical analysis assumes a normal distribution with the same variance for the results of the simulations and for the results' errors,
, with a population of 30 different simulations per each strategy and each distribution of servers, which adds up to 450 simulations. We first apply an one-way ANOVA analysis (Analysis of Variance) that identifies whether or not there is a statistical significant difference among strategies. Since this significant difference is accepted, we use the statistical Turkey Test that takes only one factor (i.e., the strategy or the distribution of servers separately) and analyzes if there exist significant differences between sampling [19] . Table 1 presents the summarized results of the statistical test that determines whether or not there are significant differences between strategies. This test confirms the visual results from the graphs presented in Figure 6 , where strategies based on the number of objects and the number of events move in have significant differences with respect to the other three strategies for any distribution of servers. This figure indicates that the best performance was obtained by the strategy based on the number of objects, followed by the number of move in events. It can also be noted that crawling a system with uniform distribution of servers has a better performance than crawling a systems with normal or cluster distribution of servers. Table 2 presents the summarized results of the statistical test that determines whether or not there are significant differences between distributions of servers. This test shows that the distribution of servers has an impact on the performance of strategies, since there are significant differences between any two pair of distributions when using any crawling strategy. Figure 8 presents the mean of the simulations obtained for each distribution of servers and each strategy. This confirms our previous conclusion that the uniform distribution of servers has a positive impact on the performance of strategies. 
Figure 7. Means of collected objects per strategy

Conclusions and Future Work
This paper describes different strategies for collecting data about moving objects in a distributed environment. The main result of the experimental analysis is that simple strategies, as the number of objects or the number of objects that has moved into a partition assigned to a server, have better performances than strategies based on random selection, number of events, or combinations between links and number of objects in partitions. In addition, the distribution of servers in the space has an impact on the performance of strategies. These strategies differ mostly in the size of the partitions assigned to servers as well as in the number of neighboring servers. Among the different distributions, results with a uniform distribution outperform the results with normal and cluster distributions.
For future work, we expect to impose additional conditions to the movement of objects. For example, latency time of objects in partitions may depend on the size of partitions. Likewise, constrained movements of objects are also possible conditions of a system. For example, systems may handle objects that only move following pre-defined paths. In addition to move in and move out, other events may be also needed in moving objects applications. For example, new objects can be inserted into the system or some object may be eliminated. The continuation of this work aims to integrate the crawling with the creation of meta-indexes and algorithms for query processing.
