Abstract. In this paper, we give a necessary and sufficient condition for a Brauer algebra to be semisimple.
Introduction
Let V be the k (resp. 2k)-dimensional representation of orthogonal group O(k, C) (resp. symplectic group Sp(2k, C)). In order to consider the decomposition of tensor representation V ⊗n , Brauer [2] introduced a class of finite dimensional algebras B n (k) ( resp. B n (−2k)), called Brauer algebras or Brauer centralizer algebras, such that there is a duality between O(k, C) (resp. Sp(2k, C)) and B n (k) (resp. B n (−2k)). In other words, the endomorphism algebra End G (V ⊗n ) is a quotient algebra of B n (k) (resp. B n (−2k)) if G is O(k, C) (resp.
Sp(2k, C)).
Hanlon and Wales studied the complex Brauer algebras B n (δ) with δ ∈ C. They conjectured [7, §6] that B n (δ) is semisimple if δ is not an integer. Using Jones basic construction and certain results on finite dimensional representations of O(k, C), Wenzl proves this conjecture in [15, 3.3] . Furthermore, [15, 3.2b] shows that semisimplicity a complex B n (δ) can be determined by the roots of certain polynomials. Motivated by Martin's work on partition algebras [10] , Doran, Wales and Hanlon give a different proof in [5, 8.1] .
Motivated by [5] and [12, 13] , the author finds out that the explicit description of the factors for certain determinants plays the key role. This leads us to prove Theorem 4.1, and consequently, we can give an algorithm to compute all the pairs (n, δ) such that B n (δ) is semisimple. In order to state our result, we need some notation.
A partition λ = (λ 1 , λ 2 , · · · , λ r ) of n is a weakly decreasing sequence of positive integers with r i=1 λ i = n. In this case, write λ n and l(λ) = r, the length of λ. The Young
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diagram Y (λ) consists of n boxes placed at the matrix entries {(i, j) | 1 ≤ j ≤ λ i }. If the coordinate of the box p is (i, j), define the content of p by c(p) = j − i. We say a partition µ is contained in the partition λ and write µ ⊆ λ if µ i ≤ λ i for all i. Define Y (λ/µ) to be the sub-diagram of Y (λ), which consists of the boxes in Y (λ)\Y (µ). Definition 1.1. For any positive integer n, let
where two boxes of Y (λ/µ) are not in the same column.
Theorem 1.2. Let B n (δ) be the complex Brauer algebra.
(a) Suppose δ = 0. Then B n (δ) is semisimple if and only if δ ∈ Z(n).
(b) B n (0) is semisimple if and only if n ∈ {1, 3, 5}.
By considering the pairs of partitions λ = (21 · · · 1) k and µ = (1 · · · 1) k − 2, we have
, we obtain Brown's theorem in [3] which says that B n (δ)
is semisimple if and only if δ ≥ n − 1 under the assumption δ ∈ N\{0}. It is not difficult to see that the minimal integer in Z(n) is −2n + 4. In this case, λ = (1, 1, · · · , 1) n and µ = (1, 1, · · · , 1) n − 2. However, we cannot say that B n (δ) is not semisimple if −2n + 4 ≤ δ < 0. For example B 3 (δ) is semisimple if and only if δ ∈ {−2, 1}. For details, see section 5.
As mentioned before, Theorem 1.2 gives an algorithm to determine all the pairs of (n, δ)
such that B n (δ) is semisimple. Our proof, which depends on certain results due to Doran, Wales and Hanlon, is combinatoric. It does not depend on the representation theory of Lie groups O(k, C) and Sp(2k, C). Furthermore, the proof is still valid when we regard B n (δ) over a field F with charF n!. In fact, we have the following theorem. Theorem 1.3. Let B n (δ) be the Brauer algebra over a field F with e = charF > 0.
(a) Suppose δ = 0. Then B n (δ) is semisimple if and only if δ ∈ Z(n) and e n!.
(b) B n (0) is semisimple if and only if n ∈ {1, 3, 5} and e n!.
We will give a sketch of the proof of Theorem 1.3 at the end of section 4.
We organize the paper as follows. In section 2, we recall the definition of B n (δ) and state 
Brauer algebras
In this section, we recall the definition of the Brauer algebras B n (δ) over a field F . We also recall Graham-Lehrer's result which says that B n (δ) is a cellular algebra in the sense of 
Removing all the closed circles which appear in P , we will get the Brauer diagram
Let n(D 1 , D 2 ) be the number of closed cycles removed above. We give an example to illustrate the above definition. If Figure 1 then we have a diagram
) Let F be a field with δ ∈ F . The Brauer algebra B n (δ) is an associative F -algebra with a linear basis which consists of all Brauer diagrams. The multiplication of D 1 and D 2 is defined by setting
For example,
where D 1 and D 2 are given in Figure 1 .
In order to state Graham-Lehrer's result in [6, 4.10] , we need the notation of (n, k)- For any partition λ = (λ 1 , λ 2 , · · · , λ m ) of n, let
be the Young subgroup of S n with respect to λ. Following [4] , let
where l( ) : S n → N is the length function on S n .
Let t λ (resp. t λ ) be the standard λ-tableau obtained from Y (λ) by putting the integers 1, 2, · · · , r from left to right along successive rows (resp. from top to bottom down successive columns) of Y (λ). Then there is a unique element w λ ∈ S n such that t λ w λ = t λ , where t λ w λ is obtained from t λ by replacing the entries i in t λ by (i)w λ .
For each λ n, let T s (λ) be the set of all standard λ-tableaux. Then the group algebra of S n has a basis {y λ s,t | s, t ∈ T s (λ), λ n} [11] . Such a basis is called the Murphy basis.
It is a cellular basis in the sense of [6, 1.1]. We will write y st instead of y λ s,t if there is no confusion. The following result is well-known. See [6, 2.1] for the definition of cell modules.
From here onwards, all modules are right modules. Lemma 2.2. Suppose charF = 2. Let λ be the dual partition of λ n. The cell module ∆(λ) with respect to this cellular basis is isomorphic to the Specht module S λ = x λ w λ y λ F S n .
Here is the dominance order defined on Λ + (n − 2k), the set of partitions of n − 2k. Then (Λ, ≤) is a poset.
For later use, let P (n, k) be the set of all (n, k) parenthesis diagrams. If
The following result follows from [6, 4.10] immediately if we use Murphy basis of F S n instead of Kazhdan-Lusztig basis [9] .
Proposition 2.3. Suppose B n (δ) is the Brauer algebra over the field F . The set
is the anti-involution we need.
By [6, 2.1], we know that, for each (k, λ) ∈ Λ, there is a cell module ∆(k, λ). Fix an
If we use Doran-Wales-Hanlon's notation to denote the cell module, we have
See [5, p652] for the definition of I l n . It should be noted that we have to make some modification since we consider right modules instead of their left modules. More explicitly, we switch the top row to the bottom row in the definition I l n given in [5, p652] .
Zero divisors of certain Gram matrices
In this section, we assume F is the complex field C. The main purpose of this section is to determine all the zero divisors of det G 1,λ , the determinant of the Gram matrices with respect to the cell modules ∆ (1, λ) . We need [5, 3.3, 3.4, 5.4] for right modules. We state [5, 3.3] for right modules in Lemma 3.1 and leave others to the readers. We only give an explanation about Lemma 3.1(c). Interested readers can turn to [7] and [5] [8] for its definition).
is considered as a right CS n -module. When k = 1, the multiplicity is one if two boxes in Y (α /β ) are in different columns and zero, otherwise. By Graham-Lehrer's result on cellular algebras, we know that there is a bilinear form φ k,λ on the cell module ∆(k, λ). Let G k,λ = (φ k,λ (v i , v j )) be the Gram matrix with respect to the
be the radical of φ k,λ . Then Rad∆(k, λ) is a submodule of ∆(k, λ) such that either the quotient ∆(k, λ)/Rad∆(k, λ) is simple or zero. with µ = 0.
Proof of Theorem 1.2 and Theorem 1.3
In this section, we assume F is the complex field unless we prove Theorem 1.3. We will explain that the proof is still valid if we consider B n (δ) over the field F with charF n!. If n − k is even, then n − k = 2f . By [5, 5.4] , there is a non-trivial homomorphism from ∆(f, λ ) to ∆(1+f, µ ). Since B n (δ) is semisimple, all cell modules of B n (δ) must be pairwise non-isomorphic irreducible. In this case, ∆(f, λ ) ∼ = ∆(1 + f, µ ), a contradiction.
Suppose n−k = 2f +1. By Theorem 3.2, there is a λ k such that δ = 1− p∈Y (λ/µ) c(p). with λ r = 1. In this case,
, then there is a removable node, say p, in the i-th row of Y (λ) with 2 ≤ i ≤ s. It is also a removable node in the i-th row of Y (µ).
Letλ andμ be obtained from λ and µ by removing the box p. Thenλ k − 1 and
In (1)- (4) The Gram matrix G 2,(1) with respect to this base is given as follows: 
We use MATLAB software to compute the determinant and get 421) ) and all cell modules must be non-isomorphic irreducible [6, 3.8] . This completes the proof of Theorem 1.2.
In the remaining part of this section, we consider B n (δ) over a field F .
Proof of Theorem 1.3:
We give a sketch proof of Theorem 1.3. When B n (δ) is semisimple, all of its cell modules are pairwise non-isomorphic irreducible. In particular, ∆(0, λ) are non-isomorphic irreducible for all λ n. Note that ∆(0, λ) ∼ = S λ . Therefore, S λ must be an irreducible F S n -module for any λ n. So, F S n is semisimple, which is equivalent to charF n!. In this case, the proofs of [5, 3.3 
