Abstract An iterative method to construct Lusternik-Schnirelmann critical values is presented. Examples of its use to obtain numerical so lutions to nonlinear eigenvalue problems and their bifurcation branches are given.
Introduction
Existence theorems for nonlinear eigenvalue problems of the form
where g is a functional on a Hilbert space H and g'(x) the corresponding gradient, are considered in many papers. The existence theorems are based on t be existence of a critical vector with respect to the manifold S = { x E H : Using this and (2.7) we get (2.8) Hence the sequence (g(x n ))':'= 1 is increasing. Because of the strong continuity of g' the functional g is bounded on S. Therefore, the limit lim n -oo g(x n ) exists and lim llxn+l -Xnll = 0.
n-oo
Since the sequence (x n )7."=i is bounded, it has a subsequence (we use the same notation for each subsequence) converging weakly to some x 0 EH.
The strong continuity of g' Here the right hand side converges in norm to -Bg'(x 0 ) and the left hand side to 1 -ro. Since 1 -r 0 f= 0, we obtain the desired convergence from (2.9). I Corollary 2.2. Assume that instead of (2.9) the inequality (2.5) . Then there exists a s1ibsequence of (x n )�=i converging to a solution of (2.6) .
Proof. We can apply Theorem 2.1 to -g and -B. The sequence (g(xn))�= i is now decreasing. I
Higher order critical points
To study higher order critical points we recall some definitions concerning the Lusternik-Schnirelmann theory in an infinite dimensional Hilbert space. We use the notion of the order of a set rather than the category or Let V/ denote the set of all symmetric compact subsets K of S such that ord K :::: k and ±g( x) > 0 on J{. Denote 
Our method using a discrete iteration seems to be more stable with respect to variations in x0 than this one.
Let the assumptions of 
We denote by < p the function used to define the iteration in (2.5), i.e.
Then <p is a well-defined, odd continuous map S --> S. Choose X1 E J{I , and put X n +I = <p(x n ) = <p Let us denote (3.7)
By compactness there exists a subsequence of ( x � 0 ) )� =l converging to
According there exist numbe:s n 0 and n 1 such that
for any integer n 2'. n1.
According to ( 3.5 ) and ( 3.8 )
for any n 2'. max { n 0 ,ni } large enough. Therefore and thus ( i ) follows.
The rest of the proof follows as in Theorem 2.1. I
In a similar way we obtain the following result 
Bifurcation of solutions
We will use the previous results to find bifurcation branches for the equation A proof of this result can be found in 11 , Ch. 45; see also 2 , App. 1. Now we can prove If G"(O) ,f= 0 then the problem (5.3) has nonzero eigenvalues and we can apply Theorem 4.2 to prove that they give bifurcation branches for the problem ( 5.1).
Proof. We can write the equation (1.1) in the form

µox -g"(O)x -(g'(x) -g"(O)x) = (µo -µ)x.
Denote t: = fto -µ, B = po 1-g"(O) and N(x) = -g'(x )+g''(O)x.
Numerical exam p les
We 
A Q = .\G'(Q),
where A is the stiffness matrix
The norms appeared above are computed here in the discrete form
IIQII = JCQI AQ) .
The authors are indebted to Mr. T. Mannikko for his assistance in the following numerical tests. As a summary of the above results we can say that by the method presented here we were able to find the bifurcation point or turning point with a relatively good accuracy even with a rough discretization parameter. Those examples are often used in the literature to test numerical methods for nonlinear problems. Our results agree well with those given in the literature, cf.3, 6 , 8 .
The method, of course, works for nonlinear eigenvalue problems for PD E's. These applications will be reported in a forthcoming paper.
