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 Résumé 
Stankov Katia (2014) Détection des bâtiments à partir des images multispectrales à très haute 
résolution spatiale par la transformation Hit-or-Miss. Département de géomatique appliquée, 
Université de Sherbrooke, Sherbrooke (Québec), 140 p. 
La détection des bâtiments dans les images à très haute résolution spatiale (THRS) a plusieurs 
applications pratiques et représente un domaine de recherche scientifique intensive ces dernières 
années. Elle fait face à la complexité du milieu urbain et aux spécificités des images provenant 
des différents capteurs. La performance des méthodes existantes pour l’extraction des bâtiments 
n’est pas encore suffisante pour qu’elles soient généralisées à grande échelle (différents types de 
tissus urbains et capteurs).  
Les opérateurs morphologiques se sont montrés efficaces pour la détection des bâtiments dans les 
images panchromatiques (images en niveaux de gris) à très haute résolution spectrale (THRS). 
L’information spectrale issue des images multispectrales est jugée nécessaire pour l’amélioration de 
leur performance. L’extension des opérateurs morphologiques pour les images multispectrales exige 
l’adoption d’une stratégie qui permet le traitement des pixels sous forme de vecteurs, dont les 
composantes sont les valeurs dans les différentes bandes spectrales.  
Ce travail de recherche vise l’application de la transformation morphologique dite Hit-or-Miss (HMT) 
à des images multispectrales à THRS, afin de détecter des bâtiments. Pour répondre à la 
problématique de l’extension des opérateurs morphologiques pour les images multispectrales, nous 
proposons deux solutions. Comme une première solution nous avons généré des images en niveaux de 
gris à partir les bandes multispectrales. Dans ces nouvelles images les bâtiments potentiels sont 
rehaussés par rapport à l’arrière-plan. La HMT en niveaux de gris est alors appliquée à ces images 
afin de détecter les bâtiments. Pour rehausser les bâtiments nous avons proposé un nouvel indice, que 
 nous avons appelé Spectral Similarity Ratio (SSR). Pour éviter de définir des configurations, des 
ensembles d’éléments structurants (ES), nécessaires pour l’application de la HMT, au préalable, nous 
avons utilisé l’érosion et la dilatation floues et poursuivi la réponse des pixels aux différentes valeurs 
des ES. La méthode est testée sur des extraits d’images représentant des quartiers de type résidentiel. 
Le taux moyen de reconnaissance obtenu pour les deux capteurs Ikonos et GeoEye est de 85 % et de 
80 %, respectivement. Le taux moyen de bonne identification, quant à lui, est de 85 % et 84 % pour 
les images Ikonos et GeoEye, respectivement. Après certaines améliorations, la méthode a été 
appliquée sur des larges scènes Ikonos et WorldView-2, couvrant différents tissus urbains. Le taux 
moyen des bâtiments reconnus est de 82 %. Pour sa part, le taux de bonne identification est de 81 %.  
Dans la deuxième solution, nous adoptons une stratégie vectorielle pour appliquer la HMT directement 
sur les images multispectrales. La taille des ES de cette transformation morphologique est définie en 
utilisant la transformation dite  chapeau haut-de-forme par reconstruction. Une étape de post-traitement 
inclut le filtrage de la végétation par l’indice de la végétation NDVI et la validation de la localisation 
des bâtiments par l’information d’ombre. La méthode est appliquée sur un espace urbain de type 
résidentiel. Des extraits d’images provenant des capteurs satellitaires Ikonos, GeoEye et WorldView-2 
ont été traités. Le taux des bâtiments reconnus est relativement élevé pour tous les extraits - entre 85 % 
et 97 %. Le taux de bonne identification démontre des résultats entre 74 % et 88 %.  
Les résultats obtenus nous permettent de conclure que les objectifs de ce travail de recherche, à 
savoir, la proposition d’une technique pour l’estimation de la similarité spectrale entre les pixels 
formant le toit d’un bâtiment, l’intégration de l’information multispectrale dans la HMT dans le but de 
détecter les bâtiments, et la proposition d’une technique qui permet la définition semi-automatique des 
configurations bâtiment/voisinage dans les images multispectrales, ont été atteints. 
Mots clés: détection des bâtiments, images multispectrales à très haute résolution spatiale, 
morphologie mathématique pour les images multispectrales, transformation Hit-or-Miss.
 Abstract 
Stankov Katia (2014) Detection of buildings in very high spatial resolution multispectral images by 
the Hit-or-Miss Transform. Department of Applied Geomatics, University of Sherbrooke, Sherbrooke 
(Quebec ) 140 p. 
Detection of buildings in very high spatial resolution images (THRS) has various practical 
applications and is recently a subject of intensive scientific research. It faces the complexity of the 
urban environment and the variety of image characteristics depending on the type of the sensor. The 
performance of existing building extraction methods is not yet sufficient to be generalized to a large 
scale (different urban patterns and sensors). 
Morphological operators have been proven effective for the detection of buildings in panchromatic 
(greyscale) very high spectral resolution (VHSR) images. The spectral information of multispectral 
images is jugged efficient to improve the results of the detection. The extension of morphological 
operators to multispectral images is not straightforward. As pixels of multispectral images are pixels 
vectors the components of which are the intensity values in the different bands, a strategy to order 
vectors must be adopted. 
This research thesis focuses on the application of the morphological transformation called Hit-or-Miss 
(HMT) on multispectral VHSR images in order to detect buildings. To address the issue of the 
extension of morphological operators to multispectral images we have proposed two solutions. The 
first one employs generation of greyscale images from multispectral bands, where potential buildings 
are enhanced. The grayscale HMT is then applied to these images in order to detect buildings. To 
enhance potential building locations we have proposed the use of Spectral Similarity Ratio (SSR). To 
avoid the need to set multiple configurations of structuring elements (SE) necessary for the 
implementation of the HMT, we have used fuzzy erosion and fuzzy dilation and examined the pixel 
response to different values of SE. The method has been tested on image subsets taken over 
 residential areas. The average rate of recognition for the two sensors, Ikonos and GeoEye, is 85% and 
80%, respectively. The average rate of correct identification is 85% and 84%, for Ikonos and GeoEye 
subsets, respectively. Having made some improvements, we then applied the method to large scenes 
from Ikonos and WorldView-2 images covering different urban patterns. The average rate of 
recognized buildings is 82%. The rate of correct identification is 81%. 
As a second solution, we have proposed a new vector based strategy which allows the multispectral 
information to be integrated into the percent occupancy HMT (POHMT). Thus, the POHMT has been 
directly applied on multispectral images. The parameters for the POHMT have been defined using the 
morphological transformation dubbed top hat by reconstruction. A post-processing step included 
filtering the vegetation and validating building locations by proximity to shadow. The method has 
been applied to urban residential areas. Image subsets from Ikonos, GeoEye and WorldView2 have 
been processed. The rate of recognized buildings is relatively high for all subsets - between 85% and 
97%. The rate of correct identification is between 74 % and 88 %. 
The results allow us to conclude that the objectives of this research, namely, suggesting a technique 
for estimating the spectral similarity between the pixels forming the roof of a building, the integration 
of multispectral information in the HMT in order to detect buildings and the proposition of a semi-
automatic technique for the definition of the configurations building/neighbourhood in multispectral 
images, have been achieved. 
Keywords: building detection, multispectral very high spatial resolution images, multivariate 
mathematical morphology, Hit-or-Miss transform. 
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1. Introduction 
1.1. Mise en contexte 
L’expansion urbaine se situe parmi les changements les plus importants qu’exerce l’activité humaine 
sur le milieu naturel. Elle s’exprime dans une construction intensive, planifiée ou non planifiée, légale 
ou illicite (Lhomme et al., 2009). Ces impacts environnementaux s’étalent au niveau local, régional et 
global. Leur contrôle fait référence à l’analyse spatiale des relations entre les différentes couches 
thématiques des systèmes d’information géographique (Maguire et al., 2005). Le contrôle efficace de 
l’urbanisation nécessite donc une base de données à référence spatiale, mise à jour régulièrement 
(Longley et al., 2005). 
La répétitivité temporelle des sources traditionnelles de l’information, comme les recensements, n’est 
pas assez fréquente face à la dynamique de l’urbanisation (Tullis and Jensen, 2003). D’autre part, la 
télédétection rend disponible une grande quantité de données avec une vaste couverture spatiale et 
dans une courte période de révision. Elle pourvoit donc des moyens pour contrôler la croissance 
urbaine (Gamba et al., 2008). Ceci est d’une importance particulière dans les pays en voie de 
développement, où l’augmentation de la population et, en conséquence, l’expansion urbaine, est très 
intensive. Souvent, des données de sources autres que la télédétection ne sont pas disponibles (Gamba 
et al., 2008).  
Depuis longtemps, les photographies aériennes, en combinaison avec les relevés terrain, étaient une 
source d’information géographique pour l’analyse du milieu urbain (Goetz et al., 2003). Quant aux 
images satellitaires à haute résolution spatiale, telles que Landsat et Spot, leur exploit se limitait à 
l’interprétation des classes d’occupation du sol, puisque leur résolution spatiale était trop grossière pour 
une analyse plus détaillée du milieu urbain. La commercialisation de capteurs satellitaires qui 
fournissent des images à très haute résolution spatiale (THRS), 5m et moins, a marqué une nouvelle 
étape dans le traitement des images satellitaires : l’identification d’objets (Lhomme et al., 2009). Les 
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caractéristiques géométriques et radiométriques de ces images ont été évaluées par plusieurs études 
(Baltsavias et al., 2001; Toutin 2003). Elles laissent entrevoir un grand potentiel pour l’analyse à des 
échelles entre 1 : 5000 et 1 :10 000 (Puissant and Weber 2001), ce qui est satisfaisant face aux 
nécessités des études urbaines (Gamba et al., 2008). La résolution spatiale améliorée, relativement à la 
taille des objets urbains, permet la discrimination fiable des objets individuels tels que routes, 
bâtiments, parcs (Jin and Davis, 2005b). De plus, ces images sont disponibles à coûts raisonnables et 
ont un court temps de révision. Pour toutes ces raisons, les images à THRS sont considérées comme 
une alternative intéressante aux photographies aériennes. 
1.2. Problématique de la recherche 
Les images satellitaires sont acquises sous forme de matrices, et l’information est codée en niveaux 
d’intensité. Les données matricielles de ces images doivent être interprétées afin d’extraire de 
l’information explicite et permettre des requêtes sur des ensembles de données géo-spatiales 
(Butenuth et al., 2007; Blaschke, 2010). Les objets cartographiques le plus souvent recherchés  en 
milieu urbain sont : les routes et les bâtiments. D’autres objets urbains qui peuvent être extraits des 
images satellitaires sont : les parcs et la végétation urbaine. En raison des prix immobiliers élevés  
(Huang and Zhang, 2012), la couche géospatiale que représentent les bâtiments est d’un intérêt 
considérable, non seulement pour les agences gouvernementales de planification, mais aussi pour le 
secteur privé : agences immobilières, commerces (Butenuth et al., 2007). Sa pertinence pour diverses 
applications augmente constamment (Baltsavias, 2004). Dans cette recherche, nous nous concentrons 
sur la détection des bâtiments. 
L’extraction des bâtiments à partir des images à THRS est sujette à une recherche intensive, ces 
dernières années. Elle fait face à la complexité du milieu urbain et aux caractéristiques des images qui 
changent en fonction du capteur utilisé (Gamba et al., 2008). La priorité est donnée à l’utilisation des 
techniques informatiques d’extraction pour diminuer l’implication de l’utilisateur et par conséquent, 
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le temps d’analyse. La performance des méthodes existantes pour l’extraction des bâtiments n’est 
pas encore suffisante pour qu’elles soient généralisées à grande échelle (différents types de tissus 
urbains et capteurs) (Mayunga et al., 2005).  
La difficulté d’élaborer des méthodes génériques pour l’extraction des bâtiments est liée à la diversité 
des bâtiments et à leur apparence complexe dans les images à THRS (Sirmacek and Unsalan, 2009a). 
En effet, les matériaux qui composent les toitures peuvent être assez différents, donc, leurs signatures 
spectrales seront différentes. En conséquence, la variance spectrale intra-classe des bâtiments dans les 
images à THRS est importante (Bruzzone and Carlin, 2006). En plus, l’amélioration de la résolution 
spatiale fait que la signature spectrale d’un objet est beaucoup plus influencée par les petits objets qui 
le composent. Par exemple, les différentes parties des toits illuminés différemment enregistrent 
différentes signatures spectrales; des petits objets comme les cheminées altèrent, eux aussi, la 
signature spectrale. Cela augmente la variance intra-classe, ainsi que l’information texturale (Goetz et 
al., 2003). D’autre part, le même type de matériel peut être utilisé dans la construction des objets 
urbains différents et alors, les objets de différentes classes auront les mêmes signatures spectrales. 
D’ailleurs, la résolution radiométrique des capteurs à THRS n’est pas bien adaptée pour discriminer 
les matériaux de construction (Herold et al., 2003). En conséquence, la variabilité interclasse des 
images à THRS est réduite. Le constat est que l’information spectrale utilisée par les méthodes dites 
par pixels n’est pas suffisante pour le traitement des images à THRS.  
Pour pallier le problème de l’insuffisance de l’information spectrale, des informations relatives à la 
forme et à la texture sont intégrées dans les méthodes d’extraction des bâtiments (Jensen, 2005). Ces 
informations, qui ne sont pas propres au pixel individuel, sont obtenues lors d’un traitement primaire 
des images. Ces dernières années, deux approches se sont imposées (Derivaux et al., 2008). La 
première, dite « basée objet», effectue, en premier, une segmentation de l’image afin de la diviser en 
des régions homogènes spectralement (segments), conformes aux objets réels. Ceci permet 
l’extraction des caractéristiques plus descriptives concernant la forme, la taille etc., de ces régions. 
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Les méthodes de la deuxième approche font a priori une formalisation des propriétés des bâtiments. 
Ensuite, l’information contextuelle est explorée pour retrouver des détecteurs qui caractérisent les 
bâtiments. Ces détecteurs peuvent être : angles droits, contours parallèles, (Martinez-Fonte et al., 
2005; Sohn and Dowman, 2007; Sirmacek and Unsalan, 2009b), comme ils peuvent être des points 
situés sur les toits des bâtiments. Ces derniers nécessitent souvent des patrons prédéfinis pour, en 
premier lieu, obtenir les caractéristiques typiques des toits (Sirmacek and Unsalan, 2009a). L’indice 
nommé « discrimination par rapport de variance », développé par Lhomme et al. (2005), a permis la 
détection semi-automatique des toits des bâtiments. Une étape subséquente des méthodes d’extraction 
des bâtiments inclut la reconstruction des bâtiments à partir des détecteurs retenus (Sohn and 
Dowman, 2007).  
Bien que les deux approches marquent une amélioration importante par rapport aux résultats des 
méthodes par pixels (Shackelford and Davis 2003; Blaschke 2010), certains aspects nuisent à 
l’identification correcte des bâtiments. Par exemple, la délimitation des contours des objets pose un 
problème pour les méthodes basées objet. Dans les images à THRS, les contours sont formés des 
pixels non purs, des pixels mixtes composés de deux ou plusieurs objets. Ceci cause des problèmes à 
la délimitation correcte des contours des objets (Carleer et al., 2005; Gamba et al., 2007). En 
conséquence, la forme des segments est incomplète (Jin and Davis, 2005a). Étant donné que les 
méthodes basées objet s’appuient sur les propriétés géométriques des segments, leur forme 
incomplète nuit à l’identification des bâtiments. Les techniques de segmentation par contour sont 
sensibles au bruit et à l’effet de texture. Ces dernières augmentent la possibilité que les pixels situés 
sur des bâtiments soient interprétés comme des pixels de contours (Wei et al., 2004; Karantzalos and 
Paragios, 2009). Quant aux méthodes de la deuxième approche, l’occlusion par des objets voisins, 
l’ombre, le faible contraste local, souvent présentes dans les scènes urbaines, mènent à une perte 
importante des détecteurs (Lee et al., 2003). Par conséquent, ils ne représentent pas de repères fiables 
pour la détection des bâtiments (Jin and Davis, 2005a). 
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Des algorithmes sophistiqués pour la détection des contours (modèle des contours actifs, transformé 
d’Hough, signatures basées sur la transformée de Radon)  sont utilisés, soit pour raffiner les contours 
des segments (Lee et al., 2003; Wei et al., 2004; Rojbani et al., 2011), soit pour détecter directement 
les contours des bâtiments (Guo and Yasuoka, 2002; Mayunga et al., 2005; Peng et al., 2005). La 
complexité de ces algorithmes nécessite l’intervention d’utilisateurs pour la définition des patrons des 
bâtiments (Karantzalos and Paragios, 2009; Sirmacek and Unsalan, 2009a), la définition des points 
initiaux pour le modèle des contours actifs (Mayunga et al., 2005). Les différentes solutions 
proposées rendent donc les résultats dépendants du niveau de compétence de l’utilisateur.  
Il en ressort que les algorithmes utilisés pour la détection des bâtiments doivent être améliorés pour 
tenir compte des particularités des images à THRS (Gamba et al., 2008). Ce qui va augmenter la 
performance globale de l’extraction, ainsi que la robustesse des méthodes. Nous concentrons donc 
notre recherche à cette étape, l’étape de détection des bâtiments. Nous faisons référence à la 
morphologie mathématique, parce qu’elle permet de traiter les bâtiments comme des régions de pixels 
adjacents possédant les mêmes caractéristiques morphologiques, et ainsi permet d’atténuer l’effet de 
faible contraste local ou du contenu textural (Pesaresi and Benediktsson, 2001).  
La morphologie mathématique examine les structures d’une image en vérifiant la correspondance 
entre l’image et des patrons prédéfinis, appelés éléments structurants (ES). En faisant varier la forme 
et la taille des ES, des informations concernant la forme et la taille des structures de l’image peuvent 
être extraites. Les ES sont conçus en fonction des caractéristiques de l’objet recherché. Ils jouent donc 
le rôle des connaissances a priori (Velasco-Forero, 2012). En fonction de l’opérateur morphologique 
utilisé, des informations sur le voisinage de l’objet peuvent aussi être obtenues.  
Pesaresi et Benediktsson (2001) ont développé le profil morphologique différentiel (PMD) pour 
mesurer la brillance (l’obscurité) relative des structures d’une image. Ainsi, l’influence des petits 
objets et d’ombres, qui produisent des effets de texture et diminuent l’efficacité des techniques de 
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segmentation par régions, est atténuée (Pesaresi and Benediktsson, 2001). Les structures dont la taille 
est conforme à celle des ES enregistrent un pic dans le niveau correspondant du profil. L’information 
structurale provenant du PMD a été jugée convenable pour l’amélioration de la classification 
(Benediktsson et al., 2003), et aussi pour  la détection des bâtiments dans les images à THRS (Jin and 
Davis, 2005a; Klaric et al., 2005; Pagot and Pesaresi, 2008; Huang and Zhang, 2011; Huang and 
Zhang, 2012). 
En plus de chercher la correspondance entre l’objet et l’ES, la transformation morphologique appelée 
Hit-or-Miss (HMT) peut être utilisée pour imposer des contraintes à son voisinage (Weber and 
Lefèvre, 2008). À cet effet, deux ES doivent être définis : l’un pour l’objet et l’autre, pour le 
voisinage. Les deux ES forment la configuration recherchée qui est translatée au-dessus de l’image 
pour retrouver les endroits qui lui correspondent. La HMT binaire (Serra, 1982) a été utilisée pour la 
détection des bâtiments, à partir des images panchromatiques (Lefèvre and Weber, 2007; Sheeren et 
al., 2007). Une recherche plus récente (Velasco-Forero and Angulo, 2010) a appliqué cette 
transformation sur des images multispectrales pour détecter des bateaux. La réussite de ces travaux a 
sollicité notre intérêt à utiliser cette transformation pour la détection des bâtiments.  
La contrainte de cette transformation réside dans la définition des ES. Ces derniers doivent être 
conformes aux configurations objet/voisinage trouvées dans l’image. Souvent, la définition des 
ensembles des ES est faite par l’utilisateur à partir de l’interprétation visuelle des configurations 
prédominantes. Ayant à l’esprit que, parfois, ces configurations peuvent être nombreuses, il est donc 
nécessaire d’envisager une solution automatique. Une généralisation des relations bâtiment/voisinage 
serait un apport pour une solution automatique et par la suite, pour l’application semi-automatique de 
la HMT. 
L’amélioration du processus de détection des bâtiments à partir des images à THRS nécessite des 
méthodologies qui permettent l’intégration de l’analyse spatiale et spectrale de ces images (Gamba et 
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al., 2008). Les transformations morphologiques qui se basent sur la relation d’ordre des valeurs de 
niveaux de gris des pixels sont souvent appliquées sur des images panchromatiques. La difficulté 
d’appliquer les opérateurs morphologiques sur les images multispectrales provient du fait que les 
pixels d’une image multispectrale, possédant une valeur spectrale dans chaque bande, sont plutôt des 
pixels vecteurs. Il n’existe pas de stratégie universelle pour établir un ordre entre les vecteurs afin 
d’appliquer les transformations morphologiques sur les images multispectrales : la décision de la 
stratégie à adopter est souvent prise en fonction de l’application visée (Aptoula and Lefèvre, 2007).  
Comme l’analyse des images satellitaires fait référence aux signatures spectrales des pixels, la  
stratégie adoptée doit préserver la corrélation entre les bandes. Pour cela, l’information de toutes les 
bandes doit être traitée simultanément. Dans l’ordre dit réduit, les pixels vecteurs sont d’abord réduits 
à des scalaires et ensuite, ils sont ordonnés selon ces valeurs scalaires. Puisque toutes les bandes sont 
traitées simultanément, la corrélation entre elles est préservée. Il est donc convenable pour les 
applications qui utilisent la signature spectrale des pixels (Aptoula et al., 2009).  
Diverses transformations mathématiques ont été utilisées pour obtenir les valeurs scalaires des pixels 
et appliquer des opérateurs morphologiques, par exemple, la segmentation par ligne de partage des 
eaux, ou le gradient morphologique, à des images multispectrales à THRS (Li and Li 2004; Plaza et 
al., 2004; Li and Xiao, 2007). Cependant, quand il s’agit de comparer la similarité spectrale à une 
configuration prédéfinie, comme dans le cas de la HMT, ces ordres peuvent démontrer des résultats 
ambigus (Weber and Lefèvre, 2008). Velasco et Angulo (2010) ont proposé un ordre réduit dirigé 
pour l’application de la HMT à des images à THRS dans le but de détecter des bateaux. Ce schéma 
nécessite la définition d’un spectre de référence pour l’objet, et un autre pour le voisinage. Comme le 
spectre (couleur) des toits des bâtiments, ainsi que celui de leur voisinage est assez diversifié, un 
grand nombre de spectres de référence devra être défini au préalable. Cette solution n’est donc pas 
envisageable pour la détection automatique ou semi-automatique des bâtiments par la HMT. 
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On peut donc constater que, pour appliquer la HMT à des images multispectrales à THRS dans le but 
de localiser des bâtiments, il faut d’abord adopter une stratégie qui permet l’estimation de la similarité 
spectrale des pixels vecteurs à une configuration prédéfinie. La définition des configurations 
bâtiment/voisinage semi-automatique contribuera à la robustesse de la méthode. C’est dans le cadre 
de cette problématique que s’inscrit notre projet de recherche. 
1.3. Objectifs 
L’objectif principal de ce travail de recherche est d’appliquer la HMT sur des images multispectrales 
dans le but de localiser des bâtiments. Par le terme localisation des bâtiments, on désigne des régions 
(groupes de pixels adjacents) situées sur les toits des bâtiments, qui peuvent être utilisées comme des 
germes pour la reconstruction des bâtiments. 
Les objectifs spécifiques sont : 
- Proposer une technique pour l’estimation de la similarité spectrale entre les pixels formant le toit 
d’un bâtiment, en utilisant l’information spectrale de toutes les bandes simultanément;  
- Adopter une stratégie qui permet l’intégration de l’information multispectrale dans la HMT et par 
la suite, l’application de la HMT directement à des images multispectrales, dans le but de détecter 
les bâtiments; 
-  Proposer une technique qui permet la définition semi-automatique des configurations bâtiment/ 
voisinage dans les images multispectrales. 
1.4. Hypothèses 
L’hypothèse principale de ce travail stipule que l’intégration de l’information multispectrale dans la 
transformation HMT, qui traite de l’information contextuelle, permettra la détection efficace des 
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bâtiments, à partir des images multispectrales à THRS. Les sous-hypothèses suivantes peuvent être 
avancées : 
- La matrice de covariance calculée sur toutes les bandes spectrales est pertinente pour l’estimation 
de la similarité spectrale entre les pixels formant le toit d’un bâtiment;  
- Une nouvelle stratégie vectorielle basée sur l’ordre dit réduit permettra l’intégration de 
l’information spectrale dans la HMT. En conséquence, la HMT peut être appliquée directement sur 
les images multispectrales dans le but de détecter les bâtiments; 
- La transformation dite chapeau haut-de-forme par reconstruction est pertinente pour l’estimation 
de la taille des bâtiments et par la suite, pour la définition semi-automatique des configurations 
bâtiment/voisinage dans une image. 
 
2. Présentation de la thèse  
Dans le cadre du présent projet de recherche, nous avons rédigé et publié trois articles qui ont été ou 
seront publiés dans des revues scientifiques, avec l’apport d’un comité de lecture dans le domaine du 
traitement d’images et de la télédétection. Afin d’alléger la rédaction, nous présentons la thèse sous 
forme d’articles.  
Au  chapitre précédent, nous avons présenté la mise en contexte et la problématique de la recherche. 
Nous avons également défini les objectifs et les hypothèses de la recherche. Le reste de la thèse est 
organisé comme suit. Dans le présent chapitre, nous présentons les données utilisées. Les trois 
chapitres suivants (3-5) sont consacrés aux trois articles scientifiques qui ont été rédigés dans le cadre 
de cette recherche. Chacun de ces chapitres présente un article selon la formulation suivante : d’abord, 
nous discutons de la mise en contexte, des méthodes et de la portée scientifique de l’article; ensuite, 
nous présentons le texte original de l’article (en anglais). Le sixième chapitre est réservé à une 
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discussion générale. La conclusion générale, ainsi que les recommandations et les perspectives, sont 
présentées dans le dernier chapitre. 
Données utilisées 
Les tests de validation ont été conduits dans une zone urbaine du type résidentiel de la Ville de 
Sherbrooke, puisque nous avons eu accès facilement au terrain. Les données utilisées dans le travail 
de recherche sont issues de trois capteurs de THRS. Il s’agit des capteurs multispectraux suivants : 
Ikonos (4 bandes), GeoEye-1 (4 bandes) et WorldView-2 (2m) (8 bandes). L’image Ikonos a été 
acquise le 20 mai 2001, les images GeoEye-1 – le 26 mai 2009 et le 3 juin 2009 et l’image 
WorldView-2 – le 30 août 2010. L’image Ikonos a été fusionnée avec la bande panchromatique (1 m) 
(He and Wang, 2010) pour améliorer sa résolution spatiale et permettre l’extraction de l’information 
contextuelle pour les bâtiments de petite taille. La taille des extraits utilisés dans chacun des articles 
diffère et est précisée dans les articles respectifs. En général, on peut dire que les extraits ont été 
sélectionnés à partir de différents types urbains : quartiers résidentiels, centre-ville, centres 
commerciaux et zones industrielles. Pour mieux représenter la diversité urbaine, des extraits d’images 
ayant différents niveaux de densité des bâtiments ont été utilisés. La taille des bâtiments pour les 
quartiers résidentiels est, elle aussi, variable, allant de bâtiments de petite taille – de type individuel, 
aux bâtiments d’habitats collectifs (environ 20x80 m). La forme des bâtiments varie, de simples 
rectangles à des formes plus complexes. La quantité et le type de végétation (arbres, buissons, gazon) 
dans chacun des extraits diffèrent et quelquefois, une occlusion partielle des toits par les arbres est 
présente. Les extraits incluent des rues de différentes largeurs et parfois, présentent des 
caractéristiques spectrales très proches de celles des toits des bâtiments.  
À noter que tous les tests ont été effectués dans une seule ville (Sherbrooke), bien que plusieurs types 
d’images aient été utilisés. Nous limitons notre interprétation à ce contexte seulement. 
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Figure 2.1 Localisation de quelques-uns des extraits d’images 
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3. Détection des bâtiments à partir des images multispectrales à THRS par la 
transformation Hit-or-Miss 
3.1. Présentation de l’article 
3.1.1. Mise en contexte 
Cet article s’inscrit dans les développements liés au premier objectif de cette thèse, à savoir la 
proposition d’une technique pour l’estimation de la similarité spectrale entre les pixels formant le toit 
d’un bâtiment. Le problème de l’application de la HMT à des images multispectrales relève du fait 
qu’aucun des ordres vectoriels réduits existant n’a été jugé convenable pour estimer la similarité 
spectrale par rapport à une configuration prédéfinie (Weber and Lefèvre, 2008). Étant donné le 
manque d’un ordre vectoriel approprié, nous avons proposé une technique pour l’estimation de la 
similarité spectrale entre les pixels formant le toit d’un bâtiment, en utilisant l’information spectrale 
de toutes les bandes simultanément. À l’aide de cette technique, nous avons généré des images en 
niveaux de gris à partir des images multispectrales. Dans ces nouvelles images, les bâtiments 
potentiels sont rehaussés, à la base de la similarité spectrale de leurs toits à des fenêtres de référence 
définies au préalable. Par la suite, la HMT en niveaux de gris a été appliquée aux images générées 
pour permettre de discriminer les bâtiments de l’arrière-plan. 
Pour estimer la similarité spectrale à des fenêtres de référence, nous avons proposé un nouvel indice, 
le Spectral Similarity Ratio (SSR). Cet indice traite toutes les bandes simultanément, donc il tient 
compte de la corrélation entre elles. En plus, le pixel est traité dans son voisinage immédiat. Ainsi, 
l’impact de l’effet de faible contraste local et, par conséquent, l’incertitude dans la distinction 
bâtiment/voisinage (Pesaresi and Benediktsson, 2001) sont atténués.  
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3.1.2. Méthodes 
Pour calculer le SSR, nous définissons des ensembles de fenêtres de référence pour chaque couleur de 
toits présente dans l’image et calculons la matrice de covariance de chacune des fenêtres de référence. 
L’image est alors parcourue avec une fenêtre glissante, et les pixels dans le domaine de la fenêtre 
glissante sont ajoutés aux pixels de chacune des fenêtres de référence. L’estimation de la similarité 
spectrale est faite à partir la comparaison de la variance des pixels sous les fenêtres de référence, à la 
variance des pixels sous la fenêtre glissante, ajoutés aux pixels de chacune des fenêtres de référence. 
L’idée est que la variance d’un ensemble de données homogènes (les pixels sous la fenêtre de 
référence) change quand on ajoute à cet ensemble de nouvelles données (les pixels sous la fenêtre 
glissante). L’amplitude de ce changement varie en fonction de la similarité spectrale des 
nouvelles données aux données initiales. Plus la similarité spectrale est importante, moins 
changera la variance. Comme les valeurs propres sont proportionnelles à la variance des données 
(Bae et al., 1997), une plus grande similarité aura comme résultat une valeur propre moins élevée. 
Par conséquent, le ratio entre les valeurs propres de la matrice de covariance des fenêtres de 
référence et la matrice de covariance après l’ajout des pixels sous la fenêtre glissante peut être 
utilisé pour estimer la similarité spectrale aux fenêtres de référence. Nous avons, donc, utilisé les 
deux valeurs propres ayant les valeurs maximales et calculé le ratio entre ces valeurs propres, 
obtenues à partir les matrices de covariance avant et après l’ajout des pixels sous la fenêtre 
glissante, pour estimer la similarité spectrale. Ceci est exprimé comme suit : 
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où ir1λ et ir2λ  sont les deux valeurs propres les plus élevées de la matrice de covariance de la fenêtre de 
référence i (i=1,2…n); n est le nombre des fenêtres de référence; )(1 piaλ  et )(2 piaλ  sont les deux valeurs 
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propres les plus élevées de la matrice de covariance des pixels de l’image sous une fenêtre glissante, 
ajoutées aux pixels de la fenêtre de référence i. L’organigramme présenté à la figure 3.1 décrit les 
étapes de calcul du SSR. 
 
Figure 3.1 Organigramme du calcul du SSR 
 
Pour chaque couleur de toits, le SSR produit une image en niveaux de gris où les valeurs élevées 
représentent les endroits ayant une forte similarité avec les fenêtres de référence. Sur ces images, la 
HMT en niveaux de gris proposée par Soille (2003) est appliquée.  
La HMT en niveaux de gris évalue des endroits de l’image comme étant conformes à la configuration 
recherchée, si pour ces derniers, la valeur de l’érosion (le minimum des valeurs des pixels sous l’ES 
désigné pour l’objet) est supérieure à la valeur de la dilatation (le maximum des valeurs des pixels 
sous l’ES désigné pour le voisinage). Il est donc évident que, pour qu’un bâtiment soit détecté par la 
HMT, l’ES doit correspondre à sa forme, et l’ES pour le voisinage doit correspondre à son voisinage 
proche. Comme les tailles et les formes des bâtiments peuvent être nombreuses, nous avons remplacé 
l’érosion par l’érosion floue et la dilatation, par la dilatation floue et avons transformé les valeurs du 
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SSR entre 0 et 1. De cette façon, seulement en changeant consécutivement les valeurs des ES dans le 
domaine de 0 à 1, nous avons été capables de discriminer entre bâtiments et autres structures, selon 
l’itération dans laquelle la réponse à la HMT a commencé à diminuer. Ceci peut être visualisé dans la 
Figure 3.2.2 de l’article ajouté.  
La décision d’arrêter les itérations est prise à l’aide de l’indice d’homogénéité locale. Dans les images 
obtenues par le SSR, l’arrière-plan est homogène. Les valeurs les plus élevées de l’indice 
d’homogénéité locale sont donc obtenues pour les pixels appartenant à l’arrière-plan. Après chaque 
itération, nous avons calculé la moyenne des valeurs de l’index d’homogénéité locale pour les pixels 
assignés aux bâtiments. Quand cette moyenne dépasse un seuil défini par entraînement, nous estimons 
que des pixels de l’arrière-plan seront identifiés comme pixels des bâtiments. Une fois le seuil atteint, 
nous avons arrêté les itérations. 
3.1.3. Portée scientifique et discussion 
Les résultats démontrent la capacité du SSR, en combinaison avec la HMT, de détecter des bâtiments 
dans des scènes urbaines provenant de différents capteurs. On peut voir aussi que la méthode 
proposée ici performe bien dans des conditions d’occlusion des bâtiments par des objets voisins, la 
présence de l’ombre, le manque de contraste entre les bâtiments et leur voisinage, facteurs qui nuisent 
souvent à l’identification correcte des bâtiments. Dans plusieurs cas, la méthode a réussi à bien 
discriminer entre les bâtiments et autres objets anthropogènes, comme les routes et les stationnements.  
La nouveauté de cet article réside dans la proposition d’un nouvel indice de la similarité spectrale qui, 
à notre avis, peut être utilisé dans des différentes recherches ayant pour but de comparer la similarité 
spectrale à un spectre connu, provenant de données de l’image, comme des fenêtres de référence, ou 
des librairies spectrales. Nous estimons que le SSR n’est pas restreint à la détection des bâtiments. 
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Des objets qui apparaissent relativement homogènes par rapport à la résolution spatiale du capteur 
peuvent être rehaussés par le SSR. Sa capacité pour d’autres types d’applications reste à être validée. 
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Résumé : Une méthode pour la détection des bâtiments dans les images multispectrales à très haute 
résolution spatiale est présentée. Les bâtiments sont détectés à l'aide des informations spectrales et 
contextuelles. Premièrement, la localisation des bâtiments potentiels est rehaussée à la base de la 
similarité spectrale entre leurs toits. Pour ce faire, nous avons proposé un nouvel indice de similarité 
spectrale que nous avons appelé Spectral Similarity Ratio (SSR). Ensuite, la transformation Hit-or-
Miss (HMT) de la morphologie mathématique est utilisée pour assigner des pixels aux bâtiments. 
Pour calculer la HMT, l'érosion floue et la dilatation floue sont utilisées. Un traitement 
supplémentaire basé sur le critère de taille était nécessaire dans certains cas, pour séparer les 
bâtiments des routes. La méthode a été testée sur GeoEye-1 et Ikonos (fusionnée avec la bande 
panchromatique). Les résultats préliminaires sont prometteurs. 
 
Mots-clés : détection des bâtiments, morphologie mathématique pour les images multispectrales, 
transformation Hit-or-Miss. 
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Abstract: A method for building detection in very high spatial resolution multispectral images is 
presented. Buildings are detected using spectral and contextual information. First, potential building 
locations are enhanced on the basis of the spectral similarity between their roofs. To do this, the 
eigenvalue-based spectral similarity ratio (SSR) is proposed. Next, the hit-or-miss transform (HMT) 
from mathematical morphology is used to assign pixels to buildings. To compute the HMT, fuzzy 
erosion and dilation are used. Additional processing based on size criteria is needed in some cases to 
separate buildings from roads. The method is tested on GeoEye-1 and pan-sharpened Ikonos images. 
The preliminary results are promising.  
Index terms: Building detection, mathematical morphology for multispectral images, hit-or-miss 
transform. 
3.2. Introduction 
The detection of buildings in very high spatial resolution (VHSR) images is of primary interest as 
buildings constitute important geospatial data layers in an increasing number of applications [1]. 
Although individual buildings can be observed in VHSR images, many factors contribute to 
significant within-feature variation [2]. Sophisticated methods that integrate spatial and spectral 
information are needed to detect and extract buildings from VHSR images. 
Among these methods, mathematical morphology (MM) has already been proven effective for the 
analysis of spatial structures in remotely sensed images. Information concerning the size of image 
features provided by the differential morphological profile (DMP) has been found valuable for the 
classification of buildings [3] and for the extraction of buildings [4]. The binary morphological 
template match transform, called Hit-or-Miss (HMT), has been found successful for the detection of 
buildings [5]. These methods were applied to panchromatic bands; however, the additional spectral 
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information available in some VHSR images may increase the recognition accuracy for buildings 
[4,5]. 
The extension of the binary HMT to grayscale images lead to an operator used to detect locations that 
are brighter than their neighborhood [6]. In this study, we used this property of the grayscale HMT in 
order to detect buildings in multispectral images. 
The extension of the morphological operators to multispectral images is not straightforward. In order 
to compare multidimensional pixels, a strategy for ordering their values is required. Although 
different approaches exist, they do not provide a fully suitable solution for template matching using 
spectral properties [7]. In the absence of a suitable ordering scheme, we developed a different 
strategy: in order to apply the grayscale HMT to multispectral images, we transformed them to 
grayscale images in which potential building locations were enhanced.  
The proposed supervised method included the following steps: several classes were defined according 
to the roof colors of buildings in the image. For each class, a grayscale image was generated based on 
the spectral similarity (color) between roofs to improve the low local contrast of VHSR images, which 
can cause buildings to be undetected [8]. In these images potential building locations appeared with 
bright tones. Next, the grayscale HMT was applied to the images generated in the previous step in 
order to assign pixels to buildings. Additional processing based on size criteria was applied to 
separate buildings from roads. 
This letter is organized as follows. Section 3.3 describes the enhancement of buildings on the basis of 
the spectral similarity between roofs. Section 3.4 describes the detection of buildings. Section 3.5 
presents the results and discussion. Conclusions are given in Section 3.5. 
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3.3. Assessing the Spectral Similarity Between Roofs 
The appearance of roofs in VHSR images can be very complex due to the different illumination 
conditions, the viewing angle, etc. To reduce these effects, in addition to color, we examined the 
covariance of all bands in the neighborhood of a pixel. For each class of building we chose a set ri of 
reference windows. The reference windows were defined using the most homogeneous parts to 
guarantee low initial variance. We choose roofs that had very similar color. Each class was processed 
separately. 
To assess the spectral similarity of the neighborhood of each pixel to the spectra of the reference 
windows, the image was processed with a sliding window g(p), centered on pixel p(x,y) with the 
coordinates x,y in the image domain. The pixels under the sliding window were added to the pixels of 
each of the reference windows to create a new dataset ai, referred to as the augmented window, 
with ii rpga U)(= , where U  is the set union and ri is the i-th reference window. The goal was to examine 
how the variance of the reference windows changed in result of the addition. The greater the spectral 
similarity between the data under the sliding window and the data of the reference windows, the less 
the variance of the augmented window will change with regards to the initial low variance of the 
reference windows. As the spectral difference increases, the variance of the augmented window will 
increase. Because the eigenvalues are proportional to the variance of the data [9], we adopted the 
ratios between the eigenvalues of the covariance matrices of the reference windows and the 
augmented windows as an indicator of the change in the variance and, consequently, for the spectral 
similarity to the reference windows. Lower variance will produce lower eigenvalues [9], thus the 
division of the eigenvalues of the reference windows by the eigenvalues of the augmented windows 
will yield higher values for higher spectral similarity to the reference windows. Greater spectral 
differences will lead to at least one high eigenvalue (the first or second), and the values of the division 
described above will be lower. We examined the ratios between the first two eigenvalues and retained 
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the minimum between the two divisions. We called this measure the Spectral Similarity Ratio (SSR). 
It was defined as: 
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where ir1λ and ir2λ  were the first and second eigenvalues of the reference window i (i=1,2…n); n was 
the number of reference windows; and )(1 piaλ  and )(2 piaλ  were the first and second eigenvalues of the 
augmented window. 
For each class, we obtained a grayscale (SSR) image where the candidate buildings were enhanced. 
An SSR image with enhanced brown roofs is shown in Figure 3.2.1 (b); the reference windows are 
given on the true color composite in Figure3.2.1 (a). 
We applied the SSR to a pan-sharpened (using the method in [10]) Ikonos image (spatial resolution 1 
m) and to a multispectral GeoEye-1 image (spatial resolution 2 m). The size of the reference windows 
was set according to the size of small buildings: 5x5 for Ikonos and 3x3 for GeoEye-1. Examples of 
the reference windows are given in Figure 3.2.4. The size of the sliding windows was equal to the size 
of the reference windows. By performing tests on an Ikonos subset of 512x512 pixels and a GeoEye-1 
subset of 400x400 pixels for the different roof colors1, we found that the optimal number of reference 
windows for each class (color) was three, and the spectral similarity between them computed on the 
first eigenvalues had to be at least 0.65. More reference windows or less spectral similarity between 
them resulted in poorer discrimination between buildings and “no buildings”. 
                                                 
1 Cette explication a été ajoutée après la publication de l'article. 
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The SSR could discriminate well between buildings and other homogeneous areas such as lawn, 
forest, and areas with sparse vegetation (Figure 3.2.1b), that formed a dark background in the SSR 
image. Depending on the color of the roof to be enhanced, pixels situated on objects such as parking 
lots and roads could also have relatively high SSR values (Figure 3.2.1b). 
Figure 3.2.1 Comparison between SSR and SAM 
a) True color composite of the original Ikonos image. The labeled areas refer to: 1) forest, 2) sparse 
vegetation, and 3) parking lots. The reference windows for brown roofs are shown as yellow squares. 
b) Results for SSR. c) Results for SAM. The results for SAM were inversed: bright areas correspond 
to greater spectral similarity to the reference windows.  
We compared the SSR with the Spectral Angle Mapper (SAM). To measure the spectral similarity 
between two spectra, SAM portrays each spectrum as a vector in an l-dimensional space [11]: 
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where l=(1…L) is the number of spectral bands, and si and sj are the two spectra to be compared. The 
angle between the two spectra is proportional to their similarity. As reference spectra, we used the 
spectra of the reference windows shown in Figure 3.2.1 (a). SAM is faster algorithm than SSR, as 
SSR involves the computation of the eigenvalues MxN + N times, where M is the number of pixels, N 
is the number of the reference windows, and the last N refers to the computation of the eigenvalues of 
the reference windows, which is time consuming. However, SAM does not take into consideration the 
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neighborhood of the pixel. In addition to buildings, SAM enhances also other objects (Figure 3.2.1c), 
which would further affect the recognition accuracy for buildings. 
To discriminate between buildings and other enhanced structures in the SSR images, we applied the 
grayscale HMT.  
3.4. Building Detection 
A. Computing the HMT 
The grayscale HMT uses the two fundamental operators of MM, which are erosion and dilation. In 
MM the image is processed with a predefined pattern called structuring element (SE), which is used 
as a ‘probe’ to examine a given image for specific properties. The origin of the SE defines the 
positioning of the SE at a given pixel. Erosion ε of f by SE B is defined as [12]: 
( ) };{, )( Bbfyx bfB ∈∧= −ε  (3) 
where f(x,y) represents the value of a pixel in the image f with coordinates x and y, ∧ is the infimum 
operator, and f(-b) is the translation of f by the vectors –b of B [13]. Dilation δ of f by B is defined as 
[12]:   
( ) };{, )( Bbfyx bfB ∈∨= −δ  (4) 
where ∨ is the supremum operator.  
The grayscale HMT is defined as [13]: 
[HMTB(f)](x,y) =         (5) 
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where BFG and BBG are the SEs for the foreground and background respectively.  
The interval (the difference between erosion and dilation) is controlled by the parameters of the 
foreground and background SEs. However, a high interval would detect structures other than 
buildings, while a low interval would miss buildings [14]. Instead, we examined the degree to which 
pixels in the image fit the SEs. To do this, we replaced the standard erosion and dilation by fuzzy 
erosion and dilation. Fuzzy erosion is represented by [15]: 
]b)(1),( ,1[min),( μμε μ −+∧= yxyx ffB  (6)  
Fuzzy dilation becomes 
]1-b)( ),( ,0[max),( μμδ μ +∨= yxyx ffB  (7)  
where b ∈  B, μ(b) is the degree of membership to the SE B, and μf (x,y) is the degree of membership 
to the image.  
To set the values of the SSR images to the interval [0, 1], we used the S-shaped membership function 
[16]: 
)),,,,((),( γβαμ yxfSyxf =  (8) 
where the parameters α, β and γ are expressed as  
  ),,)](([),)](([ yxfyxf BGBFGB δε −  
if ),)](([),)](([ yxfyxf BGBFGB δε >  
  0, otherwise. 
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where lMin and lMax are the minimum and maximum for the grayvalues of the image.  
B. Discriminating between buildings and ‘no buildings’ 
To discriminate between buildings and ‘no buildings’ we computed several HMT, and we decreased 
the interval between the foreground and background SEs. Because higher SSR values corresponded to 
a higher potential to belong to buildings, and the SSR values were transformed to the interval [0,1] by 
the fuzzification in (8), we examined the fit to constant degrees of membership to the SEs for all SSR 
images. A high initial degree of membership (0.8) was set for the foreground SE and a low initial 
degree of membership (0.1) for the background SE. In the consecutive iterations (computations of 
HMT), we decreased the degree of membership for the foreground SE and increased the degree of 
membership for the background SE (both by increments of 0.1). The aim of this was to examine the 
different response patterns to a decreasing interval when both SEs were placed over the object (i.e., 
over a building roof, over a bright object, or over the background). In Figure 2 we give typical 
responses to the decreasing interval. A turning point in the response pattern occurs when a complete 
fit to both SEs is achieved. After this, the HMT value begins to decrease because the eroded value 
remains 1 in the consecutive iterations, while the dilated value increases. Pixels on flat roofs will 
completely fit both SEs from the first iterations because they have high SSR values and are 
surrounded by pixels with high SSR values. As pixels on non flat roofs may receive lower SSR values 
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further from where their sections were connected, they may receive either an increasing or a constant 
HMT value in the first iterations. Pixels on bright structures may also achieve a complete fit to both 
SEs, however, this will occur in later iterations compared to pixels on flat and non flat roofs. The 
HMT value for pixels located on the background only increases, because a complete fit to both SEs 
did not occur at all. Thus, according to when, at which iteration, the decrease of the HMT value 
began, we were able to discriminate between buildings and other bright structures. If we had used the 
standard erosion and dilation operators, we would not have obtained different response patterns but 
only the number of pixels evaluated as positive would have changed. 
 
Figure 3.2.2 Response of pixels to a decreasing interval. 
On the X axis, the degree of membership to the SEs (foreground (FG) and background (BG)) is given. 
On the Y axis, we show the value of the HMT. A sample of 20 pixels from subset 1 of the Ikonos 
image with brown colored roofs was used for each situation (i.e. flat roofs, non flat roofs, etc.) The 
mean and a one standard deviation from the mean are plotted. 
The slope of the curve (Figure 3.2.2), as opposed to examining a single interval, highlights the 
difference of buildings versus the background and ‘no buildings’. Although the opening by 
reconstruction morphological profile [4] could be used to detect bright structures on a dark 
background, it would only detect buildings with flat roofs, because only pixels with a strong similarity 
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to their surrounding region produce a high response in the output level of the profile [17]. The fuzzy 
HMT measures the ratio between the number of pixels that fit the configuration of SEs and the total 
number of pixels in the area covered by the SEs [5]. However, in the case of SSR images, it would 
return similar values for buildings and ‘no buildings’. 
C. Defining the configurations of SE 
For accurate recognition with the HMT, the size and shape of the SEs have to be defined correctly. To 
match the inner parts of the buildings we used small, square windows of 3x3 pixels for both SEs 
(Figure 3.2.3). We used the configuration shown in (a) because changing the location of the 
background SE with regards to the foreground SE (i.e. bottom (b), right (c), or left (d)) did not change 
the number of detected objects but only their shape. As we are interested in locations and not in shape, 
these additional configurations were not used to save computational time.  
Figure 3.2.3 Designed configurations for SEs.  
Foreground SE in gray; background SE in white; x is the origin of the SE.  
D. Assigning pixels to buildings 
To assign pixels to buildings, after each iteration we compared the HMT value with that of the 
previous iteration. To retain only pixels that belong to building roofs, either flat or non flat, pixels 
whose HMT value decreased or did not change were assigned to buildings. To automatically stop the 
iterations, we used the local homogeneity index [18]. Its computation includes the following steps: 
 
 29
2
)(),(
)),((1 xy
xyPdWyxfW
xy myxfn
S −= ∑
∈
         (9) 
where Sxy is the standard deviation at pixel Pxy, f (x,y) is the intensity of the pixel Pxy, mxy is the mean 
of the nW  intensities within the window Wd(Pxy), which has a size of d by d and is centered at Pxy,  and 
nw is the number of pixels.  
A measure of the discontinuity Dxy at pixel Pxy is: 
22
yxxy GGD +=    (10) 
where Gx and Gy are the gradients at pixel Pxy in the x (horizontal) and y (vertical) directions. To 
compute the gradient we approximated the partial derivative in the horizontal direction with the 
central difference between columns; and in the vertical direction – with the central difference between 
rows, based on Prewitt kernel [19]. The standard deviation and the discontinuity are normalized by 
the maximum values of the standard deviation (Smax) and the discontinuity (Dmax) of the image, 
respectively.  Finally, the homogeneity Hxy at Pxy can be written as 
)/()/(1 maxmax DDSSH xyxyxy ×−=   (12) 
The index gives values from 0 to 1. Higher values correspond to higher homogeneity. By testing the 
same image subsets as in the SSR parameters, we defined a threshold of 0.85 for Ikonos images and 
0.75 for GeoEye-1 images. Greater value for these thresholds would result in detecting objects other 
than buildings, whereas lower thresholds would have miss buildings1. To stop the iterations, after 
                                                 
1 Cette explication a été ajoutée après la publication de l'article. 
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Ikonos subsets GeoEye-1 subsets 
 1 2 3 4 5 1 2 3 
Size (in pixels) 512x
512
400x
400
906x
216
400x
400
460x
480
219x
384 
250x 
350 
340x 
380 
Number of buildings 164 182 97 140 115 142 288 329 
Rate of recognition (%) 87 78 84 90 85 85 82 74 
Rate of correct identification (%) 95 90 62 91 88 85 92 77 
each iteration we computed the mean value of the local homogeneity index for the retained pixels. 
When this mean exceeded the defined threshold, the iterations were stopped. Finally, all of the binary 
images were combined.  
3.5. Results and discussion 
We tested our method on eight image subsets taken from Ikonos and GeoEye-1 images over 
residential areas in Sherbrooke, Quebec (Canada). The buildings had different orientations and sizes. 
The density of the buildings varied from low (subset 5, Ikonos) to high (subset 2, GeoEye-1).  
 
Table 3.1 
Results of Building Detection 
To estimate the performance of our method, we computed the rate of recognition (the percent of 
correctly recognized buildings of all buildings in the image subset) and the rate of correct 
identification (the percent of correctly recognized buildings of all recognized locations). The results 
(Table 3.1) show certain consistencies: despite differences between the residential areas and sensors 
almost the same relatively high rate of recognition, varying from 74% to 90%, was achieved for all of 
the subsets. Except for subset 3 of Ikonos, the method achieved a high percentage of correct 
recognition, ranging from 77% to 95%. The low rate of correct identification for subset Ikonos 3, 
62%, is due to the fact that this subset contained buildings with white roofs, which were very similar 
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to bare soils and thus bare soils were also enhanced by the SSR. These false positives can be 
eliminated in a post-processing step by validating building locations by proximity to shadows1.   
  
Figure 3.2.4 Results for Ikonos (top row) and GeoEye-1 (bottom row) 
a, c: true color composites; b, d: results. Examples of the locations of reference windows are shown in 
the true color composites as squares. Red squares correspond to a blue roof color; green squares to a 
beige roof color; yellow squares to a brown roof color 
Some detection results are presented in Figure 3.2.4. They demonstrate the method efficiency to 
detect building with different size and orientation. Partial occlusion, that usually causes omission 
errors when detecting buildings in VHSR images, did not affect the recognition accuracy of our 
method: buildings that were partially occluded by trees were also detected (Figure 3.2.4 c and d). 
Except for the definition of the reference windows, the method is automated. By close observation on 
the detection results we found that buildings situated close together may be misinterpreted as one 
building, large buildings - as several small ones, and large areas covered by bare soil were sometimes 
                                                 
1 Cette explication a été ajoutée après la publication de l'article. 
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erroneously detected as buildings near their edges. Those could be improved by using an adaptive 
threshold on the local homogeneity index image, rather than a constant threshold value.  
In some subsets roads had same color as some buildings roofs, white or light blue, and were also 
detected. However, in the results of the HMT roads appeared disconnected from buildings. As the size 
of roads is larger than that of the buildings, we simply applied the size criteria to discriminate between 
roads and buildings. An example of the results before and after this additional processing is given in 
Figure 3.2.5. The roads were completely removed, while the number of detected buildings remained 
the same. 
Figure 3.2.5 Removing roads from an Ikonos image.  
a) true color composite; b) results before road removal; c) results after road removal.  
Compared to other building detection methods applied to the same Ikonos image (Table 3.2)1, the 
extraction performance of our approach was among the best results. In [20], 86% accuracy for the 
detection of new buildings was achieved based on multispectral image segmentation and object rule-
based classification. The parameters for the segmentation were defined automatically but were 
derived from ancillary data. The method proposed in [2] uses the panchromatic band of Ikonos. To 
detect buildings, it estimates the difference in the variance of the grayvalues over the building and 
over its periphery. It achieves a mean of 82.5% for the rate of recognition of buildings and 74.8% for 
the rate of correct identification. With our method, we obtained a mean of 84.8% and 85.2% 
                                                 
1 Le tableau a été ajouté après la publication de l’article. 
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Object rule-
based 
classification 
[20] 
Variance 
based method
[2] 
(average) 
The proposed 
method 
(average) 
Ikonos 
subsets 
Rate of recognition (%) 86 82.5 84.8 
Rate of correct 
identification (%) - 74.8 85.2 
respectively. The successful performance of our method was probably due to the initial enhancement 
of the building locations and the use of a specific algorithm to detect buildings, instead of detecting all 
objects in the image as was done in [20]. Furthermore, the use of spectral information, as compared to 
the method in [2], also contributed to the accuracy of our model. 
 
Table 3.2 
Comparison to other methods 
 
 
3.6. Conclusion and future work 
We proposed a new method for building detection based on spectral and contextual information. 
Grayscale images were generated from multispectral images in order to enhance potential building 
locations based on the spectral similarity of roofs, taking into consideration the correlation between 
bands. The HMT was applied to these images in order to assign pixels to buildings. We tested our 
method on subsets of Ikonos and GeoEye-1 images. The results were consistent despite differences in 
the characteristics of the residential areas that were analyzed. Our method compared favorably with 
two other methods applied to images of Sherbrooke, Quebec (Canada).  
The method provided reliable building detection when using only spatial information would not have 
been sufficient. Future work will focus on decreasing the user intervention required to define classes 
and on decreasing the computational complexity of the SSR. 
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4. Détection de la localisation des bâtiments à partir des images à THRS en utilisant le 
ratio de la similarité spectrale et des opérateurs morphologiques 
4.1. Présentation de l’article 
4.1.1. Mise en contexte 
Cette étude poursuit la méthodologie présentée antérieurement dans le but d’estimer sa capacité de 
traitement pour différents tissus urbains. Elle est donc liée au premier objectif de notre recherche, 
c’est-à-dire la proposition d’une technique pour l’estimation de la similarité spectrale entre les pixels 
formant le toit d’un bâtiment. Les résultats de l’article précédent ont suscité notre intérêt pour 
appliquer la méthodologie à des larges scènes de la Ville de Sherbrooke. Nous avons utilisé une 
image de 1500x3000 pixels provenant d’Ikonos et une image de 1300x1900 de World-View2. La 
région de l’étude incluait des quartiers résidentiels de différents niveaux de densité et différents types 
des bâtiments, comme : des maisons familiales, des bâtiments d’habitats collectifs de différentes 
tailles, ainsi que des édifices administratifs, usines et centres commerciaux.  
Un autre but de cette étude était de proposer certaines améliorations visant à rendre la méthodologie 
plus générique. En premier lieu, nous avons proposé une alternative au choix manuel des fenêtres de 
référence pour le calcul du SSR. Le choix manuel exigeait une interprétation visuelle de la scène et 
pouvait donc omettre certaines couleurs des toits. En conséquence, les bâtiments ayant cette couleur 
ne seraient pas détectés. Un autre aspect qui rendait la méthode dépendante de l’utilisateur était la 
définition des valeurs des ES au-delà desquelles la HMT détecterait des pixels de l’arrière-plan 
comme appartenant aux bâtiments. Contrairement à la méthodologie de l’article précédent, où ces 
valeurs ont été définies par entraînement, dans cet article, nous proposons une solution automatique 
en fonction de la scène traitée. Aussi, nous avons introduit une étape de vérification de la localisation 
des bâtiments potentiels par la proximité de l’ombre. Cette étape a amélioré la capacité de la méthode 
de discriminer entre bâtiments et autres objets anthropogènes.  
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4.1.2. Méthodes 
La définition des ensembles de fenêtres de référence a été faite en deux étapes : 1. définition des 
endroits spectralement homogènes, qui n’appartiennent pas à la végétation et possèdent des propriétés 
géométriques qui caractérisent les bâtiments; 2. regroupement des fenêtres de référence en des 
ensembles qui correspondent à une couleur de toit différente. 
Pour définir des endroits spectralement homogènes, l’image a été parcourue avec une fenêtre 
glissante. Nous avons utilisé la valeur propre de la matrice de covariance des pixels dans le domaine 
défini par la fenêtre glissante pour en estimer l’homogénéité spectrale. Comme la valeur propre est 
proportionnelle à la variabilité spectrale de ces pixels, des valeurs moins élevées correspondent à une 
variabilité moins élevée et vice-versa. 
Pour éliminer les régions homogènes provenant de la végétation, nous avons appliqué un masque 
défini à partir de l’indice différentiel normalisé de la végétation (NDVI). Afin de retenir les régions 
les plus homogènes, un seuil sur les valeurs propres a été défini à partir de l’histogramme des valeurs 
propres. Les pixels dont le voisinage défini par la fenêtre glissante avait la valeur propre inférieure à 
ce seuil ont été retenus. Les pixels adjacents ont été groupés en régions et des critères concernant leur 
forme et leur taille ont été appliqués pour éliminer des régions qui ne correspondent probablement pas 
aux bâtiments.  
Pour regrouper les régions retenues à des ensembles correspondant à une couleur de toits différente,  
nous avons utilisé la similarité spectrale entre eux, mesurée à l’aide du SSR. 
L’estimation de la similarité spectrale de l’image aux ensembles des fenêtres de référence, et 
l’application de la HMT à des images en niveaux de gris obtenues par cette estimation, sont exécutées 
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comme nous l’avons expliqué dans l’article précédent. La différence consiste dans la définition de 
l’itération après laquelle la HMT commence à détecter des pixels de l’arrière-plan.  
Tout comme dans l’article précédent, nous utilisons les valeurs de l’indice de l’homogénéité locale 
des pixels détectés. Cependant, au lieu de définir un seuil par entraînement, nous définissons ce seuil 
automatiquement. Pour cela, nous utilisons les écarts types des valeurs de cet indice à chaque 
itération. Comme les valeurs de l’homogénéité locale de l’arrière-plan ne varient pas beaucoup, quand 
des pixels de l’arrière-plan commencent à être détectés, l’écart type des valeurs de l’indice diminue. 
Nous arrêtons donc les itérations quand la différence entre les écarts types de deux itérations 
consécutives est minimale. 
La vérification des positions des bâtiments par leur proximité aux zones d’ombre est largement 
utilisée pour discriminer entre bâtiments et autres objets anthropogènes (Bouziani et al., 2010; 
Aytekın et al., 2012; Huang and Zhang, 2012). Pour définir les zones d’ombre, nous avons utilisé le 
profil différentiel de fermeture. Cette technique a déjà été utilisée par Jin et Davis (2005a). Nous 
avons adapté ses paramètres aux scènes utilisées. Pour établir la présence d’une zone d’ombre en 
proximité des régions des bâtiments potentiels, nous avons vérifié pour chacune des régions si, dans la 
direction appropriée, il existait une zone d’ombre à distance raisonnable. Les paramètres pour cette 
vérification ont été déterminés à la base de la taille de la région des bâtiments potentiels.  
4.1.3. Portée scientifique et discussion 
L’objectif de cette étude était d’estimer la capacité du SSR, en combinaison avec la HMT, de détecter 
des bâtiments de types différents, tels que : maisons individuelles, bâtiments collectifs, centres 
commerciaux, bâtiments industriels. Au-delà de leur taille différente, le contraste avec leur voisinage 
immédiat peut varier. Par exemple : les maisons individuelles sont souvent entourées de gazon, dont 
les propriétés spectrales diffèrent de celui des maisons, tandis que la plupart des centres commerciaux 
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sont situés au milieu de vastes stationnements qui ont une signature spectrale assez similaire à celle 
des toits des édifices. Les résultats obtenus démontrent l’efficacité de la SSR dans le but de rehausser 
les différents types de bâtiments, malgré le contraste parfois faible avec leur voisinage immédiat. 
L’utilisation de l’érosion et de la dilatation floues dans la HMT, a permis, en changeant les valeurs 
des ES, la discrimination entre bâtiments et l’arrière-plan, sans pour autant définir plusieurs 
configurations au préalable. La vérification de la localisation des bâtiments par proximité d’ombre a 
pu discriminer entre bâtiments et autres objets homogènes.   
Les améliorations apportées visant à augmenter le niveau d’automatisation de la méthode se sont 
avérées efficaces pour le traitement de larges scènes, couvrant différents tissus urbains. La solution 
proposée pour la définition des ensembles des fenêtres de référence a diminué l’intervention de 
l’utilisateur. Néanmoins, la nécessité de choisir des ensembles additionnels à l’aide d’une 
interprétation visuelle exige une solution alternative. Cette alternative pourrait bien être un ordre 
vectoriel qui permettra l’inclusion de l’information spectrale dans la HMT et par conséquent, 
l’application de la HMT directement sur des images multispectrales. 
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Résumé: Ces dernières années, on a pu constater un intérêt croissant pour la détection automatique ou 
semi-automatique des bâtiments à partir des images à THRS. La complexité spectrale des bâtiments a 
orienté les études à exploiter principalement l'information spatiale des images à THRS. L’information 
spectrale, en plus de l’information spatiale et contextuelle, peut améliorer la précision de la détection. 
Dans cet article, nous présentons une méthode pour la détection de la localisation des bâtiments, à 
partir des images multispectrales à THRS. Les bâtiments sont détectés à l'aide d’information 
spectrale, spatiale et contextuelle. D’abord, la localisation des bâtiments potentiels est rehaussée à la 
base de la similarité spectrale entre leurs toits, en utilisant le Spectral Similarity Ratio (SSR). Ensuite, 
la transformation morphologique Hit-or-Miss (HMT) est utilisée pour assigner des pixels aux 
bâtiments et pour définir la localisation des bâtiments potentiels. Le profil morphologique différentiel 
est utilisé pour identifier les zones d'ombre. La localisation des bâtiments potentiels est vérifiée ,à la 
base de la proximité des ombres. La méthode est testée sur des scènes de larges extraits d’images 
provenant de WorldView-2 et Ikonos (fusionnée avec la bande panchromatique). Les deux extraits 
d’images incluent des zones de tissu urbain différent : zones résidentielles, commerciales et 
industrielles. La précision obtenue est élevée pour les deux extraits d’images, en dépit des types 
urbains hétérogènes et des différents capteurs utilisés. 
Mots clés: détection des bâtiments, images à très haute résolution spatiale, opérateurs 
morphologiques, spectral similarity ratio 
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Abstract: Recently there is a growing interest toward elaboration of automatic or semi-automatic 
building detection in very high spatial resolution (VHSR) images. The complex spectral appearance 
of buildings in VHSR images has led to studies that exploit mostly the spatial information in these 
images. Spectral information in addition to spatial and contextual information improves the accuracy 
of the detection. In this paper, we present a method for the detection of building locations in VHSR 
multispectral images. Buildings are detected using spectral, spatial, and contextual information. First, 
potential building locations are enhanced on the basis of the spectral similarity between their roofs 
using the spectral similarity ratio. Next, the hit-or-miss transform (HMT) from mathematical 
morphology is used to assign pixels to buildings and to define potential building locations. The 
differential morphological profile is used to identify shadowed areas. Then, building locations are 
verified based on the proximity of shadows. The method is tested on large WorldView-2 and pan-
sharpened Ikonos image subsets. Both subsets included heterogeneous urban types: residential, 
commercial, and industrial areas. The accuracy achieved was high for both subsets, despite the 
heterogeneous urban types and the different sensors used. 
Key words: Building detection, very high spatial resolution images, morphological operators, spectral 
similarity ratio 
4.2. Introduction 
Reliable building information is crucial to monitor urban expansion and to study the process of 
urbanization. The frequent and repetitive coverage of an area by satellite remote sensing provides an 
important source of information. With the advent of very high spatial resolution (VHSR) imagery, the 
extraction of individual urban objects from these images became possible as the size of the pixel is 
smaller than the average size of objects in cities [1]. However, the heterogeneous nature of the urban 
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environment and the different characteristics of sensors make it difficult to develop semi- or fully 
automatic generic methods for building detection using VHSR images. 
Building roofs have high spectral heterogeneity due to the different materials used in their 
construction; some roofs are composed of several differently illuminated parts; small objects, such as 
chimneys, are visible in VHSR images. All these increase the intra-class variability. From the other 
hand, parking lots and roads often have spectral properties that are similar to those of building roofs, 
which lowers the spectral inter-class separability. The use of only spectral information (related to 
radiometry) is not sufficient for the reliable recognition of objects, and it reduces the accuracy of the 
per-pixel classification algorithms applied to images [2]. The alternative is to use spatial (size, shape, 
right angles, etc.) and contextual information (in the form of relationships between neighboring 
objects) in addition to spectral information. However different factors, such as partial occlusion by 
trees or taller buildings, may disrupt the shape of buildings and decrease the performance of spatial 
based methods for building detection. In addition, image properties depend on the sensor type, 
resolution, weather conditions, and so on, which can vary considerably from image to image. The 
performance of existing algorithms tends to fail as image properties or urban scene change [3].  
An exhaustive review of the current status and the future trends in urban object extraction is provided 
in [4]. An additional review can be found in [5], and some trends concerning VHSR images are also 
discussed in [6]. A common approach in object extraction methods from VHSR images is the 
increasing use of knowledge to define cues (spatial, spectral, and contextual) that are common to the 
type of object to be extracted. The correct choice of cues is important to attain a high performance and 
a low computational cost.  
Region-based approaches use segmentation as a first step in image processing in order to define 
spectrally homogeneous regions that correspond to image objects. Regions could be characterized by 
spatial and contextual properties in addition to only spectral properties that characterize pixels [7]. 
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Subsequently, descriptors (cues) are computed and are used to classify the segments. The segments 
are defined on the basis of the VHSR images and because in these images the boundaries between 
objects are represented with a certain level of discretization [8], the contours of the segments do not 
precisely conform to the real boundaries of objects, which may lead to erroneous shape recognition 
and misclassification. Sophisticated algorithms, Hu, Zernike, and wavelet invariant moments [9], 
Hough transform [10, 11], Graph theoretical algorithms [12], have been used in conjunction with 
segmentation to refine objects boundaries.  
Other approaches applied edge detection algorithms, such as active contour model [3, 13], Gabor 
filters [14], scale invariant feature transform (SIFT) [15], directly on the image space to detect 
building boundaries and then to reconstruct buildings: Separate processing steps were applied to 
boundary and no boundary pixels [8].  
Instead of the detection of building boundaries, image structures may be characterized by their 
intrinsic morphological characteristics. In [16] the authors developed the differential morphological 
profile (DMP). The structural information provided by DMP may be used to define image 
components (connected pixels) that corresponded to the inner parts of buildings [17, 18] or for 
classification [19]. Another morphological operator, which is a template match transform called the 
Hit-or-Miss transform (HMT), has been used successfully for the detection of buildings [20].  
The algorithms designed to detect either the boundaries or the inner parts of image objects are usually 
applied to panchromatic bands. A common opinion is that the additional spectral information 
available in VHSR images may increase the recognition accuracy for buildings [1, 17, 21]. 
The aim of this article is to present a method for detection of building locations that involves the 
information in all spectral bands. The method is based on our previous method [22]. Improvements, 
related to the level of automaticity and the inclusion of contextual information were made. Also, the 
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method was applied to large and highly heterogeneous urban scenes from different sensors. Building 
heterogeneity (size, shape, roof composition, contextual characteristics) is greater in city centers, 
commercial areas, and industrial zones where small and large buildings are found. It is therefore 
interesting to evaluate the performance of a method for these regions as well as for residential regions. 
We validated our method on large Ikonos and WorldView-2 subsets of the city of Sherbrooke, where 
several urban types (commercial, industrial, and residential areas) are present. 
The paper is organized as follows: in section 4.3 we describe the study area and data. The 
methodology is given in section 4.4. Accuracy assessment - in section 4.5. Results and discussion are 
presented in section 4.6, and finally the conclusion is given in section 4.7. 
4.3. Study area and data 
The data are composed of eight spectral bands of a WorldView-2 image and of a high resolution 
multispectral pan-sharpened (using the method in [23]) Ikonos image. The resolution of WorldView-2 
is 2x2 m and the resolution of Ikonos is 1x1 m. Two subsets were selected for the city of Sherbrooke, 
Quebec. The city of Sherbrooke is a typical small North American city situated at the confluence of 
the St. Francis and Magog rivers.  
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Figure 4.2.1(a) WorldView-2 image subset of North Sherbrooke  
The WorldView-2 subset (1300x1900 pixels) is located in the northern part of the city (North 
Sherbrooke). Newly residential areas with large lawns between the individual dwellings alternate with 
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shopping centers and industrial zones, where the vegetation is represented mainly by individual trees. 
Part of the city centre is shown to the east of the subset (figure 4.2.1 (a)).  
The Ikonos subset (1500x3000 pixels) is located in the northeastern district of the city known as 
Fleurimont. This subset includes small private houses among well-developed urban vegetation. The 
space between the houses differs and larger buildings, such as apartment buildings, schools, and 
shopping centers, are occasionally found in the image (figure 4.2.1 (b)).  
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Figure 4.2.1(b) Ikonos image subset of Fleurimont 
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4.4. Methodology 
The proposed method consists of three steps. First, new grayscale images with enhanced potential 
building locations are generated. Next, the HMT is applied to these images to determine potential 
building locations. Finally, a mono-band DMP is used to build a shadow image and to verify building 
locations. A detailed flow chart is shown in figure 4.2.2. 
 
Figure 4.2.2 Flow chart of the method  
4.4.1. Enhancing potential building locations 
The purpose of this step was twofold. First, as the illumination and contrast in VHSR images is 
sometimes insufficient to detect buildings [15], the enhancement of buildings prior to detection 
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improves the accuracy of the method. Second, before applying morphological operators on 
multispectral images, a strategy for ordering the intensity values of multidimensional pixels must be 
adopted. Although several approaches have been proposed in the literature, none of them are suitable 
for template matching [24]. We therefore adopted a different strategy: we generated grayscale images 
based on the spectral similarity between roof colors to enhance potential building locations. To do 
this, we used the spectral similarity ratio. 
Spectral Similarity Ratio (SSR) 
To compute the SSR, the image is processed with a sliding window, and the data in the sliding 
window is compared to the data of previously defined reference windows. The reference windows are 
chosen on the spectrally homogeneous part of roofs. For each roof color we defined a set of reference 
windows and processed the image for each set separately. The parameters of the sets of reference 
windows are given in the next section. The computation of the SSR involves the information in all of 
the spectral bands and is expressed as: 
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where ir1λ and ir2λ  are the first and second eigenvalues of the previously defined reference windows i 
(i=1,2…n); n is the number of reference windows; and )(1
piaλ  and )(2 piaλ  are the first and second 
eigenvalues of the window obtained after the addition of the pixels of the image found in the sliding 
window to the pixels in the reference windows.  
The main idea behind the SSR is that as the spectral difference between the data in the sliding window 
and the data in the reference windows increases, the variance of the dataset obtained by adding the 
pixels of the sliding window to the pixels of the reference windows also increases. In SSR the ratio of 
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the eigenvalues of both sets is used, as eigenvalues are proportional to the variance and therefore they 
are good indicator for the change of the variance. When the data under the sliding window are similar 
to the data of the reference windows, the first and the second eigenvalues will not change a lot with 
respect to the first and second eigenvalues of the reference windows and the ratio between the 
eigenvalues of both sets will be high. Therefore, locations that are spectrally similar to the reference 
windows will be enhanced in the resulting grayscale SSR image. On the contrary, when the data under 
the sliding window are different from these in the reference windows, at least one of the eigenvalues 
will be higher with respect to the eigenvalues of the reference windows and the ratio between them 
will be lower. In result, these locations will not be enhanced. 
The sizes of the reference windows and the sliding windows were equals. They were set to be entirely 
contained within small buildings, whose area was assumed to be no less than 70 m2 1, and were 
changed according to the spatial resolution of the image - 5x5 pixels for the pan-sharpened Ikonos 
image, and 3x3 pixels for the WorldView-2 raw data set. For each roof color, a set of reference 
windows was defined, and a SSR image was computed. The resulting SSR image is a grayscale image 
where locations with high spectral resemblance appear with brighter tones. 
Defining the sets of reference windows 
In our previous study we defined the set of reference windows by training. This procedure is time 
consuming and sometimes not effective as roof colors that are less frequent in the scenes could be 
missed. Here we describe an alternative way of defining the sets of reference windows. 
                                                 
1 Cette explication a été ajoutée après la publication de l’article. 
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To define candidate reference windows we proceeded in two steps: first, we defined regions that are 
spectrally homogeneous; next, we applied some geometrical criteria to retain only locations that may 
correspond to buildings. 
To automatically define spectrally homogeneous regions we processed the image with a sliding 
window (5x5 pixels for Ikonos and 3x3 pixels for WorldView-2), and we computed the first 
eigenvalue in the sliding window. Lower eigenvalues correspond to less variability of the data in the 
sliding window, and thus to higher spectral homogeneity. The result is a grey scale image (eigenvalue 
image) where the value of the pixel corresponds to the first eigenvalue of the pixels in the 
neighborhood defined by the sliding window. To eliminate vegetation, we masked pixels having a 
high Normalized Difference Vegetation Index NDVI value. The NDVI was computed as follows: 
RNIR
RNIRNDVI +
−=   (2) 
where NIR is the near infrared band (band 4 for Ikonos, band 7 for WorldView-2) and R is the red 
band (band 3 for Ikonos, band 5 for WorldView-2). The threshold was defined as the valley between 
the two mean peaks of the histogram [25]. 
The histogram of the masked eigenvalue image has a peak at 0 corresponding to masked pixels, and a 
decreasing slope corresponding to increasing eigenvalues. We defined a threshold corresponding to 
the middle of this slope to filter pixels whose neighborhood is relatively homogeneous. Pixels with 
values below this threshold were retained. Next we labeled the connected pixels to receive image 
components. Because large homogeneous areas are more likely to belong to objects other than 
buildings, and small components could represent isolated trees or other objects, not necessarily 
buildings, we retained only components with area between 10 and 300 pixels.  
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Next we used differences in shape to discriminate between components that could belong to buildings 
and components that could belong to roads or parking lots. Buildings have a rectangular form, 
whereas roads are linear. Parking lots usually have some branches leading to houses, which disturbs 
their rectangular form. Moreover parking’s lots and roads may have holes due to the presence of 
vehicles. The eccentricity of an object tell us whether its shape is closer to an ellipse, or to a line, and 
the solidity of an object – if there are irregularities or holes in the form of the object. We computed 
eccentricity and solidity and sequentially filtered the values to retain only components that are more 
likely to correspond to buildings. 
The eccentricity can be defined as the eccentricity of the ellipse representing the unit-standard-
deviation contour of its points. The eccentricity of an ellipse is the ratio of the distance between the 
foci of the ellipse and its major axis length. This value is between 0 and 1. An ellipse whose 
eccentricity is 0 is actually a circle, whereas an ellipse whose eccentricity is 1 is a line segment [26]. 
As buildings are rectangular their eccentricity values will be between these two extremities. To find 
lower and upper threshold we separated the received values in two parts – below eccentricity value of 
0.5 and above it. We applied the Otsu’s method on each one of the parts to automatically define 
suitable lower and upper threshold [27]. Otsu method effectively separates a two-modal histogram 
data in two classes. The optimal threshold t that maximizes the interclass variance ( )tw2δ  between two 
classes is selected by sequential search using the simple cumulative quantities of the zero- and first-
order cumulative moments of the histogram up to the t-th level.  
( ) ( ) ( )[ ]( ) ( )[ ]twtw
ttwt Tb −
−=
1
2
2 μμδ   (3) 
where μT is the total mean level of the original data, w(t) is the zero-order cumulative moment up to 
level t, computed on the normalized histogram which is regarded as the probability distribution. μ(t) is 
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the class mean up to level t. Methods for multilevel thresholding would eliminate the need of 
separating the histograms and reduce computational time1.  
The solidity of an object can be computed as the ratio between the object area and the area of the 
corresponding convex hull [26]. The convex hull of roads and parking lots will be less filled 
compared to this of buildings, and thus their solidity value will be lower. A suitable threshold was 
defined using the Otsu’s method. Components with value above this threshold were retained and used 
to build the reference windows. 
This procedure could have eliminated also some regions located on buildings because some buildings 
roof may also have holes or be less spectrally homogeneous. However as the goal of this step was to 
define reference windows and not to detect buildings, this does not harm the enhancement of these 
buildings by the SSR. It only means that these buildings roofs do not mean the criteria for the 
reference windows.  
Next, we built the reference windows around the centroids of the retained components. We used small 
square windows equals to the size of the sliding window. To combine the reference windows into 
several sets corresponding to different colors, we computed the SSR values between the reference 
windows. From the formulation of the SSR (1) follows that greater SSR values correspond to greater 
similarity. In our previous work we performed tests on an Ikonos subset of 512x512 pixels and a 
GeoEye-1 subset of 400x400 pixels for the different roof colors, and  found that the optimal number 
of reference windows for each class (color) was three, and the spectral similarity between them 
computed on the first eigenvalues had to be at least 0.60. More reference windows or less spectral 
similarity between them resulted in poorer discrimination between buildings and “no buildings”. We 
                                                 
1 Cette explication a été ajoutée après la publication de l’article. 
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used the same parameters here to define sets of reference windows for each roof color1. Thus we set a 
threshold of 0.6 and when the SSR value between two reference windows exceeded this threshold we 
combined them into a set. To assure that the reference windows in one set represent the same color we 
also imposed the constraint that all the reference windows in the same set had SSR values greater than 
0.6. The reference windows that did not meet this criterion were excluded from the computation of 
SSR. 
 
Figure 4.2.3 SSR results 
(a) original WorldView-2 image subset, (b) SSR result from enhancing roofs with colors similar to 
that shown in (c), (c) examples of building roofs for which reference windows of 3x3 pixels were 
defined, (d) original Ikonos image subset, (e) SSR result from enhancing roofs with colors similar to 
that shown in (f), (f) examples of building roofs for which reference windows of 5x5 pixels were 
defined. 
                                                 
1 Cette explication a été ajoutée après la publication de l’article. 
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Results of applying the SSR are shown in figure 4.2.3. The SSR could discriminate well between 
buildings and other homogeneous areas such as lawns, forests, and areas with sparse vegetation that 
formed a dark background in the SSR images. Some structures not belonging to buildings were also 
enhanced. To separate them from buildings, we analyzed the neighbourhood of the pixel through the 
application of the HMT as explained in the next section. 
4.4.2. Defining building locations 
Here we first briefly present the mathematical morphology and the HMT, and then we explain how 
we applied the HMT to SSR images. 
Theoretical background  
In mathematical morphology, an image is processed with a predefined pattern called a structuring 
element (SE), which is used as a ‘probe’ to examine a given image for specific properties [28]. The 
origin of the SE defines the position of the SE at given pixel. The two fundamental operators of MM 
are erosion and dilation. Erosion ε of f by SE B is defined as [29]: 
( ) };{, )( Bbfyx bfB ∈∧= −ε  (4) 
where f(x,y) represents the value of a pixel in the image f with coordinates x and y, ∧ is the infimum 
operator, and f(-b) is the translation of f by the vectors –b of B. Dilation δ of f by B is defined as:   
( ) };{, )( Bbfyx bfB ∈∨= −δ  (5) 
where ∨ is the supremum operator.  
 57
The grayscale HMT is defined as [28]: 
[HMTB(f)](x,y) = 
  (6) 
where BFG and BBG are the SEs for the foreground and background respectively.  
The interval (the difference between erosion and dilation) is controlled by the parameters of the 
foreground and background SEs. A high interval would include false positives (structures other than 
buildings, in our case), whereas a low interval would miss some objects of interest [30]. Instead, we 
examined the degree to which pixels in the image fit the SEs. To do this, we replaced the standard 
erosion and dilation by fuzzy erosion and dilation. Fuzzy erosion is represented by [31]: 
]b)(1),( ,1[min),( μμε μ −+∧= yxyx ffB   (7)  
Fuzzy dilation becomes 
]1-b)(),( ,0[max),( μμδ μ +∨= yxyx ffB   (8) 
where b ∈  B, μ(b) is the degree of membership to the SE B, and μf(x,y) is the degree of membership to 
the image. Fuzzy erosion and dilation values are proportional to the degree to which the pixels of the 
image in the definition domain of the SE fit the SE. 
  ),,)](([),)](([ yxfyxf BGBFGB δε −  
if ),)](([),)](([ yxfyxf BGBFGB δε >  
  0, otherwise. 
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To set the values of the SSR images to the interval [0, 1], we used the S-shaped membership function 
[32]: 
),,,,((),( γβαμ yxfSyxf =  (9) 
where the parameters α, β and γ are expressed as  
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where lMin and lMax are the minimum and maximum for the grey values of the image.  
Assigning pixels to buildings 
Because pixels in the inner parts of buildings have high SSR values and are surrounded by pixels also 
having high SSR values, they will better fit the SEs and they will have a higher degree of membership 
to these SEs compared to pixels that do not belong to buildings. Thus by changing the degree of 
membership to the SEs and by examining how the HMT values of the pixels changed, we were able to 
determine if a pixel belonged to a building or not. To ensure that both the foreground and background 
SEs could be simultaneously within the boundaries of a building, we used small, square windows for 
both SEs (figure 4.2.4). For Ikonos image the size of the SEs was set to 5x5 pixels, and for the 
WorldView-2 image – to 3x3 pixels.  
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Figure 4.2.4 Configuration of the structuring element 
To detect pixels that belong to buildings, we computed several HMT, and we decreased the interval 
between the foreground and background SEs. We examined the fit to constant degrees of membership 
to the SEs for all SSR images. The values of SSR images were first fuzzified to the interval [0, 1]. As 
potential buildings received higher SSR values a high initial degree of membership (0.8) was set for 
the foreground SE. To match the low SSR values of the background surrounding them a low initial 
degree of membership (0.1) was set for the background SE.1 In the consecutive iterations 
(computations of HMT), we decreased the degree of membership for the foreground SE and increased 
the degree of membership for the background SE (both by increments of 0.1). 
A turning point in the response pattern occurs when a complete fit to the foreground SEs is achieved. 
After this, the HMT value begins to decrease because the eroded value remains 1 in the consecutive 
iterations while the dilated value increases. Pixels situated on buildings reach this point earlier than 
those situated on other structures because their SSR values are higher and are surrounded by pixels 
with higher SSR values. In some cases, the HMT of pixels situated on buildings may remain the same 
in the consecutive iterations.   
To define candidate buildings, we computed nine iterations for the nine possible degrees of 
membership to the foreground and background SEs. To only retain pixels whose HMT value 
decreased compared to the previous iteration, after each iteration we subtracted the HMT value of the 
current iteration from the HMT value of the previous iteration, and retained pixels whose HMT value 
                                                 
1 Cette explication a été ajoutée après la publication de l’article. 
 60
decreased or remained the same. Thus we obtained eight binary images representing the differences 
between the two consecutive iterations. From these eight difference images, we chose the one that 
best represented the buildings in the image and included less, or possibly no, false positives. 
Choosing the difference image 
To choose the difference image that best represented buildings, we used the local homogeneity index 
[33] applied to the SSR images. Its computation includes the following steps: 
2
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 (10) 
where Sxy is the standard deviation at pixel Pxy, f (x,y) is the intensity of the pixel Pxy, mxy is the mean 
of the nW  intensities within the window Wd(Pxy), which has a size of d by d and is centered at Pxy,  and 
nW is the number of pixels.  
A measure of the discontinuity Dxy at pixel Pxy is: 
22
yxxy GGD +=  (11) 
where Gx and Gy are the gradients at pixel Pxy in the x (horizontal) and y (vertical) directions. To 
compute the gradient, we approximated the partial derivative in the horizontal direction with the 
central difference between columns; we approximated the partial derivative in the vertical direction 
with the central difference between rows, based on the Prewitt kernel [34]. The standard deviation and 
the discontinuity are normalized by the maximum values of the standard deviation (Smax) and the 
discontinuity (Dmax) of the image, respectively. Finally, the homogeneity Hxy at Pxy can be written as 
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)/()/(1 maxmax DDSSH xyxyxy ×−=  (12) 
The index gives values from 0 to 1. Higher values correspond to higher homogeneity. When applied 
to SSR images, the background and inner parts of buildings had high local homogeneity index values. 
These values decreased over transitions between image objects and enhanced structures other than 
buildings because they have less homogeneous SSR values. It is therefore possible to choose the 
difference image between two consecutive iterations where buildings are most reliably detected, while 
the inclusion of false positives is minimal based on the dispersion of local homogeneity index values. 
We analyzed the curve representing the standard deviation of the local homogeneity index of the 
pixels detected after each iteration. At the beginning of the iterations, the standard deviation of local 
homogeneity index values will be higher, as pixels situated on buildings (higher local homogeneity 
index values) and pixels situated at the transition between buildings and the background (lower local 
homogeneity index values) will be detected. With the advancement of the iterations, as only pixels 
situated on enhanced structures other than buildings are detected, the standard deviation of local 
homogeneity index values tends to decrease. To automatically define when this decreasing trend 
began to become constant, we compared the slope of the real curve formed by the standard deviations 
of the local homogeneity index values of pixels detected after each iteration with the slope of a 
hypothetical line with a constant decreasing trend. As beginning of the hypothetical line we set the 
standard deviation of the local homogeneity values of the first difference image and as the end - the 
standard deviation of the local homogeneity values of the last difference image. The difference 
between these two values divided by the number of differences images minus one gave the constant 
decreasing trend of the hypothetical line (figure 4.2.5).  
 62
0,05
0,055
0,06
0,065
0,07
0,075
0,08
0,085
1 2 3 4 5 6 7 8
Difference image
St
an
da
rd
 d
ev
ia
tio
n 
of
 lo
ca
l 
ho
m
og
en
ei
ty
 in
de
x
Real curve Hypothetic line
 
Figure 4.2.5 Choosing the difference image 
As the slope between the 4th and 5th images of the real curve is closest to the slope, it indicates that 
after the 4th the decreasing trend became stable, so the 4th image was chosen. 
When both slopes are more similar to one another (i.e., the division of both slopes is closer to 1), the 
real curve is almost parallel to the hypothetical curve; therefore, the decreasing trend of the real curve 
began to become constant. We retained the image that corresponds to the division value closer to 1. 
This can be expressed as: 
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −−= +
const
irir
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HH
absRDI 11min         (13) 
where RDI is the number of the retained difference image, Hr and Hh are the mean local homogeneity 
values of the real curve and the hypothetical line, respectively, i (i=1,2…8) is the number of the 
difference image, Hconst is the constant decreasing trend. We retained one of the eight images obtained 
in the previous section for each set of reference windows. Examples of the retained difference images 
are shown in figure 4.2.6. 
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Finally, we combined all the images to obtain building locations. As roads and parking lots may be 
the same color as building roofs, they could have been partially detected. To verify building locations 
and to eliminate false positives (detected locations that are not buildings), we used shadow 
information. 
 
Figure 4.2.6 HMT results 
(a) original WorldView-2 image subset, (b) HMT result from enhancing roofs with colors similar to 
that shown in figure 3(c), (c) original Ikonos image subset, (d) HMT result from enhancing roofs with 
colors similar to that shown in figure 3(f). 
4.3. Introducing shadow information 
Contextual information concerning shadows plays an important role in building detection methods 
[17, 35]. Since buildings cast shadows, unlike roads and parking lots, using shadow information aids 
in the discrimination between them. The amount of shadow depends on the positions of the sensor and 
the sun. For the WorldView-2 image used in this study, the sensor position is defined by an azimuth 
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of 74° and an elevation of 64°. The sun position is defined by an azimuth of 156° and an elevation of 
51°. For the Ikonos image, the sensor position is defined by an azimuth of 145° and an elevation of 
79°. The sun position is defined by an azimuth of 169° and an elevation of 31°. Therefore, shadows 
were visible in both images. The sun azimuth angle determines the position of the shadow relative to 
the building that cast it. For both images in this study, shadows were cast on the north and west sides 
of the buildings and the shadows cast along the north direction are a little longer.  
Despite the satisfactory performance of spectral based methods for the detection of shadows, their 
achievements could be improved including spatial information. Since shadowed regions appear as 
dark spots in VHSR, the DMP [16] and, more precisely, the derivative of the closing profile (DCP) 
provides reliable information for their detection. Recently, the structural information contained in 
DCP was used to delineate image structures that are darker than their surroundings [17, 18]. We used 
this method to extract shadow information and build a shadow image. In the next sections we first 
briefly describe the DCP and then give the information of how we defined the parameters to verify 
building locations.  
DCP 
The computation of DCP involves the repeated use of the morphological closing by reconstruction 
transform (dilation followed by dual reconstruction by erosion), when the size of the SE is increased 
at each repetition. Let the vector )(xϕΠ  be the closing profile at the point x of image I defined by [16]: 
[ ]{ }nxx ,...,0),(:)( * ∈∀=ΠΠ=Π λϕϕϕϕ λλλ   (14) 
where )(* xλϕ  is the morphological closing by reconstruction operator using SE = λ. 
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The DCP )(xϕΔ is a vector that stores a measure of the slope for every step of the closing profile 
corresponding to the increased size of the SE: 
[ ]{ }nx ,...,1,:)( 1 ∈∀Π−Π=ΔΔ=Δ − λϕϕϕϕϕ λλλλ    (15) 
Structures with high similarity to their surrounding region, defined by the SE, produce a high 
response in the output level of the profile [36]. Therefore, shadows of smaller buildings have a higher 
response to smaller SEs, whereas shadows of larger buildings have a higher response to larger SEs.  
Building the shadow image 
To build the shadow image, we used linear SEs to better match shadows of small buildings and the 
thin shadowed area between closely spaced buildings. We started with a small, 5 pixels in length, 
linear SE, with an increasing step of 5. To automatically define the length of the largest SE, we 
computed the length of both axes (major and minor) of the connected components representing 
candidate building locations, presuming that larger dark structures do not correspond to building 
shadows. We choose the length corresponding to the 90% of the accumulated distribution to define 
the largest SE.  Four directions, 0°, 45°, 90° and 135°, were considered since these directions were 
found sufficient to represent buildings shadows [18]. To compute the DCP for the WorldView-2 
image subset, we used the 6th spectral band corresponding to the red edge, where the contrast 
between buildings and their shadows was more pronounced. For the Ikonos image, we first produced 
a brightness image b(x) [18]: 
))((max)(
1
xbandxb k
Kk<<
=   (16) 
where bandk(x) is the spectral value of pixel x at the kth spectral band, and K is the number of 
multispectral bands. Next we computed the DCP.  
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As morphological profiles are based on a series of opening and closing they create a large feature sets 
with a lot of redundancy. Features extraction methods could be used to find out the most important 
features [19]. However, this involves complicate computation. As buildings shadows were well 
defined in the images corresponding to each DCP level, we used a simpler approach proposed in [17]: 
to discriminate structures at a certain level of the DCP, the authors set an empirically defined 
threshold on the image corresponding to the level.  
After thresholding the images for each one of the directions considered we combined them to receive 
the shadow image. Shadowed areas over vegetated regions were also detected. However, because of 
the enhancement of potential building locations by the SSR (section 3.1) vegetated areas were not a 
source of false positives. To save computational time, we did not remove these areas because they did 
not affect the accuracy of recognition. 
Verifying building locations  
Building locations (the result of HMT, section 4.2.3.3.) were labeled to obtain connected components. 
As a shadow is cast mainly in the north direction, the centroid of the shadow connected component 
cast by a building should be located northward relative to the centroid of the building connected 
component. To retain only shadows located northward of buildings centroids, we considered only 
shadows components whose centroids were located northward from the building centroid, i.e. that the 
orientation of the line between the two centroids was between -90 and +90 relative to the north 
direction. Also, the distance between the two centroids should not be greater than half the size of the 
building in the north-south direction plus some offset, depending on the visible part of the shadow 
cast by the building. As the building connected components do not represent the entire area of the 
buildings, this offset may vary considerably. For this, we defined a range to threshold the distance 
between the two centroids. To define a reliable range, we used the axis closest to the north-south 
direction of the building connected component. We computed the number corresponding to half of the 
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length of the axis, and we set the lower and the upper limit of the range by subtracting and adding a 
quarter of the length of the axis to this number, respectively. We then computed the Euclidean 
distance from the centroid of each one of the connected components of buildings to the nearest 
shadow connected component in the north direction. If this distance was inside the specified range, 
the building connected component was defined as a building. Results are shown in figure 4.2.7. 
 
Figure 4.2.7 Results of verifying building locations 
First line - WorldView-2, second line – Ikonos. (a ,d) image subset, (b, e) shadows are white and 
detected building locations are red, (c, f) retained building locations. 
4.4. Accuracy assessment 
To validate our method we applied it on two large subsets of WorldView-2 and Ikonos images (figure 
4.2.1). To estimate the performance of the method, we choose 4 validation sites on the WorldView-2 
image subset and 6 validation sites on the Ikonos image subset. Each of the validation sites had an 
area of 320x300 pixels. 
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Because we have only two classes, buildings and no buildings, and because we were interested in 
locations of buildings and not in restoring their area, conventional indicators (the confusion matrix) 
are not suitable in our case. The validation process was based on comparing results to ground data 
derived from the image itself. We computed two indicators:  
The rate of recognition (table 4.1, column 3), expressed in percentage, which is the number of all 
recognised locations corresponding to buildings divided by the number of the buildings in the ground 
data. This value subtracted from 100 give us the percentage of the omission errors (buildings that 
were not recognised).  
The rate of correct identification (table 4.1, column 4) also expressed in percentage. This is the 
number of all recognised locations corresponding to buildings divided by the number of all the 
locations detected by the method. This value subtracted from 100 give us the percentage of the 
commission errors (locations that are not buildings but were recognised as buildings by the method.) 
4.5. Results and discussion 
The validation sites included different urban types. Results are given in table 4.1. Detection results are 
presented in figure 4.2.8 for WorldView-2 and in figure 4.2.9 for Ikonos. They demonstrate the 
efficiency of the method for detecting spectrally heterogeneous buildings that have different size, 
shape and orientations.  
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Figure 4.2.8 Detection results for the WorldView-2 image subset 
Original image subset – WorldView-2 1 (a), WorldView-2 2 (c), WorldView-2 3 (e) and WorldView-
2 4 (g); detected buildings - (b), (d), (f) and (h), respectively 
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Figure 4.2.9 Detection results for the Ikonos image subset 
Original image subsets - Ikonos 1 (a), Ikonos 2 (c), Ikonos 3 (e), Ikonos 4 (g), Ikonos 5 (i) and Ikonos 
6 (k); detected buildings (in red) - (b), (d), (f), (h), (j) and (l), respectively. 
 
Table 4.1 Accuracy assessment 
Validation site  Number of 
buildings  
Rate of 
recognition % 
Correct recognition 
% 
WorldView-2 1 
Figure 8 (a) and (b)  103 92.2 80.5 
WorldView-2 2 
Figure 8 (c) and (d) 137 74.5 82.2 
WorldView-2 3 
Figure 8 (e) and (f) 245 70.6 84.8 
WorldView-2 4 
Figure 8 (g) and (h) 49 73.5 59.0 
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Validation site  Number of 
buildings  
Rate of 
recognition % 
Correct recognition 
% 
Ikonos 1 
Figure 9 (a) and (b) 53 90.6 78.7 
Ikonos 2 
Figure 9 (c) and (d) 79 87.3 92.0 
Ikonos 3 
Figure 9 (e) and (f) 104 77.9 94.2 
Ikonos 4 
Figure 9 (g) and (h) 29 93.1 73.0 
Ikonos 5 
Figure 9 (i) and (j) 94 83.0 70.3 
Ikonos 6 
Figure 9 (k) and (l) 87 77.0 90.5 
A high percentage of recognized buildings was achieved for validation sites WorldView-2 1 (figure 
4.2.8 (b)) and for Ikonos 1, 2 and 4 (figure 4.2.9 (b), (d), and (h)), over 85%. For WorldView-2 1 
(figure 4.2.8 (b)) and Ikonos 2 (figure 4.2.9 (d)) the percentage of correct recognition was also high – 
over 80%. The rate of correct identification dropped for Ikonos 1 (figure 4.2.9 (b)) – 78.7%. In this 
image some parking lots and parts of small roads were not eliminated in the process of verification of 
building location by shadows. In the case of Ikonos 4 (figure 4.2.9 (h)) the rate of correct recognition 
was also low – 73%. We explain this with the fact that shopping centers, as the one in the right part of 
the image, are composed of several large buildings. The method recognised them as several small 
buildings. In the process of accuracy assessment we counted these cases as 1 correct identification, 
and the remaining locations as commission errors even though they were located on buildings. A 
known problem when using spatial criteria to recognise building is the missing of buildings due to 
partial occlusion by other objects. As the method proposed here involves also spectral information it 
overcomes the partial occlusion of buildings do not harm the correct recognition. Roofs partially 
occluded by trees were also recognized as buildings (WorldView-2 3, figure 4.2.8 (f)).  
The performance results for similar urban types (sites WorldView-2 1 and Ikonos 2; WorldView-2 2 
and Ikonos 6) are similar despite the different sensors used and the fact that, except for few 
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parameters, no algorithm parameters were adjusted empirically for the different sensors. Therefore the 
method may be considered as independent of the type of sensor.  
By examining the detection results, we found that buildings situated close together may be 
misinterpreted as one building, and buildings with compound roofs may be misinterpreted as several 
small ones. In our opinion, these errors could be decreased by further developing our method and 
reconstructing the entire area of the building by using suitable criteria for region growing.  
Compared with our previous method, much less user intervention was required. The main 
improvement came from the semi automatic definition of the sets of reference windows. We also 
found that commission errors (mainly bare soil misidentified as buildings) were greatly reduced as a 
result of defining a threshold on the local homogeneity index for each reference color separately, 
rather than using the same threshold for each image as in the previous version. The analysis of 
shadow information greatly reduced the commission errors and the need for post-processing. 
However, some spots on concrete parking lots remained and some buildings were erroneously 
eliminated. The latter is the reason for the lower recognition rate for validation sites 2, 3 and 4 of the 
WorldView-2 image subset. These regions included small residential dwellings. For these sites, we 
computed the rate of recognition for the results of the HMT, i.e., before the verification of building 
locations by shadow information. The rate of recognition increased considerably to 89.7%, 93.9% and 
89.8% respectively. However, the rate of correct recognition decreased. Different criteria, according 
to the urban type, should probably be used when verifying building locations by shadow. Additional 
contextual information, for example the proximity to roads, may also improve the results; in these 
subsets, the building shadows were barely visible as they were hidden by nearby buildings or trees.  
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The aim of the analysis of shadow information was to reduce the need for post-processing. The 
reported results, achieved without any post processing, are promising and we plan to study further 
improvements.  
In general, the method performed well even when roofs were differently illuminated due to different 
exposure to sun, or are partially covered by trees or other objects that disrupted the regularity of their 
shape. However, building with gambled roofs may be detected as several small one, which is the 
scope of further improvement of the method. 
To evaluate the performance of our approach we compared it to two other methods. The first one was 
based on the difference in the variance of grey values for buildings and for the periphery [21]. It 
achieved a range between 73% and 90% for the rate of recognition of buildings and a range between 
60% and 95% for the rate of correct identification. The second one, a segmentation based method [37] 
reported detection rates from 62% to 96%. With our method, we achieved between 73% and 93% for 
the detection of buildings and a rate of correct identification between 70% and 94%. An important 
difference in our approach is the initial enhancement of building locations. We believe that the 
performance of the proposed here method is promising, especially when taking into account the large 
areas and the very different urban types used for the validation. 
4.6. Conclusion 
We proposed a new method for building detection based on spectral, spatial and contextual 
information. Grayscale images were generated from multispectral images in order to enhance 
potential building locations based on the spectral similarity of roofs. The HMT was applied to these 
images in order to assign pixels to buildings and to define building locations. Next, these building 
locations were verified by shadow information extracted from the DCP and applied to the original 
images.  
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The method was tested on large WorldView-2 and Ikonos image subsets including residential areas, 
shopping centers, and industrial zones. Such cases are rarely reported in the literature. Despite the 
great heterogeneity of the image subsets, the results are promising. The reported results were achieved 
without any post-processing. Our method compared favourably with other methods.  
By the combined use of spectral and contextual (shadow) information, the method provided reliable 
building detection, whereas using only spatial information would not have been sufficient. Future 
work will focus on improving the step of defining the sets of reference windows automatically. Also 
spatial information should be combined with contextual information to better define relevant shadow 
components and to improve the performance of the method. 
The main outcome of our method lies with the originality of our approach to exploit spectral 
information along with spatial and contextual information. We also proposed an innovative approach 
to define reference windows which may be interesting for other supervised methods. We believe that 
there is great potential to make our method more automatic, and that it could be used for a wide range 
of applications. 
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5. Détection des bâtiments à partir des images multispectrales à THRS par la HMT 
selon le pourcentage d’occupation 
5.1. Présentation de l’article 
5.1.1. Mise en contexte 
Cet article s’inscrit dans la problématique du développement d’une stratégie qui permet l’intégration 
de l’information multispectrale dans la HMT, ce qui représente notre deuxième objectif de recherche. 
Dans le but de rendre la méthode moins dépendante de l’utilisateur, nous avons proposé une technique 
qui permet la définition semi-automatique des configurations bâtiment/voisinage dans les images 
multispectrales. Ceci correspond au troisième objectif formulé dans ce travail de recherche. 
À défaut d’une stratégie universelle pour l’application des opérateurs morphologiques à des images 
multispectrales, différentes solutions ont été proposées. L’ordre réduit a été utilisé pour la 
segmentation par ligne de partage des eaux (Li and Xiao, 2007). Cependant, pour réduire les pixels 
vecteurs à des scalaires, la moyenne des vecteurs, dans le domaine de définition de l’élément 
structurant, a été utilisée comme référence. Ceci présente deux inconvénients : l’érosion définie de 
cette façon ne correspond pas au minimum, mais plutôt au pixel vecteur qui est le plus proche de cette 
moyenne; la dilatation définie de cette façon n’est pas stable, c’est-à-dire qu’elle dépend de la 
distribution des pixels vecteurs dans l’ES, un petit changement peut changer radicalement la dilatation 
(Trémeau et al., 2004). Par conséquent, l’estimation de la correspondance spectrale à une 
configuration prédéfinie en utilisant cet ordre peut produire des résultats incertains. Li et Li (2004) 
utilisent la première composante principale pour imposer un ordre initial. Cet ordre est optimisé par la 
suite. Ainsi, les auteurs calculent le gradient morphologique des images multispectrales. En plus de la 
complexité des calculs, cet ordre est basé sur l’analyse en composantes principales, ce qui ne préserve 
pas la distance entre les couleurs (Cheng and Hsia, 2003). Il n’est donc pas convenable pour estimer 
les différences spectrales. 
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Des formulations différentes de la HMT multivariée ont également été proposées (Aptoula et al., 
2009). Elles se basent sur l’ordre dit conditionnel qui traite les bandes d’une façon séquentielle selon 
leur importance. Cette solution n’est pas efficace pour des images à THRS, du fait qu’elle ne préserve 
pas la corrélation entre les bandes. Un ordre dirigé réduit a été proposé pour la détection des bateaux 
dans les images à THRS (Velasco-Forero and Angulo, 2010). Considérant la grande variété des 
couleurs des toits des bâtiments, la définition des couleurs d’objets et de l’arrière-plan, comme l’exige 
cet ordre, n’est pas réaliste.  
Étant donné la difficulté d’adapter un ordre vectoriel pour estimer la conformité spectrale à une 
configuration prédéfinie, nous avons procédé en deux étapes. En premier lieu, l’érosion et la dilatation 
sont définies sur l’ES de l’objet. Ensuite, la distance entre pixels vecteurs de l’ES du voisinage et la 
dilatation est calculée pour obtenir des valeurs scalaires. L’érosion est utilisée pour estimer la 
similarité spectrale entre le voisinage et l’objet. Basée sur l’ordre vectoriel réduit, cette stratégie traite 
toutes les bandes simultanément, elle prend donc en considération la signature spectrale et permet 
l’application de la HMT directement à des images multispectrales. 
5.1.2. Méthodes 
Afin de détecter la localisation potentielle des bâtiments, nous utilisons la HMT selon le pourcentage 
d’occupation (POHMT) proposée par Murray and Marshall (2011). Au lieu de chercher des endroits 
dans l’image, dont l’intensité des pixels sous l’ES pour l’objet est strictement supérieure à une valeur 
définie t, et l’intensité des pixels sous l’ES pour le voisinage est strictement inférieure à cette même 
valeur t, comme dans la HMT, la POHMT calcule le pourcentage d’occupation des ES séparément. 
Ainsi, la contrainte d’occupation des ES à 100 % peut être relaxée et des objets influencés par bruit ou 
effets de texture détectés. Le pourcentage d’occupation (PO) de l’ES pour l’objet est exprimé comme 
le ratio entre le nombre des pixels ayant une valeur supérieure ou égale à la valeur t, divisé par le 
nombre total des pixels sous l’ES. Le pourcentage d’occupation de l’ES pour le voisinage est exprimé 
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comme le ratio entre le nombre des pixels ayant une valeur inférieure à la valeur t, divisé par le 
nombre total des pixels sous l’ES. 
Pour calculer les PO des ES dans les images multispectrales, nous définissons, en premier lieu, 
l’érosion et la dilatation dans le domaine de définition de l’ES pour l’objet. Afin de déterminer les 
pixels vecteurs correspondant à l’érosion et à la dilatation, nous calculons la distance euclidienne 
entre toutes les paires des pixels sous l’ES. Les deux pixels vecteurs qui sont les plus éloignés, c’est-
à-dire les plus différents spectralement, produisent la distance maximale. Parmi ces deux pixels 
vecteurs, celui dont la magnitude est inférieure est défini comme l’érosion, et l’autre, comme la 
dilatation. 
Pour calculer les valeurs scalaires des pixels vecteurs, le vecteur qui correspond à la dilatation est 
utilisé comme vecteur de référence. La distance entre chacun des pixels vecteurs sous les deux ES et 
le vecteur de la dilatation est comparée à la distance entre l’érosion et la dilatation définies sous l’ES 
de l’objet. Ainsi, l’érosion et la dilatation jouent le rôle de limite inférieure et supérieure, 
respectivement. Le pixel vecteur qui correspond à l’érosion reçoit la valeur 0, les pixels vecteurs qui 
sont spectralement semblables à l’érosion et à la dilatation reçoivent des valeurs positives, tandis que 
les pixels vecteurs qui sont différents de l’érosion et de la dilatation reçoivent des valeurs négatives.  
On peut donc définir comme la valeur de la variable t zéro. De cette façon, le PO de l’ES du voisinage 
sera plus élevé quand la correspondance entre cet ES et le voisinage du bâtiment est plus importante. 
Puisque l’érosion et la dilatation sont définies à partir de l’ES de l’objet, ce dernier est occupé à 100 
%. L’organigramme de cette étape est présenté à la Figure 5.1.  
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Figure 5.1 Organigramme du calcul de PO des ES 
La variété des formes et des tailles des bâtiments, le manque d’une distinction claire entre les 
bâtiments et leur voisinage, nécessitent la définition de plusieurs configurations. Pour éviter la 
nécessité de définir plusieurs configurations à partir d’une interprétation visuelle, nous avons établi 
certaines généralisations. Nous avons fixé une petite taille pour l’ES de l’objet, de façon qu’il ne 
dépasse pas la taille de petits bâtiments, pour garantir que l’érosion et la dilatation seront définies sur 
eux. En utilisant toujours les mêmes vecteurs pour l’érosion et la dilatation, et en agrandissant 
consécutivement la taille des ES du voisinage, nous avons calculé le PO de ce dernier. Le PO 
augmentera en fonction du nombre des pixels du voisinage qui sont dans le domaine de définition de 
cet ES, car leurs valeurs scalaires seront négatives. Pour des petits bâtiments, le PO sera élevé dès 
l’apparition des premières plus petites tailles de l’ES pour le voisinage. Pour les plus grands 
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bâtiments, ou les bâtiments ayant une forme plus complexe, ce pourcentage augmentera avec 
l’augmentation de l’ES.  
Pour décider quand il faut arrêter les itérations, nous avons utilisé la transformation morphologique 
dite chapeau haut-de-forme par reconstruction. Cette transformation produit une image des résidus qui 
contient les structures brillantes conformes à la taille de l’ES utilisé. Quand la taille de l’ES dépasse la 
taille des structures de l’image, le résultat est presque identique à l’image originale. Sur chaque image 
de PO de l’ES du voisinage, nous avons appliqué la transformation chapeau haut-de-forme par 
reconstruction, en utilisant un ES dont la taille est égale à celle du voisinage utilisé pour le calcul de la 
HMT, et nous avons comparé les histogrammes des deux images. Quand les pixels ayant 100 % 
d’occupation dans l’image originale ont reçu une valeur plus élevée que 90 dans l’image des résidus, 
il est jugé que la HMT a cessé de détecter de nouvelles structures et le processus itératif est arrêté. La 
valeur maximale des images des résidus correspond à la valeur minimale des structures brillantes de 
l’image de PO de l’ES du voisinage. Cette valeur a été définie comme la valeur de l’occupation 
minimale exigée pour l’ES du voisinage. En résumé,  le POHMT marque des endroits correspondant à 
la configuration, à condition que l’ES de l’objet soit occupé a 100 %, et l’ES du voisinage,  au-delà de 
la valeur de l’occupation minimale définie à l’aide de la transformation chapeau haut-de-forme par 
reconstruction. 
Une étape de post-traitement est souvent nécessaire pour raffiner les résultats des opérateurs 
morphologiques (Huang and Zhang, 2012). Le post-traitement incluait deux étapes, à savoir le 
filtrage de la végétation et la vérification de la localisation des bâtiments par la proximité de l’ombre. 
Nous avons utilisé les algorithmes présentés dans l’article précédent. 
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5.1.3. Portée scientifique et discussion 
La stratégie du traitement de l’information spectrale adoptée dans cet article a permis l’application de 
la POHMT directement à des images multispectrales. L’ordre vectoriel proposé représente une 
solution intéressante à la problématique de l’application des opérateurs morphologiques à des images 
multispectrales. À notre avis, il a le potentiel pour être adapté aux autres types d’opérateurs 
morphologiques.  
La définition des paramètres de la POHMT, notamment la taille de l’ES et l’occupation minimale 
définie à l’aide de la transformation chapeau haut-de-forme par reconstruction, s’est avérée efficace 
pour la détection des bâtiments de différente forme et taille. Les configurations objet/voisinage sont 
définies en fonction des structures dans la scène, ce qui rend la méthode plus générique. Ceci peut être 
envisagé comme une alternative à la définition des configurations au préalable, pour l’application non 
dirigée de la HMT dans différentes études.  
Les résultats démontrent que la méthode est efficace pour la détection des bâtiments avec différentes 
formes et différents niveaux d’hétérogénéité de leurs toits. Dans certains cas, quand l’hétérogénéité du 
toit est supérieure à la différence spectrale entre le bâtiment et son voisinage immédiat, les bâtiments 
peuvent être omis. Les paramètres spectraux des ES peuvent être changés, pour assurer la détection de 
ce type des bâtiments. Nous estimons donc que la méthode possède le potentiel pour être généralisée à 
des bâtiments ayant des toits plus complexes.  
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Résumé: La transformation morphologique Hit-or-Miss (HMT) s’est révélée efficace pour la 
détection des bâtiments à partir de bandes panchromatiques d'images à THRS. L'utilisation de 
l'information multispectrale a été jugée nécessaire pour améliorer les résultats. L'extension des 
opérateurs morphologiques pour des images multispectrales est problématique, car il n’existe pas une 
stratégie universelle pour ordonner les pixels à valeurs multiples de ces images. Dans cet article, nous 
proposons une nouvelle méthode pour détecter la localisation des bâtiments basée sur le concept 
récemment développé de la HMT en présence du bruit, appelée HMT selon le pourcentage 
d'occupation (POHMT). Pour l'appliquer aux images multispectrales, nous avons adopté une stratégie 
basée sur l’ordre vectoriel. Les paramètres de la POHMT ont été définis à l'aide de la transformation 
chapeau haut-de-forme par reconstruction. Pour éliminer les endroits non pertinents, nous avons 
appliqué un masque de végétation et vérifié la localisation des bâtiments par la proximité de l'ombre. 
La nouveauté de la méthode consiste en la stratégie vectorielle proposée qui a permis l’application de 
la POHMT à des images multispectrales dans le but de détecter les bâtiments. Aussi, une technique 
originale pour la définition automatique des paramètres de la POHMT a été proposée. La méthode a 
été testée sur des extraits d’images provenant des images Ikonos (fusionnée avec la bande 
panchromatique), GeoEye-1 et WorldView-2. Les résultats expérimentaux sont prometteurs. 
Mots-clés: détection des bâtiments, Hit-or-Miss selon pourcentage d'occupation, morphologie 
mathématique pour les images multispectrales, images satellitaires à très haute résolution spatiale 
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Abstract: The morphological hit-or-miss transform (HMT) was found to be efficient for the detection 
of buildings in panchromatic bands of very high spatial resolution images. The use of multispectral 
information was judged to be necessary to improve the results. The application of morphological 
operators to multispectral images is problematic, as no universal strategy for ordering the multivalued 
pixels of these images has been widely adopted. In this paper, we propose a new method to detect 
building locations based on a recently developed concept for the HMT to handle noise, called 
percentage occupancy HMT (POHMT). The parameters for the POHMT were defined with the aid of 
the top-hat by reconstruction transformation. To eliminate irrelevant locations, we applied a 
vegetation mask and verified locations by their proximity to shadows. The novelty of the method 
consists in the proposed vector based strategy that allows for the application of the POHMT to 
multispectral images in order to detect building locations. Also, an original technique to automatically 
define the parameters for the POHMT was proposed. The method was tested on subsets from a pan-
sharpened Ikonos image and from raw GeoEye-1 and WorldView-2 images. The experimental results 
are promising. 
Index Terms—Building detection, multivariate mathematical morphology, percentage occupancy 
Hit-or-Miss transform, very high spatial resolution images 
5.2. Introduction 
Buildings are of primary interest for urban planners and governmental agencies as they form an 
important geospatial data layer for different applications. Their detection in very high spatial 
resolution (VHSR) images has recently been the subject of extensive research, and efforts have been 
made to automate or semi-automate the process [1]. The complex appearance of buildings in VHSR 
images, together with the fact that the properties of these images may vary considerably with the 
sensor, make the automatic detection of buildings a difficult task. Moreover, the automatic 
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recognition of semantic information is problematic, and the performance of existing methods tends to 
fail as different urban types are treated [2]; therefore, these methods still need to be improved. 
A common trend in the methods for building detection is the use of spatial and contextual 
information, in addition to the spectral information used by per-pixel image analysis that was found to 
be insufficient to treat the increased intraclass heterogeneity of VHSR images [3]. A considerable 
number of methods first divide the image into spectrally homogeneous regions (segments) and then 
classify the segments. Thus, different shape and contextual attributes may be computed for these 
segments and used to improve the results of the classification [4]. A difficulty arises in the areas of 
building boundaries because of the low local contrast of VHSR images, and mixed pixels [5]. To 
overcome this, Hough transform [6], [7], graph theory [8], were used to refine the contours of the 
segments to better conform to real object boundaries, prior to classification. Xu and Li [9] compared 
the contribution of three invariant moments, namely Hu’s moments, Zernike moments, and wavelet 
moments, combined with spectral information, to the improvement of object-based classification. It 
was found that the three moments significantly improved the overall classification accuracy; however, 
the segmentation level used was crucial for the improvement. 
Other methods develop specific algorithms to directly delineate building contours and reconstruct 
building areas afterwards. Sirmaçek and Unsalan [10] used the scale invariant feature transform 
(SIFT) algorithm to locate keypoints possibly situated on buildings, and a graph cut method to match 
them to previously defined building templates. In later work, the same authors designed a specific set 
of Gabor filters to extract local features and their descriptors (location, orientation and possible 
distance to the building center) in order to find edges of differently oriented buildings [11]. The snake 
model, also called the active contour model, was used by Mayunga et al. [2] to detect building 
boundaries. To overcome one of the limitations of the snake model, related to initializing the initial 
contours for the algorithm, the authors developed the radial cast algorithm. Beyond the use of new 
criteria for the selection of initial points, Peng et al. [12] also proposed a new external energy function 
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to better match building contours by the snake model. Although the detection of building boundaries 
is much improved, when buildings are too close to each other or have complex structures the above 
algorithms may fail [12], [11]. To remedy the problem of incomplete contours, Lhomme et al. [13] 
proposed a new parameter called ‘Discrimination by Ratio of Variance’ (DRV) for the detection of 
buildings in panchromatic bands. It is computed by dividing the mean variance of the building 
periphery (defined as the transition between the building and its immediate neighborhood) by the 
mean variance of the building body (pixels that definitely belong to the building). As the mean 
variance of the body is lower than that of its periphery, high DRV values correspond to buildings. 
Instead of using their boundaries, the buildings may be characterized as region of pixels sharing the 
same properties, measured by some kind of a morphological operator [14]. The differential 
morphological profile (DMP) [14] was found successful for the detection of buildings [15], [16], [17]. 
Differential attribute profiles (DAP) are a revisited concept of DMP based on connected attribute 
filters [18]. Together with textural indices, DAP was used by Pesaresi et al., [19] to extract image 
features. Based on these features, the authors developed a general framework for image querying and 
classification, in order to extract a Global Human Settlement Layer from optical sensors with different 
spatial resolutions. Hierarchical segmentation using α-connected components (also called quasi flat 
zones in mathematical morphology [20] was applied on WorldView-2 images and a feature vector 
computed for each component [21]. Then, supervised classification based on hierarchical clustering 
was performed to detect built-up areas in very high resolution images.  
The binary morphological template matching transform called the hit-or-miss transform (HMT) has 
also been useful for the detection of buildings [22], [23]. The morphological operators are based on 
the natural order of the grayvalues of pixels [24] and are usually applied to panchromatic bands. 
However, the multispectral information was judged to be necessary to improve the results [15], [22]. 
To make use of the spectral information available in VHSR images the authors in [25] first generated 
grayscale images from the spectral bands and then applied the grayscale HMT to detect buildings. 
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This is a supervised method and requires a set of reference windows for each roof colors present in 
the image. 
The extension of morphological operators to multispectral images is not straightforward. The pixels of 
these images are indeed pixel vectors, with the components of these vectors being the pixel values in 
the different bands, and therefore do not possess a natural order. To apply morphological operators to 
multispectral images, a strategy for ordering pixel vectors needs to be adopted. There is no universal 
way to order vectors [26]. The most intuitive way is to treat each band separately. A drawback of this 
scheme is that it ignores the correlation between the spectral bands of VHSR images. Reduced vector 
orders first reduce vectors to scalars, and then order pixels according to their scalar values. As all the 
bands are treated simultaneously, the correlation between them is preserved. Different transformations 
may be used to reduce vectors to scalars. Li and Li [27] initially ordered the pixel vectors according to 
their scores in the first principal component and then optimized the order to compute the 
morphological gradient and find edges. Li and Xiao [28] used the distance from a reference vector to 
reduce vectors to scalars and to perform watershed segmentation. However these orders were not 
found to be meaningful to perform template matching based on color properties as in the case of the 
Hit-or-Miss transform [24]. Velasco-Forero and Angulo [29] proposed an extension of the binary 
version of the HMT for color images based on the h-supervised order. It requires training sets for the 
foreground and the background. As in urban areas neither the background nor the buildings are 
uniform the above order will require a large number of training sets for the successful detection of 
buildings. 
In this paper we propose a vector based strategy to estimate the spectral difference between the object 
(building) and its neighborhood and compute the percent occupancy Hit-or-Miss transform (POHMT) 
[30] to detect potential building locations. The parameters for the POHMT were defined with the aid 
of the top-hat by reconstruction transformation; therefore the method is unsupervised. Irrelevant 
locations were eliminated by applying a vegetation mask and by verification of their proximity to 
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shadows. With the term building locations, we design regions of pixels that are situated on building 
roofs and that could be used to reconstruct the building area. 
The paper is organized as follows. In section II, we present the general methodology and the 
experimental data. In section III, we briefly introduce the mathematical morphology, the HMT, and 
the POHMT. In section IV, we present the methodology to detect potential building locations. Section 
V describes the process of removing irrelevant locations. In section VI, we present the validation of 
the results. Discussion is given in section VII, followed by the conclusion in section VIII.  
5.3. Methodology 
The methodology consists of applying the POHMT to multispectral images to detect potential 
building locations. The size of the structuring element was defined through the morphological top-hat 
by reconstruction transform. To remove irrelevant locations, vegetation areas were masked using the 
normalized difference vegetation index (NDVI), and the detected locations were verified by the 
proximity of shadows. A flow chart of the methodology is given in Figure 5.2.1. The method was 
tested on subsets from a pan-sharpened Ikonos image [31], GeoEye-1 and WorldView-2 images over 
Sherbrooke, Quebec, Canada. They represent typical residential areas in North America.  
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Figure 5.2.1 Flow chart of the proposed methodology 
5.4. Theoretical background 
In mathematical morphology, an image is processed with a predefined pattern called a structuring 
element (SE), which is used as a ‘probe’ to examine a given image for specific properties [32]. The 
two fundamental operators of MM are erosion and dilation. Erosion ε of f by SE B is defined as [33]:  
( ) };{, )( Bbfyxf bB ∈∧= −ε  (1) 
where f(x,y) represents the value of a pixel in the image f with coordinates x and y, ∧ is the infimum 
operator, and f(-b) is the translation of f by the vectors –b of B. Dilation δ of f by B is defined as:   
( ) };{, )( Bbfyxf bB ∈∨= −δ  (2) 
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where ∨ is the supremum operator.  
The HMT uses one SE designed for the object, called the foreground SE, and another one designed 
for the neighborhood of the object, called the background SE. Both SEs form the template, which is 
translated over the image to find a match. The grayscale HMT is defined as [32]: 
[HMTB(f)](x,y) = (3) 
 
where BFG  and BBG are the SEs for the foreground and background respectively.  
A match to the template is found when all the pixels under the foreground SE have grayvalues higher 
than some grayvalue t, and all the pixels under the background SE have grayvalues lower than the 
value of t. However, when objects are distorted by noise or contain a large amount of internal texture, 
they could be missed [30], [34]. To render the HMT less sensitive to noise or texture effects, Murray 
and Marshall [30] proposed the POHMT and computed the percentage occupancy (PO) of each SE 
separately. The PO of the foreground (FG) SE is expressed as the ratio between the number of pixels 
of the image under the foreground SE having a value greater or equal to t and the total number of 
pixels under this SE: 
{ } 100
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),( ×⎥⎦
⎤⎢⎣
⎡ ≥+∈=
FG
FGFGFG
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tbyxfBbCardPO  (4) 
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  0, otherwise. 
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where POFG(x,y) is the PO of the foreground SE; Card stands for cardinality; bFG are the vectors of the 
foreground SE BFG. 
Respectively, the PO of the background (BG) SE is expressed as the ratio between the number of 
pixels of the image under the background SE having a value smaller than t and the total number of 
pixels under this SE: 
{ } 100
)(
),(|
),( ×⎥⎦
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⎡ <+∈=
BG
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yxBG BCard
tbyxfBbCardPO  (5) 
Where POBG(x,y)  is the PO of the background SE; bBG  are the vectors of the background SE BBG. 
Thus, the requirement that both SEs must be fully occupied may be relaxed and objects in the 
presence of noise detected. We explain how we define the value of t in section IV A, and the 
requirements for the percentage occupancy are given in section IV C. 
5.5. Detection of potential building locations 
A. Computing the PO of SEs 
The aim of this step was to assess the spectral difference between objects and their neighborhood. For 
this, we first defined the pixel vectors that corresponded to erosion and dilation over the foreground 
SE and then computed scalar values for pixel vectors under both SEs. We used these scalars to 
estimate the PO of the SEs. The strategy we adopted consisted, therefore, of two steps: definition of 
erosion and dilation, and reducing vectors to scalars. 
To define erosion and dilation of multivalued pixels (pixel-vectors) we used the pair of pixels that 
produced the greatest pairwise distance among all pairs of pixels under the SE. This corresponds to 
 94
the notion of the greatest pairwise distance, i.e., the distance between erosion and dilation, for 
grayscale images and flat SE. As a distance metric, we used the Euclidean distance. The pixel vector 
whose magnitude was the lowest between the two pixel vectors was defined as erosion, and the other 
one as dilation, as follows: 
( ) ( )|),(||,,(|min, tsfjifyxf
B
=ε      (6) 
( ) ( )|),(||,,(|max, tsfjifyxf
B
=δ       (7) 
where f(i,j) and  f(s,t) are pixel vectors of the image in the definition domain of the SE that produced 
the maximal pairwise distance between the pixels vectors in the definition domain of the SE. If the 
maximal pairwise distance value were obtained for two different pairs we used the pair with the 
highest magnitude for the dilation vector.  
The scalar values should represent the similarity of the pixel vector to erosion and dilation. As 
dilation is the pixel with the higher intensity that is the most distant form other pixels in the SE, we 
used it as a reference vector and computed the distance between the pixel vectors under the SE and 
the reference vector. To distinguish between pixels that are spectrally similar to erosion and dilation, 
and those that are not, we subtracted the obtained distance from the distance between erosion and 
dilation D. The scalar values S are received as follows: 
)( ),(),( dltyxyx ccDS
→→ −−=
 (8) 
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where ),( yxc
→
  are the pixel vectors of the image found in the definition domain of the SE, and 
dltc
→
 is the dilation vector in the foreground SE. As a distance metric we used the Euclidean 
distance.  
The erosion vector received values of 0; vectors that are between erosion and dilation received 
positive values; vectors that are spectrally different obtained negative values. Thus by defining zero as 
the value of t from (4) and (5), we computed the PO of the SEs. 
As the erosion and dilation were defined over the foreground SE, it obtains 100 PO. The PO of the 
background SE will be proportional to the number of pixels under this SE that are spectrally different 
from the pixels in the foreground SE. Thus, dilation and erosion act as bounds to define the spectral 
similarity to the object.  
Although we could have used the reduced vector order, as for example in [28], [35], to define erosion 
and dilation, there are two problems when calculating the extrema of vectorial data in this way [26]. 
First, as this order uses the distance from a reference vector defined as the mean vector under the SE, 
the erosion is defined as the vector that produces the minimum distance from the mean and, 
consequently, does not represent the minimum. Secondly, the dilation calculated as described is 
unstable and depends on the distribution of the input vectors under the SE. Therefore, the use of the 
mean vector as a reference might have led to an erroneous estimate of the spectral similarity of pixels 
from the neighborhood to pixels of the object, since we used erosion and dilation to compute the 
scalar values for this estimate.  
B. Defining the template 
The successful recognition of objects with the HMT, and therefore POHMT, depends on the 
possibility of defining templates that correspond to the configurations of object/neighborhood [22]. 
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The variety of shapes and sizes of buildings would involve the definition of large numbers of 
templates. To avoid this and apply the POHMT in an unsupervised manner, we made some 
generalizations. As small buildings have an area of approximately 5x5m, we fixed a constant size for 
the foreground SE according to the spatial resolution of the images used: 5x5 pixels for the pan-
sharpened Ikonos image and 3x3 pixels for the GeoEye-1 and WorldView-2 images. Thus we ensured 
that the foreground SE would not exceed the size of small buildings, and that the erosion and dilation 
could be defined over them. Increasing the size of the foreground SE will miss buildings smaller than 
this size. For example, if we used a 5x5 pixel window for the GeoEye-1 image, buildings smaller than 
10x10 m could have been missed.  
 
Figure 5.2.2 Templates 
a. Examples of templates used dark gray – foreground SE; light gray – background SE; white – ‘don’t 
care’ pixels; x – origin of the template. b. examples of how the template fits buildings with different 
sizes, orientations, and shapes. 
We consecutively increased the size of the background SE, taking only the contours, and computed 
the PO of the background SE for each increment. Examples of the templates are given in Figure 5.2.2 
(a). The value of the PO was assigned to the pixel at the origin of the template. Thus we obtained 
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images for the PO of the background SE for each size of this SE. We refer to these images as PO 
images.  
When the foreground SE is situated over relatively homogeneous areas that may represent buildings, 
the distance between erosion and dilation will be relatively small. Consequently, the PO of the 
background SE will increase as the number of pixels from the neighborhood of the building that are in 
the definition domain of this SE increases. When the foreground SE is situated over the transition 
areas between objects, dilation and erosion will be more different from one another. Most of the 
pixels in the background SE will be positioned between them, i.e., will have positive scalars and the 
PO of the SE will be low, regardless of the size of the SE.  
Thus even when the neighborhood of rectangular, L-shaped, or buildings with more complex shapes, 
is not exactly matched by the square background SE, its PO will obtain high values proportionally to 
the number of pixels of the neighborhood that are in its domain. Therefore, these buildings will still 
appear brighter than their surroundings. This allowed us to use only a square background SEs, instead 
of defining different shapes for this SE, which would require greater user intervention.  
It was also assumed that buildings are detached objects because this is normally the case in the study 
region. If there are blocks of buildings connected to each other, and no spectral differences between 
their roofs, they were treated as one building. 
Examples of how different templates may coincide with different shaped buildings are given in Figure 
5.2.2 (b). 
To automatically define the size of the SE and to define an appropriate threshold to separate between 
the background and target objects, we used the morphological white top-hat by reconstruction 
transform, which is opening by reconstruction followed by top-hat transform. 
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C. Defining the size of the SE and the requirement for PO of the background SE 
In this section, we first present the white top-hat by reconstruction transform, and then explain how 
we used it to automatically define the size of the windows and to threshold the HMT images. 
Opening by reconstruction ( )yxf
B
,*γ  of an eroded image (also called a marker) under the original 
image (also called a mask) by B can be defined by [14]:   
( ) ))((,* bfyxf BbfB εργ =   (9) 
where bfρ is the grayscale reconstruction of the mask under the marker.  
Opening by reconstruction cuts peaks, i.e., bright objects with sizes similar to the size of the SE. 
Then, white top-hat may be used to take the residuals of the opening, the bright structures of the 
image. It is obtained by subtracting the opened image from the original image f [16]: 
)()( * fffT Bhat γ−=  (10) 
When the size of the SE used for the opening exceeds the size of objects in the image, these objects 
are removed [36]. Then the residual image will not show a large difference from the original image. 
Therefore, white top-hat by reconstruction may be used to automatically define when to stop 
increasing the size of the background SE. 
For each PO image, we applied opening by reconstruction with the size of the SE equal to the size of 
the neighborhood used for the computation of the PO image and performed a top-hat to receive a 
residual image. When the SE is much larger than the structure in the PO image, the brightest pixels 
(100 PO) will receive the same value in the residual image. To save computational time, we assumed 
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that when the brightest pixels in the PO image (100 PO) obtained almost the same value T in the 
residual image (90 and higher), the further increasing of the size of the background SE would not 
reveal additional buildings. Thus, when the value of T was over 90 PO for several consecutive 
iterations we stopped the iterations. As T represents the lowest value of the bright structures in the PO 
image that have been cut by the opening by reconstruction, we used it to define the requirement for 
minimum occupancy of the background SE. Pixels with an equal or higher value in the PO image 
were set to 1, and the others to 0. We obtained a binary PO image. 
To automatically define the value T, we computed the histograms of the PO and the residual images. 
We searched for the highest value of the residual image that had the closest frequency to the 
frequency of pixels having 100 PO. When this value was low, for example less than 50 PO, it meant 
that the SE was much smaller than structures in the image. The threshold for these images was 
relatively low and although the buildings were well separated from the background, the images 
contained noise. To facilitate the following step in the method, i.e. the validation of building locations 
by shadows, we restricted this search to values above 50 PO. The threshold T was computed as 
follows: 
))()100((min(arg
..1 niTHPOimg
iFFabsT
=
−=     POTPO 9050 <<  (11) 
where )100(POimgF  is the frequency of the greatest value of the PO image, )(iFTH  is the frequency of a 
grayscale value equal to i of the residual image, and i is the grayscale value of the n number of 
possible grayscale values (we used 200 bins to compute the histograms). We show a graphical 
representation of this in Figure 5.2.3 f. Using fewer bins to compute the histogram would provide a 
smoother graph, Figure 5.2.3 f, but the threshold defined would be less accurate. As all PO images 
have a range between 0-100, using 200 bins to compute the histogram gave satisfactory results for all 
of them. 
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In summary, structures were defined as potential building locations if their foreground SE was fully 
occupied and their background SE was occupied above the defined threshold T.  
 
 Figure 5.2.3 Defining the size of the SE and the requirement for PO of the background SE 
a. original RGB – GeoEye image; b. PO image with background SE of 9 pixels; c. the PO image 
shown in b. after thresholding and application of NDVI mask; d. PO image with background SE of 17 
pixels; e. the PO image shown in d. after thresholding and application of NDVI mask; f. comparison 
of the histograms of the PO image and its residual image; g. threshold plot. 
Depending on the interaction between the size of the buildings in the scene and the size of the SE, SE 
with nonconsecutive sizes may detect buildings. We produced a plot from the thresholds T and used 
only those PO images whose thresholds represented a local peak in the plot. To demonstrate this, we 
show in Figure 5.2.3 (a) a subset from a GeoEye-1 image. The buildings in the upper part of the 
subset are bigger than the buildings in its lower part. The SE with a greater size, Figure 5.2.3 (d) and 
(e), revealed better both types of buildings, whereas the SE with smaller size, Figure 5.2.3 (b) and (c), 
revealed only small buildings. The threshold plot is shown in Figure 5.2.3 (g). As the thresholds 
defined for the 13x13 and the17x17 SE size produced local peak, we used these PO images.  
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Finally, all thresholded PO images that were used were combined using the maximum operator to 
obtain a binary image of the potential building locations.  
Some similarities of our method with the robust HMT [34] may be noted. The robust HMT defines 
local lower and upper bounds using, respectively, the foreground and the background SE, and 
measures the ratio between the number of pixels between these bounds and the total number of pixels 
in the area covered by the SEs. We also used bounds to estimate the PO, but as we did not use image 
templates, we derived the values for upper and lower bound over the SE for the object. 
In this paper, we used the Euclidean distance to assess the spectral difference between objects and 
their neighborhood. Different metrics can be used to compute erosion and dilation. To take into 
account the intensity values of all the pixels in the neighborhood, Gueguen et al., [37] proposed a 
measure of local spectral changes based on the local mutual information. Assuming a Gaussian 
distribution, the Mahalanobis distance can be used for multichannel images to assess the statistical 
dependence in the vicinity of a pixel [38]. In Figure 5.2.4, we compare a PO image obtained using the 
Mahalanobis distance to define erosion and dilation, to a PO image obtained when using the 
Euclidean distance. 
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Figure 5.2.4 Comparison between Mahalanobis and Euclidean distance 
a. True color composite – subset from GeoEye image. The yellow line indicates the location of the spatial profile; b. PO 
image using Mahalanobis distance; c. PO image using Euclidean distance. The size of the SE was 
15x15 pixels. Both PO images were thresholded at 86 PO and a vegetation mask was applied on them. 
d. and e. spatial profiles. In grey are given the location of buildings in the original image. 
The PO image computed when defining erosion and dilation with the Mahalanobis distance, Figure 
5.2.4 b, contains more noise than the PO image computed when using the Euclidean distance, Figure 
5.2.4 c. Moreover, the spatial profile over the Mahalanobis distance PO image, Figure 5.2.4 d, reveals 
that one building was detected with several isolated pixels (green arrow) and the region for another 
building expands to the space between it and the nearby building (red arrow). In the PO image 
resulting from the Euclidean distance, Figure 5.2.4 e, the buildings are more coincident with the 
building positions in the original images. We thus concluded that using the Euclidean distance gives 
clearer results, and that these images are more suitable for post processing in order to reduce 
commission errors. 
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5.6. Removing irrelevant locations 
When detecting buildings in VHSR images, it is a common practice to filter the vegetation areas and 
to verify building locations by shadow information [15], [16], [39]. We used existing techniques to do 
this and to remove irrelevant building locations. 
A. Filtering the vegetation 
The Normalized Difference Vegetation Index (NDVI) was used to build a mask over the vegetation. It 
was expressed as (NIR-R)/(NIR+R). NIR is the near infrared band (band 4 for Ikonos and GeoEye-1, 
band 7 for WorldView-2) and R is the red band (band 3 for Ikonos and GeoEye-1, band 5 for 
WorldView-2). To define a threshold for the NDVI image, we applied Otsu’s method [40].  
B. Verifying building locations by shadow information 
Since buildings cast shadows, unlike roads and parking lots, using shadow information aids in the 
discrimination between them [15], [41]. The amount of shadow depends on the positions of the sensor 
and the sun. We give these parameters in Table 5.1. 
Table 5.1 
Parameters for the Positions of the Sensor and the Sun 
Shadows were visible in all of the images and were cast on the north and west sides of the buildings; 
shadows cast along the north direction were a little longer.  
Sensor Sun  
Azimuth Elevation Azimuth Elevation 
GeoEye 238° 67° 154° 65° 
Ikonos 145° 79° 169° 31° 
WorldView-2 74° 64° 156° 51° 
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1) The derivative of the closing profile (DCP) 
The computation of DCP involves the repeated use of the morphological closing by reconstruction 
transform (dilation followed by dual reconstruction by erosion) when the size of the SE is increased at 
each repetition. Let the vector )(xϕΠ  be the closing profile at the point x of image I defined by [14]: 
[ ]{ }nxx ,...,0),(:)( * ∈∀=ΠΠ=Π λϕϕϕϕ λλλ  (12) 
where )(* xλϕ  is the morphological closing by reconstruction operator using SE = λ. 
The DCP )(xϕΔ is a vector that stores a measure of the slope for every step of the closing profile 
corresponding to the increased size of the SE: 
[ ]{ }nx ,...,1,:)( 1 ∈∀Π−Π=ΔΔ=Δ − λϕϕϕϕϕ λλλλ  (13) 
To build the shadow image we first produced a brightness image b(x) [16]: 
))((max)(
1
xbandxb k
Kk≤≤
=  (14) 
where band k(x) is the spectral value of pixel x at the kth spectral band, and K is the number of 
multispectral bands.  
2) Building the shadow image 
To build the shadow image we applied the DCP on the brightness image. Structures with a high 
similarity to their surrounding region, defined by the SE, produce a high response in the output level 
of the profile [42]. We used linear SEs to better match shadows of small buildings and the thin 
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shadowed area between closely spaced buildings. We started with a small SE, 3 pixels in length, with 
an increasing step of 2. To automatically define the length of the largest SE, we used the mean of the 
lengths of the major axis of the connected components representing potential building locations. Four 
directions, 0°, 45°, 90° and 135°, were considered since these directions were found sufficient to 
represent building shadows [16].  
As the DCP is based on a series of closings, it creates a large feature set with a lot of redundancy [35], 
and a threshold should be set for each level of the profile [15]. To eliminate irrelevant objects for each 
level, we defined a threshold equal to the mean value of nonzero pixels, as proposed by Klaric et al., 
[42].  
3) Verifying potential building locations 
We labeled both, the image of potential building locations and the shadow image. Dark heterogeneous 
roofs may have a high response at the corresponding level of the DCP and may be retained in the 
shadow image. Their corresponding shadow component will be found at a closer distance than for 
bright buildings [16]. Also, the shadow image may contain noise caused by shadows of trees or dark 
surfaces found in built-up areas. When these noisy components are found in the proximity of bare 
soils, roads or other structures that are no buildings, they will produce commission errors. Therefore, 
the parameters for validation of building locations by shadow are to be carefully chosen in order to 
eliminate irrelevant building locations without omitting real buildings. 
To address these problems we used different distances between shadows and buildings. We have 
begun with a small distance, 1 pixel, and consecutively increased it by 1 pixel. For each distance we 
verified if there was an overlap between building and shadow by summing the building image moved 
in the appropriate direction, with the shadow image. Assuming that buildings will overlap shadows 
more fully than no building structures, we set a lower threshold equal to the mean intensity level 
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corresponding to 20% accumulative frequency. Lower values for this threshold would result in 
retaining objects that have a shadow component in their vicinity, but this shadow component is not 
related to them. This would produce more false positives in the final detection1. As shadows may be 
also found in the image of potential building locations, they will almost entirely overlap components 
of the shadow image. To remove them, we set an upper threshold equal to the mean intensity for 90% 
accumulative frequency. A higher value for this threshold would retain objects that almost fully 
overlapped the shadow component and thus are more likely to correspond to shadows than to  
buildings2. At each move, we retained components that were between these two thresholds. For 
subsets with smaller buildings a distance of 5-6 pixels was sufficient to reveal buildings. The largest 
distance used was 12 pixels. Thus we were able to reduce the commission errors without introducing 
omission errors. An example of the result is given in Figure 5.2.5. 
 
Figure 5.2.5 Validating potential building locations by the proximity to shadows 
a. True color composite – subset from Ikonos image; b. potential building locations – in white, and 
shadow components – in red; c. retained locations after the validation. 
For larger scenes where the size of the buildings is not known, a possible solution is to use specific 
distance for each building component. This distance may be derived from the length of the axis with 
                                                 
1 Cette explication a été ajoutée après l’acceptation de l’article. 
2 Cette explication a été ajoutée après l’acceptation de l’article. 
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closer orientation to the direction of shadow for each building component, or as proposed by Huang 
and Zhang [16] using the smallest enclosing rectangles of shadow and building components.  
5.7. Validation of the results 
The method was tested on two subsets from an Ikonos image acquired on 20 May 2001, and 
pansharpened with the method of He and Wang [31], two subsets from a GeoEye-1 image acquired on 
3 June 2009, and two subsets from a WorldView-2 image acquired on 30 August 2010. Each subset 
was 200x200 pixels. The size of the buildings varied from small individual dwellings to larger 
apartment blocks. The shape of the buildings varied from simple rectangles to more complex shapes. 
To validate the results, we used quantitative indices and a qualitative method. To quantify building-
detection results, we used the methodology proposed by Sirmaçek and Unsalan [10]. If part of a 
building is detected, we assume it to be detected correctly. If a building is detected multiple times, 
usually large buildings or buildings with complex shapes, we also assumed it is correctly detected. To 
estimate the performance of our method, we computed two indices [13].  
– Rate of buildings recognized: Expressed as a percentage, it corresponds to the number of correctly 
recognized buildings of all buildings in the image subset. 
– Rate of correct identification: Expressed as a percentage, it corresponds to the number of correctly 
recognized buildings of all recognized locations. Commission errors account for the difference 
between these two datasets.  
Results are given in Table 5.2. 
The qualitative method was applied to evaluate if the region that marked the detected building is 
inside the polygon of the real building. For this, we manually digitized the building polygons and 
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produced a ground truth image for each subset. Then we overlaid the detected building components 
on the polygons. Results are given in Fig 5.2.6.  
5.8. Discussion 
Experimental results show the ability of the proposed vector based POHMT to detect buildings in 
various residential areas. For example, the GeoEye-1 2 subset is characterized by a higher density of 
buildings and partial occlusion of building roofs by trees, which usually cause a problem when 
detecting buildings using their shape properties. The GeoEye-1 1 and Ikonos 2 subsets had differently 
orientated buildings. In the Ikonos 1 subset, the buildings on the right side of the road had more 
heterogeneous roofs. In the WorldView-2 2 subset there are larger apartment blocks and small, one 
family houses in the lower left corner of the subset. Most of the buildings were found by the POHMT 
and the regions were large enough to extract spectral properties useful for the further reconstruction of 
the area of the buildings. Also, the regions that marked the buildings are well positioned inside the 
ground truth polygons (Figure 5.2.6, right column). We may say, therefore, that the regions are 
representative. 
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Figure 5.2.6 Detection results  
Right column – original RGB; left column – detected buildings. a. and b. GeoEye-1; c. and d. 
GeoEye-2; e. and f. Ikonos-1; g. and h. Ikonos-2; i. and j. WorldView2-1; k. and l. WorldView2-2. 
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Applying the opening by reconstruction followed by white top-hat transform allowed the automatic 
definition of the size of the background SEs to be used. For the GeoEye-1 2 subset, Figure5.2.6 (c), 
where relatively small buildings were present, the optimal size of the background SE was found to be 
15x15 pixels. Larger buildings in the Ikonos 2 subset, Figure5.2.6 (g), were detected with a SE size 
between 17x17 and 21x21 pixels. When the buildings were very different in size, as in the Ikonos 1 
subset, Figure5.2.6 (e), a background SEs of 19x19 and of 27x27 pixels were used. For WorldView-2 
1 subset, Figure5.2.6 (i),  the sizes of the SEs used were 15x15 and 19x19, whereas the bigger 
buildings in WorldView-2 2 subset, Figure5.2.6 (k), were revealed with 25x25 and 29x29 SE sizes. 
Table 5.2 
Results of Building Detection 
Verifying building locations by shadows removed many of the manmade objects that were not 
buildings. Large regions over roads and bigger parking lots were correctly identified as not being 
buildings in this step of the method. The shadowed areas in the Ikonos image were bigger and 
sometimes confused with buildings (Ikonos 1). In addition, private pools enclosed by nearby hedges 
that cast shadows (Ikonos 2) were not removed by the process of verification. This explains the 
relatively lower rate of correct recognition for these subsets, 76% and 74% respectively, compared to 
other subsets, where this rate is above 82%. 
Some buildings that were detected by the POHMT were removed in this step and led to omission 
errors. These buildings had complex shapes or complex roofs, and the region revealed by the POHMT 
was much smaller relative to the real size of the buildings and using greater distance for the related 
GeoEye-1 
subsets 
Ikonos 
subsets 
World View-2 
subsets 
 
1 2 1 2 1 2 
Number of buildings 96 197 18 41 74 38 
Rate of recognition (%) 92 97 94 93 85 90 
Rate of correct identification (%) 88 84 76 74 83 88 
Commission errors (%) 12 16 24 26 17 12 
 112
shadow component may also result in retaining many false positives. This is the reason for the lower 
rate of recognition, 85% and 90%, for the WorldView-2 subsets. In our opinion, this could be solved 
by verifying building locations using shadows after reconstructing the area of the buildings.  
Except for the lower rate of recognition for the WorldView-2 subsets and the rate of correct 
recognition for the Ikonos subsets, which were mentioned earlier, the rates for both indices are high, 
and relatively stable (table 5.2). We may say, therefore, that the methods performed well for the types 
of sensors tested. 
 
Figure 5.2.7 Detection of buildings with different sizes 
a, c: True color composite – subsets from WorldView-2 image; b, d: potential building locations – PO 
image 
 
Figure 5.2.8 Detection of buildings with different complexity of their roofs 
a, c: True color composite – subsets from Ikonos (a) and GeoEye (c) image; b, d: potential building 
locations – PO image; 
The tests showed the efficacy of the proposed methodology to identify buildings with different sizes 
and shapes (Figure 5.2.7), and buildings with different complexity of their roofs (Figure5.2.8). The 
roofs in Figure 5.2.8 (a) are flat, whereas the roofs in Figure 5.2.8 (c) are composed of several parts 
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differently illuminated, and therefore having different spectral properties. In both cases, flat and 
nonflat roofs, buildings were identified in the PO images. 
In general, the proposed method detected buildings in residential areas with different characteristics: 
size and shape of buildings, space between them, vegetation cover. In addition, it detected buildings 
with flat and more heterogeneous roofs. However, the regions that marked more heterogeneous roofs 
may be small. To verify the potential of the method we performed a test and attempted to obtain 
bigger regions for these roofs. We decreased the distance between erosion and dilation by iteratively 
setting as erosion the pixel vector that was ordered second, third, etc. This, indeed, increased the PO 
occupancy of the background SE for these buildings. Thus, by examining how the foreground and 
background PO changed, it was possible to obtain bigger regions for these buildings. However, the 
automatic definition of when to use this, and how much to decrease the distance, needs more 
theoretical background and it will be an issue for our further efforts to improve the method.  
Here we discuss some solutions for improvement of the method. Parts of the roads were detected in 
the PO images. Roads may be separated from buildings, based on the shape characteristics of the 
objects. Invariant moments, such as Hu’s moments, have been proven useful to this end [9]. We 
believe that incorporating shape descriptors technique will improve the performance of the method.  
Another solution for improvement of the method concerns the step of validation of building locations 
by shadow information. As the shadow component usually includes noise, the optimization of the 
parameters in order to find a balance between commission and omission errors is difficult. To 
overcome this, as proposed by Jin and Davis [15], shape and area criteria might be applied on the 
shadow images to eliminate non relevant shadow components, which are usually detected when 
extracting shadows in densely built-up areas. The automatic adjustment of the parameters for 
extracting shadow information and the validation of building locations by shadow is subject to 
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rigorous research, and an object of further developments aiming to enhance the performance of the 
proposed methodology.  
Finally, we discuss the possibility to process standard VHSR images by the proposed algorithm. 
Scenes with larger buildings will involve greater computational time, as larger background SEs, and 
more iterations will be needed. Since the parameters of the proposed method are set according to the 
particularities of the urban environment treated, standard images may be partitioned into smaller 
subsets, and processed using parallel computation to save computational time.  
To place the performance of our method between the detection results reported in other studies, we 
compared it to two other methods. A segmentation-based method was proposed in [39]. This method 
consists of: filtering vegetation and shadows; segmentation; detection of main roads; and identifying 
building segments using shape and size properties. It was tested on Quickbird image subsets from 
residential areas of Ankara, Turkey. The authors reported object-based rate of correct detection and 
over detection at different threshold levels (different overlap between the area of detected and ground 
truth objects). As we did not perform such an evaluation, we compared our results to the lower 
threshold value (0.2), which corresponds to the lower overlap between ground truth and detected 
objects. The rate of correct identification was between 64% and 91%, with our method its range was 
between 74% and 88%. The rate of missed detection (buildings that were not detected) was between 
10% and 30%; with our method, we obtained values between 3% and 15%.  
The method presented by Sirmaçek and Unsalan [10] used the SIFT algorithm to locate keypoints, 
and a graph cut method to define those keypoints that belong to buildings. It was tested on the Ikonos 
panchromatic band. The reported rate of correct detection is between 67% and 100%; with our 
method, this range was between 74% and 88%. However, the false alarms reported by Sirmaçek and 
Unsalan are between 0% and 67%, whereas for our method they vary from 12% to 26%.  Thus our 
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method compares favorably with the segmentation based method, and our results are within the range 
of the SIFT based method.  
Finally, we compared the performance of our method to the method based on the DRV [13]. We 
chose this method because of its similarity to our concept. The DRV assumes that the variance of the 
pixels found in the periphery of a building (the transition between a building and its close 
neighborhood) will be greater than the variance of the pixels situated in the body of the building (the 
roof). Similarly, we suggested that a building roof would have different spectral properties compared 
to its neighborhood. However for the neighborhood we designed not only transition pixels but also 
pixels situated on nearby objects. Also, contrary to the DRV method, which is designed for monoband 
(panchromatic) images, our method uses the spectral information of all bands. Thus, this comparison 
may give us an idea of the contribution of the multispectral information for the detection of buildings.  
Blanchard et al. [43] proposed an improvement of the computation of the DRV, which consists of the 
introduction of the Fisher test for the definition of the critical thresholds for the DRV values. The 
code was kindly provided by the author. The computation of the DRV involves the following steps: 
computation of the variance in a moving, 3x3 pixel window and assigning the value to the central 
pixel of the window; extracting the mean variance for the building body and its periphery according to 
a predefined template; dividing the mean variance of the periphery by the mean variance of the body 
to obtain a DRV image template, and finally finding the maximal values for each DRV image that 
may represent buildings. We used the 25 templates defined by the authors, which included various 
square and rectangular shapes, from 7x7 to 15x15 pixels, for the building body, in four orientations 
(0°, 45°, 90°, and 180°). The periphery template is defined as a two-pixel width zone around the 
building body. The user has to define the confidence level required. We used the lowest confidence 
level among the choices provided by the authors, 75%, because, as stated by the authors [43], the 
lower the confidence level the greater the quantity of detected buildings. We applied the above 
method to the subsets of the Ikonos panchromatic band corresponding to our test sites. As can be seen 
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in Table 5.3, the rate of recognized buildings with our method was 6% higher for the Ikonos 1 subset 
and 8% higher for the Ikonos 2 subset. Larger buildings (see Figure 5.2.9a, upper left) were revealed 
near the corners by the DRV method, and the further reconstitution of the whole area of the building 
roofs may be misleading. Figure 5.2.9c shows that most of the omission errors in the DRV method 
occurred on buildings with non-flat roofs. The inclusion of spectral information in our method 
probably helped to improve the recognition of this kind of building. The results presented in Figure 
5.2.9 reveal a high amount of commission errors. However, as the code provided did not use any post-
processing to decrease the commission errors, a comparison of the rate of correct recognition, which 
accounts for these errors (Section VI), is not relevant.  
Table 5.3 
Results of Comparison 
In order to apply the code, which was developed for the Ikonos panchromatic band (1m spatial 
resolution), we rescaled the panchromatic subsets for the GeoEye-1 and WorldView-2 test images 
from 0.5m to 1m spatial resolution. Results of the comparison are shown in Table 5.3.  
Our method performed better for the GeoEye-1 1 and GeoEye-1 2 subsets: the improvement obtained 
was 9% and 2% respectively. For the WorldView-2 2 subset, the rate of recognized buildings for our 
method was the same as the DRV method. For the WorldView-2 1 subset, the performance of our 
method was 4% lower. We explain the latter by the fact that some of the buildings were erroneously 
validated as no buildings and then omitted, when applying shadow information in our method. For the 
GeoEye-1 
subsets 
Ikonos 
subsets 
World View-2 
subsets 
 
1 2 1 2 1 2 
Number of buildings 96 197 18 41 74 38 
Rate of buildings recognized (%) 
DRV 88 85 83 95 89 90 
Rate of buildings recognized (%) 
POHMT 94 93 92 97 85 90 
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GeoEye-1 and WorldView-2 subsets, the DRV method produced a large amount of commission 
errors; an example is given in Figure 5.2.9e, which might not be reduced significantly by post 
processing without affecting the rate of recognized buildings.  
 
Figure 5.2.9 Detection results 
Right column – DRV; left column – our method. a. and b. Ikonos-1; c. and d. Ikonos-2; e. and f. 
WorldView-2 2.  
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In general, our method performs better with a very significant improvement for the Ikonos image, for 
which the DRV code was originally developed. Another advantage of our method is that the size of 
the templates was automatically defined by the top-hat by reconstruction transform. 
5.9. Conclusion 
We presented a novel method for the detection of buildings in VHSR images. It consisted of finding 
potential building locations using a vector-based POHMT, removing irrelevant locations using a 
vegetation mask, and verifying building locations using shadow information. The method used 
spectral, contextual and geometrical (concerning the size of buildings) information. 
The main originality of our method was the proposed vector-based strategy to apply POHMT on 
multispectral images, which compared the spectral properties of the object to those of its 
neighborhood, whereas preserving the correlations between spectral bands in VHSR images. Also, in 
our opinion, an original technique to define the size of SE was proposed, which may be used by other 
morphological operators. The experimental results were promising and we think that the method has 
the potential to deal with more complexes urban structures. 
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6. Discussion générale 
L’objectif principal de ce travail de recherche était l’application de la HMT à des images 
multispectrales dans le but de détecter des bâtiments. Comme première solution, nous avons proposé 
la création d’images en niveaux de gris à partir des bandes multispectrales. Nous avons appliqué la 
HMT sur ces nouvelles images afin d’identifier les bâtiments. Pour créer les images en niveaux de 
gris, nous avons comparé la similarité spectrale des toits des bâtiments aux fenêtres de référence. 
Ainsi, les bâtiments ont été rehaussés par rapport à l’arrière-plan. Cela a aussi permis de contourner le 
problème du faible contraste local des images à THRS, qui diminue la performance des méthodes de 
détection des bâtiments (Ünsalan and Boyer, 2005).  
Pour estimer la similarité spectrale aux fenêtres de référence, nous avons proposé un nouvel indice, à 
savoir le SSR. Afin de vérifier la performance du SSR, nous l’avons comparé à deux autres métriques 
connues, notamment le Spectral Angle Mapper (SAM) et la distance de Mahalanobis (Figure 6.1). 
Contrairement aux valeurs du SSR, ces deux indices sont inversement proportionnels à la similarité 
spectrale : plus la similarité aux fenêtres de références est élevée moins élevée sera la valeur obtenue. 
Pour estimer la ressemblance spectrale du pixel au spectre moyen de la fenêtre de référence, SAM 
utilise l’angle entre les deux vecteurs. Il compare donc la couleur des deux vecteurs. Comme la 
résolution radiométrique des capteurs à THRS n’est pas bien adaptée pour discriminer les fines 
différences spectrales entre les matériaux de construction (Lhomme, 2005), les routes et les 
stationnements sont également rehaussés (Figure 6.1 b). La distance de Mahalanobis  utilise la matrice 
de covariance de la fenêtre de référence pour uniformiser la distribution de chaque bande (Al-Otum, 
2003) et par la suite, estime le résiduel (la distance de chaque pixel) de la fenêtre de référence. Ceci 
donne de meilleurs résultats par rapport à SAM (Figure 6.1 c). Pourtant, les bâtiments sont parfois 
connectés avec l’arrière-plan, ce qui empêchera la discrimination entre eux. 
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Figure 6.1 Comparaison du SSR avec SAM et la distance de Mahalanobis 
a) composition en vraies couleurs – Ikonos. La ligne jaune désigne l’emplacement du profil spatial, le 
carré jaune – la fenêtre de référence; b) SAM; c) distance de Mahalanobis; d) SSR.  Deuxième ligne – 
profils spatiaux, en rose – emplacement des routes dans le profil. 
La comparaison entre les images (Figure 6.1 b,c,d), ainsi qu’entre les profils spatiaux (Figure 6.1, 
deuxième ligne) laissent voir que le rehaussement des bâtiments obtenu avec le SSR (Figure 6.1 d) est 
moins ambigu. La différence d’intensité entre les bâtiments et leur voisinage est plus grande dans 
l’image provenant du SSR et par conséquent, l’identification par la HMT, plus fiable. Nous attribuons 
les meilleurs résultats de rehaussement des bâtiments par le SSR au fait qu’il tient compte de la 
distribution des valeurs spectrales des pixels dans la fenêtre de référence et dans le voisinage du pixel 
en même temps.  
Ces résultats démontrent l’efficacité du SSR à estimer la similarité spectrale entre les pixels formant 
le toit d’un bâtiment. Le SSR utilise l’information spectrale de toutes les bandes simultanément. Nous 
pouvons donc dire que cela satisfait le premier objectif de ce travail, à savoir la proposition d’une 
technique pour l’estimation de la similarité spectrale entre les pixels formant le toit d’un bâtiment, en 
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utilisant l’information spectrale de toutes les bandes simultanément. Le principe de la comparaison 
des matrices de covariance impliqué dans le SSR s’est avéré efficace pour le rehaussement des 
bâtiments. Ceci confirme la première hypothèse avancée dans ce travail, notamment que la matrice de 
covariance peut être utilisée pour l’estimation de la similarité spectrale entre les pixels qui forment le 
toit d’un bâtiment donné.  
Une deuxième solution pour l’application de la HMT à des images multispectrales proposée dans ce 
travail de recherche consistait en l’adoption d’une stratégie qui permet l’intégration de l’information 
spectrale dans la HMT et, par la suite, son application directe à des images multispectrales. Ceci 
est lié au développement d’un ordre vectoriel qui permet l’estimation de la différence spectrale 
entre l’objet et son voisinage. La nécessité de développer un ordre vectoriel plutôt que d’utiliser 
un ordre existant provient de l’inadaptabilité des ordres déjà connus d’évaluer la conformité 
spectrale à une configuration prédéfinie (Weber and Lefèvre, 2008). L’ordre que nous proposons 
consiste en deux étapes : 1. définition vectorielle de l’érosion et de la dilatation; 2. calcul des 
valeurs scalaires des pixels vecteurs. Le vecteur de la dilatation a été utilisé comme référence, et 
la distance obtenue a été comparée à la distance entre l’érosion et la dilatation.  
L’érosion et la dilatation peuvent aussi être définies en utilisant leur distance d’un vecteur de 
référence. Pour éviter la définition manuelle de ce vecteur, on peut calculer la moyenne des pixels 
vecteurs sous l’ES (Li and Xiao, 2007). Cependant, la dilatation définie de cette façon n’est pas 
stable (Aptoula and Lefèvre, 2007). En effet, elle dépend de la distribution des pixels vecteurs sous 
l’ES. Nous pouvons visualiser l’effet de l’instabilité de la dilatation à la Figure 6.2, en utilisant 
une image synthétique et un extrait d’image GeoEye-1-1, avec trois bâtiments brillants. Pour 
comparer, nous présentons aussi la dilatation obtenue avec l’ordre vectoriel que nous proposons.  
Dans l’image de la dilatation définie en utilisant un vecteur de référence (Figure 6.2 b), on peut 
apercevoir un double contour qui n’existe pas dans l’image originale (Figure 6.2 a). Ceci résulte de la 
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distribution différente des pixels, en fonction de la position de l’ES. Quand ce dernier a, dans son 
domaine, plus de pixels provenant de l’objet que de l’arrière-plan, la moyenne est plus proche de la 
couleur de l’objet et, en conséquence, la dilatation est définie comme pixel vecteur de l’arrière-plan. 
Au contraire, quand l’ES a, dans son domaine, plus de vecteurs de l’arrière-plan, la moyenne est plus 
proche de la couleur de l’arrière-plan, et la dilatation est définie comme le vecteur de l’objet. Ainsi, 
même si, dans les deux cas, les pixels vecteurs avec le mêmes components se trouvent sous l’ES et 
que seule leur distribution diffère, le vecteur qui correspond à la dilatation est différent. La dilatation 
définie de cette façon sur l’extrait d’image GeoEye-1-1 (Figure 6.2 d), ne préserve pas les objets 
(Figure 6.2 e) : les bâtiments reçoivent des valeurs élevées provenant des bâtiments, ainsi que des 
valeurs de l’arrière-plan. La dilatation définie de la façon dont nous le proposons (Figure 6.2 c et f) 
correspond à la notion de dilatation en niveaux de gris : les objets qui sont plus brillants que leur 
voisinage sont épaissis (Gonzales and Woods, 2002). Une conclusion similaire peut être tirée de la 
comparaison des profils. Dans le profil obtenu avec l’ordre vectoriel, qui utilise comme référence le 
vecteur moyen (Figure 6.2 h), l’instabilité de la dilatation a séparé les trois bâtiments en quelques 
objets plus petits. Le profil reçu à l’aide de l’ordre vectoriel proposé dans cette recherche (Figure 6.2 
i) préserve les structures de l’image. Les structures brillantes (les bâtiments) sont devenues plus 
épaisses que dans le profil de l’image originale, (Figure 6.2 g) au détriment des espaces sombres entre 
eux qui ont été réduits. En outre la conformité à la notion de la dilatation en niveaux de gris, ceci 
démontre la plus grande stabilité de la dilatation calculée de la façon proposée dans cette recherche. 
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 Figure 6.2 Comparaison des deux dilatations vectorielles 
a) image synthétique; b) dilatation avec le vecteur moyen comme référence; c) dilatation avec l’ordre 
vectoriel proposé; d) composition en vraies couleurs – GeoEye-1-1, la ligne rouge désigne 
l’emplacement du profil spatial; e) dilatation avec le vecteur moyen comme référence; f) dilatation 
avec l’ordre vectoriel proposé; g), h) et i) profils spatiaux respectifs, en gris pâle – l’emplacement des 
bâtiments.  
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À la deuxième étape de l’ordre vectoriel proposé dans ce travail de recherche, nous utilisons la 
dilatation et l’érosion pour décider si un pixel vecteur donné est spectralement similaire ou non au 
spectre de l’objet. Cela sous-entend que, la capacité de l’érosion et de la dilatation de présenter d’une 
façon fiable les limites de ce spectre, est essentielle pour l’identification correcte des bâtiments. Pour 
vérifier la pertinence de l’érosion et de la dilatation vectorielles définies dans cette recherche, nous 
comparons le résultat du calcul de PO de l’ES du voisinage en utilisant l’érosion et la dilatation 
définies différemment. Une première comparaison est établie, à la base de l’érosion et de la dilatation 
définies comme distance du vecteur moyen. Pour la deuxième comparaison, nous avons utilisé la 
distance de Mahalanobis, telle que proposée par Al-Otum (2003). Les résultats sont présentés à la 
Figure 6.3 
 
 Figure 6.3 PO de l’ES du voisinage 
a) composition en vraies couleurs – GeoEye-1-1. La ligne jaune désigne l’emplacement du profil 
spatial; b) PO calculé à partir érosion et dilatation définies en utilisant le vecteur moyen comme 
référence; c) PO – érosion et dilatation sont définies à l’aide de la distance de Mahalanobis; d) PO 
calculé selon notre méthode. La taille de l’ES du voisinage est de 15x15 pixels. Les images sont 
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présentées après seuillage (86 PO), et le masque sur la végétation; e, f, et g – profils spatiaux, en gris 
pâle – l’emplacement des bâtiments. 
On peut discerner que les images de PO obtenues en utilisant un vecteur de référence (Figure 6.3 b) et 
la distance de Mahalanobis (Figure 6.3 c) contiennent beaucoup de bruit. En comparaison, dans 
l’image de PO, calculé de la façon proposée dans ce travail de recherche, (Figure 6.3 d) les bâtiments 
sont mieux délimités et séparés des routes et des objets voisins. Pour obtenir une représentation plus 
détaillée, nous avons calculé le profil spatial sur une ligne des bâtiments, montrée en jaune sur 
l’image originale (Figure 6.3 a). Selon le profil obtenu de l’image de PO en utilisant un vecteur de 
référence, (Figure 6.3 e) on peut constater qu’un bâtiment n’a pas été détecté (flèche bleue). Dans le 
cas de la distance de Mahanalobis (Figure 6.3 f), en plus d’être marqués par des pixels isolés (flèche 
verte), les bâtiments détectés peuvent dépasser les limites réelles des bâtiments (flèche orange), et 
ainsi être connectés aux bâtiments voisins. En plus, plusieurs pixels isolés se trouvent dans l’espace 
entre les bâtiments. 
Les images obtenues en utilisant un vecteur de référence et à l’aide de la distance de Mahalanobis 
(Figure 6.3 b et c) contiennent beaucoup d’erreurs de commission (objets qui ne sont pas des 
bâtiments, mais sont identifiés comme bâtiments). Nous estimons qu’une étape du post-traitement, 
basée sur la vérification de la localisation des bâtiments par leur proximité aux zones d’ombre, ne 
pourrait pas être utilisée pour réduire ces erreurs. En effet, puisque la relation entre la taille de la 
région qui marque le bâtiment et la taille réelle du bâtiment dans ces images n’est pas constante, il 
serait difficile d’adapter des paramètres convenables pour toute la scène : on risque, soit de retenir un 
nombre élevé d’erreurs de commission, soit d’éliminer des bâtiments. Selon le profil obtenu pour 
l’image PO calculé avec notre méthode (Figure 6.3 g), on peut voir que les bâtiments détectés sont 
plus conformes aux bâtiments réels, l’espace entre eux n’est pas marqué par pixels isolés. On peut 
supposer que la vérification de la localisation des bâtiments par ombre diminuera significativement 
les erreurs de commission, sans pour autant introduire des erreurs d’omission. 
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En conclusion, on peut dire que la stratégie proposée a permis l’intégration de l’information 
multispectrale dans la HMT et par conséquent, l’application de la HMT directement à des images 
multispectrales dans le but de détecter des bâtiments, ce que nous avons formulé comme deuxième 
objectif de cette recherche. Des scènes provenant de différents capteurs et de quartiers résidentiels 
avec différentes caractéristiques ont été traitées pour tester la pertinence de la stratégie pour la 
détection de la localisation potentielle des bâtiments par la HMT. Les résultats (Figure 5.2.7) 
démontrent sa capacité d’identifier des endroits conformes aux configurations bâtiment/voisinage 
nombreuses. La deuxième sous-hypothèse de ce travail de thèse est donc vérifiée.  
Un autre élément important de la thèse se situe dans  la définition des configurations objet/voisinage 
appropriées. Idéalement, ces configurations doivent représenter toute la variété des relations 
bâtiment/voisinage dans la scène. Habituellement, plusieurs configurations sont définies par 
l’utilisateur et les résultats sont combinés (Lefèvre and Weber, 2007; Sheeren et al., 2007). En plus 
d’être longue, cette façon de faire est aussi dépendante du niveau d’expérience de l’utilisateur. Dans 
notre recherche, nous avons proposé une technique qui permet l’évaluation automatique des 
paramètres convenables pour l’ES. Cette technique, basée sur la transformation dite chapeau haut-de-
forme, s’est avérée efficace pour l’application non dirigée de la HMT, dans le but de localiser des 
bâtiments de différentes formes et tailles. Elle était convenable pour la définition des configurations 
appropriées à différentes conditions urbaines, comme : le niveau de densité des bâtiments, la variété 
de la taille des bâtiments dans la même scène. Cette technique correspond à nos attentes et nous 
pouvons dire que le troisième objectif décrit dans ce travail de recherche, à savoir la proposition d’une 
technique qui permet la définition semi-automatique des configurations bâtiment/voisinage dans les 
images multispectrales, est atteint. Ceci valide aussi la troisième hypothèse avancée dans ce travail de 
recherche. 
Ces dernières années, plusieurs méthodes de détection des bâtiments à partir des images à THRS ont 
été proposées. Il est donc nécessaire de comparer la performance de chaque nouvelle méthode à celle 
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des méthodes existantes. Dans chaque article, nous établissons une telle comparaison. Ici, nous 
présentons une synthèse. À cette fin, nous utilisons les résultats de l’application de la méthode basée 
sur le SSR, après les améliorations apportées dans le deuxième article, et les résultats de la deuxième 
méthode développée dans ce travail, qui sont rapportés dans le troisième article. Pour la comparaison, 
nous avons utilisé une méthode basée objet (Aytekın et al., 2012), qui a été testée sur des images 
Ikonos. Nous avons choisi cette méthode parce qu’elle utilise l’information multispectrale. Les 
auteurs rapportent sa précision au niveau pixel et au niveau objet. Puisque nous cherchons à localiser 
les bâtiments, l’utilisation de la matrice de confusion, qui valide les résultats au niveau pixel, n’est pas 
pertinente. Nous avons donc comparé la précision des méthodes au niveau objet. Les résultats de la 
comparaison sont présentés dans le tableau 6.1. 
Tableau 6.1. Comparaison de la performance des méthodes 
Indice Méthode basée 
segmentation 
(1) 
Méthode proposée 
(SSR et HMT) 
(2) 
Méthode proposée (intégration de 
l’information multispectrale dans la 
HMT) 
(3) 
Taux de bonne 
identification de 60 % à 90 % de 59 % à 94 % de 74 % à 88 % 
Taux des bâtiments 
non détectés de 10 % à 20 % de 7 % à 30 % de  3% à 15 % 
On peut voir que la méthode basée sur le SSR (colonne 2, ligne 1) atteint des taux de bonne 
identification un peu plus élevés que celle basée objet (colonne 1, ligne 2). Cependant, le taux de 
bâtiments non détectés (colonne 2 ligne 2) est plus élevé que celle de la méthode basée objet (colonne 
1, ligne 2). Nous expliquons cela par la plus grande hétérogénéité des scènes traitées par notre 
méthode. Quant à la deuxième méthode proposée, on peut voir que le taux maximal de bonne 
identification atteint est inférieur de 2 % (colonne 3, ligne 1) au taux maximal atteint par la méthode 
basée objet. Cependant, vu que le taux minimal est supérieur et aussi, les taux de bâtiments non 
détectés sont moins élevés (colonne 3, ligne 2), c’est-à-dire que moins de bâtiments sont omis par 
notre méthode que par la méthode basée objet, on peut dire que les résultats des deux méthodes sont 
comparables. En soulignant le fait que les deux méthodes que nous proposons ont été appliquées sur 
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des scènes provenant de différents capteurs, nous considérons que la comparaison est prometteuse et 
justifie des efforts ultérieurs pour l’amélioration de ces méthodes. 
 
7. Conclusion  
7.1. Contribution et originalité 
Ce travail touche un axe de recherche qui, en plus d’être un défi scientifique, comporte plusieurs 
applications pratiques, à savoir la détection des bâtiments dans les images à THRS. Le constat de 
la revue de l’état actuel des recherches révèle que l’information spectrale n’est pas suffisamment 
exploitée (Baltsavias, 2004; Gamba et al., 2008). Des méthodologies utilisant le spectre et 
l’analyse spatiale des données à THRS devraient être développées. Dans ce sens, l’intégration de 
l’information spectrale dans les opérateurs provenant de la morphologie mathématique, qui est 
l’étude des formes et tailles des structures d’une image, possède un grand potentiel pour le 
traitement des images à THRS. La principale contribution de ce travail de recherche se situe dans 
la nouvelle approche du traitement de l’information multispectrale, qui tient compte du voisinage 
du pixel, et remédie ainsi au problème de l’hétérogénéité intraclasse augmentée des images à 
THRS. Tout en tenant compte de la corrélation entre les bandes spectrales, cette approche s’est 
avérée efficace pour l’application de la transformation morphologique Hit-or-Miss à des images 
multispectrales.  
L’originalité spécifique de ce travail de recherche repose sur la proposition de l’indice SSR, qui 
analyse le pixel dans le contexte de son voisinage, pour estimer sa ressemblance spectrale avec une ou 
plusieurs fenêtres de référence. La deuxième stratégie pour l’application de la HMT à des images 
multispectrales que nous avons proposée était liée au développement d’un nouvel ordre vectoriel. Cet 
ordre estime la correspondance spectrale des endroits de l’image à une configuration, ce qui 
représente aussi une nouveauté. Ceci a permis l’application de la HMT directement sur des images 
multispectrales à THRS d’une façon non-dirigée, ce qui, à notre connaissance, n’avait pas encore été 
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fait. De plus, une technique originale en vue de définir la taille appropriée de l’ES par la 
transformation chapeau haut-de-forme a été proposée. 
À notre avis, ces nouveautés peuvent faire avancer les études visant l’application de la morphologie 
mathématique à des images en couleurs, ainsi que les recherches pour l’extraction de l’information à 
partir des images à THRS.  
7.2. Limitations et recommandations 
Une limitation de la méthode consiste à détecter des bâtiments dont les toits sont hétérogènes. Ces 
derniers sont marqués par la HMT avec des petites régions ou ils ne sont pas détectés. Pour analyser 
le potentiel de cette méthode, nous avons mené des essais supplémentaires, en diminuant la distance 
entre l’érosion et la dilatation, en changeant la valeur de l’érosion. Nous avons recalculé le 
pourcentage d’occupation de l’ES pour voisinage. En effet, ce pourcentage augmente et se rapproche 
de celui des toitures homogènes. Les régions par lesquelles ces bâtiments sont marqués deviennent 
également plus grandes. Cependant, une solution automatique exige des essais plus exhaustifs ainsi 
qu’une nouvelle formulation théorique.  
D’autres limitations peuvent provenir lors de l’application de la méthode aux autres types de villes, 
européennes ou asiatiques, puisque ces villes sont assez différentes des villes nord-américaines. 
Souvent, une forte densité du bâti y est présente et parfois, les bâtiments peuvent être reliés l’un à 
l’autre. Comme nous avons supposé que les bâtiments sont des objets détachés, parce que c’est 
souvent le cas dans la région d’étude, il est fort probable que les bâtiments reliés seront détectés 
comme un seul objet. 
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7.3. Perspectives 
Nous avons situé notre recherche dans l’étape de la détection des bâtiments. Par conséquent, les 
régions des pixels connectés ne couvrent pas toute la surface des bâtiments. Une validation 
quantitative concernant la localisation des régions détectées révèle que ces dernières sont situées à 
l’intérieur des bâtiments. On peut en conclure que les régions sont représentatives et leurs propriétés 
spectrales peuvent être utilisées à une étape subséquente visant la reconstruction des bâtiments. Les 
deux méthodes développées ici peuvent donc être utilisées, dans une première étape, des méthodes 
visant l’extraction des superficies des bâtiments.  
Une autre perspective intéressante serait d’étudier l’apport des données auxiliaires, surtout des 
données concernant l’élévation des objets. Selon nous, ceci contribuerait à une meilleure 
discrimination entre bâtiments et autres objets anthropogènes et augmenterait la précision de la 
détection. En plus, une technique de fusion de données provenant des images satellitaires optiques et 
donnés concernant l’élévation des objets permettra la reconstruction trois dimensionnelle de surface 
urbain. 
À notre avis, les méthodes proposées dans ce travail de recherche ne sont pas limitées aux images 
multispectrales. L’approche qui traite le contenu spectral dans un certain voisinage, et non à partir du 
pixel isolé, semble bien adaptée pour traiter des images avec un riche contenu de texture et en 
présence du bruit. Nous supposons que le SSR, ainsi que la HMT, en utilisant l’ordre vectoriel 
proposé, peuvent être appliquées avec succès à des images hyperspectrales. Ayant en vue 
l’information spectrale plus riche de ces dernières et la meilleure discrimination entre les matériaux de 
construction dans ces images (Ben-Dor et al., 2001; Herold et al., 2003), nous apprécions que le taux 
d’identification des bâtiments dans les images hyperspectrales soit  plus élevé.  
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Enfin, il serait intéressant d’évaluer notre méthodologie dans d’autres régions, pour vérifier sa 
capacité de détecter des bâtiments dans des villes de type européen, asiatique, etc.  
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