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Abstract. In 1962 Jo´zef Siciak introduced in Transactions of the AMS [Si1] his famous polynomial
extremal function, which was intensively investigated and applied in pluripotential theory and polynomial
approximations related to the Chebyshev norm on the compacts in CN . In particular, starting from middle
seventies the Siciak extremal function was one of the most important tool to investigate the behavior of
derivatives of polynomials. The pioneer was Wies law Ples´niak in his researches of quasianalytic functions
in the sense of Bernstein. In the circle of papers (most important joint with Wies law Paw lucki) there
were shawn deep connections between behavior Siciak extremal function near compact K and bounds
for derivatives of polynomials. In particular, in 1990 W. Ples´niak [Pl1] introduced condition (P) which
is equivalent to Markov property of compact K. In the same paper there was stated a problem which
property of Siciak’s extremal function are necessary to Markov’s property. In particular, thus Markov
sets are non pluripolar that is Siciak’s extremal function is finite at every point. Much more stronger
question is on Ho¨lder continuity of the logarithm of the Siciak extremal function, which plays a role of the
pluricomplex Green function (see [K] for excelent presentation). This problem can be formulate in more
general case of arbitrary norms q on the space of polynomials. In the present paper we, continuing our
earlier researches, investigate the connection between behavior of generalizations of Siciak’s function and
the behavior of norms of derivatives of polynomials. In particular we get some deep properties of Markov
factors Mn(q, k) related to the main problems. One of the main result is the Kolmogorov-Landau type
property ofMn(q, k)
1/k which is a condition on the triangle sequence of family of derivatives of polynomials
not for particular polynomials as for direct analogons of the Kolmogorov-Landau remarkable inequalities:
logMn(q, k)
1/k ≤ log const. + (1 − log klogn) logMn(q, 1) + log klognMn(q, n)1/n, 1 ≤ k ≤ n.It seems that this
condition is satisfied for arbitrary norm q. Separately this condition (a weaker version is sufficient) gives
nothing. But if we assume that q has A. Markov’s property with respect to q and satisfies a condition
C(q) > 0 then q posseses Vladimir Markov property. In the case q(P ) = ||P ||E this means that non
pluripolar Markov sets possese Ho¨lder continuous pluricomplex Green function (in the one dimensional
case Markov sets are not polar [B-C]). This is presented in last section. Earlier we investigate a number
of extremal functions, between them related to Ples´niak condition and to V. Markov’s property. We shall
consider mainly one dimensional case, but there is no problem to generalize for many variables.
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1. Introduction.
The vector space of polynomials of N variables with complex coefficients we shall denote by
P(CN). Then Pn(C
N) = {P ∈ P(CN) : degP ≤ n}. If we consider a norm q(P ) = ||P || in P(CN)
we shall get a normed space Xq = (P(C
N), q) and finite dimensional spaces Xq,n = (Pn(C
N), q)
with the dual X∗q,n. Thus, as it is well known, q(P ) = sup{|Λ(P )| : Λ ∈ X∗q,n, ||Λ||∗ = 1}.
A main motivation of this paper and a lot of earlier researches is to get bounds of partial
derivatives of polynomials in spaces Xq,n and to investigate them. We can consider a bound for
|Λ(DαP )|, where Λ ∈ X∗q,n or a supremum |Λ(DαP |), Λ ∈ A ⊂ X∗q,n, where A is a bounded set.
In particular we shall consider ||DαP ||.
A basic observation is an obvious fact
P (z + ζ) =
∑
|α|≤degP
1
α!
DαP (z)ζα,
where as usually α! = α1! · · ·αN !, ζα = ζα11 · · · ζαNN .
Next step is a choice of a norm in CN , consider the unit ball B with respect to this norm and
next we can take a Borel probabilistic measure which is supported on ∂sB the Shilov boundary of
B. Actually there is well known that the complex equilibrum measure µB = (2pi)
−N(ddcVB)N has
this property.
We shall present a few examples. To do this let us recall some standard notations. The unit
disk in C is D, the unit ciricle is T, DN is the polidisk in C
N , while TN is the N dimensional tori,
which is equal TN = extr(DN). By BN is denoted the unit Euclidean ball (with respect to the
standard inner product), SN = ∂BN = extr(BN ).
Example 1.1. ||z|| = ||z||∞ = max(|z1|, . . . , |zN |), B = DN , ∂sB = ∂sDN = TN ,
µ∂sB = dσ1 · · ·dσN ,
where dσj is the normalized arclength mesure on T, that is∫
CN
ϕ(z)dµ∂sB(z) =
(
1
2pi
)N ∫
[0,2pi]N
ϕ(eiθ1, . . . , eiθN )dθ1 . . . dθN .
Now we have (equivalently Cauchy integral formula can be used)(
1
2pi
)N ∫
[0,2pi]N
P (z + (r1e
iθ1 , . . . rNe
iθN ))e−iθ·αdθ = rα11 · · · rαNN
1
α!
DαP (z).
Hence
DαP (z) = α!r−α11 · · · r−αNN
(
1
2pi
)N ∫
[0,2pi]N
P (z + (r1e
iθ1 , . . . rNe
iθN ))e−iθ·αdθ,
|Λ(DαP (z))| ≤ α!r−α11 · · · r−αNN
(
1
2pi
)N ∫
[0,2pi]N
|Λ(P (z + (r1eiθ1 , . . . rNeiθN )))|dθ,
3||DαP (z)|| ≤ α!r−α11 · · · r−αNN
(
1
2pi
)N ∫
[0,2pi]N
||P (z + (r1eiθ1 , . . . rNeiθN ))||dθ,
||DαP (z)|| ≤ α!r−α11 · · · r−αNN
((
1
2pi
)N ∫
[0,2pi]N
||P (z + (r1eiθ1 , . . . rNeiθN ))||pdθ
)1/p
, p ≥ 1.
In particular
||DαP (z)|| ≤ α!r−α11 · · · r−αNN max
θ∈[0,2pi]n
||P (z + (r1eiθ1 , . . . rNeiθN ))||
≤ α!r−α11 · · · r−αNN ϕn(q, (r1, . . . , rN))||P (z)||,
where
ϕn(q, (r1, . . . , rN)) := sup{||P (z + ζ)|| : |ζ1| ≤ r1, . . . , |ζN | ≤ rN , degP ≤ n, ||P (z)|| ≤ 1}
= sup{|Λ(P (z + ζ))| : Λ ∈ X∗q,n, ||Λ||∗ = 1, |ζ1| ≤ r1, . . . , |ζN | ≤ rN , degP ≤ n, ||P (z)|| ≤ 1}.
Simirally, if Λ ∈ X∗q,n, ||Λ||∗ = 1 then we put
ϕn(q,Λ, (r1, . . . , rn)) := sup{|Λ(P (z + ζ))| : |ζ1| ≤ r1, . . . , |ζN | ≤ rN , degP ≤ n, ||P (z)|| ≤ 1}.
Thus
ϕn(q, (r1, . . . , rN)) = sup{ϕn(q,Λ, (r1, . . . , rn)) : Λ ∈ X∗q,n, ||Λ||∗ = 1}.
Finally, if 1 ≤ p ≤ ∞ then we define ϕn(q, p,Λ, (r1, . . . , rn)) by
sup
((
1
2pi
)N ∫
[0,2pi]N
|Λ(P (z + (r1eiθ1 , . . . , rNeiθN )|pdθ
)1/p
and ϕn(q, p, (r1, . . . , rn)) to being equal to
sup
||Λ||∗=1
((
1
2pi
)N ∫
[0,2pi]N
|Λ(P (z + (r1eiθ1 , . . . , rNeiθN ))|pdθ
)1/p
≤ sup
((
1
2pi
)N ∫
[0,2pi]N
||P (z + (r1eiθ1, . . . , rNeiθN )||pdθ
)1/p
,
where in both cases the supremum is taken over all polynomials P with 1 ≤ degP ≤ n, ||P (z)|| ≤ 1.
A specially important is the case p = 2.
Example 1.2. Now let ||z|| = ||z||2 =
(|z1|2 + · · ·+| zN |N)1/2, B = BN , ∂sB = SN = S2N−1,
BN = {x ∈ RN : ||x||2 ≤ 1} = BN ∩ RN , B+N = {z ∈ BN : xj ≥ 0, j = 1, . . . , N}.
µBN = dσ,
where dσ is the normalized surfaces mesure on SN (|SN | = |S2N−1| = 2piN/(N − 1)!), that is∫
CN
ϕ(z)dµBN (z) =
(N − 1)!
2piN
∫
[0,2pi]N
∫
SN−1+
ϕ(ρ1e
iθ1 , . . . , ρNe
iθN )ρ1 · · · ρNdρdθ1 . . . dθN .
4Here SN−1+ = {x ∈ SN−1 : xj ≥ 0, j = 1, . . . , N}, dρ is the standard surface measure on SN−1.
Let us recall that∫
SN−1+
f(ρ1, . . . , ρN)dρ =
∫
B+N
f(ρ1, . . . , ρN−1,
√
1− ρ21 − · · · − ρ2N−1)√
1− ρ21 − · · · − ρ2N−1
dρ1 . . . dρN−1.
Now we can write
1
|S2N−1|
∫
S2N−1
P (z + rη)(η1/|η1|)−α1 · · · (ηN/|ηN |)−αNdσ(η) =
1
S2N−1
∫
[0,2pi]N
∫
B+N−1
P (z + r(ρ1e
iθ1 , . . . , ρN−1eiθN−1 , (1− ρ21 − . . . ρ2N−1)1/2eiθN ))
ρ1 · · · ρN−1e−iθ·αdρ1 · · · ρN−1dθ1 · · · dθN
=
1
2
r|α|
1(
N−1+|α|/2
N−1
) Γ(α1/2) · · ·Γ(αN/2)
Γ(|α|/2) D
αP (z),
where
χα(ρ1, . . . , ρN−1) = ρ
α1+1
1 · · ·ραN−1+1N−1 (1− ρ21 − · · · − ρ2N−1)αN/2.
Hence
DαP (z) = 2r−|α|
(
N − 1 + |α|/2
N − 1
)
Γ(|α|/2)
Γ(α1/2) · · ·Γ(αN/2) ·
1
|S2N−1|
∫
S2N−1
P (z + rη)(η1/|η1|)−α1 · · · (ηN/|ηN |)−αNdσ(η)
and
|Λ(DαP (z))| ≤ 2r−|α|
(
N − 1 + |α|/2
N − 1
)
Γ(|α|/2)
Γ(α1/2) · · ·Γ(αN/2)
1
|S2N−1|
∫
S2N−1
|Λ(P (z + rη))|dσ(η)
≤ 2r−|α|
(
N − 1 + |α|/2
N − 1
)
Γ(|α|/2)
Γ(α1/2) · · ·Γ(αN/2)ϕn(BN , q,Λ, r),
‖DαP (z)‖ ≤ 2r−|α|
(
N − 1 + |α|/2
N − 1
)
Γ(|α|/2)
Γ(α1/2) · · ·Γ(αN/2)
1
|S2N−1|
∫
S2N−1
||P (z + rη)||dσ(η),
≤ 2r−|α|
(
N − 1 + |α|/2
N − 1
)
Γ(|α|/2)
Γ(α1/2) · · ·Γ(αN/2)ϕn(BN , q, r),
where
ϕn(BN , q, r) := sup{||P (z + ζ)|| : ζ ∈ rBN , degP ≤ n, ||P (z)|| ≤ 1},
ϕn(BN , q,Λ, r) := sup{|Λ(P (z + ζ))| : ζ ∈ rBN , degP ≤ n, ||P (z)|| ≤ 1}.
Remark 1.3. If q is the supremum norm with respect to a compact K ⊂ CN then in definitions
of ϕn we shall replace q by K and if z0 ∈ K,Λ(P (z)) = P (z0), then we shall replace Λ by z0.
Example 1.4.
5Let K = D, z0 ∈ T, Λ(P (z)) = P (z0), ||P ||D = 1, 1 ≤ degP ≤ n. Then∫ 2pi
0
|P (z + reiθ)|2 dθ
2pi
=
n∑
k=1
(
1
k!
)2
|P (k)(z0)|2r2k ≤
n∑
k=0
(
1
k!
)2
(n(n− 1) · · · (n− k + 1))2r2k
=
n∑
k=0
(
n
k
)2
r2k
with equality if P (z) = zn. (Here we use Bernstein inequality for derivative of polynomials on the
unit circle). Hence
ϕn(D, z0, 2, r) =
(
n∑
k=0
(
n
k
)2
r2k
)1/2
and
ϕn(D,D, 2, r) =
(
n∑
k=0
(
n
k
)2
r2k
)1/2
≤ (1 + r)n.
Moreover,
inf
r>0
r−lϕn(D,D, 2, r) ≤
(
1/
(
n
l
)1/l)−l( n∑
k=0
(
n
k
)2
(1/
(
n
l
)1/l
)2k
)1/2
≤
(
n
l
)(
1 + 1/
(
n
l
)1/l)n
≤
(
n
l
)
(1 + l/n)n ≤ el
(
n
l
)
.
Therefore (
n
l
)
≤ inf
r>0
r−lϕn(D,D, 2, r) ≤ el
(
n
l
)
.
Example 1.5. Let K = [−1, 1], z0 ∈ [−1, 1], Λ(P (z)) = P (z0), ||P ||[−1,1] = 1, 1 ≤ degP ≤ n.∫ 2pi
0
|P (z0 + reiθ)|2 dθ
2pi
=
n∑
k=1
(
1
k!
)2
|P k(z0)|2r2k ≤
n∑
k=0
(
1
k!
)2
T (k)n (1)
2r2k =
n∑
k=0
(T (k)n (1)/k!)
2r2k.
Hence
sup
{∫ 2pi
0
|P (z0 + reiθ)|2 dθ
2pi
, z0 ∈ [−1, 1]
}
≤
n∑
k=0
(T (k)n (1)/k!)
2r2k
with equality for P (z) = Tn(z). This gives equality
ϕn(D, [−1, 1], 2, r) =
(
n∑
k=0
(T (k)n (1)/k!)
2r2k
)1/2
≤ Tn(1 + r).
Moreover,
inf
r>0
r−lϕn(D, [−1, 1], 2, r)
≤ (1/(T (l)n (1)/l!)1/l)−l
(
n∑
k=0
(T (k)n (1)/k!)
2(1/(T (l)n (1)/l!)
1/l)2k
)1/2
≤ T
(l)
n (1)
l!
Tn
(
1 + (1/(T (l)n (1)/l!)
1/l
)
=
T
(l)
n (1)
l!
g
(
h
(
1 + (1/(T (l)n (1)/l!)
1/l
)n)
6=
T
(l)
n (1)
l!
g
(
hn
(
1 +
(
1/n2l
(
n + l − 1
2l
))1/l))
≤ T
(l)
n (1)
l!
(
1 + (
√
2 +
√
6)
l
n+ 2l − 1
)n
≤ e(
√
2+
√
6)lT
(l)
n (1)
l!
.
Therefore
T
(l)
n (1)
l!
≤ inf
r>0
r−lϕn(D, [−1, 1], 2, r) ≤ e(
√
2+
√
3)lT
(l)
n (1)
l!
.
Remark 1.6. In two above examples we have obtained the following.
Let Mn(K, l) := sup{||P (l)||K : degP ≤ n, ||P ||K = 1}. Then
ϕn(D, K, 2, r) ≤
(
n∑
k=0
(
Mn(K, k)
k!
)2
r2l
)1/2
,
Mn(K, l)
l!
≤ inf
r>0
r−lϕn(D, K, 2, r) ≤ e(K)lMn(K, l)
l!
with
e(K) ≤ sup
n≥1
sup
1≤l≤n
(
n∑
k=0
(
Mn(K, k)
1/k
Mn(K, l)1/l
(l!)1/l
(k!)1/k
)2k)1/2l
≤ sup
n≥1
sup
1≤l≤n
(
n∑
k=0
(
Mn(K, k)
1/k
Mn(K, l)1/l
(l!)1/l
(k!)1/k
)k)1/l
Remark 1.7. We can repeat constructions from the above examples by considering another norms
in CN , for example ||z||p = (|z1|p + · · ·+ |zN |p)1/p. We shall consider below the general case.
Definition 1.8. Fix a norm q(P ) = ||P || in P(CN), a circular and absorbing set B ⊂ CN (for any
compact C there exists an r > 0 such that K ⊂ [0, r]B) and a linear functional Λ ∈ X∗q,n with
||Λ||∗ = 1. Then for any r ≥ 0 define
ϕn(B, q,Λ, r) := sup{|Λ(P (z + ζ))| : ζ ∈ rB, degP ≤ n, ||P (z)|| ≤ 1},
ϕ(B, q,Λ, r) := sup
n≥1
ϕn(B, q,Λ, r)
1/n,
v(B, q,Λ, r) := logϕ(B, q,Λ, r), u(B, q,Λ, t) := v(B, q,Λ, et), t ∈ R,
ϕn(B, q, r) := sup{||P (z + ζ)|| : ζ ∈ rB, degP ≤ n, ||P (z)|| ≤ 1},
ϕ(B, q, r) := sup
n≥1
ϕn(B, q, r)
1/n,
v(B, q, r) := logϕ(B, q, r), u(B, q, t) := v(B, q, et), t ∈ R.
Definition 1.9. If a norm q(P ) = ||P || in P(CN) is fixed then define
Mn(q, α) := sup{||DαP || : degP ≤ n, ||P || = 1},
e(q) := sup
n≥1
sup
1≤|α|≤n
∑
|β|≤n
(
Mn(q, β)
1/|β|
Mn(q, α)1/|α|
(α!)1/|α|
(β!)1/|β|
)|β|1/|α| .
7Remark 1.10.
• If we define M•n(q, k) := sup{‖DαP‖1/|α| : |α| ≤ k, degP ≤ n, ‖P‖ = 1} then one cane
easily check that M•n(q, k) = maxj=1,...,NMn(q, ej).
• If e(q) <∞ then
max
|α|=k
(
Mn(q, α)
α!
)1/k
≤ inf
r>0
r−kϕn(BN , q, r) ≤ e(q)kmax|α|=k
(
Mn(q, α)
α!
)1/k
.
Let us note that in the case q(P ) = ||P ||D∪{2} we have e(q) =∞. Thus condition e(q) <∞
gives a some restriction. Here we can ask that condition e(q) <∞ is equivalent to exits a
constant C such that max
|α|=k
(
Mn(q,α)
α!
)1/k
≤ inf
r>0
r−kϕn(BN , q, r) ≤ Ckmax|α|=k
(
Mn(q,α)
α!
)1/k
.
The second question is that condition sup
n≥2
max
1≤j≤N
log
Mn(q,ej)
logn
< ∞ is necessary to satisfy
the condition e(q) <∞.
Proposition 1.11. Let B1 and B2 be two unit closed balls in C
N such that A1B1 ⊂ B2 ⊂ A2B1.
Then
Ak1 inf
r>0
r−kϕn(B1, q, r) ≤ inf
r>0
r−kϕn(B2, q, r) ≤ Ak2 inf
r>0
r−kϕn(B1, q, r).
Applying arguments from [BB-C1] one can prove the following important facts.
Theorem 1.12. The following functions are convex functions on R (possibly some of them are
equal to +∞):
logϕn(B, q,Λ, e
t), logϕ(B, q,Λ, et), logϕn(B, q, e
t), logϕ(B, q, et).
Remark 1.13. Since logϕn(B, q, e
t) is a convex function, we get inequality
ϕn(B, q, rs) ≤ ϕn(B, q, rp)1/pϕn(B, q, sq)1/q, 1
p
+
1
q
= 1.
As a direct consequence of this theorem and known properties of convex functions we get an
important properties (c.f. [BB-C1]).
Corollary 1.14. The following functions if are finite then are continuous and increasing on
(0,∞):
logϕn(B, q,Λ, r), logϕ(B, q,Λ, r), logϕn(B, q, r), logϕ(B, q, r).
Applying known (but still dificult to prove) we get one of reasons that introduced notions can
be helpful.
Corollary 1.15. If logϕ(B, q,Λ, r) or logϕ(B, q, r) is finite then this function is differentiable
except possibly countable set of points and is twice differentiable almost everywhere (Alexandrov’s
theorem).
82. Radial modifications of Siciak’s extremal function.
If E ⊂ CN is a compact set then Siciak’s extremal function ΦE(z) = Φ(E, z) is usually defined
as
Φ(E, z) := sup{|P (z)|1/degP : degP ≥ 1, ||P ||E ≤ 1}, z ∈ CN .
In connection with Φ(E, z) there are also considered functions Φn(E, z), where
Φn(E, z) = sup{|P (z)| : deg P ≤ n, ||P ||E ≤ 1}, z ∈ CN .
There is known that (c.f. 3.2 in [Si3]) for all z ∈ CN
Φ(E, z) = sup
n≥1
Φn(E, z)
1/n = lim
n→∞
Φn(E, z)
1/n.
The L − capacity is defined as C(E) := lim infz→∞ ||z||2/Φ(E, z) (cf. [K],[Si2],[Si3]), which is
Choquet capacity [Ko] and has product property C(E × F ) = min(C(E), C(F )) [BB-C1].
Analogously we can define Cν(E) := lim infz→∞ ν(z)/Φ(E, z), where ν is a norm in CN . We
refer to [BB-C1] for examples, where Cν(E) is explicitely computed. In the case ν(z) = ||z||p we
also have product property: Cν(E × F ) = min(Cν1(E), Cν2(F )), where νj(zj) = ||zj ||p.
Now for r ≥ 0 define
ϕn(r) = ϕn(E, r) := sup{|P (z + ζ)| : z ∈ E, ||ζ ||2 ≤ r, degP ≤ n, ||P ||E ≤ 1}
= ϕn(BN , E, r) = sup{Φn(E, z + ζ) : z ∈ E, ||ζ ||2 ≤ r},
ϕ(r) = ϕ(E, r) := sup
n≥1
ϕn(E, r)
1/n = sup{Φ(E, z + ζ) : z ∈ E, ||ζ ||2 ≤ r},
and
v(r) = v(E, r) = logϕ(E, r), vn(r) = logϕn(E, r), r ≥ 1,
u(t) = u(E, t) = v(et), un(t) = vn(e
t), t ∈ R.
An important tool in polynomial approximation theory plays the homogeneous capacityσ(E)
related to the homogeneous Siciak extremal function Ψ(E, z):
Ψ(E, z) = sup
n≥1
Ψn(E, z)
1/n = lim
n→∞
Ψn(E, z)
1/n,
where
Ψn(E, z) = sup{|P (z)| : P homogeneous of degree n, ||P ||E ≤ 1}, z ∈ CN .
σν(E) := lim inf
z→∞
ν(z)
Ψ(E, z)
= inf
ν(z)=1
1
Ψ(E, z)
=
1
sup
ν(z)=1
Ψ(E, z)
.
There is known(c.f. [Kor1] - [Kor4]) the following description of homogeneus capacity in the case
ν(z) = ||z||∞:
σν(E) = inf
n≥1
βn(E) = lim
n→∞
βn(E),
where
βn(E) = inf|α|=n
inf
bβ∈C
‖zα −
∑
|β|=n,β 6=α
bβz
β‖1/nE .
9The constants βn(E) are optimal in the following deep result, which was proved by Koreavaar
refining earlier joint lemma with Wiegerinck (cf. [Kor1] - [Kor4]).
Proposition 2.1. If E ⊂ SN−1 ⊂ RN satisfy βn(E) > 0 then for any f C∞ function on a
neighborhood of some point a ∈ RN one has inequality:
max
|α|=n
(
n
α
)
|Dαf(a)| ≤ sup
y∈E
∣∣∣∣( ddt
)n
f(a+ ty)|t=0
∣∣∣∣ /βn(E)n ≤ sup
y∈E
∣∣∣∣( ddt
)n
f(a+ ty)|t=0
∣∣∣∣ /σ(E)n.
Remark 2.2. The proposition fails in the most interesting case E = {e1, . . . , eN}, especially in
the case of polynomials. However if we consider family of constants Mn(q, α) then probably the
following is true:
if q is an arbitrary norm in P(CN) then there exists a positive constant a = a(q) such that
max
|α|=k
Mn(q, α) ≤ a(q)k max
1≤j≤N
Mn(q, kej).
Let us note, as an example, that for q(P ) = ||P ||DN one can take a(q) = eN . Similarly, in the
case q(P ) = ||P ||[−1,1]N we can put a(q) = e2N .
Example 2.3.
(1) If E = {z ∈ CN : ||z|| ≤ 1} (||z|| is a norm in CN) then ϕ(E, r) = 1 + r/C(E). By [Mo]
(ddc logϕ(E, ||z||2)N = 1
4
(
1
2
)N−1(
1
||z||2
)N (
1
||z||2 + C(E)
)N+1
C(E),
lim
z→∞
2N+1||z||2N+12 (ddc logϕ(E, ||z||2)N = C(E).
(2) If E = {z ∈ RN ⊂ CN = RN + iRN + iRN : ν(z) ≤ 1} then ϕ(E, r) = h(1 + r/(2C(E))),
where h(t) = t +
√
t2 − 1, t ≥ 1. (We also have h(t) = g|−1[1,+∞)(t), g(t) = 12(t + 1/t) =
t− gˆ(t), gˆ(t) = 1
2
(t− 1/t).) In this case we can calculate
(ddc logϕ(E, ||z||2)N = 1
4
(
1
2
)N−1(
1
||z||2
)3N/2(
1
||z||2 + 4C(E)
)N/2+1
2C(E),
lim
z→∞
2N+1||z||2N+12 (ddc logϕ(E, ||z||2)N = 2C(E).
(3) If E is the closed unit ball in CN with respect to a norm n(z) = ||z|| then there is known
(cf. [Si2],[Si3]) that Ψ(E, z) = ||z|| (while Φ(E, z) = max(1, ||z||)), whence
Cν(E) = σν(E) =
1
sup
ν(z)=1
||z|| .
(4) A situation is much more complicated if E is a convex symmetric body in RN . There
was known in the case E is the unit Euclidean ball in RN than Ψ(E, z) = L(z) =(
||z||22+|z21+...z2N |
2
)1/2
is the Lie norm (which gives σ(E) = 1√
2
> 1
2
= C(E)).
If N > 2 a situation is quite unclear. But in the case N = 2 there is known the following
result [B1] (cf. [B2]):
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Let S be the unit ball with respect to a norm N in R2. If u(t) = logN(1, t) then
Ψ(S, (z1, z2)) = |z1| expPu(z2/z1),
with
Pu(ζ) = (ℑζ) 1
pi
∫ ∞
−∞
|ζ − t|−2u(t)dt = 1
pi
∫ ∞
−∞
u(ty + x)
dt
1 + t2
,
where ζ = x+ iy, y ≥ 0.
In particular, ff Nm(x) = (x
2m
1 + x
2m
2 )
1/(2m)
and Sm = {x ∈ R2 : Nm(x) = 1}, then for
all z ∈ C2,
Ψ(Sm, z) =
[
m∏
j=1
(|z1|2 − 2αjℜ(z1z2) + |z2|2 + 2|βj|ℑ(z1z2)|)1/2
]1/m
,
where ζj = αj + iβj ∈ 2m
√−1, j = 1, . . . , m, with ζj 6= ζk for j 6= k.
If N∞(x) = max(|x1|, |x2|) and S∞ = {x ∈ R2 : N∞(x) = 1}, then for all z ∈ C2,
Ψ(S∞, z) = exp
[∫ 2pi
0
log
(|z1|2 − 2 cos θℜ(z1z2) + |z2|2 + 2| sin θℑ(z1z2)|)1/2 dθ
2pi
]
.
Since S1 = {x ∈ R2 : |x1| + |x2| = 1} = L−1(S∞), where L(z1, z2) = (z1 − z2, z1 + z2), we
get
Ψ(S1, z) = Ψ(S∞, L(z))
= exp
[∫ 2pi
0
log
(
2|z1|2 + 2|z2|2 − 2 cos θ(|z1|2 − |z2|2) + 4| sin θℑ(z1z2)|
) dθ
4pi
]
.
Example 2.4.
(1) E = {z ∈ C : |z| ≤ R}, u(t) = logϕ(E, et) = log(1 + cet), c = 1
C(E)
= 1
R
, u
′′(t)
u′(t)
= 1
1+cet
,
limt→∞ et
u′′(t)
u′(t)
= 1
c
.
∆ logϕ(E, |z|) = c|z|(1+c|z|)2 , limz→∞ |z|3∆ logϕ(E, |z|) = 1c .
(2) E = [a, b], u(t) = log h(1 + cet), c = 1
2C(E)
= 2
b−a ,
u′′(t)
u′(t)
= 1
2+cet
. limt→∞ et
u′′(t)
u′(t)
= 1
c
.
∆ logϕ(E, |z|) = c2
((1+c|z|)2−1)3/2 , limz→∞ |z|3∆ logϕ(E, |z|) = 1c .
(3) E = {z ∈ C : Φ([−1, 1], z) ≤ R}, R ≥ 1, u(t) = log h(g(R) + et) − logR, u′′(t)
u′(t)
=
g(R)+1
2
g(R)+1+et
+
g(R)−1
2
g(R)−1+et . limt→∞ e
t u
′′(t)
u′(t)
= g(R).
∆ logϕ(E, |z|) = gˆ(R)2+g(R)|z||z|((g(R)+|z|)2−1)3/2 , limz→∞ |z|3∆ logϕ(E, |z|) = g(R).
(4) E = [−1, 1]× DR
u(t) = max
(
log h(1 + et), log(1 + et/R)
)
=

log h(1 + et), R ≥ 1
2
log h(1 + et), t < log
(
2
(1/R−1)2−1
)
, 0 < R < 1
2
,
log(1 + et/R), t > log
(
2
(1/R−1)2−1
)
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u′′(t)
u′(t)
=

1
2+et
, t < log
(
2
(1/R−1)2−1
)
, 0 < R < 1
2
,
1
1+et/R
, t > log
(
2
(1/R−1)2−1
)
(5) E = D ∪ {z0}, z0 6∈ D. Then ϕ(E, r) = |z0| + r, r > 0 and ϕ(E, 0) = 1. Further,
logϕ(E, r) = log(1 + r/|z0|) + log |z0| = logϕ(|z0|D, r) + log |z0|, whence u
′′(t)
u′(t)
= |z0||z0|+r ,
∆ logϕ(E, |z|) = 1/|z0||z|(1 + |z|/|z0|)2 , limz→∞ |z|
3∆ logϕ(E, |z|) = |z0| = lim
t→∞
et
u′′(t)
u′(t)
.
Let us note (for z0 = 2) that applying the formula ϕ(E, r) = 2 + r and considering
polynomials Pn(z) = (z − an)zn−1, where an = 3 2n−12n−1+1 − 1 we get bounds
(n− 1) · · · (n− k + 1)2−k(n + k
3
(2n − 1)) ≤ Mn(E, k) ≤ ek2n−knk.
Let us recall mentioned above David Monn result from [Mo] (it is only one paper published by
this mathematician).
Proposition 2.5. If U is the C2 plurisubharmonic funcion on CN that is radial (U(z) = u(||z||2)
with u ∈ C2(R+) then
(ddcU)n(z) =
1
4
(
u′(||z||2
2||z||2
)N−1(
u′′(||z||2) + 1||z||2u
′(||z||2)
)
.
Corollary 2.6. If limr→∞ ru′(r) = 1 then
lim
z→∞
2N+1||z||2N+12 (ddcU)n(z) = lim
t→∞
et
v′′(t)
v′(t)
, v(t) = u(et).
Remark 2.7. Let use notice some observations in the one dimensional case.
• We have ϕ1(E, r) = 1 +M1(E)r, where
M1(E) = sup{||P ′||E : P ∈ P1(C), ||P ||E = 1}.
Hence
(1 +M1(E)r)
n ≤ ϕn(E, r), n ≥ 1,
or equivalently (1 + r)n ≤ ϕn(E, r/M1(E)). As an application we get the following:
For all r, s ≥ 0
ϕn(E, rs) ≤ ϕn(E, r)ϕn(E, s/M1(E)).
Moreover, if r ≥ 1/M1(E) then
ϕn(E, r + s) ≤ ϕn(E, r)ϕn(E, s).
Proof. As a consequence of Bernstein’s inequality we get
ϕn(E, rs) ≤ ϕn(E, r)max(1, s)n ≤ ϕn(E, r)(1 + s)n ≤ ϕn(E, r)ϕn(E, s/M1(E)).
Analogously
ϕn(E, r + s) ≤ ϕn(E, r)(1 + s/r)n ≤ ϕn(E, r)(1 +M1(E)s)n ≤ ϕn(E, r)ϕn(E, s).
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
• Let E be a Bernstein set, that is
M(E, 1) = sup
{ ||P ′||E
degP
, deg P ≥ 1, ||P ||E = 1
}
< +∞.
Then
(1 +M1(E)r)
n ≤ ϕn(E, r) ≤ (1 +M(E, 1)r)n
and
ϕn(E, r + s) ≤ ϕn(E, (M(E, 1)/M1(E))r)ϕn(E, (M(E, 1)/M1(E))s).
• Define (cf. [BKMO])
||P ||r =
∞∑
k=0
1
k!
||P (k)||Erk, r ≥ 0, ||P ||0 = ||P ||E.
Then
sup
|ζ|≤r
||P (x+ ζ)||E ≤ ||P ||r ≤ (degP + 1) sup
|ζ|≤r
||P (x+ ζ)||E.
Hence
ϕn(E, r) ≤ sup{||P ||r : P ∈ Pn(C), ||P ||0 ≤ 1} ≤ (n + 1)ϕn(E, r)
and therefore
ϕ(E, r) = lim
n→∞
sup{||P ||r : P ∈ Pn(C), ||P ||0 ≤ 1}1/n.
If E is a compact subset of CN with C(E) > then there is known (c.f. [BB-C1]) that u(t) =
logϕ(E, et) is a convex increasing function and Λ(t) = u(t)− t is a (convex) decreasing one with
Λ(t)ց − logC(E). In particular
lim
r→∞
ϕ(E,r)
r
= 1
C(E)
and ϕ(E,r)
r
ց 1
C(E)
.
Proposition 2.8. Assume that vn(E, r) is finite for r > 0. Then there is a positive constant
Cn(E) such that
vn(E, r)− log r ց − logCn(E)
and thus Cn(E) = lim
r→+∞
r
ϕn(E,r)
= sup
r>0
r
ϕn(E,r)
, which implies ϕn(E, r) ≥ rCn(E) .
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3. A radial extremal function related to a norm in P(C)
Proposition 3.1. Assume that vn(q, r) is finite for r > 0. Then there is a positive constant Cn(q)
such that
vn(q, r)− log r ց − logCn(q)
and thus Cn(q) = lim
r→+∞
r
ϕn(q,r)
= sup
r>0
r
ϕn(q,r)
, which implies ϕn(q, r) ≥ rCn(q) . Moreover
tn(q)
1/n ≥ Cn(q), n ≥ 1, t(q) ≥ min
n≥1
Cn(q) and t(q) ≥ C(q).
Here C(q) := lim
r→∞
r
ϕ(q,r)
or equivalently − logC(q) = lim
r→∞
(v(q, r) − log r) and more precisely
v(q, r)− log r ց − logC(q).
Proof. Fix n ≥ 1 and a polynomial P ∈ Pn(C), ||P || = 1, and a continuous functional l with
||l||∗ = 1. Consider the function
g(ζ) =
1
n
log |l(P (x+ ζ))− log |ζ | ∈ SH(C \ Dr0), r0 > 0.
Since g is bounded from above, we have, by the maximum principle for subharmonic functions,
the inequality g(ζ) ≤ max
|ζ|=r0
g(ζ). Taking the supremum we get the bound
vn(q, r) ≤ vn(q, r0) + log r − log r0, r ≥ r0.
Now consider the function ψ(t) = vn(q, e
t)− t. It is a convex function that is bounded from above
which implies lim inf
t→+∞
1
t
ψ(t) ≤ 0 and by Lemma ψ is a decreasing function. In particular the limit
lim
r→∞
(vn(q, r)− log r) =: − logCn(q) exists and − logCn(q) = inf
r>0
(vn(q, r)− log r).
Similarly, assuming v(q, r0) is finite for an r0 > 0 and applying analogous arguments we get
existence of the limit lim
r→∞
(v(q, r)− log r) =: − logC(q) and − logC(q) = inf
r>0
(v(q, r)− log r).
Now let Tn(q) = Tn(q, ·) be n− th Chebyshev polynomial for q: Tn(q) is a monic polynomial of
degree n such that
tn(q) = ||Tn(q)|| =: inf{||Pn|| : Pn is a monic polynomial of degree n}.
Then
sup
|ζ|=r
log
( ||Tn(q, x+ ζ)||
||Tn(q)||
)1/n
≤ vn(q, r)
which easily gives − logCn(q) ≥ − log ||Tn(q)||1/n. Analogously we get inequality − logC(q) ≥
− log ||Tn(q)||1/n and therefore t(q) ≥ C(q). 
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4. Markov’s inequality in C
Let E be a compact subset of C. Applying Cauchy’s integral formula one can easily prove the
following.
Proposition 4.1. If P ∈ Pn(C), n ≥ 1 with ||P ||E = 1 then
||P ′||E ≤ inf
r>0
1
r
exp(nvn(E, r)) ≤ inf
r>0
1
r
exp(nv(E, r)).
Proposition 4.2. Assume that E ∈ AM(M,m), which means that for an arbitrary P ∈ P(C) the
following A. Markov type inequality is satisfied: ||P ′||E ≤ M(deg P )m||P ||E (here M > 0, m ≥ 1
are constants). Then we have the following bounds
vn(E, r) ≤Mnm−1r, r ≥ 0.
Proposition 4.3. Assume that E ∈ AM(M,m). Then
vn(E, 1) ≤M + (m− 1) logn.
Proof. Fix an x ∈ E and P ∈ Pn(C). Consider the function
g(ζ) =
1
n
log |P (x+ ζ)− log |ζ | ∈ SH(C \ Dr0), r0 > 0.
Since g is bounded from above, we have by the maximum principle for subharmonic functions, the
inequality g(ζ) ≤ max
|ζ|=r0
g(ζ). Taking the supremum we get the bound
vn(E, r) ≤ vn(E, r0)− log r0 + log r, r ≥ r0
and for r0 =
(
1
n
)m−1
we obtain vn(E, 1) ≤M + (m− 1) logn.

Proposition 4.4. Assume that q ∈ AM(M,m), which means that for an arbitrary P ∈ P(C) the
following A. Markov type inequality is satisfied: ||P ′|| ≤ M(deg P )m||P || (here M > 0, m ≥ 1 are
constants). Then we have the following bounds
vn(q, r) ≤Mnm−1r, r ≥ 0.
Proposition 4.5. Assume that q ∈ VM(M,m), which means that for an arbitrary P ∈ P(C)
the following V. Markov type inequality is satisfied: ||P ′(k)|| ≤ Mk ( 1
k!
)m−1
(degP )km||P || (here
M > 0, m ≥ 1 are constants). Then we have the following bounds
vn(q, r) ≤ mM1/mr1/m, r ≥ 0.
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Proof. Applying Taylor’s expansion to P ∈ Pn(C) with ||P || = 1 we can write
||P (x+ ζ)|| ≤
∑
k≤n
1
k!
||P (k)(x)|||ζ |k ≤
∑
k≤n
1
k!
Mk
(
1
k!
)m−1
nkm|ζ |k
≤
(∑
k≤n
1
k!
(M1/mn|ζ |1/m)k
)m
≤ [exp(M1/mn|ζ |1/m)]m = exp(mM1/mn|ζ |1/m),
which implies
vn(q, r) ≤ mM1/mr1/m.

We shall write q ∈ HCP (γ, B) (γ, B positive constants) if inequality v(q, r) ≤ Brγ holds for
an arbitrary r > 0.
Theorem 4.6. Let q be a fixed norm in P(C). Then we have implications
q ∈ VM(m,M) ⇒ q ∈ HCP ( 1
m
,mM1/m),
q ∈ HCP (γ, B) ⇒ q ∈ VM( 1
γ
, (γeB)1/γ).
Moreover, if q ∈ HCP (γ, B) then
γeB · C(q)γ ≥ 1.
Hence, if q ∈ VM(m,M) then
C(q) ≥ 1
M
e−m.
Proof. The proof of the first implication was done. Assume q ∈ HCP (γ, B) and take P ∈
Pn(C), ||P || = 1. Then
||P (k)|| ≤ k! inf
r>0
1
rk
exp(nBrγ) = k! inf
r>0
exp(nBrγ − k log r).
The minimum is attained for r = (k/nBγ)1/γ which gives inequality
||P (k)|| ≤ k!
(n
k
)k/γ
(Bγe)k/γ ≤ (Bγe)k/γ
(
1
k!
)1/γ−1
nk/γ.
Assume again q ∈ HCP (γ, B). Since v(q, r) is continuous then v(q, [0,+∞)) = [0,+∞) and
we can take a positive r such that v(q, r) = 1
γ
. Now
C(q) ≥ r
exp v(q, r)
=
r
e1/γ
=
r
(γev(q, r))1/γ
≥ r
(γeBrγ)1/γ
=
1
(γeB)1/γ
.

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5. Extremal functions related to Ples´niak’s properties.
Definition 5.1. Fix a norm q in P(CN) we define a family of extremal radial functions
Rk(q, r) := sup
n≥1
ϕn
(
q, r(k!/Mn(q, k))
1/k
)1/k
.
and
R(q, r) := sup
n≥1
sup
1≤k≤n
ϕn
(
q, r(k!/Mn(q, k))
1/k
)1/k
.
As an example consider E = D. Since ϕn(E, r) = (1 + r)
n we get
R1(E, r) = sup
n≥1
(1 + r/n)n = er,
and since ϕn(E, r/
(
n
k
)1/k
)1/k ≤ (1 + rk/n)n/k ≤ er, we obtain
R(D, r) = R1(D, r) = er, r ≥ 0.
In the case E = [−1, 1] we can estimate
cosh
√
2r ≤ R1(E, r) ≤ e
√
2r, R(E, r) = e
√
2r.
Let ER = {z ∈ C : |h(z)| ≤ R} = {z ∈ C : Φ([−1, 1], z) ≤ R}, R > 1.
Then ϕ(ER, r) = h(g(R) + r)/R. One can check that
sup
n≥1
ϕ(ER, r/n)
n = lim
n→∞
ϕ(ER, r/n)
n = e2r/(R−1/R) = er/
√
g2(R)−1.
Hence
P1(ER, r) ≤ er/
√
g2(R)−1.
Remark 5.2. We can define
ϕ˜n(q, r) =
n∑
k=0
1
k!
Mn(E, k)r
k.
We have ϕn(q, r) ≤ ϕ˜n(q, r) and thus
ϕn
(
q, r(k!/Mn(q, k))
1/k
)1/k ≤ ( n∑
l=0
(k!)l/k
l!
(
Mn(q, l)
1/l/Mn(q, k)
1/k
)l
rl
)1/k
.
Hence, if sup
n≥1
sup
1≤k,l≤n
Mn(q, l)
1/l/Mn(q, k)
1/k := a(q) <∞ then R(q, r) ≤ ea(q)r .
Definition 5.3. Let us recall that q ∈ AM(m,M) iff Mn(q, 1) ≤ Mnm and q ∈ VM(m,M) iff
Mn(q, k) ≤ Mknkm/(k!)m−1. This is a motivation to consider Ples´niak’s extremal functions
Pm(q, r) := sup
n≥1
ϕn
(
q,
r
nm
)
,
Bα(q, r) := sup
n≥1
sup
k≥1
ϕn
(
q, r
(
k
n
)α)1/k
.
Let us observe that
Pm(q, r) ≤ Bm(q, r) = sup
k≥1
Pm(q, rkm)1/k.
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Remark 5.4. If E ∈M(E,m,M) then
ϕ˜n(E, r) ≤
n∑
k=0
1
k!
(n · · · (n− k + 1))mMkrk ≤
n∑
k=0
1
k!
nmkMkrk ≤ exp(Mrnm).
Theorem 5.5. If E ⊂ C then for an arbitrary P ∈ Pn(C) and m ≥ 1
||P ′||E ≤ nm inf
t>0
(Pm(E, t)
t
)
||P ||E
and
||P (k)||E ≤ k!
(n
k
)km(
inf
t>0
Bm(E, t)
t
)k
||P ||E.
If there exist constants M > 0, m ≥ 1 such that for all P ∈ Pn(C)
||P ′||E ≤ Mnm||P ||E,
then
Pm(E, t) ≤ eMt.
If there exist constants M > 0, m ≥ 1 such that for all P ∈ Pn(C)
||P (k)||E ≤Mk
(
1
k!
)m−1
nkm||P ||E,
then
Bm(E, t) ≤ emM1/mt1/m .
Definition 5.6. Define
CP(E,m) := sup
t>0
t
Pm(E, t)
and
CB(E,m) := sup
t>0
t
Bm(E, t) .
Since Pm(E, t) ≤ Bm(E, t) we get inequality
CB(E,m) ≤ CP(E,m).
Let us note that
||P ′||E ≤ nm 1
CP(E,m)
||P ||E
and
||P (k)||E ≤ k!
(n
k
)km( 1
CB(E,m)
)k
||P ||E.
As a corollary (to Theorem ) we get
CB(E,m) ≥ e−m 1
M
and
CP(E,m) ≥ e−1 1
M
.
If ϕ(E, r) ≤ eArα then B1/α(E, t) ≤ eAtα.
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If Bm(E, t) ≤ eAt1/m then ϕ(E, r) ≤ inf
s≥1
Bs(E, r) ≤ Bm(E, r) ≤ eAr1/m .
We have
C(E) ≥ sup
m≥1
CB(E,m).
Now define
B∗m(E, r) = sup
k,n≥1
ϕ
(
r
(
k
n
)m)n/k
= sup
σ>0
ϕ(rσm)1/σ = sup
σ>0
ϕ(rσ)1/σ
1/m
= eAmr
1/m
,
Am = sup
σ>0
logϕ(E,σ)
σ1/m
= sup
σ>0
ρ(E,σ)
σ1/m
.
CB∗(E,m) = sup
t>0
t
B∗m(E, t)
.
Let us observe that
B∗m(E, r) = sup
n≥1
P∗m(E, rkm)1/k,
where
P∗m(E, r) := sup
k≥1
ϕ(E, r/nm)n.
We have Pm(E, r) ≤ P∗m(E, r). In the case of E = [−1, 1] one can check that P∗2 ([−1, 1], r) =
lim
n→∞
ϕ([−1, 1], r/n2)n = e
√
2r = B2([−1, 1], r). We shall see that it is a consequence of a little more
general facts.
Proposition 5.7. We have B∗m(E, r) = Bm(E, r) and
CB(E,m) = CB∗(E,m) = H1/m(E),
where Hγ(E) was defined in [BB-C3].
Proof. It is clear that Bm(E, r) ≤ B∗m(E, r). To prove opposite inequality let us observe that by
Zaharjuta-Siciak theorem (cf. [Si2] or Proposition 1.3 in [Si3]) ϕ(E, r) = sup
l≥1
ϕl(E, r)
1/l. Hence
B∗m(E, r) = sup
k,n,l≥1
ϕl
(
E, r
(
k
n
)m)n/kl
≤ sup
k,n,l≥1
ϕln
(
E, r
(
k
n
)m)1/kl
= sup
k,n,l≥1
ϕln
(
E, r
(
kl
ln
)m)1/kl
≤ Bm(E, r)
(we apply inequality ϕl(E, r) ≤ ϕln(E, r)1/n.)
Let us recall (cf. Definition 16 in [BB-C3]) that for γ ∈ (0, 1]
Hγ(E) = 1/(B(γ)γe)
1/γ , B(γ) = sup
r>0
logϕ(E, r)
rγ
= sup
r>0
ρ(E, r)
rγ
.
We see that Am = B(1/m).
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Now calculate
1
CB∗(E,m)
= inf
t>0
exp(Amt
1/m − log t) = exp(Amt1/m0 − log t0),
where t0 = (m/Am)
m. Hence
CB∗(E,m) =
(
eAm
1
m
)−m
= H1/m(E).

Proposition 5.8. If P∗m(E, r) = lim
n→∞
ϕ(E, r/nm)1/n then
P∗m(E, rkm)1/k = P∗m(E, r), k ≥ 1
and thus Bm(E, r) = P∗m(E, r).
Proof.
P∗m(E, rkm)1/k = lim
n→∞
ϕ(E, rkm/(kn)m)(kn)/k = P∗m(E, r).

Remark 5.9. We know that assumption of the above proposition is satisfied if E = D (m = 1)
or E = [−1, 1] (m = 2). It is also true (with m = 1) in the case of ER = {z ∈ C : |h(z)| ≤ R}.
Here
P∗1 (ER, r) = B1(ER, r) = er/
√
g2(R)−1.
In the general case we prove the following.
Theorem 5.10.
P∗m(E, rkm)1/k ≤ max(sup
σ≥1
ϕ(E, rσ)1/σ
1/m
, ϕ(E, r)P∗m(E, r)).
Proof.
P∗m(E, rkm)1/k = max( max
1≤n≤k
ϕ (E, r(k/n)m)n/k , max
0≤s≤k−1
sup
l≥1
ϕ (E, rkm/(kl + s)m)(kl+s)/k
≤ max(sup
σ≥1
ϕ(E, rσ)1/σ
1/m
, max
0≤s≤k−1
sup
l≥1
ϕ (E, rkm/(kl + s)m)l+s/k
≤ max(sup
σ≥1
ϕ(E, rσ)1/σ
1/m
, ϕ(E, r)P∗m(E, r)).

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6. Kolmogorov-Landau type conditions.
6.1. Kolmogorov-Landau type theorems. A problem related to the name Kolmogorov and
Landau is the following (c.f. [MPF]).
Let Mk(p, I) = Mk(p, I, f) = ||f (k)||p, 0 ≤ k ≤ n, where f is a real function on the real
interval I, ||g||p = (
∫
I
|g(x)|pdx)1/p, 1 ≤ p ≤ ∞. Find optimal constants Cnk(p, I) such that for
all f ∈ Cn(int(I)
Mk(p, I, f) ≤ Cnk(p, I)M0(p, I, f)1− knMn(p, I, f) kn , 0 ≤ k ≤ n.
If we replace f by f ′ we get inequalities
Mk(p, I, f) ≤ Cn−1,k−1(p, I)M1(p, I, f)1−
k−1
n−1Mn(p, I, f)
k−1
n−1 , 0 ≤ k ≤ n
or equivalently
logMk(p, I, f) ≤ logCn−1,k−1(p, I) +
(
1− k − 1
n− 1
)
logM1(p, I, f) +
(
k − 1
n− 1
)
logMn(p, I, f),
1 ≤ k ≤ n.
All results in this direction are rather hard to prove. Let us present an example (Neder inequal-
ity, c.f. (5.1) in [MPF]):
Mk(+∞, [a, a+ L]) ≤ (2n)2nL−kM0(+∞, [a, a+ L]) + Ln−kMn(+∞, [a, a+ L]).
Another result connected to bounded subset of RN is contained in R. Redheffer and W. Walter
theorem (c.f. [MPF] and references given there):
If G is a bounded domain belonging to a class K(θ,H) (that contains a family of N
dimesional intervals),if we put for all u ∈ Cn(G), Uk = sup{|Dαu(x)| : |α| = k, x ∈ G},
then there exists a constant A = A(n, θ) such that
logUk ≤ logA+
(
1− k
n
)
logU0 +
k
n
logU∗n,
where U∗n = max(Un, h
−nU0).
It is rather difficult to say something about behavior of constants A(n, θ), even for special
class of functions. Our goal will be give a modification of Kolmogorov-Landau type inequalities
to polynomials, more precisely to factors Mn(q, α).
6.2. Kolmogorov-Landau triangle sequences.
Definition 6.1. Consider a triangle sequence of positive numbers
1 ≤ k ≤ n, n ∈ Z+ ϕ(n, k) > 0
and put ϕ(n, k)1/k =: ψ(n, k). We shall say sequence ϕ(n, k) belongs to Kolmogorov-Landau class
KL∗ iff for an arbitrary n ∈ Z+, n > 1 and every 1 ≤ k ≤ n
logψ(n, k) ≤
(
1− log k
log n
)
logψ(n, 1) +
log k
log n
logψ(n, n).
21
In such a situation we shall write ϕ(n, k) ∈ KL∗. Similarly, we shall say sequence ϕ(n, k) belongs
to Kolmogorov-Landau class KL iff there exitsts a positive constant C such that for an arbitrary
n > 1 and every 1 ≤ k ≤ n
logψ(n, k) ≤ logC +
(
1− log k
log n
)
logψ(n, 1) +
log k
log n
logψ(n, n).
We shall write ϕ(n, k) ∈ KL.
Obviously ϕ(n, k) ∈ KL∗ ⇒ ϕ(n, k) ∈ KL∗. We also see that KL∗ is a kind of convexity
property and thus KL is a kind of weak convexity condition.
Example 6.2. It is easy to check that the following sequences belong to KL∗.
(1) ϕ(n, k) = kk
(2) ϕ(n, k) = eσk
(3) ϕ(n, k) =
(
n
k
)km
(4) ϕ(n, k) = kk · (n
k
)km
(5) ϕ(n, k) = ekσ · kk · (n
k
)km
(6) ϕ(n, k) = 2n−knk.
In the examples below we used the following simple observations.
Proposition 6.3. If ϕ1(n, k), ϕ2(k, n) ∈ KL, m > 0 then
(a) ϕ1(n, k)ϕ2(n, k) ∈ KL,
(b) ϕ1(n, k)
m ∈ KL,
(c) max(ϕ1(n, k), ϕ2(n, k)) ∈ KL.
(d) If there exist positive constant A1, A2 such that A
k
1 ≤ ϕ1(n,k)ϕ2(n,k) ≤ Ak2 then
ϕ1(k, n) ∈ KL ⇔ ϕ2(k, n) ∈ KL.
Example 6.4. In the following cases we can check that a sequence belongs to KL with a given con-
stant C (usually not optimal). We refer to Mitrinovic´ book or to Wikipedia for needed inequalities
for factorials n! and Newton symbols
(
n
k
)
and left calculations to the reader.
(1) ϕ(n, k) = k!, logC = 11
12
+ 1
2e
+ 1
2
log(2pi).
(2) ϕ(n, k) =
(
n
k
)m
, C = em.
(3) ϕ(n, k) = k! · (n
k
)m
, logC = m+ 11
12
+ 1
2e
+ 1
2
log(2pi).
(4) ϕ(n, k) = k!e−k exp((1 + 1/s)k
s
1+sn
1
1+s ), logC = 11
12
+ 1
2e
+ 1
2
log(2pi) + 1 + 1/s, where
0 < s ≤ 1.
(5) ϕ(n, k) =
(
n
k
)km
(1 + log(n/k))mk.
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6.3. Kolmogorov-Landau norms. Let q(P ) = ||P || be a norm in P(CN).
Put
M(n, k) =Mq(n, k) := sup{||DαP || : |α| = k, k ≤ deg P ≤ n, ||P || = 1}.
Definition 6.5.
(1) q ∈ KL if Mq(n, k) ∈ KL.
(2) q ∈ KL∗ if there exists ϕ(n, k) ∈ KL such that Mq(n, k) ≤ ϕ(n, k) (ϕ(n, k) will be called
KL majorant).
Example 6.6.
(1) Let E = D¯, q(P ) = ||P ||E. There is well known that
Mq(n, k) = n(n− 1) · · · (n− k + 1) = k! ·
(
n
k
)
.
By the Example 1.3 (3) we get q ∈ KL.
(2) Consider E = [−1, 1], q(P ) = ||P ||E. The famous Vladimir Markov inequality gives
Mq(n, k) =
(n(n− 1) · (n− k + 1))2
1 · 3 · (2k − 1) ≤ k!
(
n
k
)2
.
Hence, by the Example 1.3 (3) we get q ∈ KL∗. One can also check that ϕ(n, k) = (k!)
3
(2k)!
∈
KL, which gives q ∈ KL. Applying recent result by G. Sroka [Sr] one can check that
qp ∈ KL∗, where qp(P ) =
(
1
2
∫
E
|P (x)|pdx)1/p , p ≥ 1.
(3) Let q(P ) = ||P || =
∞∑
j=0
(
1
j!
)m
|P (j)(0)|τ j, τ > 0, m ≥ 0.
If P (x) = a0 + a1x+ · · ·+ anxn then ||P || =
∞∑
j=0
(
1
j!
)m−1
|aj|τ j .
Put Sq,n := {P ∈ Pn(C) : ||P || ≤ 1} - this is a convex symmetric body in finite
dimensional vector space Pn(C). Then one can calculate that
extr(Sq,n) = {Pj(x) = ζj(j!)m−1τ−jxj : |ζj| = 1, j = 0, . . . , n}.
Hence sup{||P (k)|| : P ∈ Sq,n} = max{||P (k)j || : j = 1, . . . , n}.
Since ||xl|| = (1/l!)m−1τ l, we get
||P (k)j || = τ−k(j(j − 1) · · · (j − k + 1))m.
Hence
Mq(n, k) = max
k≤j≤n
||P (k)j || = τ−k(n(n− 1) · · · (n− k + 1))m.
Consequently q ∈ KL.
(4) If E ⊂ CN is a Bernstein set (||DαP ||E ≤ B|α|(degP )|α|||P ||E) then q = || · ||E ∈ KL.
(5) If E is a compact subset of C then q(P ) =
∞∑
j=1
1
j!
||P (j)||Eτ j ∈ KL.
(6) If q ∈ AM (Mq(n, k) ≤ Bknkm) or q ∈ VM (Mq(n, k) ≤ Bknkm/(k!)m−1) then q ∈ KL∗.
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Let us formulate the main results of this paper.
Theorem 6.7. If q ∈ KL then two conditions are equivalent
(1) q ∈ VM;
(2) q ∈ AM, M(n, n) ≤ Ann!.
Theorem 6.8. Two conditions are equivalent
(1) q ∈ VM;
(2) there exists ϕ(n, k) a KL majorant such that ϕ(n, 1) ≤ Anα, ϕ(n, n) ≤ Bnn!.
Remark 6.9. If q is a norm in CN then we conjecture q ∈ KL.
If the above conjecture is true, then applying [B-C] we get the following.
Corollary 6.10. If E ⊂ C then E ∈ AM⇔ E ∈ VM.
Remark 6.11. Let q be the norm in Example 6.6 (3) with m > 1. Then q ∈ KL, q ∈ AM but
q 6∈ VM as it was proved in [BKMO].
Remark 6.12. Let us consider the following condition: q ∈M∗(a,m) if and only if(
Mn(q, l)
l!
)1/l
/
(
Mn(q, k)
k!
)1/k
≤ a
(
k
l
)m
, ∀n ≥ 1, 1 ≤ l ≤ k ≤ n,
where m ≥ 1 is a constant. In particular, if k = n, we obtain a condition
Mn(q, l) ≤ all!
(n
l
)lm (
Mn(q, n)
1/n/n!1/n
)l
.
Hence, if Mn(q, n) ≤ bnn!, we obtain V. Markov’s inequality
Mn(q, l) ≤ (a(q)b(q))lnml/l!m−1.
Let us note that considered conditionM∗(a,m) is not satisfied if q(P ) = ||P ||D∪{z0}, with |z0| > 1.
On the other hand this condition is satisfied if q(P ) is a norm from Example 6.6(3).
Now we can formulate the following question: thus
q ∈ AM(M,m)⇒ q ∈M∗(a′, m′)
or (a weaker condition)
q ∈ AM(M,m)⇒ Mn(q, l) ≤ a′ll!
(n
l
)lm′ (
Mn(q, n)
1/n/n!1/n
)l
?
Acknowledgement. The work was partially supported by the National Science Centre (NCN),
Poland No. 2013/11/B/ST1/03693.
24
References
[B1] M. Baran, Homogeneous extremal function for a ball in R2, Ann. Polon. Math. 71
(1999), 141–150.
[B2] M. Baran, Polynomial inequalities in Banach spaces, Banach Center Publications 107
(2015), 21–40.
[BB-C1] M. Baran, L. Bia las-Ciez˙, Product property for capacities in CN , Ann. Polon. Math.
106 (2012), 19–29.
[BB-C2] M. Baran, L. Bia las-Ciez˙, Ho¨lder Continuity of the Green Function and Markov Broth-
ers’ Inequality, Constr. Approx. 40 (2014), 121–140.
[BB-C3] M. Baran, L. Bia las-Ciez˙, Ho¨lder Continuity of the Green Function, Markov-type in-
equality and a capacity related to HCP, Dolomites research Notes on Approximation
7 (2014), 16–21.
[BBM] M. Baran, L. Bia las-Ciez˙, B. Milo´wka, On the best exponent in Markov’s inequality,
Potential Anal. 38(2013), 635-651.
[BKMO] M. Baran, A. Kowalska, B. Milo´wka, P. Ozorka, Identities for a derivation operator and
their applications, Dolomites Research Notes on Approximation, 8 (2015), 102–110.
[B-C] L. Bia las-Ciez˙, Markov Sets in C are not polar, Bull. Pol. Acad. Sci. 46(1) (1998),
83–89.
[B-C1] L. Bia las-Ciez˙,Siciak’s extremal function via Bernstein and Markov constants for com-
pact sets in CN , Ann. Polon. Math. 106(2012), 41–51.
[BJ] L. Bia las-Ciez˙, M. Je¸drzejowski, Transfinite Diameter of Bernstein Sets in CN , J. of
Inequal. & Appl. 7(3) (2002), 393–404.
[BeBoNy] R. Berman, S. Boucksom, W. Nystro¨m, Fekete points and convergence towards equi-
librium measures on complex manifold, Acta Math. 207 (2011), 1-27.
[BoEr] S. Boucksom, D. Eriksson, Spaces of norms,determinant of cohomology and Fekete
points in non-Archimedian geometry, arXiv:1805.01.016v1 (2018).
[K] M.Klimek, Pluripotential Theory, London Mathematical Society Monographs New
Series 6, Clarendon Press, Oxford, 1991.
[Ko] S. Ko lodziej, The logarithmic capacity in Cn, Ann. Polon. Math. 48 (1988),253–267.
[Kor1] J. Korevaar, Some CN capacities and applications, Lecture Notes in Mathematics 1276
(1987).
[Kor2] J. Korevaar, Some CN capacities and applications - the lemma on mixed derivatives
revisited Mat. Vesnik 38 (1986), 495–506.
[Kor3] J. Korevaar, Polynomial approximation numbers, capacities and extendeed Green func-
tions fo C and CN , in: Approximation theory , V (College Station, Tex., 1986), Aca-
demic Press, Boston, MA (1986).
[Kor4] J. Korevaar, Partial derivatives lemma related to Cn potential theory and applications,
in: Geometric function theory and applications to complex analysis and its applications
to partial differential equations, 2 (Halle, 1988), 67–84, Pitman Res. Notes Math. Ser.,
257, Longman Sci. Tech.’ Harlow, (1991).
[MPF] D.S. Mitrinovc´, J.E. Pecaric´, A. M. Fink, Inequalities Involving Functions and Their
Integrals and Derivatives, Springer-Science+Business Media, B.V., (1991).
[Mo] D. Monn, Regularity of the Complex Monge-Ampere Equation for Radially Symmetric
Functions of theUnit Ball, Math. Ann. 275 (1986), 501–511.
25
[Pl1] W.Ples´niak, Markov’s inequality and the existence of an extension operator for C∞
functions, J. Approx. Theory, 61 (1990), 106–117.
[Pl2] W.Ples´niak, Recent progress in multivariate Markov inequality, Approximation theory,
Monogr. Textbooks Pure Appl. Math., Dekker, New York, 1998, 449-464.
[P3] W.Ples´niak, Siciak’s extremal function in complex and real analysis, Ann. Polon. Math.
80 (2003), 37–46.
[Pl4] W. Ples´niak, Ine´galite´ de Markov en plusieurs variables, Intern. J. Mathem. and Math.
Sci., 2006 (2006), 1-12.
[RS] Q.I.Rahman, G.Schmeisser, Analytic Theory of Polynomials, Oxford Sci. Publ., Ox-
ford, 2002.
[RR] T.Ransford, J.Rostand, Ho¨lder exponents of Greens functions of Cantor sets, Comput.
Methods Funct. Theory, 8 (2008), 151-158.
[Si1] J. Siciak, On some extremal functions and their applications in the theory of analytic
functions of several complex variables, Trans. Amer. Math. Soc. 105 (1962), 322–357.
[Si2] J.Siciak, Extremal plurisubharmonic functions in CN , Ann. Polon. Math. 39 (1981)
175-211.
[Si3] J. Siciak, Extremal Plurisubharmonic Functions and Capacities in Cn, Sophia
Kokyuroku in Mathematics 14, (1982).
[Sr] G. Sroka, Constants in V.A.Markov’s inequality in Lp norms, J. Approx. Theory 194
(2015), 27–34.
