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In this paper, we address two different problems related to conserved regions in K  2
genomes represented as permutations. The ﬁrst one requires to enumerate the conserved
regions, whereas the second one asks only to count them. We show that the generator-
based technique, introduced by Bergeron et al. to enumerate common intervals of K
genomes represented as permutations, may be extended following two directions. Firstly, it
may be applied to signed permutations, yielding (1) a method to enumerate in O (Kn+ N)
time the N conserved intervals of K such permutations on n elements, and (2) a method
to enumerate in O (Kn) time the irreducible conserved intervals of those K permutations.
Secondly, it may be used to solve in O (Kn) time the counting problem, for every class
of intervals which admits a so-called canonical generator. Both common and conserved
intervals of K (signed) permutations admit such a generator. Although some (not all) of
the above running times have already been reached by previous algorithms, it is the ﬁrst
time that the features shared by common and conserved intervals are exploited under a
common eﬃcient framework.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
A major approach in genome comparison is to assume that genomes are represented as sequences of genes, and to
investigate conserved regions in a set of given genomes. A conserved region is usually a set of genes that are situated close
to each other in all the genomes. More formally, one asks that the set of genes form an interval on each genome, and one
allows rearrangements or errors by imposing constraints on the interval type.
Genome comparison then focuses either on identifying all the conserved regions, or on computing distances between
genomes based on the number of their conserved regions (see [7]). The ﬁrst problem (the enumeration problem) has an algo-
rithmic complexity that necessarily depends on the number N of conserved regions. The second one (the counting problem)
should be solved directly (in opposition to ﬁrst solving the enumeration problem) in order to reach a low, parameter-N
independent, algorithmic complexity.
In this paper, genomes are represented as permutations. The two types of conserved regions we deal with are common
intervals, introduced in [9] to model a cluster of genes, and conserved intervals, introduced in [2] to model clusters of genes
that are invariant under biologically meaningful rearrangement operations. The irreducible conserved intervals, that we also
use in the paper, are an important subclass of conserved intervals, introduced in [3].
We show that the resulting four problems (enumeration and counting problems, on common and conserved intervals)
may be solved following a similar approach, based on computing generators (introduced in [4] for the enumeration problem
on common intervals, and also applied to graph modular decomposition). The algorithms we propose for the enumeration of
conserved intervals (and their subclass, the irreducible conserved intervals) are as eﬃcient in terms of running time as the
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existence of a so-called canonical generator. The O (Kn) time complexity it reaches is new in the case of common intervals,
and equals the best known complexity in the case of conserved intervals. This latter complexity is reached in [2] using
irreducible conserved intervals. We also show that the generator-based technique may be applied to irreducible conserved
intervals to solve the enumeration (and thus the counting) problem in O (Kn) time. The generator obtained in this case is
unique.
The generator-based technique is brieﬂy explained in Section 2 and details about it are successively introduced, when
needed, in the other sections. Section 3 is devoted to the existence and computation of generators for conserved intervals
and irreducible conserved intervals of K = 2 signed permutations. The enumeration problem for those intervals in the
general case K  2 is solved using generators in Section 4. Finally, the algorithm for counting the intervals of a class
provided with a canonical generator is given in Section 5. Section 6 is the conclusion.
Except for the counting algorithm, our algorithms closely follow the generator-based technique introduced in [4]. Their
originality stands in the speciﬁc treatment needed to compute generators in the context given by the signed permutations
and the sign-dependent deﬁnition of conserved intervals. As a consequence, the proofs also have a higher diﬃculty degree.
2. Generalities
Let Σ = {1,2, . . . ,n}. A permutation on Σ is a total order on Σ , whereas a signed permutation on Σ is a total order
on a set obtained from Σ by assigning a sign (+ or −) to each element. By convention, the + sign is written only when
it avoids a possible confusion. The ith element of a permutation or signed permutation P is denoted pi and its absolute
value is |pi | (it is thus an element of Σ ). An element k ∈ Σ is called positive in a signed permutation P if it occurs in P
with a + sign, and negative otherwise. Note that the signs + and −, as well as the terms positive and negative, concern
the status of each integer inside the permutation; they do not affect the elements in Σ (which are by deﬁnition positive
integers) and therefore do not count for the relation order. Now, the interval [i, j] of P , deﬁned only for 1  i  j  n, is
the set {|pi |, |pi+1|, . . . , |p j |}, and it is denoted (i.. j) when P is the identity permutation (which is also the identity signed
permutation) Idn = (12 . . .n). Then (i.. j) = {i, i + 1, . . . , j}. The interval [i, j] of P is also denoted [|pi |, |p j |]∗ when we need
to emphasise the leftmost and rightmost values rather than the leftmost and rightmost positions. For every vector W with
values from Σ and any integer x  0, the vector Wx has the value Wx[k] equal to k if x = 0, to W [k] if x = 1, and to
W [Wx−1[k]] if x > 1.
Generators have been introduced in [4] and are at the basis of the algorithms we propose here:
Deﬁnition 1. (See [4].) Let F be a family of intervals from Idn . A generator for F is a pair (R, L) of vectors of size n such
that:
1. R[i] i and L[ j] j for all i, j ∈ Σ ;
2. (i.. j) belongs to F if and only if (i.. j) = (i..R[i]) ∩ (L[ j].. j).
A generator (R, L) for F is commuting if none of the sets {(i..R[i]) | i ∈ Σ} and {(L[i]..i) | i ∈ Σ} contains two overlapping
intervals. A generator (R, L) for F is chaining if none of the sets {(i..R[i]) | i ∈ Σ} and {(L[i]..i) | i ∈ Σ} contains two
overlapping intervals with intersection size of at least 2. A generator (R, L) is regular if both sets {(i..R[i]) | i ∈ Σ} and
{(L[i]..i) | i ∈ Σ} are included in F .
Remark 1. Notice that condition 2. holds if and only if L[ j] i  j  R[i]. Additionally, if a family F of intervals from Idn
admits a generator, then F contains all the singletons.
We also use in this paper the following deﬁnitions:
Deﬁnition 2. The generator (R, L) for F is canonical if it is both commuting and regular. It is strict if the three following
conditions are equivalent for all i, j with i < j:
(i) the interval (i.. j) belongs to F ;
(ii) R[i] = j;
(iii) L[ j] = i.
Remark 2. A strict generator (R, L) is necessarily chaining and regular, which is easily proved by contradiction. Moreover,
for each j ∈ Σ there is at most one value i, 1  i < j, such that R[i] = j (otherwise, by the equivalence between (ii) and
(iii) in Deﬁnition 2, L[ j] would not be correctly deﬁned). Then, for every integer i, either R[i] = i holds, or there is a
unique maximal chain of non-trivial intervals (h..R[h]), (R[h]..R2[h]), . . . , (Rk−1[h]..Rk[h]) such that i = Rp[h] for some p,
0 p  k − 1. Similar aﬃrmations hold for L.
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Algorithms from [4].
Algorithms to compute the intervals of a family F
when a commuting generator (R, L) for F is known.
Algorithms to compute the commuting generator (Sup, Inf ) for the common
intervals of Idn and P . Intervals IMin[k], IMax[k] are deﬁned as the largest intervals
in P containing k and included in (1..k) and (k..n) respectively. They have leftmost
and rightmost positions LMin[k],RMin[k] and LMax[k],RMax[k] respectively.
ComputeSupport ComputeIntervals ComputeLMin (and similar) ComputeGenerator
1: Push 1 on S
2: for i from 2 to n do
3: while R[s] < i do
4: Pop the top of S
5: end while
6: Support[i] ← s
7: Push i on S
8: end for
S stack of positions in Idn
s is the top of S
Complexity: O (n)
1: for j from n to 1 do
2: i ← j
3: while i L[ j] do
4: Output (i.. j)
5: i ← Support[i]
6: end while
7: end for
Complexity: O (n+ N)
1: Push 0 on S
2: p0 ← n + 1
3: for i from 1 to n do
4: while ps < pi do
5: Pop the top of S
6: end while
7: LMin[pi ] ← s + 1
8: Push i on S
9: end for
S stack of positions in P
s is the top of S
Complexity: O (n)
Inf [1] ← 1; Sup[n] ← n
for k from 1 to n do
m[k] ← k; M[k] ← k;
end for
for k from 2 to n do
while m[k] − 1 is in IMin[k] do
m[k] ←m[m[k] − 1]
end while
Inf [k] ←m[k]
end for
for k from n − 1 downto 1 do
while M[k] + 1 is in IMax[k] do
M[k] ← M[M[k] + 1]
end while
Sup[k] ← M[k]
end for
Complexity: O (n)
Remark 3. Also note that, when F has a strict generator (R, L), the non-trivial intervals in F are exactly the non-trivial
intervals (i..R[i]) (and the same holds for the intervals (L[ j].. j)). Consequently, the cardinality of F is linear. Additionally, a
strict generator is necessarily unique (one must have i = R[i] for each i which is not the left point of a non-trivial interval
from F , and similarly i = L[i] in the symmetric case).
It is possible to eﬃciently generate the intervals of a family once a commuting generator is known for this family. The
following result, presented in [4] in a more speciﬁc context, can be applied to any commuting generator (the proof is
similar).
Claim 1. (See [4].) Given a commuting generator (R, L) for a family F of intervals from Idn, the algorithms ComputeSupport and
ComputeIntervals in Table 1 allow us to output in O (n + N) time all the N intervals in F .
This result puts the basis of a framework for computing the intervals of a family, by ﬁrstly computing a commuting
generator of it, and then applying the above algorithm. The main diﬃculty stands in the proof that a commuting generator
exists and in devising an eﬃcient algorithm to ﬁnd it. In paper [4], the algorithm ComputeGenerator (which uses algorithms
ComputeLmin and similar) in Table 1 is proposed to ﬁnd in O (n) time a commuting generator for the common intervals of
two permutations, the ﬁrst of which may always be assumed to be Idn (after an appropriate renumbering). The extension
to K permutations [4] needs O (Kn) time, and its outline is presented in Section 4.1.
Deﬁnition 3. (See [9].) Let P = {P1, P2, . . . , PK } be a set of permutations on Σ . A common interval of P is a set of integers
that is an interval of each P i , i = 1,2, . . . , K .
We focus here on conserved intervals, deﬁned below. A ﬁxed point x of a permutation P is any value x ∈ Σ such that
px = +x.
Deﬁnition 4. (See [2].) Let P = {P1, P2, . . . , PK } be a set of signed permutations on Σ , each with ﬁxed points 1 and n.
A conserved interval of P is a common interval of P whose location [|ai |, |bi |]∗ on each P i , 1 i  K , satisﬁes either ai = a1
and bi = b1, or ai = −b1 and bi = −a1.
Example 1. Consider the signed permutation P = (1 12 2 3 −7 5 6 −4 8 −10 −9 11 13). The interval (3..7) is a common
interval of Id13 and P (ignore signs here), but is not a conserved interval of Id13 and P . Intervals (4..7), (5..6) and (2..11)
are examples of conserved intervals of Id13 and P .
Remark 4. To simplify the presentation and unlike [2], we include singletons in the family of conserved intervals, since ai
and bi may be identical in the deﬁnition before (this has been already done before, for instance in [1]). Singletons are also
called trivial conserved intervals.
Once again, we may assume that P 1 = Idn and thus conserved intervals are a family of intervals from Idn .
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In the ﬁrst subsection, we give a linear algorithm to compute a canonical generator for the family of all conserved
intervals, when K = 2. In the second subsection, we show how to modify this algorithm in order to compute a strict
generator for the family of irreducible conserved intervals, introduced in [2].
Let P = (p1 p2 . . . pn) be a signed permutation on Σ with ﬁxed points 1 and n. Each conserved interval of Idn and P is
of the form (i.. j), and occurs on P either as an interval [i, j]∗ with i and j positive in P , or as an interval [ j, i]∗ with i and
j negative on P . These intervals are respectively called positive and negative conserved intervals.
3.1. Conserved intervals
Deﬁne the vectors Inf and Sup as follows (k,h ∈ Σ ):
Sup[k] =
{
max
{
h
∣∣ h is positive in P and [k,h]∗ = (k..h)} if k is positive in P ,
max
{
h
∣∣ h is negative in P and [h,k]∗ = (k..h)} if k is negative in P ,
Inf [k] =
{
min
{
h
∣∣ h is positive in P and [h,k]∗ = (h..k)} if k is positive in P ,
min
{
h
∣∣ h is negative in P and [k,h]∗ = (h..k)} if k is negative in P .
Example 2. With P = (1 12 2 3 −7 5 6 −4 8 −10 −9 11 13), we have [2, 3]∗ = (2..3), [2, 8]∗ = (2..8) and [2, 11]∗ = (2..11),
whereas interval [2, 12]∗ does not exist and [2, 13]∗ = (2..13). Therefore Sup[2] = 11. Similarly, Inf [8] = 2.
Theorem 1. The pair (Sup, Inf ) is a canonical generator for the conserved intervals of Idn and P .
Proof. Note that condition 1 in the deﬁnition of a generator is fulﬁlled. Concerning condition 2, ﬁrst assume that (i.. j) is a
positive conserved interval of Id and P , that is, i, j are positive on P and (i.. j) = [i, j]∗. Then, by the deﬁnition of Sup[i] we
have that j  Sup[i] and similarly i  Inf [ j]. Remark 1 allows us to conclude. The reasoning is similar for negative intervals.
Conversely, if (i.. j) = (i..Sup[i]) ∩ (Inf [ j].. j) then i, j must necessarily be both positive or both negative otherwise the
intersection of the two intervals misses either i or j. Assume w.l.o.g. that i, j are positive. Then (i..Sup[i]) = [i, Sup[i]]∗ and
(Inf [ j].. j) = [Inf [ j], j]∗ which imply that (i.. j) = [i, j]∗ on P . Thus (i.. j) is a common positive interval of Id and P .
To show that the generator is regular, it is suﬃcient to observe that (i..Sup[i]) and (Inf [i]..i) are conserved intervals for
each i ∈ Σ , by the deﬁnition of Sup[i] and Inf [i]. To show it is commuting, assume by contradiction that there exist i, j ∈ Σ
such that i < j  Sup[i] < Sup[ j]. W.l.o.g., assume that i and Sup[i] are positive in P .
Then j is located between i (non-included) and Sup[i] (included) on P . Let us show that j, Sup[ j] must be positive
in P . In the contrary case, we have that j = Sup[i] (since Sup[i] is positive in P ) and that Sup[ j] is located before j on P .
Now, Sup[ j] cannot be located between i and j on P , since then [Sup[ j], j]∗ would be included in [i, Sup[i]]∗ and this is
impossible because [i, Sup[i]]∗ = (i..Sup[i]) and Sup[ j] > Sup[i]. Consequently, Sup[ j] is located before i on P . But then the
condition [Sup[ j], j]∗ = ( j..Sup[ j]) is not fulﬁlled, since Sup[i] does not belong to this interval.
We deduce that j, Sup[ j] are both positive in P , and i, j, Sup[i], Sup[ j] occur in this order along P (possibly with j =
Sup[i]). But then [i, Sup[ j]]∗ = (i..Sup[ j]), contradicting the deﬁnition of Sup[i]. The proof is similar for the vector Inf . 
Computing the vectors Inf and Sup follows the idea of the algorithm ComputeGenerator in Table 1, but is a different
task because of the signs and of the much stronger constraints to test. To simplify the explanations, we give the algorithm
to compute Inf [k] and Sup[k] for all k ∈ Σ that are positive in P . The same algorithm must be applied on Id and P rev =
(−pn − pn−1 − pn−2 · · · − p2 − p1) to solve the problem for all k ∈ Σ that are negative in P (and thus positive in P rev).
Remark 5. Notice that neither the algorithm nor the proof of its correction use the assumption that 1 and n are ﬁxed points
(this assumption is only needed in Section 4).
Several notations are necessary to give Algorithm 1. For each k ∈ Σ deﬁne (the reader should be careful about the
difference between an element and a position in P ):
P−1[k]: the position of k or −k in P ;
IMax[k]: the largest interval [LMax[k],RMax[k]] of P containing k and included in (k..n);
IMin[k]: the largest interval [LMin[k],RMin[k]] of P containing k and included in (1..k);
IMaxR[k]: the interval [P−1[k],RMax[k]] of P ;
IMinL[k]: the interval [LMin[k], P−1[k]] of P .
Example 3. With P = (1 12 2 3 −7 5 6 −4 8 −10 −9 11 13), we have P−1[4] = 8, IMax[4] = [5, 13] = [7, 13]∗, IMin[4] =
[8, 8] = [4, 4]∗. Thus LMax[4] = 5, RMax[4] = 13, LMin[4] = 8, LMax[4] = 8 (these are positions), IMaxR[4] = [8, 13] = [4, 13]∗,
IMinL[4] = [8, 8] = [4, 4]∗ (these are intervals).
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Input: Signed permutations Idn, P over Σ , IMinL[k], IMaxR[k].
Output: Compute Inf [k] and Sup[k] for all k ∈ Σ that are positive in P
1: Inf [1] ← 1; Sup[n] ← n
2: for k from 1 to n do
3: m[k] ← k; M[k] ← k;
4: if k is positive in P then
5: m+[k] ← k; M+[k] ← k;
6: else
7: m+[k] ← n; M+[k] ← 1;
8: end if
9: end for
10: for k from 2 to n do
11: while m[k] − 1 is in IMinL[k] do
12: if [m[k] − 1,k]∗ = (m[k] − 1..k) and m+[m[k] − 1] = n then
13: m+[k] ←m+[m[k] − 1];
14: end if
15: m[k] ←m[m[k] − 1];
16: end while
17: if k is positive in P then
18: Inf [k] ←m+[k];
19: end if
20: end for
21: for k from n − 1 downto 1 do
22: while M[k] + 1 is in IMaxR[k] do
23: if [k,M[k] + 1]∗ = (k..M[k] + 1) and M+[M[k] + 1] = 1 then
24: M+[k] ← M+[M[k] + 1];
25: end if
26: M[k] ← M[M[k] + 1];
27: end while
28: if k is positive in P then
29: Sup[k] ← M+[k];
30: end if
31: end for
Fig. 1 illustrates the computation of the values Inf [k] using Algorithm 1. The values Sup[k] are computed similarly.
Theorem 2. Algorithm 1 correctly computes Inf [k] and Sup[k], for each k ∈ Σ that is positive in P .
Proof. We focus on Inf [k]. The reasoning is similar for Sup[k]. Let us ﬁrst show the following aﬃrmation, for each ﬁxed
k 2:
(Ak) The values m[k] successively updated in step 15 satisfy (m[k]..k) ⊆ IMinL[k]. Moreover, m[k] strictly decreases each time it is
updated.
Aﬃrmation (Ak) is proved by induction on k. When k = 2, the existence of the element m[2] − 1 = 1 in IMinL[2] is
tested and, if the test is positive (that is, elements 1 and 2 are consecutive on P in this order, ignoring signs), then m[2] is
updated to 1. Aﬃrmation (A2) is proved. Assuming (Ag) is true for all g < k, we prove (Ak) by induction on the number α
of executions of the while loop in step 11, for k.
We assume that, immediately before the execution number α  1, we have (m[k]..k) ⊆ IMinL[k] (which is true in case
α = 1 since m[k] = k).
The condition in step 11 implies that m[k] − 1 ∈ IMinL[k] and thus IMinL[m[k] − 1] ⊆ IMinL[k]. By induction for g =
m[k] − 1, we deduce that (m[m[k] − 1]..m[k] − 1) ⊆ IMinL[m[k] − 1] ⊆ IMinL[k]. Since, by the inductive hypothesis on the
number of executions of the while loop, we have that (m[k]..k) ⊆ IMinL[k], we obtain that (m[m[k] − 1]..k) ⊆ IMinL[k].
k = 12 k = 2 k = 3 k = 7 k = 5 k = 6 k = 4 k = 8 k = 10 k = 9 k = 11 k = 13
P = 1 12 2 3 −7 5 6 −4 8 −10 −9 11 13
Initial (1,1) (12,12) (2,2) (3,3) (7,13) (5,5) (6,6) (4,13) (8,8) (10,13) (9,13) (11,11) (13,13)
Updates (2,2) (5,5) (7,8) (10,11) (12,13)
(5,8) (9,11) (2,13)
(4,8) (2,2) (1,1)
(2,2)
Fig. 1. Computing (m[k],m+[k]) for k = 2,3, . . . ,n (in this order) with Algorithm 1 for the permutation P = (1 12 2 3 −7 5 6 −4 8 −10 −9 11 13). Each
column shows the initial values of m[k],m+[k] and the successive updates performed by the while loop in step 11. The values Inf [k] obtained at the end of
the algorithm are in bold.
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case where Target[k] <m.[k] − 1 leads to a contradiction. The gray area is the interval [Target[k], k]∗ , which is identical to (Target[k]..k).
Updating m[k] to m[m[k] − 1] thus implies that at the end of the execution we have (m[k]..k) ⊆ IMinL[k]. Clearly, m[k] has
decreased since m[m[k] − 1]m[k] − 1 (by (Am[k]−1)) and m[k] − 1<m[k].
Next we show that for each ﬁxed k 2:
(Bk) The values m+[k] initialised in step 5 or 7, and successively updated in step 13 satisfy: if m+[k] = n then m+[k] is positive in P
and [m+[k], k]∗ = (m+[k]..k).
Aﬃrmation (Bk) is also proved by induction on k. When k = 2, m[2] = 2 and the while loop is executed at most once,
namely when 1 ∈ IMinL[2]. Updating m+[2] is then done at most once as well, namely when we have [1, 2]∗ = (1..2) and 1
is positive in P . In this case, m+[2] becomes m+[1], that is 1, and thus B2 is veriﬁed. Assuming Bg is true for all g < k, we
prove (Bk). Before the ﬁrst execution of the while loop in step 11, m+[k] = k if k is positive and m+[k] = n otherwise.
Consider an arbitrary execution which modiﬁes m+[k]. Then we have that m[k] − 1 ∈ IMinL[k], [m[k] − 1,k]∗ = (m[k] −
1..k) and m+[m[k] − 1] = n. By induction for g = m[k] − 1, Bm[k]−1 implies that since m+[m[k] − 1] = n then [m+[m[k] −
1],m[k] − 1]∗ = (m+[m[k] − 1]..m[k] − 1). Combining the two latter equalities between intervals we have [m+[m[k] −
1],k]∗ = (m+[m[k] − 1]..k). In this case, m+[k] is updated to m+[m[k] − 1], which is positive in P by induction, and at the
end of the execution of the while loop we have [m+[k],k]∗ = (m+[k]..k).
Next, for each k  1, we deﬁne Target[k] to be the minimum value in Σ which is positive in P and satisﬁes
[h,k]∗ = (h..k), if such a value exists, and n otherwise. Obviously, when k is positive, Target[k] = Inf [k]. Moreover, note
that Target[Target[k]] = Target[k] and thus by (BTarget[k]) we deduce that m+[Target[k]] = Target[k]. We show that
(Ck) At the end of Algorithm 1, the equality m+[k] = Target[k] holds for each k 1.
Obviously, (C1) is true. It is easy to see that (C2) is true, i.e. m+[2] = Target[2]. Indeed, if +1 immediately precedes 2
in P , then m+[2] is updated to 1, which is Target[2]. In all the other cases, m+[2] remains unchanged, and its value is
Target[2].
By induction, assume now that m+[g] = Target[g] for all g with 2  g < k. In the case where Target[k] = n, k must
be negative in P and m+[k] is never changed by the algorithm (otherwise, by (Bk) the new value m+[k] implies that
Target[k] < n). Then (Ck) is true.
Consider now the case where Target[k] < n. Then k may be positive or negative in P , but Target[k] is, by deﬁnition,
always positive in P (like m+[k]). Also note that, by (Bk), Target[k]m+[k] k in this case.
By contradiction, assume that (Ck) is not true. Then Target[k] <m+[k] k at the end of the while loop in step 11, and
m+[k] is unchanged since the execution number α of this loop, with α  1. Still, the condition in step 11 is satisﬁed during
all the executions number α,α+1, . . . for which m[k]−1 Target[k]: in this case, [Target[k],k]∗ = (Target[k]..k) implies that
m[k]−1 ∈ [Target[k],k]∗, and Target[k] ∈ IMinL[k] (by deﬁnition of Target[k]) implies that m[k]−1 ∈ [Target[k],k]∗ ⊆ IMinL[k].
Consequently, m[k] is successively updated at least as long as m[k] > Target[k].
Now, let us consider the execution of the while loop which affects to m[k] its smallest value m.[k] such that m.[k] >
Target[k]. Recall that, by aﬃrmation (Ak), the values of m[k] decrease (see Fig. 2). We have, by the minimality of m.[k],
that m[m.[k] − 1]  Target[k]. Thus m[m.[k] − 1] is either equal to Target[k] or is located before Target[k] on P . Moreover,
m.[k] > Target[k] implies m.[k] − 1 Target[k] and thus m.[k] − 1 is either equal to Target[k] or located after Target[k] on P .
In fact, m.[k] − 1 = Target[k]: otherwise the condition in step 12 would be veriﬁed and thus m+[k] should be updated to
m+[Target[k]], which is Target[k] (a contradiction with the hypothesis that (Ck) is false). Then, Target[k] <m.[k] − 1<m.[k],
and we have three possible cases. In the ﬁrst one, [Target[k],m.[k] − 1]∗ = (Target[k]..m.[k] − 1). Then the condition in
step 12 is fulﬁlled and m+[k] should be updated to m+[m.[k] − 1], which contradicts our hypothesis that m+[k] is never
updated in a step number β  α. In the second one, [Target[k],m.[k] − 1]∗ misses one element from (Target[k]..m[k] − 1).
Then the missing element x must be located both before Target[k] on P (since all the elements between m[m.[k] − 1] and
m.[k]−1 must be in IMinL[m.[k]−1] by aﬃrmation (Am.[k]−1)) and after Target[k] on P (since [Target[k],k]∗ = (Target[k]..k)).
This is obviously impossible. In the third one, [Target[k],m.[k]−1]∗ contains one element not belonging to (Target[k]..m[k]−
1). Then this element must belong to (m[k]..k), again since [Target[k],k]∗ = (Target[k]..k), and thus implies Target[k] /∈
IMinL[k], a contradiction.
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To conclude the proof of the theorem, we only have to apply aﬃrmation (Ck) to all values k ∈ Σ which are positive in P ,
recalling that for these values we have Target[k] = Inf [k]. 
Theorem 3. Algorithm 1 computes the canonical generator (Sup, Inf ) of the conserved intervals of Idn and P in O (n) time.
Proof. Algorithm 1 must be applied twice, once for P and once for P rev. In both cases, the algorithm correctly computes
the desired values, according to Theorem 2 and to Remark 5. The leftmost and rightmost positions of the intervals IMaxR[k]
and IMinL[k] for all k are computed in O (n) total time using Algorithm ComputeLMin and (similar to it) ComputeRMax from
Table 1. We show that the for loop in steps 10–20 is executed in linear time, and the result follows easily.
Computing the position P−1[k] of the element k or −k in P , overall values of k ∈ Σ , is easily done in O (n) time. Once
these values are known, testing the condition in step 11 takes constant time by comparing P−1[m[k] − 1] with the leftmost
and rightmost positions of IMinL[k]. Furthermore, with the notation h =m[k] − 1, testing whether [h,k]∗ = (h..k) (the ﬁrst
condition in step 12) is equivalent to testing whether (1) the elements in [h,k]∗ are all larger than h and smaller than k,
and (2) the cardinalities of [h,k]∗ and (h..k) are equal. This is done in constant time by checking whether RMax[h] P−1[k]
and LMin[k] P−1[h] and P−1[k] − P−1[h] = k − h.
Thus the running time of the for loop in steps 10–20 is proportional to the number of updates of m[k] over all k from 1
to n. Similarly to [4], we note that at the beginning of the for loop there are n intervals [m[k],k]∗, for k = 1,2, . . . ,n. Each
time some m[k] is updated, two such intervals are concatenated and the collection of maximal intervals [m[k],k]∗ decreases
by one interval, such that at the end of the for loop exactly one interval remains. The number of updates, which is also the
number of executions of the while loop, is then equal to n − 1, that is in O (n). 
3.2. Irreducible conserved intervals
A conserved interval is irreducible if it is not the union of smaller non-trivial conserved intervals. In [2] it is shown that
(non-trivial) irreducible conserved intervals of K permutations may be computed in O (Kn) time, and that any non-trivial
conserved interval is either irreducible or is a chain of non-trivial irreducible conserved intervals where successive intervals
overlap on exactly one element.
Deﬁne the vectors Inf Ir and SupIr as follows (k,h ∈ Σ ):
SupIr[k] =
{
max
{
k,min
{
h
∣∣ h > k,h is positive in P and [k,h]∗ = (k..h)}} if k is positive in P ,
max
{
k,min
{
h
∣∣ h > k,h is negative in P and [h,k]∗ = (k..h)}} if k is negative in P ,
Inf Ir[k] =
{
min
{
k,max
{
h
∣∣ h < k,h is positive in P and [h,k]∗ = (h..k)}} if k is positive in P ,
min
{
k,max
{
h
∣∣ h < k,h is negative in P and [k,h]∗ = (h..k)}} if k is negative in P .
Example 4. For the permutation P = (1 12 2 3 −7 5 6 −4 8 −10 −9 11 13), SupIr[2] = 3, SupIr[4] = 7, Inf Ir[7] = 4,
Inf Ir[3] = 2.
Irreducible conserved intervals have the following property:
Claim 2. (See [2].) Two different non-trivial irreducible conserved intervals are either disjoint, or nested with different endpoints, or
overlapping on one element. Consequently, for every non-trivial irreducible conserved interval (x..y) there exists a unique maximal
chain (a1..a2), (a2..a3), . . . , (ap−1..ap) of non-trivial irreducible intervals such that, for some i with 1 i  p, equalities x = ai and
y = ai+1 hold.
Now we have:
Claim 3. For each i ∈ Σ , the intervals (i..SupIr[i]) and (Inf Ir[i]..i) are irreducible conserved intervals. Moreover, if (i..SupIr[i]) is
non-trivial, then Inf Ir[SupIr[i]] = i. Similarly, if (Inf Ir[i]..i) is non-trivial, then SupIr[Inf Ir[i]] = i.
Proof. W.l.o.g. we consider only the case where i is positive in P . The ﬁrst aﬃrmation is obvious when (i..SupIr[i]) is trivial.
In the contrary case, the deﬁnition of SupIr[i] insures that there is no h that satisﬁes: it is positive in P , i < h < SupIr[i] and
[i,h]∗ = (i..h). Thus (i..SupIr[i]) is irreducible. Moreover, when SupIr[i] = i we also have be the deﬁnition of SupIr[i] that
there is no h with i < h < SupIr[i] such that [h, SupIr[i]]∗ = (h..SupIr[i]) and thus Inf Ir[SupIr[i]] = i. The reasoning is similar
in the symmetric case with respect to Inf Ir , SupIr . 
Claim 4. The following three aﬃrmations are equivalent for all i < j: (i.. j) is an irreducible conserved interval; SupIr[i] = j; and
Inf Ir[ j] = i.
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Input: Signed permutations Idn, P over Σ , IMinL[k].
Output: Compute Inf Ir[k] and SupIr[k] for all k ∈ Σ that are positive in P
1: Inf Ir[1] ← 1;
2: for k from 1 to n do
3: m[k] ← k; SupIr[k] ← k;
4: if k is positive in P then
5: m#[k] ← k;
6: else
7: m#[k] ← n;
8: end if
9: end for
10: for k from 2 to n do
11: done ← false;
12: while m[k] − 1 is in IMinL[k] do
13: if [m[k] − 1,k]∗ = (m[k] − 1..k) and not done then
14: if m[k] − 1 is positive in P then
15: m#[k] ←m[k] − 1;
16: else
17: if m#[m[k] − 1] = n then
18: m#[k] ←m#[m[k] − 1]
19: end if
20: end if
21: done ← true
22: end if
23: m[k] ←m[m[k] − 1]
24: end while
25: if k is positive in P then
26: Inf Ir[k] ←m#[k];
27: if Inf Ir[k] = k then
28: SupIr[Inf Ir[k]] ← k;
29: end if
30: end if
31: end for
Proof. Assume that (i.. j) with i < j is a positive irreducible conserved interval of Idn and P (a similar reasoning is done
for negative intervals). Then [i, j]∗ = (i.. j) and, since the interval is irreducible, there is no h with i < h < j such that
[i,h]∗ = (i..h) (by Claim 2). Consequently, SupIr[i] = j and, similarly, Inf Ir[ j] = i.
Conversely, SupIr[i] = j (as well as Inf Ir[ j] = i) implies by Claim 3 that (i.. j) is an irreducible conserved interval. 
The main theorem is now easy to deduce:
Theorem 4. The pair (SupIr, Inf Ir) is the strict generator for the irreducible conserved intervals of Idn and P .
Proof. Condition 1 in the deﬁnition of a generator is obviously fulﬁlled. To show condition 2, let (i.. j) be an irreducible
conserved interval of Idn and P . In the case i = j we are done by the deﬁnition of SupIr and Inf Ir . Otherwise, by Claim 4
we have that SupIr[i] = j, which implies by Claim 3 that Inf Ir[ j] = i and we are done. Conversely, if (i.. j) = (i..SupIr[i]) ∩
(Inf Ir[ j].. j), then we necessarily have [i, j]∗ = (i.. j) and thus j  SupIr[i]. As we already have that j  SupIr[i], we deduce
that the equality holds and thus (i.. j) = (i..SupIr[i]). By Claim 3, this is an irreducible conserved interval.
Claim 4 ensures that (SupIr , Inf Ir) is a strict, thus chaining and regular, generator. 
Theorem 5. Algorithm 2 correctly computes Inf Ir[k] and SupIr[k], for each k ∈ Σ that is positive in P .
Proof. The idea of the algorithm is to compute all the values Inf Ir[k], and to deduce the values SupIr[k] using Claim 3.
According to this claim, SupIr[Inf Ir[k]] may be immediately computed when Inf Ir[k] = k, and this is what is done in
steps 27–28. The remaining values SupIr[h] must be equal to h, otherwise we would have – using the same claim – that
Inf Ir[SupIr[h]] = h = SupIr[h] and thus, with k′ = SupIr[h], that Inf Ir[k′] = k′ . Then SupIr[Inf Ir[k′]], that is SupIr[h], should have
been ﬁxed in steps 27–28.
It remains to show that Inf Ir[k], for all positive k, are correctly computed. Note that m[k] is modiﬁed exactly in the same
way as in Algorithm 1, and thus aﬃrmation (A′k), which is the same as (Ak) up to the line numbers, holds (same proof):
(A′k) The values m[k] successively updated in step 23 satisfy (m[k]..k) ⊆ IMinL[k]. Moreover, m[k] strictly decreases each time it is
updated.
Next we show that:
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positive in P and [m#[k], k]∗ = (m#[k]..k).
Each value m#[k] is initialised with k or n, and may be obviously changed only once (because of the variable done), in
step 15 or 18. When no change occurs, (Dk) is obviously true. We therefore treat the values k for which m#[k] is changed.
By induction, when k = 2, m#[2] only changes when +1 is in IMinL[2] and thus immediately precedes 2 on P . Then
m#[2] becomes 1 in line 15 and (D2) holds. Assume now that (Dg) is true for all g < k, and let us prove (Dk). W.l.o.g.
we assume that m#[k] is updated by the algorithm. If the update is done in step 15, then (Dk) is immediately proved.
Otherwise, the update is done in step 18, and we have by the condition in step 17 that m#[m[k] − 1] = n and by (Dm[k]−1)
that m#[m[k] − 1] is positive in P and [m#[m[k] − 1],m[k] − 1]∗ = (m#[m[k] − 1]..m[k] − 1). Combining this equality with
the one in step 13, which must be true, we deduce (Dk).
To continue the proof of Theorem 5, for each k  1, we deﬁne Target[k] to be one of the three following values: the
maximum value in Σ which is positive in P , strictly smaller than k and satisﬁes [h,k]∗ = (h..k), if such a value exists; k, if
no such value exists, but k is positive in P ; and n otherwise. Obviously, when k is positive, Target[k] = Inf Ir[k]. Notice that if
Target[k] < k′ < k then Target[k′] Target[k], by the deﬁnition of Inf Ir . Moreover, since (SupIr , Inf Ir) is a strict generator, we
deduce (according to Remark 2) that Target[k′] > Target[k]. We show that:
(Ek) At the end of Algorithm 2, the equality m#[k] = Target[k] holds for each k 1.
Notice that in the case where Target[k] = k or Target[k] = n, Algorithm 2 initialises m#[k] in step 5 and respectively 7,
and never changes it. Otherwise (Dk) implies that Target[k] does not have the correct value.
The proof is done by induction. According to the preceding remark, only the case where Target[k] < k is considered.
When k = 2, m#[2] is modiﬁed only if +1 immediately precedes 2 on P , and in this case m#[2] = 1, [1, 2]∗ = (1..2) and
thus Target[2] = m#[2] = 1. Assume now that (E g) is true for all g < k, and let us prove (Ek).
As in the proof of Theorem 2, note that Target[k] ∈ IMinL[k] implies that m[k] is successively updated at least as long as
m[k] > Target[k]. Consider the execution α  0 of the while loop in step 12 which updates m[k] to its smallest value strictly
larger than Target[k], denoted m.[k] (see again Fig. 2). Then, since m.[k] > Target[k], we have that m.[k] − 1 Target[k].
We ﬁrst show that m.[k] − 1 = Target[k]. In the contrary case, we have that m.[k] − 1 > Target[k] and we also have
that m[m.[k] − 1]  Target[k] (by the minimality of m.[k], the new value of m[k] computed in line 23 should not ex-
ceed Target[k]). Consequently, m[m.[k] − 1] is either located strictly before Target[k] on P , or is identical to Target[k]. Note
that [Target[k],m.[k] − 1]∗ = (Target[k]..m.[k] − 1) since in the contrary case [m.[k] − 1,k]∗ = (m.[k] − 1..k) and this con-
tradicts the deﬁnition of Target[k]. Then either [Target[k],m.[k] − 1]∗ misses one element from (Target[k]..m.[k] − 1), or
contains an element not belonging to (Target[k]..m.[k]). Both cases are impossible. In the ﬁrst case, the missing element
must both be located before Target[k] on P (by (A′m.[k]−1), it must be in IMinL[m.[k] − 1]) and be located after m.[k] − 1
on P (since [Target[k],k]∗ = (Target[k]..k)), which is clearly impossible. In the second case, the additional element must
belong to (m.[k]..k) and then it prevents m[m.[k] − 1] from belonging to IMinL[m.[k] − 1], which contradicts aﬃrmation
(A′m.[k]−1).
Then m.[k] − 1 = Target[k]. We show that m#[k] is necessarily modiﬁed by Algorithm 2 and that its updated value is
Target[k]. Firstly, if m#[k] has never been updated before the execution number α of the while loop, then the conditions
in steps 12–14 in Algorithm 2 are veriﬁed, implying that m#[k] is updated in step 15 to the value Target[k]. In this case
we are done. Secondly, if m#[k] has already been modiﬁed by Algorithm 2 then such a modiﬁcation hold during some
execution with number β < α, and was performed either in step 15 or 18 of the algorithm. With a modiﬁcation in step 15
(m#[k] ← m[k] − 1) and using aﬃrmation (A′k) which insures that the values of m[k] reduce at each update, we have that
m#[k] > m.[k] − 1 = Target[k]. Then, by (Dk) we deduce that the value m#[k] contradicts the deﬁnition of Target[k]. We
deduce that the modiﬁcation hold necessarily in step 18 (m#[k] ←m#[m[k] − 1]). Then, using the inductive hypothesis that
(Em[k]−1) is true, we have that m#[k] = Target[m[k] − 1]  Target[k]. Only the variant m#[k] = Target[m[k] − 1] = Target[k]
corresponds to a valid modiﬁcation, since the variant m#[k] = Target[m[k] − 1] > Target[k] yields once again a contradiction
to the deﬁnition of Target[k].
In conclusion, m#[k] = Target[k] at the end of Algorithm 2, and aﬃrmation (Ek) is proved.
To ﬁnish the proof, we recall that Target[k] = Inf Ir[k] for all k that are positive in P . 
Theorem 6. Algorithm 2 computes the strict generator (SupIr, Inf Ir) of the irreducible conserved intervals of Idn and P in O (n) time.
Proof. We have to apply Algorithm 2 twice, once for the positive and once for the negative irreducible intervals. Once again,
note that neither the algorithm nor Theorem 5 assume that 1 and n are ﬁxed points. The number of operations is obviously
proportional to that of Algorithm 1. 
Corollary 1. Algorithm 2 allows to compute the irreducible conserved intervals of Idn and P in O (n) time.
Proof. This is an easy consequence of Claim 4 and Theorem 6. 
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Once the generators of the conserved intervals or irreducible conserved intervals for two sequences are computed, ob-
taining a generator for K > 2 permutations is done by induction. For conserved intervals, we follow a line presented in [4]
for common intervals. Irreducible conserved intervals must however be treated separately.
4.1. Conserved intervals
A particular attention must be payed to the properties of the resulting generator of K permutations, as both the algo-
rithm to generate the intervals (ComputeSupport followed by ComputeIntervals in Table 1) and the algorithm to count the
intervals (Counter, that we present in the next section) require speciﬁc generators (commuting and, respectively, canoni-
cal). For this reason, we establish here (in Claim 6) necessary conditions for the resulting generator to be commuting or
canonical. Then, we show that these conditions are fulﬁlled by conserved intervals. Recall that, according to a preceding con-
vention, we assume that P = {P1, P2, . . . , PK } are permutations on Σ such that P 1 = Idn . In this section, the assumption
that 1 and n are ﬁxed points of P 2, . . . , P K is important.
A family F of intervals from Idn is a closed family if F contains all singletons as well as the interval (1..n), and has the
property: if i  j  k l and (i..k), ( j..l) belong to F , then (i.. j), ( j..k), (k..l), (i..l) also belong to F .
Here is a nice result about closed families:
Claim 5. (See [4].) Every closed family F of intervals from Idn has a unique canonical generator. Given a commuting generator for F ,
its canonical generator may be obtained in O (n) time.
Now, we are interested in combining generators from two families in order to obtain a generator for their intersection.
Claim 6. Let (R1, L1), (R2, L2) be generators for two families F1, F2 of intervals from Idn. Then (R, L) = (min(R1, R2),max(L1, L2))
is a generator for F1 ∩ F2 , where min(R1, R2) is the vector whose ith value is min(R1[i], R2[i]), and similarly for max(L1, L2).
Moreover:
1. If (R1, L1), (R2, L2) are both commuting, then (R, L) is commuting too.
2. If (R1, L1), (R2, L2) are both commuting and if F1, F2 are closed, then F1 ∩ F2 is closed and its canonical generator is obtained
in O (n) time from (R, L).
Proof. Similarly to [4], we note that (i.. j) ∈ F1 ∩ F2 implies (using the deﬁnition of a generator and Remark 1) that L1[ j]
i  j  R1[i] and L2[ j] i  j  R2[i], so that max(L1[ j], L2[ j]) i  j min(R1[i], R2[i]). Remark 1 allows us to deduce
that (min(R1, R2),max(L1, L2)) is a generator for F1 ∩ F2.
To show aﬃrmation 1, assume that (R1, L1), (R2, L2) are both commuting. Then two intervals (i..min(R1[i], R2[i]))
and ( j..min(R1[ j], R2[ j])) with i < j could overlap only if min(R1[i], R2[i]) = R1[i], min(R1[ j], R2[ j]) = R2[ j] and i < j <
R1[i] < R2[ j]. But then R1[ j] R2[ j] > R1[i] > j > i and (i..R1[i]), ( j..R1[ j]) overlap, which is impossible.
To show aﬃrmation 2, notice that if F1, F2 are closed, then so is F1∩F2. Obviously, singletons and (1..n) are in F1∩F2
since they belong to F1 and F2. Now, let i, j,k, l ∈ Σ such that i  j  k  l and (i..k), ( j..l) ∈ F1 ∩ F2. Then (i..k), ( j..l)
belong to each of F1, F2 and so are (i.. j), ( j..k), (k..l) and (i..l) since F1, F2 are closed. Then F1 ∩ F2 is closed. The
conclusion follows from Claim 5. 
Let P = {Idn, P2, . . . , Pq} (q 2) be a family of signed permutations on Σ . We have:
Claim 7. The conserved intervals of P form a closed family of intervals of Idn.
Proof. Note ﬁrst that singletons as well as the interval (1..n) are conserved intervals, according to Remark 4. Secondly,
let i, j,k, l ∈ Σ such that i  j  k  l and assume that (i..k), ( j..l) are conserved intervals of P . Let Ph , 2  h  q be a
permutation. Then the corresponding intervals on Ph have either the leftmost and rightmost values i,k (in this order) and
j, l (in this order), or −k,−i (in this order) and −l,− j (in this order). Any other possibility yields an easy contradiction.
With the order of integers i  j  k  l we then deduce that the order of elements on Ph is i, j,k, l (in the ﬁrst case) or
−l,−k,− j,−i (in the second case) from left to right. In both cases we easily deduce that (i.. j), ( j..k), (k..l) and (i..l) are
conserved intervals. 
Now, we have:
Theorem 7. Computing a canonical generator (R, L) for the conserved intervals of K signed permutations may be done in O (Kn) time.
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(for positive and negative intervals). This is done in O (Kn) time. Then, for each j from 3 to K compute the generator for
the conserved intervals of (Id, P 2, . . . , P j) using Claim 6 with
F1 = {I | I is a conserved interval for Idn, P2, . . . , P j−1}, and
F2 = {I | I is a conserved interval for Idn, P j},
that are closed families according to Claim 7. This is also done in O (Kn) time. The resulting generator for the conserved
intervals of Id, P 2, . . . , P j is canonical since aﬃrmations 1 and 2 in Claim 6 may be applied at each step of the construc-
tion. 
4.2. Irreducible conserved intervals
Irreducible conserved intervals do not form a closed family of intervals from Idn , since (1..n) is generally reducible.
Moreover, an irreducible conserved interval for Idn , P 2, P 3 is not necessarily an irreducible conserved interval for Idn , P 2
and for Idn , P 3.
Example 5. To see this, consider P2 = (1 2 3 4 6 5 7 8) and P3 = (1 3 4 2 5 7 6 8). Then (1..8) is an irreducible conserved
interval of Idn , P2, P3, but is reducible both in Idn , P2 and in Idn , P3. With the strict generators R1 = [2,3,4,7,5,6,8,8],
L1 = [1,1,2,3,5,6,4,7] for Idn , P2 and R2 = [5,2,4,4,8,6,7,8], L2 = [1,2,3,3,1,6,7,5] for Idn , P3, we note that R51[1] =
R1[R1[R1[R1[R1[1]]]]] = 8, R22[1] = R2[R2[1]] = 8, and 8 is the least value of Σ which may be obtained by taking powers
of R1[1] and R2[1].
The following theorem shows that this observation may be used to compute generators for a family of signed permuta-
tions.
Claim 8. Let (R1, L1), (R2, L2) be strict generators for the irreducible conserved intervals of the families of signed permutations P1
and P2 on Σ , both including Idn. Then the pair (R, L) deﬁned by (i, j ∈ Σ):
R[i] =max{i,min{ j ∣∣ j > i, ∃k1  1, k2  1: Rk11 [i] = Rk22 [i] = j}},
L[i] =min{i,max{ j ∣∣ j < i, ∃k1  1, k2  1: Lk11 [i] = Lk22 [i] = j}},
is a strict generator for the irreducible common intervals of P = P1 ∪ P2 .
Proof. The ﬁrst condition in the deﬁnition of a generator is trivially fulﬁlled. We prove:
(∗) (i.. j) with i < j is an irreducible conserved interval of P iff R[i] = j (resp. iff L[ j] = i), which ensures that (R, L) is a
generator and, moreover, that it is strict.
Let (i.. j) with i < j be an irreducible conserved interval of P . Then (i.. j) is a conserved interval of both P1 and P2.
Moreover, in the family of signed permutations Pt (t ∈ {1,2}), the interval is irreducible (Rt [i] = j) or reducible (there
exists some kt > 1 such that R
kt
t [i] = j). Both cases may be written Rktt [i] = j, with kt  1, t ∈ {1,2}. Additionally, j is the
smallest value with this property, otherwise a conserved interval (i.. j′) with i < j′ < j would exist in P , which contradicts
the irreducibility of (i.. j). Thus j = R[i].
Conversely, let (i.. j) with i < j be an interval of Idn such that R[i] = j. Then R[i] > i, so that R[i] = min{h |
h > i, ∃k1  1, k2  1: Rk11 [i] = Rk22 [i] = h} = j. Thus Rk11 [i] = Rk22 [i] = j. We deduce that (i.. j) is a conserved interval
of P1 and of P2 (the union of conserved intervals is a conserved interval), and thus of P . Moreover, it is irreducible in P ,
otherwise a smaller irreducible conserved interval (i.. j′) with i < j′ would exist. By applying to this interval the ﬁrst part
of the aﬃrmation (∗), which is already proved, we deduce that R[i] = j′ = j, a contradiction.
A similar reasoning may be performed for L, j, i instead of R, i, j to end the proof. 
We now show how to compute the generators deﬁned in the preceding claim in linear time. To this end, we need several
deﬁnitions. Let Σ() = Σ ∪ {( , )}, and Σ [] = Σ ∪ {[ , ]}. The following deﬁnitions are given for Σ(), but extend in an obvious
way to Σ []. By convention, a subsequence of a sequence is always contiguous.
Let U be a sequence with elements from Σ(). The position in U of an element a from U is denoted posU (a), whereas
the subsequence of U between two positions i, j is denoted U [i . . . j]. Say U is fully balanced (respectively balanced) if U
may be written as U = (u1u2 . . . uk) (respectively U = u1u2 . . . uk) with k  1 such that each block ui is either an integer,
or a fully balanced sequence. A component C of a (fully) balanced sequence U is every subsequence of U that is a fully
balanced sequence. Two integers a,b are consecutive in a (fully) balanced sequence U if posU (a) < posU (b) and U [posU (a)+
1 . . . posU (b) − 1] is the concatenation of a (possible empty) set of components of U . Equivalently, U [posU (a) . . . posU (b)] is
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most one integer a (respectively b) such that a, c (respectively c,b) are consecutive in U .
Example 6. The sequence U = (5 6 (12 (9 11) (13 1) 4) 7) is fully balanced. Its blocks are 5, 6, (12 (9 11) (13 1) 4) and 7.
Its components are U itself, (12 (9 11) (13 1) 4), (9 11) and (13 1). The pairs of consecutive integers are (5,6), (6,7),
(12,4), (9,11) and (13,1). The sequence 12 (9 11) is balanced, but not fully balanced.
Furthermore, let S be a sequence on Σ()[] = Σ ∪ {( , ), [ , ]}. We say that S is fully d-balanced (d like double), if it sat-
isﬁes (1) removing all its round (respectively squared) brackets results into a fully balanced sequence, and (2) it cannot
be written as the concatenation of smaller subsequences satisfying (1). We say that S is d-balanced if S may be written
as S = s1s2 . . . sk (k  1) such that each d-block si is either an integer or a fully d-balanced sequence. A d-component C
of a (fully) d-balanced sequence S is every subsequence of S that is a fully d-balanced sequence. Two integers a,b are d-
consecutive in a (fully) d-balanced sequence S if posS (a) < posS (b) and S[posS (a) + 1 . . . posS (b) − 1] is the concatenation of
a (possible empty) set of d-components of S . Equivalently, S[posS (a) . . . posS (b)] is a d-balanced sequence whose d-blocks
between d-blocks a and b are not integers. Notice that for each integer c, there exists at most one integer a (respectively b)
such that a, c (respectively c,b) are d-consecutive in S .
Example 7. The sequence S = ([5 [6 12 (9 ] 11) (13 1) 7)][3 (4 8)] is d-balanced, but not fully d-balanced (it does not
satisfy the second condition). Its d-blocks are ([5 [6 12 (9 ] 11) (13 1) 7)] and [3 (4 8)]. Its d-components are S itself,
([5 [6 12 (9 ] 11) (13 1) 7)], [3 (4 8)], [6 12 (9 ]11), (13 1) and (4 8). The pairs of d-consecutive integers are (5,7), (6,12),
(13,1) and (4,8).
Claim 9. The strict generator (R, L) of P = P1 ∪ P2 deﬁned in Claim 8may be computed in O (n).
Proof. The proof is divided into ﬁve aﬃrmations (F ), (G), (H), (I) and ( J ). Once again, we limit our presentation to the
computation of R . Using the same notations as in Claim 8, we build two sequences: B that uses round brackets called
B-brackets, and G that uses squared brackets called G-brackets. The sequence B is obtained from the sequence 12 . . . n by
inserting a left bracket before each i such that no j < i exists with R1[ j] = i (then say i is a source), and a right bracket
after each i such that R1[i] = i (then say i is a target). Build the sequence G similarly for R2. It is easy to see that, since the
generators are chaining (see Remark 2), B and G are balanced.
Now, let (p,U ) ∈ {(1, B), (2,G)} and recall that, since Rp is a strict generator, one cannot have simultaneously Rp[i] = j
and Rp[i ′] = j with i < j, i′ < j and i = i′ (see Remark 2).
(F ) Let 1  a0 < a1 < a2 < ak  n (k  1). Then Rp[a j] = a j+1 for all j ∈ {0,1, . . . ,k − 1} if and only if a0, a1, a2, . . . , ak are
consecutive in U .
⇒: This is proved by induction on the length posU (ak)−posU (a0)+1 of the subsequence U [posU (a0) . . . posU (ak)]. When
the length is 2, there is no element (i.e. integer or bracket) between a0 and ak (necessarily k = 1) and the aﬃrmation is
obviously true. When the length is h > 2, assume (F ) is true for all lengths h′ < h and let j ∈ {0,1, . . . ,k − 1}. When k > 1
we have that a j , a j+1 are consecutive in U by induction, since posU (a j+1) − posU (a j) + 1 < posU (ak) − posU (a0) + 1 = h.
When k = 1, since (Rp , Lp) is chaining, a0 + 1 must be a source (Rp[i] = a0 + 1 implies that a0 + 1 > i  a0 and the
uniqueness of Rp[a0] implies a contradiction) and a1 − 1 must be a target (similarly). Thus, again since (Rp , Lp) is chaining,
for all integers b ∈ (a0 + 1..a1 − 1) one has Rp[b] ∈ (a0 + 1..a1 − 1) and one may deﬁne the following lists of values (that
deﬁne chains of non-trivial intervals, according to Remark 2):
x1 = a0 + 1, Rp[x1], R2p[x1], . . . , Rk1p [x1]
(
such that Rk1+1p [x1] = Rk1p [x1]
)
,
x2 = Rk1p [x1] + 1, Rp[x2], R2p[x2], . . . , Rk2p [x2]
(
such that Rk2+1p [x2] = Rk2p [x2]
)
,
. . .
xd = Rkd−1p [xd−1] + 1, Rp[xd], R2p[xd], . . . , Rkdp [xd]
(
such that Rkd+1p [xd] = Rkdp [xd] = a1 − 1
)
.
In the deﬁnitions above, it is assumed that Rq+1p [xi] > Rqp[xi] for all q with 0  q < ki . By deﬁnition, the values xi are
sources, the values Rkip [xi] are targets, and thus, by induction, xi , Rp[xi], R2p[xi], . . . , Rkip [xi] are consecutive in U for each
i = 1, . . . ,d. Then U [posU (xi) − 1 . . .posU (Rkip [xi]) + 1] is a fully balanced sequence (−1 and +1 are required to include the
brackets before xi and after R
ki
p [xi]). Indeed, by deﬁnition, consecutive integers in U may be separated only by non-integer
fully balanced sequences. We deduce that U [posU (a0) + 1 . . . posU (a1) − 1] is a list of non-integer fully balanced sequences,
and thus a0 and a1 are consecutive in U .
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G = [1 [2 3] 4 [5 6] 7 [8 9] 10 11 [12] 13 [14 [15 16 17 18] 19] 20 21 22 23]
S = ([1 ([2 (3] 4 [5 (6] 7 [8) 9)] 10 11 [12]) 13 ([14 [15 16 17) (18] 19)] 20 (21 22) 23)]
S = ([1 ([2 (3] 4 [5 (6] 7 [8) 9)] 10 11 [12]) 13 ([14 [15 16 17) (18] 19)] 20 (21 22) 23)]
S = ([1 ( ( 4 [5 (6] 7 [8) 9)] 10 11 [12]) 13 ([14 [15 16 17) (18] 19)] 20 (21 22) 23)]
S = ([1 ( ( 4 ( 7 [8) 9)] 10 11 [12]) 13 ([14 [15 16 17) (18] 19)] 20 (21 22) 23)]
S = ([1 ( ( 4 [ 9)] 10 11 [12]) 13 ([14 [15 16 17) (18] 19)] 20 (21 22) 23)]
S = ([1 ( [ ] 10 11 [12]) 13 ([14 [15 16 17) (18] 19)] 20 (21 22) 23)]
S = ([1 ( 10 11 [12]) 13 ([14 [15 16 17) (18] 19)] 20 (21 22) 23)]
S = ([1 ( 10 11 ) 13 ([14 [15 16 17) (18] 19)] 20 (21 22) 23)]
S = ([1 13 ([14 [15 16 17) (18] 19)] 20 (21 22) 23)]
Fig. 3. Illustration of Algorithm 3. The two families of permutations P1 and P2 are built on Σ = {1,2, . . . ,23}, and are assumed to
have respectively generators (R1, L1) and (R2, L2) with R1 = [13,10,4,5,9,7,8,8,9,11,12,12,20,15,16,17,17,19,19,23,22,22,23] and R2 =
[4,3,3,7,6,6,10,9,9,11,13,12,20,19,16,17,18,18,19,21,22,23,23]. The sequence B represents R1, whereas the sequence G represents R2. We show
the ﬁrst seven reductions of S (steps 9–20 in the algorithm), involving respectively the subsequences written with bold characters. The 7th reduction
outputs the pair (10,11), indicating that R[10] = 11. As the execution progresses, the following pairs are successively output: (15,16), (16,17), (21,22),
(1,13), (13,20), (20,23).
⇐: Since a j and a j+1 are consecutive for all j < k, we deduce that a j is not a target (otherwise a j would be followed
by a right bracket in U ) and thus there is some b > a j such that Rp[a j] = b. Then, using the ⇒ part of the proof for a j and
b we deduce that a j and b are consecutive in U , and thus we must have b = a j + 1. Aﬃrmation (F ) is proved.
Now, let S be the sequence obtained by performing the fusion of B and G , which means that all B- and G-brackets are
transfered into S at their places with respect to the integers (but only one copy of each integer is kept). To ﬁx the ideas,
when a B- and a G-bracket must be inserted in the same place (for instance, before some integer x), we assume that they
are inserted in the order (from left to right) B-bracket, G-bracket. Again, due to the strict generators (R1, L1) and (R2, L2),
S is a d-balanced sequence. By convention, we assume that each B-bracket belongs both to S and to B , and thus may deﬁne
subsequences in both sequences (and similarly for G-brackets).
(G) Let i < u. Then u =min{ j | j > i, ∃k1  1, k2  1: Rk11 [i] = Rk22 [i] = j} if and only if i,u are d-consecutive in S .
⇒: Using (F ) and Rk11 [i] = Rk22 [i] = u, we deduce that i, R1[i], . . . , Rk11 [i] are consecutive in B and i, R2[i], . . . , Rk22 [i] are
consecutive in G . As no bracket is removed in S with respect to B (respectively to G), the integers susceptible to be d-
consecutive to i must be in both lists. Since u is minimum with the indicated property, the intersection of the lists is {i,u}
and u is the unique candidate. It remains to show that S[posS (i) + 1 . . . posS (u) − 1] is the concatenation of a (possibly
empty) set of d-components. To show it, note that removing all the B- (respectively G-) brackets from this subsequence
results into the subsequence of G (of B respectively) between i and u (not included). Recalling that i, R2[i], . . . , Rk22 [i]
are consecutive in G (respectively i, R1[i], . . . , Rk11 [i] are consecutive in B), we deduce that G[posG (i) + 1 . . . posG (u) − 1]
(respectively B[posB (i) + 1 . . . posB (u) − 1]) is balanced. The recombination of these sequences within S results into a d-
balanced sequence, that necessarily has no integer (since u was the only integer possibly consecutive to i). We deduce that
i,u are d-consecutive in S .
⇐: Since i,u are d-consecutive in S and the removal of the B- (respectively G-) brackets yields a sequence of integers
and fully balanced sequences, we deduce that (1) u must belong to the lists i, a1, . . . ,a f and i, b1, . . . ,bg of consecutive
integers from B and G , and (2) u must be the smallest such integer. We conclude using (F ). Aﬃrmation (G) is proved.
Given i, recall that (by Claim 8) R[i] =max{i,min{ j | j > i, ∃k1  1, k2  1: Rk11 [i] = Rk22 [i] = j}}. Now, to show Claim 9,
it is suﬃcient to show that the set {R[i],1 i  n} may be computed in linear time. By aﬃrmation (G), it is suﬃcient to
ﬁnd all the pairs of d-consecutive integers in S , in linear time. Algorithm 3 achieves this goal, when implemented with
pointers.
For short (see Fig. 3), the algorithm uses a left to right traversal of S seeking a pair of left and right U -brackets, with
U ∈ {B,G}, that are as close as possible to each other in S w.r.t. subsequence inclusion in S (they are called matched
brackets). Then, in S , the elements between the matched U -brackets are either integers, or left Uc-brackets, where Uc
denotes G if U = B and vice versa. Then the following operation, called the reduction associated with the matched U -
brackets, is performed: any pair of contiguous integers (in terms of position on S) is output as a solution, and all the
integers – as well as the matched U -brackets – are removed. The left Uc-brackets are kept. The algorithm stops when all
the elements of S have been removed. In Algorithm 3, the function Stack(P ) applies to a position P of a bracket, and returns
StackB if S[P ] is a B-bracket, and StackG otherwise.
Remark 6 (Blank characters). For the sake of clearness, in Algorithm 3 the removed characters are replaced with blank
characters. Then, to identify the contiguous integers, a function next(S[Q ]) is deﬁned, which returns the element S[T ] such
that T is minimum with the properties that Q < T and S[T ] is not a blank. Such an element always exists in the context
of our algorithm. In the proofs, blank characters are simply ignored.
136 I. Rusu / Journal of Discrete Algorithms 10 (2012) 123–139Algorithm 3 d-Consecutive pairs
Input: The sequence S with B- and G-brackets, built from vectors R1 and R2.
Output: All the pairs (i, R[i]) of d-consecutive integers from S .
1: Let StackB and StackG be two initially empty stacks.
2: P := 1; /* P successively visits each element of S */
3: while S is not empty do
4: if S[P ] is a left bracket then
5: Push P on Stack(P );
6: else
7: if S[P ] is a right bracket then
8: Q := Pop(Stack(P )); /* S[Q ] and S[P ] are matched brackets */
9: Replace S[Q ] with a blank character; /* the reduction begins here */
10: Q = Q + 1;
11: while Q = P do
12: if S[Q ] is an integer then
13: if next(S[Q ]) is an integer then
14: Output (S[Q ],next(S[Q ])); /* two d-consecutive integers are identiﬁed */
15: end if
16: Replace S[Q ] with a blank character;
17: end if
18: Q := Q + 1;
19: end while
20: Replace S[Q ] with a blank character; /* the reduction ﬁnishes here */
21: end if
22: end if
23: P := P + 1;
24: end while
(H) Let U ∈ {B,G}. Algorithm 3 performs the reduction associated with a pair of matched U -brackets if and only if the
subsequence of U deﬁned between these brackets (included) is fully balanced with respect to U (i.e. is a component
of U ).
First notice that StackB and StackG contain respectively all the left B- and G-brackets found in S during the traversal
with the variable P , in increasing order of their positions from the bottom to the top of the stack.
⇒: We use an induction on the rank i of a reduction according to the order in which reductions are performed by
the algorithm (steps 9–20). The aﬃrmation is easily veriﬁed when i = 1 since the ﬁrst reduction is performed on the
initial sequence S , and thus in U the elements between the matched brackets are integers. When we consider the ith
reduction, with i > 1, assume by induction the property “⇒” is true for each i′th reduction with i′ < i. Then, according
to the algorithm, the matched U -brackets involved in the ith reduction deﬁne a subsequence of the current sequence S
containing only integers and left Uc-brackets. As the current sequence S is obtained from the initial sequence S by removing
some components of U (by induction, reductions associated with a pair of matched U -brackets have this effect) or some
integers (by induction, reductions associated with a pair of matched Uc-brackets have this effect in U ), the conclusion
follows.
⇐: We use here an induction on the nesting level nl(C) of each component C of U , which is deﬁned as the maximum
number k of components C1, C2, . . . , Ck , with Ck = C , such that C i is a proper component of C i+1 (i = 1,2, . . . ,k − 1) in U .
When C has no component, nl(C) = 1 by deﬁnition. Now, proving the aﬃrmation for a component C with nl(C) = 1 is easy,
as the left bracket of C will be on the top of the corresponding stack (StackB or StackG, depending on the type) until the
right bracket of C is read in step 7. Then the reduction is performed. When nl(C) > 1, all the components of C are reduced
before the right bracket of C is read by the algorithm (step 7): (1) they are all reduced, by induction, and (2) they are
reduced before C , since the left bracket of C arrives on the top of the stack only when the other brackets have been used
for reductions. Moreover, some integer blocks of C may have been reduced: those that were included in components of the
opposite type. Finally, when the right bracket of C is read, the left bracket of C is on the top of the stack and the reduction
is performed. Aﬃrmation (H) is proved.
(I) Algorithm 3 correctly computes the d-consecutive pairs of S .
Now, a pair (x, y) is output by the algorithm (step 14) if and only if x and y are contiguous in the current sequence S .
This is equivalent to say that all the B- and G-brackets between x and y in the initial sequence S have been removed during
a reduction. According to Aﬃrmation (H), this happens if and only if x and y are d-consecutive in the initial sequence S .
Aﬃrmation (I) is proved.
( J ) Algorithm 3 may be implemented to achieve O (n) running time.
Sequence S is implemented as a list (i.e. with pointers), so that the removal of an element (steps 9, 16, 20) needs O (1)
and allows the computation of next(S[Q ]) (step 13) in O (1) too. Then P and Q are pointers, and the stacks StackB, StackG
contain pointers to the elements of S . The running time of the algorithm is proportional with the number of times each
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whereas Q points exactly once to each integer and each right bracket (when this integer or right bracket is removed
from S). However, in the current form of the algorithm, each left bracket is pointed to by Q as many times as a reduction
is performed on a subsequence containing that bracket. With the same notations U , Uc as before, let S[a], S[b] be a pair of
matched U -brackets involved in a reduction, i.e. Q points to S[a] and P points to S[b]. Let S[c] be a left Uc-bracket with
a < c < b. Two cases may be distinguished here. We say the left Uc-bracket S[c] is light whenever S[c − 1] or S[c + 1] is an
integer, or a U -bracket. (Recall that blank characters are ignored in the proofs.) The left bracket is heavy otherwise.
The total number of light Uc-brackets encountered during the execution of the algorithm is proportional with the number
of integers and U -brackets (because each light Uc-bracket is next to such an element, and these elements are removed
immediately during the reduction). Thus the total number of light brackets is of O (n).
A heavy Uc-bracket S[c] involved in a reduction has the property that S[c − 1], S[c + 1] are necessarily left Uc-brackets
(a right Uc-bracket would imply a reduction that should have been performed before the current one, a contradiction).
Thus, at each moment of the execution, heavy Uc-brackets form contiguous subsequences framed by a ﬁrst and a last Uc-
bracket, which are light. In consequence, one may prevent Q from reading all the heavy Uc-brackets during a reduction by
replacing each contiguous subsequence of left Uc-brackets by a unique pseudo-Uc-bracket (a new symbol to be added to Σ ),
that is read in O (1). To recall the content of a pseudo-Uc-bracket (when needed), one may use a new pointer to a list that
contains the real Uc-brackets ordered as in S . This structure further allows (1) to cumulate k Uc-brackets or pseudo-Uc-
brackets that become contiguous during the algorithm into a unique pseudo-Uc-bracket in O (k) (by simply concatenating
the corresponding lists); (2) to easily obtain in O (1) the left Uc-bracket pointed to by Q for a subsequent reduction (step 8),
since – in any pseudo-Uc-bracket – the ﬁrst needed left Uc-bracket (to be used in a reduction) is always the last one in the
pseudo-Uc-bracket.
With this implementation, every element of S is pointed to O (n) times, and this is the running time of the algorithm. 
Consequently, we have (proof similar to that of Theorem 7):
Theorem 8. Computing a strict generator (R, L) for the irreducible conserved intervals of K signed permutations may be done in
O (Kn) time.
Then we easily deduce the following result, already proved in [2] using a different approach:
Corollary 2. The irreducible conserved intervals of K signed permutations may be computed in O (Kn) time.
5. Counting the number of common/conserved intervals
Claim 1 and Theorem 7 allow us to deduce that the conserved intervals of a family of signed permutations may be
generated in O (Kn + N) time, where N is the number of conserved intervals. As was already the case for common inter-
vals [4], this is the best result one may hope to obtain when one wants to enumerate all the intervals. However, in a series
of applications (involving the similarity between genomes [2,6,7,5]) one does not need to have all the intervals, but just to
count them. The number of common (conserved, respectively) intervals of K permutations is a measure of their similarity
and leads to a notion of distance between families of permutations (introduced in [2], discussed both for permutations and
arbitrary sequences in [6]).
The main result in this section is:
Theorem 9. Given a canonical generator (R, L) for a family F of intervals from Idn, the cardinality of the family F may be computed
in O (n) time.
To prove this theorem, assume that (R, L) is a canonical generator. Deﬁne for all k ∈ Σ :
Support[k]: the largest integer h < k such that R[h] R[k],
Count[k]: the integer x 0 such that Supportx[k] = L[k].
Intuitively, Support[k] is the leftmost position of the interval (t..R[t]) that has the two following properties: it contains
(k..R[k]) and is the smallest with this property. Also, Count[k] counts the number of intervals containing (k..R[k]) and
whose leftmost position is situated between L[k] and Support[k], with the supplementary constraint that L[k] is required to
be such a leftmost position. Since (R, L) is commuting, all these intervals are nested.
Claim 10. If (R, L) is a canonical generator for a family F , then the number Count[k] exists for all k.
Proof. Since (R, L) is regular, the interval (L[k]..k) is an interval of F . Then (L[k]..k) = (L[k]..R[L[k]]) ∩ (L[k]..k) by the
deﬁnition of a generator, and thus R[L[k]] k. Furthermore, (L[k]..R[L[k]]) and (k..R[k]) cannot strictly overlap since (R, L)
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Input: A canonical generator (R, L) for a family F of intervals from Idn .
Output: Computes
∑n
k=2 Count[k], in variable Sum.
1: Build the support tree T ;
2: Sum ← 0;
3: q[1] ← 0;
4: for k from 1 to n − 1 do
5: for each successor h of k in T do
6: q[h] ← q[k] + 1;
7: end for
8: end for
9: for k from 2 to n do
10: Sum ← Sum+ (q[k] − q[L[k]]);
11: end for
is commuting. We deduce that (L[k]..R[L[k]]) contains (k..R[k]) and thus, by the deﬁnition of Supportx[k] and since (R, L)
is commuting, there exists some x 0 such that Supportx[k] = L[k] (the case x = 0 occurs when L[k] = k). 
Claim 11. The cardinality of the family F is∑nk=2 Count[k] + n.
Proof. Obviously, there are n singletons. Every non-singleton interval (i..k) from F is obtained as (i..R[i]) ∩ (L[k]..k), and
then R[i] R[k] since intervals (i..R[i]) and (k..R[k]) do not strictly overlap. Consequently, the non-singleton intervals with
the rightmost position k are given by the intersections of (L[k]..k) with intervals (i..R[i]) such that L[k] i < k R[k] R[i].
The number of such intervals is given by Count[k], by its deﬁnition. 
A linear algorithm to compute the number of intervals in F needs a linear algorithm to compute ∑nk=2 Count[k]. Deﬁne
the support (directed) tree T of (F , R, L) as follows. Its vertices are 1,2, . . . ,n. An arc exists from s to k in T if and only if
s = Support[k].
Claim 12. Algorithm 4 computes
∑n
k=2 Count[k] in O (n) time.
Proof. We show that, for each k  2, we have Count[k] = q[k] − q[L[k]]. An easy induction shows that, for each k, q[k]
(which is the depth of k in T ) equals the number of nested intervals which contain (but are not identical to) (k..R[k]). The
number Count[k] of such intervals whose leftmost position is L[k] or more is obtained by subtracting from q[k] the number
of intervals with smaller leftmost position, that is q[L[k]].
Concerning the complexity of the algorithm, ﬁrst note that T may be built in linear time, using the values Support[i]
produced in linear time by algorithm ComputeSupport in Table 1. Second, the for loop in steps 5–7 is executed exactly n− 1
times over all values of k in step 4, that is, once for every arc kh from T . 
Claims 11 and 12 immediately imply Theorem 9. The following results are easily deduced:
Corollary 3. The common intervals of K permutations may be counted in O (Kn) time.
Proof. From [4], we know that common intervals of K permutations form a closed family and that a canonical generator
may be obtained in O (Kn). Theorem 9 allows to conclude. 
Corollary 4. (See [2].) The conserved intervals of K signed permutations may be counted in O (Kn) time.
Proof. This is an immediate deduction from Theorems 7 and 9. 
6. Conclusion
In this paper, we have shown that the generator-based technique to enumerate common intervals offers a common
framework to devise eﬃcient algorithms for ﬁnding common, conserved and irreducible conserved intervals, and this in
spite of the different nature (signed or unsigned) of the involved permutations.
We have further shown that for the families of intervals from Idn which admit a canonical generator (common and
conserved intervals are such families), counting their members may be done in linear time with respect to the total size of
the input.
A very important, and strong, hypothesis on which relies the success of the generator-based technique in all these
applications is the presence of each gene exactly once in each genome. When 0 or several copies of the same gene are
allowed, the renumbering of one genome into the identity permutation rises problems for which no easy answer is available.
I. Rusu / Journal of Discrete Algorithms 10 (2012) 123–139 139Therefore, the generator-based technique as it is now seems to fail on genomes represented as sequences of genes. Finding
an ingenious way to adapt it would maybe allow to improve the best current solution for enumerating common intervals,
which is in O (n2) time [8], in opposition to the sought O (n + N) time.
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