Koszulity of directed categories in representation stability theory by Gan, Wee Liang & Li, Liping
ar
X
iv
:1
41
1.
53
08
v4
  [
ma
th.
RT
]  
22
 Fe
b 2
01
8
KOSZULITY OF DIRECTED CATEGORIES IN
REPRESENTATION STABILITY THEORY
WEE LIANG GAN AND LIPING LI
Abstract. In the first part of this paper, we study Koszul property of directed
graded categories. In the second part of this paper, we prove a general criterion
for an infinite directed category to be Koszul. We show that infinite directed
categories in the theory of representation stability are Koszul over a field of
characteristic zero.
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1. Introduction
The goal of this paper is to prove, in a unified manner, the Koszulity of several
infinite directed categories which appear recently in the theory of representation
stability. Before giving an overview of our results, let us state the conventions which
we shall use throughout the paper.
1.1. Notations and conventions. Let Z+ be the set of non-negative integers.
For any x ∈ Z+, we write [x] for the set {1, . . . , x}.
Let k be a field. We write V ∗ for the dual space Homk(V, k) of a k-vector space
V . For any set S, we shall write kS for the k-vector space with basis S. By a graded
k-vector space, we mean a Z-graded k-vector space. Morphisms of graded k-vector
spaces are k-linear maps which do not necessarily preserve degrees. We shall write:
• k -Mod for the category of k-vector spaces;
• k -gMod for the category of graded k-vector spaces;
• k -gmod for the category of graded k-vector spaces with finite dimensional
graded components.
The second author is supported by the National Natural Science Foundation of China 11771135
and the Start-Up Funds of Hunan Normal University 830122-0037. Both authors would like to
thank the anonymous referee for carefully checking the paper and providing quite many valuable
suggestions.
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By a category, we shall always mean a small category. For any object x of a
category, we denote by 1x the identity morphism of x.
We say a category is finite when its set of objects is finite; otherwise, we say that
it is infinite.1 A k-linear category is a category enriched over k -Mod. To distinguish
k-linear categories from usual categories, we shall denote them, for example, by C
rather than C. For any category C, we shall also write C for its k-linearization, i.e.
C has the same set of objects as C and C(x, y) = kC(x, y) for all objects x, y.
A graded k-linear category is a category enriched over k -gMod. For any graded
k-linear category C, let
Ci =
⊕
x,y∈Ob(C)
C(x, y)i.
Then composition of morphisms defines the natural structure of a graded k-algebra
on
⊕
i∈Z Ci. By a positively graded k-linear category, we shall always mean a graded
k-linear category C such that the following conditions are satisfied:
(P1) C(x, y) is finite dimensional for all x, y ∈ Ob(C);
(P2) C(x, y)i = 0 for all x, y ∈ Ob(C) and i < 0;
(P3) C(x, y)0 = 0 if x 6= y;
(P4) for each x ∈ Ob(C), the k-algebra C(x, x)0 is semisimple;
(P5) for each x ∈ Ob(C), there are only finitely many objects y such that
C(x, y)1 6= 0 or C(y, x)1 6= 0;
(P6) C is generated in degrees 0 and 1, in the sense that C1 · Ci = Ci+1 for all
i ∈ Z+;
A directed k-linear category is a k-linear category C and a partial order 6 on
Ob(C) such that for any x, y ∈ ObC, one has x 6 y whenever C(x, y) 6= 0. A full
subcategory D of C is said to be a convex subcategory if for any x, y, z ∈ Ob(C)
with x 6 z 6 y, one has z ∈ Ob(D) whenever x, y ∈ Ob(D). The convex hull of
a given set of objects of C is the smallest convex full subcategory of C containing
this set of objects. By a directed graded k-linear category, we shall always mean a
directed positively graded k-linear category C such that, in addition to (P1)–(P6),
the following conditions are satisfied:
(P7) C(x, x)i = 0 for all x ∈ Ob(C) and i > 0;
(P8) the convex hull of any finite set of objects contains only finitely many
objects.
1.2. Koszul theory for directed graded k-linear categories. We shall recall
in Sections 2 and 3 the background on Koszul theory for graded k-linear categories,
following [1] and [16].2 The graded k-linear categories which we shall study in
this paper are directed graded k-linear categories. Our first main results are the
following.
1This definition is non-standard since in most literature, a category is called finite if it has
only finitely many morphisms. However, it is more convenient for us since in our framework, we
often work with k-linear categories with infinitely many morphisms when k is an infinite ring, and
it is the finiteness of objects instead of the finiteness of morphisms that plays the key role.
2A positively graded k-linear category in our sense is always Morita-equivalent to one in the
sense of [16]. However, the proof of Koszulity in our examples uses the underlying combinatorial
structure of the category and so it is more convenient for us not to make the Morita-equivalent
replacement.
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Theorem 1.1. Let C be a directed graded k-linear category. Then C is a Koszul
category if and only if every finite convex full subcategory of C is a Koszul category.
Theorem 1.2. Let C be a directed graded k-linear category. Let D be the subcate-
gory of C defined by Ob(D) = Ob(C) and
D(x, y) =
{
C(x, y) if x 6= y,
k if x = y.
Then C is a Koszul category if and only if D is a Koszul category.
Remark 1.3. Let us call the directed graded k-linear category D defined in The-
orem 1.2 the essential subcategory of C. It is immediate from Theorem 1.2 that
if two directed graded k-linear categories have isomorphic essential subcategories,
then they are both Koszul when any one of them is Koszul. We emphasize that the
conclusion holds because we are considering directed categories; it fails for general
k-linear categories or k-algebras.
1.3. Directed graded k-linear categories of type A∞. We say that a directed
graded k-linear category C is of type A∞ if:
• Ob(C) = Z+ with the natural partial order on Z+;
• for x 6 y, the graded vector space C(x, y) is nonzero and concentrated in
degree y − x.
Let us give some examples of categories whose k-linearizations are directed graded
k-linear categories of type A∞.
Example 1.4. Define the category FI with Ob(FI) = Z+ as follows. For any
x, y ∈ Z+, let FI(x, y) be the set of injections from [x] to [y]. Then FI is equivalent
to the category FI of all finite sets and injections, which has appeared in many
different contexts; in particular, see [4, Section 1]. The category of FI-modules
plays an important role in the theory of representation stability developed in [3],
[4], and [5] (see also [9]). Let us also mention that the category FI appears naturally
in several other contexts; see, for example, [11] and [18].
Example 1.5. (See [10, Example 3.7], [21, Section 10.1]) Let Γ be a finite group.
Define the category FIΓ with Ob(FIΓ) = Z+ as follows. For any x, y ∈ Z+, let
FIΓ(x, y) be the set of all pairs (f, c) where f : [x] → [y] is an injection, and
c : [x] → Γ is an arbitrary map. The composition of (f1, c1) ∈ FIΓ(x, y) and
(f2, c2) ∈ FIΓ(y, z) is defined by
(f2, c2)(f1, c1) = (f3, c3)
where
f3(r) = f2(f1(r)), c3(r) = c2(f1(r))c1(r), for all r ∈ [x].
Then FIZ/2Z is equivalent to the category FIBC studied by J. Wilson [24, Definition
1.1].
Example 1.6. Let Γ be a finite abelian group. Define the subcategory FI′Γ of FIΓ
as follows. Let Ob(FI′Γ) = Z+, and for any x, y ∈ Z+, let FI
′
Γ(x, y) be the set of all
pairs (f, c) ∈ FIΓ(x, y) such that c(1) · · · c(x) = 1 whenever f is a bijection. Then
FI
′
Z/2Z is equivalent to the category FID studied by J. Wilson [24, Definition 1.1].
Example 1.7. (See [7], [10, Example 3.9], [17, Section 1.2]) Let F be a finite field.
Define the category VI with Ob(VI) = Z+ as follows. For any x, y ∈ Z+, let VI(x, y)
be the set of injective linear maps from Fx to Fy.
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Suppose C is a directed graded k-linear category of type A∞. A C-module is a
covariant k-linear functorM : C→ k -Mod. We say thatM is generated in positions
6 x if the only submodule of M containing M(y) for all y 6 x is M .
The following theorem is the main result of this paper.
Theorem 1.8. Let C be a directed graded k-linear category of type A∞. Suppose
that there exists a faithful k-linear functor ι : C → C such that for each x ∈ Z+
one has ι(x) = x+1, and the pullback of the C-module C(x,−) via ι is a projective
C-module generated in positions 6 x. Then C is a Koszul category.
It was first observed by T. Church, J. Ellenberg, B. Farb, and R. Nagpal [5,
Proposition 2.12] that the conditions in Theorem 1.8 hold for the category FI. We
shall give combinatorial conditions on C which will imply the conditions in the
theorem. In practice, it is quite easy to verify those combinatorial conditions, and
we shall show in Section 5 that they hold for the categories FIΓ and VI above, and
the categories OIΓ, FId, OId, FS
op
G and OS
op
G (see [21] and [22]). Thus, when the
characteristic of k is 0, the k-linearizations of these categories are Koszul; moreover,
from Theorem 1.2, we deduce that the k-linearization of FI′Γ is also Koszul (when
Γ is abelian).
1.4. Categories over FI. Let C be a category and let ρ : C→ FI be a functor. We
shall construct a directed graded k-linear category Ctw, called the twist of (C, ρ).
The twist Ctw is constructed from C by twisting the composition of morphisms in
C by appropriate signs. We shall show that there is an equivalence µ from the
category of Ctw-modules to the category of C-modules.
Theorem 1.9. Assume that the characteristic of k is 0. Let C be FIΓ, OIΓ, FId
or OId. Let C
! be the quadratic dual of C, and let Y be the Yoneda category of C.
Then one has the following:
(1) C! is isomorphic to (Ctw)op.
(2) The category of Y-modules is equivalent to the category of C-modules.
(3) The category Db(C -gmodfd) is self-dual, where C -gmodfd denotes the cate-
gory of graded C-modules which are finite dimensional.
To prove Theorem 1.9 (2), we note that by the Koszulity of C, we have Y ∼= (C!)op,
hence by (1) we have Y ∼= Ctw, and then we use the equivalence µ from the category
of Ctw-modules to the category of C-modules to deduce that the category of Y-
modules is equivalent to the category of C-modules.
To prove Theorem 1.9 (3), we construct an equivalence of categories
κ : Db(C -gmodfd) −→ D
b(C -gmodfd)
op
as a composition of the Koszul duality functor K, vector space duality (−)∗, and µ.
The Koszul property of the category of FI-modules over a field of characteristic
0 was studied by S. Sam and A. Snowden in the language of twisted commutative
algebras, see [19]. In particular, in the case of the category FI, they constructed
an equivalence of categories similar to κ which they call the Fourier transform; it
seems likely that these two functors are related.
1.5. Structure of the paper. The paper is organized as follows. In Section 2,
we recall the definition of a Koszul positively graded k-linear category. Then, in
Section 3, we study Koszul theory for directed graded k-linear categories, and prove
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Theorem 1.1 and Theorem 1.2. In Section 4, we prove Theorem 1.8. In Section 5,
we verify that our main examples satisfy the conditions in Theorem 1.8. In Section
6, we discuss the twist construction and prove Theorem 1.9.
2. Modules over graded k-linear categories
In this section, we introduce the various categories of modules over a graded k-
linear category which we shall consider, and define the notion of a Koszul positively
graded k-linear category. By a module, we shall always mean a left-module.
2.1. Graded k-linear categories and their modules. Let C be a graded k-
linear category. We define:
• C -Mod, the category of C-modules, as the category whose objects are the
k-linear functors from C to k -Mod, and whose morphisms are the k-linear
natural transformations of functors;
• C -gMod, the category of graded C-modules, as the category whose objects
are the degree-preserving k-linear functors from C to k -gMod, and whose
morphisms are the degree-preserving k-linear natural transformations of
functors;
• C -gmod, the category of locally finite C-modules, as the category whose
objects are the degree-preserving k-linear functors from C to k -gmod, and
whose morphisms are the degree-preserving k-linear natural transforma-
tions of functors.
Thus, a C-module M assigns a k-vector space M(x) to each x ∈ ObC, and a
linear transformation M(α) : M(x) → M(y) to each morphism α : x → y in C,
such that all composition relations in C are respected. As usual, we shall write α
for M(α).
Example 2.1. For any graded k-linear category C, and x ∈ Ob(C), the repre-
sentable functor C(x,−) : C→ k -gMod is a graded C-module.
Remark 2.2. If C is the k-linearization of a category C, then the notion of C-
modules coincides with the notion of C-modules over k, defined as functors from C
to k -Mod.
For any graded C-module M , let
Mi =
⊕
x∈Ob(C)
M(x)i.
Then
⊕
i∈ZMi has the natural structure of a Z-graded
⊕
i∈Z Ci-module.
Remark 2.3. The functor M 7→
⊕
i∈ZMi from the category C -gMod to the cate-
gory of Z-graded
⊕
i∈Z Ci-modules is fully faithful; it is essentially surjective if and
only if C is a finite category.
For any graded C-module M and i ∈ Z, we define supp(Mi) to be the full
subcategory of C consisting of all objects x ∈ Ob(C) such that M(x)i 6= 0, and
define supp(M) to be the full subcategory of C consisting of all objects x ∈ Ob(C)
such that M(x) 6= 0. We say that M is supported on a full subcategory D of C if
supp(M) is a full subcategory of D.
IfM is a C-module, we say that a subset S ⊆
⋃
x∈Ob(C)M(x) is a set of generators
ofM if the only submodule ofM containing S is M itself. The C-module M is said
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to be finitely generated if it has a finite set of generators. We say that a graded
C-module M is generated in degree i if
⋃
x∈Ob(C)M(x)i is a set of generators of M .
Notation 2.4 (Internal degree shift). If M is a graded C-module, and j ∈ Z, we
define the graded C-module M〈j〉 by M〈j〉(x)i = M(x)i−j for all x ∈ Ob(C) and
i ∈ Z.
Definition 2.5. We say that a graded C-module M satisfies condition:
(L1) if there exists n ∈ Z such that Mi = 0 for all i < n;
(L2) if for each i ∈ Z, the k-vector space Mi is finite dimensional.
We define C -lgmod, the category of lower bounded C-modules, as the full subcat-
egory of C -gmod consisting of all graded C-modules M satisfying both conditions
(L1) and (L2).
We note that the categories C -Mod, C -gMod, C -gmod, and C -lgmod are abelian.
2.2. Projective covers. Recall that a positively graded k-linear category is a
graded k-linear category satisfying conditions (P1)–(P6) in Section 1.1.
Remark 2.6. Our notion of positively graded k-linear category differs from the
one in [16, Definition 1]: we do not require that C(x, x)0 = k for all x, but we
require that C is generated in degrees 0 and 1.
Lemma 2.7. Let C be a positively graded k-linear category. Let x ∈ Ob(C) and
i ≥ 0. Then there are only finitely many objects y such that C(x, y)i 6= 0 or
C(y, x)i 6= 0.
Proof. For i = 0 or 1, this follows from conditions (P3) and (P5). Suppose i ≥ 2.
By condition (P6), one has
C(x, y)i =
∑
z2,...,zi∈Ob(C)
C(zi, y)1 · · ·C(z2, z3)1 · C(x, z2)1.
It follows by condition (P5) that there are only finitely many y such that C(x, y)i 6=
0. Similarly, there are only finitely many y such that C(y, x) 6= 0. 
Lemma 2.8. Let C be a positively graded k-linear category. Then, for any x ∈
Ob(C), the C-module C(x,−) is lower bounded.
Proof. It is clear, by condition (P2), that C(x,−) satisfies condition (L1). By
condition (P1) and Lemma 2.7, it also satisfies condition (L2). 
The following corollary is immediate.
Corollary 2.9. Let C be a positively graded k-linear category. If M is a finitely
generated graded C-module, then M is lower bounded.
For any x ∈ Ob(C), the graded C-module C(x,−) is a projective object in
C -gmod. It follows by condition (P4) that ifW is any (ungraded) finite dimensional
C(x, x)0-module, the graded C-module C(x,−)⊗C(x,x)0W is also a projective object
in C -gmod.
The following fundamental result is proved in the same way as [16, Lemma 6(a)].
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Proposition 2.10. Let C be a positively graded k-linear category. Let M be a
locally finite C-module. Suppose that for some n ∈ Z, one has Mi = 0 for all i < n.
Then M has a projective cover π : P → M in the category C -gmod. Moreover,
Pi = 0 for all i < n, and π : Pn → Mn is bijective. If M is generated in degree n,
then P is generated in degree n. If M is lower bounded, then P is lower bounded.
Proof. By applying internal degree shift if necessary, one may assume that n = 0.
We claim that there is an epimorphism π : V →M in C -gmod where V is projective
and Vi = 0 for all i < 0.
For each x ∈ Ob(C) and i ≥ 0, we have the natural homomorphism
(C(x,−)⊗C(x,x)0 M(x)i)〈i〉 −→M
whose image is the submodule of M generated by M(x)i. Taking direct sum, we
obtain an epimorphism π : V →M , where
V =
⊕
x∈Ob(C), i∈Z+
(C(x,−)⊗C(x,x)0 M(x)i)〈i〉.
Let y ∈ Ob(C) and j ∈ Z. We have
V (y)j =
⊕
x∈Ob(C), 0≤i≤j
C(x, y)j−i ⊗M(x)i.
It follows by Lemma 2.7 and condition (P1) that dimk V (y)j < ∞. Hence, V is a
projective object in C -gmod, and Vi = 0 for all i < 0.
By Zorn’s lemma, there exists a submodule P of V which is minimal with respect
to the property that π(P ) = M . It follows by a standard argument (see the proof
of [23, Proposition 1]) that P is a projective cover of M in C -gmod. Moreover,
Pi = 0 for all i < 0. Since π : V0 → M0 is bijective, we must have P0 = V0 and
π : P0 →M0 is bijective. IfM is generated in degree 0, then π maps the submodule
P ′ of P generated by P0 surjectively onto M , so by minimality of P we must have
P ′ = P .
Suppose now that M is lower bounded. Let j ∈ Z. We have to show that
dimk Pj <∞. It suffices to show that dimk Vj <∞. One has
Vj =
j⊕
i=0

 ⊕
x,y∈Ob(C)
C(x, y)j−i ⊗M(x)i

 .
For each i ≤ j, there are only finitely many objects x such that M(x)i 6= 0, hence
the result follows by Lemma 2.7 and condition (P1). 
Remark 2.11. The category C -gmod may not have enough projectives, see for
example [16, (1.3)].
Definition 2.12. Let C be a positively graded k-linear category and M a locally
finite C-module satisfying condition (L1). We define the syzygy ΩM to be the kernel
of the projective cover P →M of M in C -lgmod.
Since projective covers are unique up to isomorphism, one has:
Corollary 2.13. Let C be a positively graded k-linear category andM a locally finite
C-module satisfying condition (L1). Then M has a minimal projective resolution in
C -gmod, and it is unique up to isomorphism. In particular, the syzygies ΩiM for all
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i > 0 are well defined up to isomorphism in C -gmod. Moreover, if M ∈ C -lgmod,
then its minimal projective resolution and ΩiM for all i > 0 are also in C -lgmod.
Let us recall the definitions of Koszul module and Koszul category.
Definition 2.14. Let C be a positively graded k-linear category. A graded module
M ∈ C -lgmod is Koszul if it has a linear projective resolution
. . .→ P−n → P−(n−1) → . . .→ P−1 → P 0 ։M ;
that is, P−i is generated in degree i for all i > 0. The category C is said to be a
Koszul category if for every x ∈ ObC, C(x, x)0 (considered as a graded C-module
concentrated in degree 0) is a Koszul module.
Remark 2.15. It follows from Proposition 2.10 that a graded moduleM ∈ C -lgmod
is Koszul if and only if for every i > 0, the syzygy ΩiM is generated in degree i.
3. Koszul theory for directed graded k-linear categories
There is an extensive literature on Koszul theory and we refer the reader to [16]
for a list of some of them. The purpose of this section is to study Koszul property
in the special case of a directed graded k-linear category.
3.1. Ideals and coideals. Recall that a directed graded k-linear category is a
directed positively graded k-linear category satisfying conditions (P7) and (P8).
Let C be a directed graded k-linear category. Note that by conditions (P3) and
(P7), C is skeletal.
We call x ∈ Ob(C) a minimal object if for any y ∈ Ob(C), one has either x 6 y or
x and y are incomparable. Dually, we define maximal objects. A full subcategory
D is an ideal of C if for every x ∈ Ob(D) and every y ∈ Ob(C) with y 6 x, one
has y ∈ Ob(D). Dually, we define coideals of C. For a full subcategory D of C,
the full subcategory of C consisting of all objects in Ob(C) \ Ob(D) is called the
complement of D and is denoted by Dc.
Lemma 3.1. Let C be a directed graded k-linear category. Then:
(1) The complement of an ideal is a coideal; dually, the complement of a coideal
is an ideal.
(2) The intersection of a convex subcategory and an ideal is still convex; dually,
the intersection of a convex subcategory and a coideal is still convex.
Proof. (1) Let D be an ideal of C. Take x ∈ Ob(Dc) and consider any y ∈ Ob(C)
such that x 6 y. By definition, if y /∈ Ob(Dc), then y ∈ Ob(D). But since D is an
ideal, every object less than or equal to y must be contained in Ob(D). In particular,
x ∈ Ob(D), a contradiction. Hence, Dc is a coideal. The second statement is dual.
(2) Let E be a convex subcategory and let D be an ideal. Let x, z ∈ Ob(D) ∩
Ob(E). Take any y ∈ Ob(C) such that x 6 y 6 z. Since E is convex, one has
y ∈ Ob(E). Since y 6 z, z ∈ ObD, and D is an ideal, we have y ∈ Ob(D).
Therefore, y ∈ Ob(D) ∩Ob(E). Hence, the intersection of D and E is convex. The
second statement is dual. 
Remark 3.2. Actually, as the reader may see, the above definitions and lemma do
not involve the k-linear structure of the category. That is, they hold for arbitrary
small categories whose underlying sets are equipped with a poset structure.
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Now suppose we have an ideal D of a directed graded k-linear category C. Let
E = Dc, and denote by i : E → C and j : D → C the inclusion functors. We have
the restriction functors
i! : C -gMod→ E -gMod, M 7→M ◦ i,
j∗ : C -gMod→ D -gMod, M 7→M ◦ j.
We also have the lifting functors
i∗ : E -gMod→ C -gMod and j∗ : D -gMod→ C -gMod
which regard a graded E-module or a graded D-module as a graded C-module in the
obvious way. That is, for a graded E-module M (respectively, a graded D-module
N), the value of i∗M (respectively, j∗N) on an object x is M(x) (respectively,
N(x)) whenever x is an object in E (respectively, D), and is 0 otherwise. By the
directed structure of C, i∗M and j∗N are C-modules. Furtheremore, it is clear that
for any E-module M and any D-module N , one has isomorphisms i!i∗M ∼=M and
j∗j∗N ∼= N .
Lemma 3.3. One has:
(1) i∗, i
!, j∗, and j∗ are exact functors.
(2) i! is a right adjoint functor to i∗, while j
∗ is a left adjoint functor to j∗.
(3) i∗ and j
∗ preserve projective modules.
Proof. Part (1) is clear by the definitions of these functors. To show part (2), note
that the directed structure of C gives rise to a triangular matrix structure (D, E , B),
where we regard D and E as (non-unital) k-algebras, and
B =
⊕
x∈D, y∈E
C(x, y).
is a (D, E)-bimodule; see [14]. Therefore, by a simple modification3 of [14, Example
3.2 and Proposition 3.3], one can obtain a recollement of module categories, and
the conclusion of part (2) follows from standard facts on recollements. Part (3)
immediately follows from (1) and (2) since these two functors have exact right
adjoint functors. 
3.2. Restrictions to subcategories. Let C be a directed graded k-linear category.
Suppose D is a graded k-linear subcategory of C and ι : D → C is the inclusion
functor. Then there is a pullback functor ι∗ : C -gMod → D -gMod, sending M ∈
C -gMod toM ◦ι. The functor ι∗ restricts to a functor C -lgmod→ D -lgmod. When
D is a subcategory of C and ι is the inclusion functor, we denote ι∗ by ↓
C
D
.
The following proposition establishes a bridge between the Koszul property of
directed graded k-linear categories with infinitely many objects and the Koszul
property of directed graded k-linear categories with only finitely many objects.
Proposition 3.4. Let C be a directed graded k-linear category. Let M ∈ C -lgmod.
Then the following statements are equivalent:
(1) M is a Koszul C-module;
(2) M↓C
D
is a Koszul D-module for every ideal D of C;
3The only trouble is that C as a k-algebra has no identity. However, it still has a complete set
of orthogonal idempotents.
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(3) M ↓
C
V
is a Koszul V-module for every convex full subcategory V containing
supp(M0).
(4) M ↓C
V
is a Koszul V-module for every finite convex full subcategory V con-
taining supp(M0).
Proof. First of all, if M is not generated in degree 0, it is easy to see that (1)–(4)
are false. Thus, we may assume that M is generated in degree 0.
Let E be the minimal coideal of C containing supp(M0). Explicitly, Ob(E) is the
set of all y ∈ Ob(C) such that x 6 y for some x ∈ Ob(supp(M0)).
It is easy to see that M and all its syzygies are supported on E . In other words,
given a linear projective resolution P • → M , applying the functor i! ∼=↓
C
E , we get
a linear projective resolution i!P • → i!M . Conversely, given a linear projective
resolution of i!M , applying the functor i∗, we get a linear projective resolution of
i∗i
!M ∼= M . Consequently, M is Koszul if and only if M ↓
C
E is Koszul. Moreover,
by Lemma 3.1, V∩E is a finite convex full category of E containing supp(M0), and
it is straightforward to check that E ∩ D is an ideal of E . Therefore, without loss
of generality we may assume that C = E .
(1)⇒ (2): Since M is a Koszul C-module, we can find a (minimal) linear projec-
tive resolution P • →M . Applying the functor j∗ defined above to this resolution,
which according to Lemma 3.3 is exact and preserves projective modules, we obtain
a linear projective resolution j∗P • → j∗M . Note that j∗ is isomorphic to ↓C
D
. The
conclusion follows.
(2) ⇒ (3): Under the assumption that C = E , we claim that V is actually an
ideal of C. Indeed, by our definition C = E has enough minimal objects ; that is,
for every y ∈ Ob(C), there is a minimal object x ∈ Ob(C) such that x 6 y. Note
that all these minimal objects are contained in supp(M0), and hence contained in
V. Therefore, if there are objects u ∈ Ob(C) and v ∈ Ob(V) with u 6 v, we can
find a minimal object w ∈ Ob(C) with w 6 u, so w 6 u 6 v. But both v and w are
contained in V, which is convex. Thus u ∈ Ob(V) as well. This proves our claim.
Now the conclusion follows from the argument of (1).
(3)⇒ (4): Trivial.
(4) ⇒ (1): If M is not Koszul, we want to find a finite convex full subcategory
V containing supp(M0) such that M ↓
C
V
is not Koszul. Let P • →M be a minimal
projective resolution and define
s = inf{i ∈ Z+ | Ω
iM is not generated in degree i}.
This s exists since M is not Koszul. Therefore, we can find certain t > s and
z ∈ Ob(C) such that (ΩsM)(z)t 6= 0, and it is not contained in the submodule
generated by
⊕
i<t(Ω
sM)i.
Now define V to be the minimal convex subcategory containing
supp(P 0/
⊕
i>t
P 0i )
⋃
supp(P−1/
⊕
i>t
P−1i )
⋃
. . .
⋃
supp(P−(s−1)/
⊕
i>t
P
−(s−1)
i ).
This is a finite category by condition (P8) since the above set is a finite. Moreover,
as explained before, V is actually an ideal of C. Note that z ∈ Ob(V).
Again, applying ↓
C
V
∼= j∗ one has
j∗P−(s−1) → . . .→ j∗P 0 ։ j∗M.
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Note that for 0 6 i 6 s − 1, by our construction of V and recursion one can show
that Ωi(j∗M) is generated in degree i for i 6 s− 1, so j∗P−i is a projective cover
of Ωi(j∗M). Moreover, for i 6 s, one has j∗ΩiM ∼= Ωi(j∗M). However, Ωs(j∗M)
is not generated in degree s since
(Ωs(j∗M))(z)t ∼= (j
∗ΩsM)(z)t = (Ω
sM)(z)t
is not contained in the V-submodule generated by (j∗ΩsM)s = (Ω
sM)s. Conse-
quently, j∗M is not a Koszul V-module. 
Correspondingly, one has the following result which contains Theorem 1.1:
Theorem 3.5. Let C be a directed graded k-linear category. Then the followings
are equivalent:
(1) C is a Koszul category;
(2) every ideal of C is a Koszul category;
(3) every coideal of C is a Koszul category;
(4) every convex full subcategory of C is a Koszul category;
(5) every finite convex full subcategory of C is a Koszul category.
Proof. Let D be a full subcategory of C. Note that D is a Koszul category if and
only if for every object x ∈ Ob(D), the graded D-module D(x, x) = C(x, x) is
a Koszul D-module. Let M = C(x, x) and apply the previous proposition. One
immediately deduces the equivalences of (1), (2), (4), and (5).
Obviously, (3) implies (1) since C is a coideal of itself. If D is a coideal, then
for every x ∈ ObD, every term in a minimal projective resolution of the graded
C-module D(x, x) is supported on D. The functor i∗ identify D-modules with
C-modules supported on D. Therefore, the D-module D(x, x) has a minimal lin-
ear projective resolution if and only if the C-module D(x, x) has a minimal linear
projective resolution, so the Koszul property of C implies the Koszul property of
D. 
By reducing to the case of finite categories, we have:
Proposition 3.6. Let C be a directed graded k-linear category. If C is a Koszul
category, then its opposite category Cop is a Koszul category.
Proof. If C is Koszul, then every finite convex full subcategory V is Koszul. But V
can be considered as a finite dimensional graded algebra. By [1, Proposition 2.2.1],
V
op is also Koszul. Since there is an obvious bijective correspondence between such
convex subcategories V of C and Vop of Cop, we deduce by Proposition 3.5 that Cop
is a Koszul category. 
3.3. Change of endomorphisms. We shall give the proof of Theorem 1.2 in this
subsection.
Theorem 3.7. Let C be a directed graded k-linear category, and let D be a graded
k-linear subcategory of C. Suppose that they have the same objects and C(x, y) =
D(x, y) for x, y ∈ ObC with x 6= y. For M ∈ C -lgmod, one has:
(1) If C is a Koszul category and M is a Koszul C-module, then M↓
C
D
is a
Koszul D-module.
(2) If D is a Koszul category and M↓C
D
is a Koszul D-module, then M is a
Koszul C-module.
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Proof. By Proposition 3.4, we can reduce to the case of finite categories. Indeed,
if V is a finite convex full subcategory of C containing supp(M0), then V ∩ D is a
finite convex full subcategory of D containing supp((M↓C
D
)0) = supp(M0), and
V↔ V ∩D
is a bijective correspondence. Furthermore, if C is a Koszul category, so is V.
Similarly, V ∩D is a Koszul category when D is.
By Proposition 3.4, the Koszul property of M implies the Koszul property of
M ↓CV for each such V. Note that statement (1) holds for directed graded k-linear
categories with only finitely many objects by [13, Theorem 5.12]. (In Theorems
5.12, 5.13, and 5.15 of [13], it was assumed that D(x, x) = k for x ∈ ObC but the
same proofs work in our case.) Thus, (M ↓
C
V
) ↓
V
V∩D is Koszul for every such V. But
M ↓C
V
↓V
V∩D=M ↓
C
V∩D=M↓
C
D
↓D
D∩V,
soM↓
C
D
is still Koszul restricted to every D∩V, which implies the Koszul property
of M↓C
D
again by Proposition 3.4.
Conversely, if M↓
C
D
is Koszul, by Proposition 3.4, so is M↓
C
D
↓
D
D∩V=M ↓
C
V
↓
V
V∩D
for every such V. Note that statement (2) holds for every finite category V by [13,
Theorem 5.13]. Thus everyM ↓
C
V
is Koszul. Again by Proposition 3.4,M is Koszul,
too. 
We can now prove Theorem 1.2.
Proof of Theorem 1.2. If C is Koszul, then for every x ∈ Ob(C), C(x, x) is a Koszul
C-module. By (1) in the previous theorem, C(x, x) ↓
C
D
is a Koszul D-module. But
C(x, x) ↓
C
D
∼=
dimk C(x,x)⊕
i=1
D(x, x).
Therefore, D(x, x) = k1x is a Koszul D-module. Consequently, D is a Koszul
category.
Conversely, if D is a Koszul category, then for every x ∈ Ob(D), D(x, x) = k1x
is a Koszul D-module, so is C(x, x) ↓C
D
. By (2) in the previous theorem, C(x, x) is
a Koszul C-module. Consequently, C is a Koszul category. 
3.4. Quadratic categories. In this subsection, we show that if a directed graded
k-linear category C is Koszul, then it is quadratic. Note that results in this subsec-
tion (as well as the next subsection) can be deduced from [16] using Morita theory.
Indeed, since Koszulity is not a property of an algebra (or a k-linear category) but
rather of its module category, Morita-equivalent algebras or k-linear categories are
Koszul (or not) simultaneously. We note that in [16], an additional assumption is
imposed on C: for every object x ∈ C, assume C(x, x) = k; however, one can always
construct from C (in our setting) a Morita-equivalent k-linear category C such that
C satisfies this assumption. Nevertheless, we give detailed proofs of these results be-
cause: firstly, we can always reduce to the case of finite convex categories, a special
advantage of directed categories; secondly, the main purpose of this paper is not
to develop a general Koszul theory, but to describe a useful combinatorial criterion
implying the Koszulity and apply it to many specific examples in representation
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stability theory – if we reduce to the case described in [16] using Morita theory, we
will lose the nice combinatorial structure of C.
Let C be a directed graded k-linear category. Note that C1 is a (C0,C0)-bimodule.
Thus we can define a tensor algebra
C0[C1] = C0 ⊕ C1 ⊕ (C1 ⊗C0 C1)⊕ . . .
We construct a category Cˆ which has the same objects as C as follows: for x, y ∈
ObC, let Cˆ(x, y) = 1y
(
C0[C1]
)
1x. We call Cˆ a free cover of C.
Lemma 3.8. Let C be a directed graded k-linear category. Then the free cover Cˆ
of C is a directed graded k-linear category. Moreover, there is a degree-preserving
quotient functor π : Cˆ→ C which is the identity map on the set Ob(Cˆ).
Proof. Obviously, Cˆ is directed with respect to the same partial order 6. Also, the
tensor structure of C0[C1] gives a natural grading on Cˆ, where Cˆi = Ci for i = 0 and
i = 1. Thus, conditions (P2)–(P8) are immediate. To prove condition (P1), take
any two objects x, y ∈ C; we want to show that dimk Cˆ(x, y) <∞.
Let V be the convex hull of {x, y} in Cˆ. It is clear that Cˆ(x, y) = V(x, y).
Moreover, the set of morphisms in V is
V0[V1] = V0 ⊕ V1 ⊕ (V1 ⊗V0 V1)⊕ . . .
But by condition (P8), V is a category with finitely many objects, so V0 and V1 are
finite dimensional. Moreover, one has V⊗n1 = 0 for all sufficiently large n. Hence,
V0[V1] is finite dimensional, and so is Cˆ(x, y) = V(x, y) = 1y
(
V0[V1]
)
1x.
The definition of π is straightforward. It is the identity map restricted to the
sets of objects. Restricted to the sets of morphisms, it is induced by multiplication
maps. Clearly, π is a full functor, and is degree-preserving. 
Let K be the kernel of π : Cˆ → C, which by definition is the subspace of C0[C1]
spanned by morphisms α in Cˆ such that π(α) = 0. It is a (Cˆ, Cˆ)-bimodule.
Definition 3.9. We say that C is a quadratic category if the kernel K as a (Cˆ, Cˆ)-
bimodule has a set of generators contained in Cˆ2 = C1 ⊗C0 C1; or equivalently, K
as a graded (Cˆ, Cˆ)-bimodule is generated in degree 2.
Proposition 3.10. The directed graded k-linear category C is quadratic if and only
if each convex full subcategory with finitely many objects is quadratic.
Proof. Suppose that C is quadratic. Let V be a convex full subcategory with finitely
many objects. Let 1V be
∑
x∈Ob(V) 1x. Restricted to objects in V, the quotient
functor π : Cˆ → C gives rise to a quotient functor πV : Vˆ → V, whose kernel KV
is precisely 1VK1V, where K is the kernel of π. Since C is quadratic, we have
K = CˆK2Cˆ. Therefore, K
Vˆ = 1V(CˆK2Cˆ)1V. However, for every morphism α in Cˆ
but not in Vˆ, one has 1V(CˆαCˆ)1V = 0. This implies
1V(CˆK2Cˆ)1V = 1V
(
Cˆ(K2 ∩ Vˆ)Cˆ
)
1V = 1VCˆ1V(K2 ∩ Vˆ)1VCˆ1V = VˆK
Vˆ
2 Vˆ.
Therefore,KVˆ is generated in degree 2 as graded (Vˆ, Vˆ)-bimodule, so Vˆ is quadratic.
Conversely, if every such V is quadratic, then one has
KVˆ = VˆK
Vˆ
2 Vˆ ⊆ CˆK
Vˆ
2 Cˆ.
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Since K is the union of KVˆ, it is generated by the union of all K
Vˆ
2 . That is, C is
quadratic. 
Proposition 3.11. If a directed graded k-linear category C is Koszul, then it is
quadratic.
Proof. By the previous proposition and Proposition 3.5, it suffices to prove the
theorem for all convex full subcategories with only finitely many objects. But in
this case, the result is well known, see [1, Corollary 2.3.3]. 
Let C be a directed graded k-linear category. We shall define a directed graded
k-linear category C!, called the quadratic dual category of C. The construction is
well-known, see for example [16, Section 4.1]. We repeat it here for the convenience
of the reader.
Notation 3.12. If x, y ∈ Ob(C), and V is a left C(y, y) and right C(x, x) bimodule,
we denote by DV the left C(x, x) and right C(y, y) bimodule HomC(y,y)(V,C(y, y)).
Let DC1 =
⊕
x,y∈Ob(C)DC(x, y)1. One can define a tensor algebra
C0[DC1] = C0 ⊕DC1 ⊕ (DC1 ⊗C0 DC1)⊕ . . .
and hence a category Cˇ with the same objects as C by Cˇ(x, y) = 1y
(
C0[DC1]
)
1x.
As in the proof of Lemma 3.8, one can show that Cˇ is a directed graded k-linear
category.
For x, y, z ∈ ObC, applying the contravariant functor D to the composition map
C(y, z)1 ⊗C(y,y) C(x, y)1 → C(x, z)2,
we obtain (see [1, Section 2.7])
DC(x, z)2 → D
(
C(y, z)1 ⊗C(y,y) C(x, y)1
)
∼= DC(x, y)1 ⊗C(y,y) DC(y, z)1.
Let I be the (Cˇ, Cˇ)-bimodule generated by images of all these dual maps. Finally,
we define C! by
Ob(C!) = Ob(C) and C!(x, y) = Cˇ(x, y)/1yI1x.
The categories Cˇ and C! are directed with respect to the opposite partial order 6op,
rather than 6.
Remark 3.13. It is well known that for any finite dimensional semisimple k-algebra
A, ifM is an A-module, then there is an isomorphism HomA(M,A) ∼= Homk(M, k);
see, for example, [2, Proposition 2.7].
3.5. Koszul duality. This subsection is a summary of some well-known results of
Koszul duality theory following [1] and [16]. Although [16] assumes that C0(x, x) =
k1x for x ∈ ObC, their proofs for the following results still hold under the weaker
assumption that C0(x, x) is a finite dimensional semisimple algebra for x ∈ ObC
(see [1]).
Let C be a directed graded k-linear category.
Notation 3.14 (Cohomological degree shift). As usual, we denote the shift functor
on derived categories by [1].
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The Yoneda category Y of C is the graded k-linear category defined as follows.
It has the same objects as C. For x, y ∈ ObY, we let (see [8, Section 2.3] or [16,
Section 4.3]):
Y(x, y) =
⊕
i∈Z

⊕
j∈Z
D(C -lgmod)(C(x, x),C(y, y)〈j〉[i])


=
⊕
i∈Z

⊕
j∈Z
ExtiC -lgmod(C(x, x),C(y, y)〈j〉)

 .
In particular, if C is Koszul, then
Y(x, y) =
⊕
i>0
ExtiC -lgmod(C(x, x),C(y, y)〈i〉).
Proposition 3.15. [16, Proposition 17] Let C be a directed graded k-linear category
which is Koszul. Then there is an isomorphism of graded k-linear categories Y ∼=
(C!)op.
Proof. Following the notations in [16, Proposition 17], one has a natural Z-action
on ExtLinC (L) (the full subcategory of D(C -lgmod) consisting of all objects of the
form C(x, x)〈i〉[i] for x ∈ ObC and i ∈ Z), and a natural Z-action on ((C!)Z)op.
Moreover, these two actions are compatible. Taking the quotient categories modulo
these Z-actions, we recover Y and (C!)op. Thus, the isomorphism of ExtLinC (L) and
(C!)Z)op in [16, Proposition 17] induces an isomorphism of their quotients by the
Z-actions. 
We shall need the following lemma.
Lemma 3.16. Let C be a directed graded k-linear category which is Koszul. Let
M ∈ C -lgmod be a Koszul C-module and let V be a finite full convex subcategory of
C containing supp(M0). Then, for each i > 0, one has
1V Ext
i
C -gmod(M,C0〈i〉)
∼= ExtiV -gmod(1VM,V0〈i〉),
where 1V =
∑
x∈Ob(V) 1x. (On the left hand side, 1V is an element of Y0, whereas
on the right hand side, it is an element of C0.)
Proof. By taking a minimal linear projective resolution P • →M , we deduce that
ExtiC -gmod(M,C0〈i〉)
∼= HomC -gmod(Ω
iM,C0〈i〉).
Note that ΩiM is generated in degree i. Therefore,
HomC -gmod(Ω
iM,C0〈i〉) ∼= HomC -gmod((Ω
iM)i,C0〈i〉).
Thus,
1VExt
i
C -gmod(M,C0〈i〉) ∼= 1VHomC -gmod((Ω
iM)i,C0〈i〉)
∼= HomC -gmod((Ω
iM)i,V0〈i〉)
∼= HomC -gmod(1V(Ω
iM)i,V0〈i〉)
∼= HomV -gmod(1V(Ω
iM)i,V0〈i〉).
As explained in the proof of Proposition 3.4, the restriction functor ↓
C
V
is ex-
act and preserves projective modules, so we get a minimal projective resolution
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1VP
• → 1VM . Consequently, Ωi(1VM) ∼= 1VΩiM . Combining this with the previ-
ous isomorphism, we have:
1V Ext
i
C -gmod(M,C0〈i〉)
∼= HomV -gmod(Ω
i(1VM)i,V0〈i〉)
∼= ExtiV -gmod(1VM,V0〈i〉).

We have the following result, which is well-known when the category is finite.
Theorem 3.17. Let C be a directed graded k-linear category which is Koszul. Then
its Yoneda category Y is Koszul, and the Yoneda category of Y ∼= (C!)op is isomorphic
to C. Moreover, the functors
E =
⊕
i>0
ExtiC -gmod(−,C0〈i〉) and F =
⊕
i>0
ExtiY -gmod(−,Y0〈i〉)
give anti-equivalences between the full subcategory of Koszul C-modules in C -lgmod
and the full subcategory of Koszul Y-modules in Y -lgmod.
Proof. We use Proposition 3.4, Theorem 3.5, and the previous lemma to reduce to
the case of finite categories.
Let M ∈ C -lgmod be a Koszul C-module. Then EM is a graded Y-module.
Using the isomorphism
ExtiC -gmod(M,C0〈i〉)
∼= HomC -gmod((Ω
iM)i,C0〈i〉),
one sees that (ΩiM)i and (EM)i are supported on the same objects. In particular,
dimk(EM)i <∞ for i > 0 since ΩiM ∈ C -lgmod. Thus, EM ∈ Y -lgmod.
Let V be a finite convex full subcategory of C containing supp(M0). By Theorem
3.5, the category V is Koszul. The Yoneda category YV of V is a finite convex full
subcategory of Y containing supp((EM)0) = supp(M0). By Proposition 3.4, M ↓
C
V
is a Koszul Y-module. Therefore, by above lemma, one has
EM ↓Y
Y
V
=
⊕
i>0
1V Ext
i
C -gmod(M,C0〈i〉)
∼=
⊕
i>0
ExtiV -gmod(1VM,V0〈i〉),
which is a Koszul YV-module since V is a finite category, see for example [1, Theorem
1.2.5]. Note that V 7→ YV defines a bijective correspondence between finite convex
full subcategories containing supp(M0). Therefore, by Proposition 3.4, EM is a
Koszul Y-module. In particular, taking M to be C(x, x) for x ∈ ObC, one deduces
that Y is a Koszul category. It follows from Proposition 3.15 that the Yoneda
category of Y is isomorphic C.
To show M ∼= FEM , we define Vn, for n ≥ 0, to be the convex hull of
supp(
n⊕
i=0
Mi) ∪ supp(
n⊕
i=0
(FEM)i).
Since the category Vn contains only finitely many objects, it follows (for example
from [13, Theorem 4.1]) that there is an isomorphism ϕn : 1V
n
M ∼= 1V
n
(FEM).
Moreover, these isomorphisms are compatible with the restriction functors. Thus,
there is an isomorphism ϕ : M → FEM such that the restriction of ϕ to Vn is ϕn
for n ≥ 0. Similarly, one has N ∼= EFN for any Koszul module N ∈ Y -lgmod. 
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Following [1], we let C↑(C -gmod) be the category of complexes M• of graded
C-modules such that there exist r, s ∈ Z satisfying
M ij = 0 if i > r or i+ j < s.
Dually, we define C↓(C -gmod) be the category of complexes M• of graded C-
modules such that there exist r, s ∈ Z satisfying
M ij = 0 if i < r or i+ j > s.
Let D↑(C -gmod) and D↓(C -gmod) be their corresponding derived categories.
We omit the proof of the following derived equivalence which is the same as [16,
Theorem 30] (see also [1, Theorem 2.12.1]).
Theorem 3.18. Let C be a directed graded k-linear category. If C is Koszul, then
there exists an equivalence of triangulated categories
K : D↓(C -gmod) −→ D↑(C! -gmod).
We refer the reader to [16, (5.6)] for the construction of the equivalence (see also
the proof of [1, Theorem 2.12.1]).
Remark 3.19. The notations for D↑ and D↓ in [16] are opposite to the ones in
[1]; we have followed the notations in [1]. Thus, the above functor K is the functor
which [16] denotes by K′.
4. Koszulity criterion in type A∞
In this section, we assume that C is a directed graded k-linear category of type
A∞.
4.1. Koszul duality for directed graded k-linear categories of type A∞. We
say that a C-module or a C!-module M is generated in position x if M is generated
by M(x). For example, for any x ∈ Z+, the graded C-module C(x,−) is generated
in position x.
Lemma 4.1. (1) Let M be a graded C-module which is generated in degree i for
some i ∈ Z, and suppose thatMi ⊂M(x) for some x ∈ Z+. Then Mi+n =M(x+n)
for all n ∈ Z.
(2) Let N be a graded C!-module which is generated in degree i for some i ∈ Z,
and suppose that Ni ⊂ N(x) for some x ∈ Z+. Then Ni+n = N(x − n) for all
n ∈ Z.
Proof. (1) One has:
Mi+n = CnMi ⊂ CnM(x) = C(x, x + n)M(x) ⊂M(x+ n).
But ⊕
n∈Z
Mi+n =
⊕
n∈Z
M(x+ n),
so Mi+n =M(x+ n) for each n.
(2) The proof is similar to (1). Note that C!nN(x) = C
!(x, x− n)N(x). 
Lemma 4.2. Let M -lgmod be a lower bounded C-module generated in degree 0 and
suppose that M0 = M(x) for some x ∈ Z+. Then M is Koszul if and only if for
every n > 0, the syzygy ΩnM is generated in position x+ n.
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Proof. Recall that M is Koszul if and only if for every n > 0, the syzygy ΩnM is
generated in degree n. Let us first prove the following statement.
Claim: If ΩnM is generated in degree n and (ΩnM)n = (Ω
nM)(x + n), then
(Ωn+1M)n+1 = (Ω
n+1M)(x+ n+ 1).
To prove the claim, let π : P → ΩnM be a projective cover of ΩnM . By
Proposition 2.10, P is generated in degree n, and π : Pn → (ΩnM)n is bijective.
Since (ΩnM)n = (Ω
nM)(x + n), it follows that Pn ⊂ P (x + n), and hence by
Lemma 4.1 one has Pn+1 = P (x + n + 1) and (Ω
nM)n+1 = (Ω
nM)(x + n + 1).
Therefore,
(Ωn+1M)n+1 = Ker(π : Pn+1 → (Ω
nM)n+1)
= Ker(π : P (x+ n+ 1)→ (ΩnM)(x+ n+ 1))
= (Ωn+1M)(x+ n+ 1).
Now we return to the proof of the lemma. If M is Koszul, then it follows by
induction on n using the above claim that ΩnM is generated in position x+ n for
all n ≥ 0. If M is not Koszul, there is a minimal m ≥ 1 such that ΩmM is not
generated by (ΩmM)m, and it follows by induction on n using the above claim
that (ΩnM)n = (Ω
nM)(x + n) for n = 1, . . . ,m. This implies that ΩmM is not
generated by (ΩmM)(x+m). 
Notation 4.3. For any C-module M , let
ini(M) = inf{x ∈ Z+ |M(x) 6= 0},
where by convention inf ∅ =∞.
For any C!-module N , let
ini(N) = sup{x ∈ Z+ | N(x) 6= 0},
where by convention sup ∅ = −∞.
Lemma 4.4. (1) Let M ∈ C -lgmod be a lower bounded C-module. Then one has
ini(Ωn+1M) > ini(ΩnM) + 1 for each n ∈ Z+.
(2) Let N ∈ C -lgmod be a lower bounded C!-module. Then one has
ini(Ωn+1N) 6 ini(ΩnN)− 1 for each n ∈ Z+.
Proof. (1) Let π : P → ΩnM be the projective cover of ΩnM . Let x = ini(ΩnM).
Since P has no strictly smaller submodule whose image is ΩnM , it follows that
π : P (x)→ (ΩnM)(x) must be bijective. Hence (Ωn+1M)(x) = 0.
(2) The proof is completely similar to (1). 
A graded C-module or a graded C!-module M is said to be finite dimensional if⊕
i∈ZMi is finite dimensional. We denote by C -gmodfd (respectively C
! -gmodfd)
the category of graded C-modules (respectively graded C!-modules) which are finite
dimensional.
We note that for any graded C!-module N :
N is lower bounded ⇔ N is finitely generated ⇔ N is finite dimensional.
Corollary 4.5. Let N be a finite dimensional graded C!-module. Then N has finite
projective dimension.
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Proof. By Lemma 4.4, one has ΩnN = 0 for all n sufficiently large. 
The next corollary is immediate from Theorem 3.18 and Corollary 4.5; see the
proof of [1, Theorem 2.12.6].
Corollary 4.6. Suppose that C is Koszul. Then the equivalence in Theorem 3.18
induces an equivalence of triangulated categories
K : Db(C -gmodfd) −→ D
b(C! -gmodfd).
Remark 4.7. We point out that the functor K in the above theorem commutes
with the cohomological degree shift functor (defined in Notation 3.14) in the derived
category, but does not commute with the internal degree shift functor (defined in
Notation 2.4); see [16, Theorem 22 (ii)]. Moreover, the category of finitely generated
graded C-modules is not contained in D↓(C -gmod). In [1, Theorem 2.12.6], in their
notations, a finitely generated A-module is always finitely generated over k; on the
other hand, in our case, a finitely generated C!-module is always finite dimensional.
4.2. Koszulity criterion. In this subsection, we prove our main result, Theorem
1.8. We remind the reader that C is a directed graded k-linear category of type
A∞.
If a k-linear functor ι : D→ C is injective on the set of objects and faithful, and
M is a C-module, we denote byM↓C
D
the D-module M ◦ ι and call it the restriction
of M to D.
Definition 4.8. We call a functor ι : D → C a genetic functor if it is a k-linear
functor that satisfies the following conditions:
(F1) D is a directed graded k-linear category of type A∞;
(F2) ι is faithful and ι(x) = x+ 1 for all x ∈ Z+;
(F3) for each x ∈ Z+, the D-module C(x,−)↓
C
D
is projective and generated in
positions 6 x.
Remark 4.9. Suppose that M is a module of a directed graded k-linear category
of type A∞. We say that M is generated in positions 6 x if
⋃
y6xM(y) is a set of
generators of M .
We refer the reader to [5, Definition 2.7] for an example of a genetic functor
from the category FI to itself, see [5, Proposition 2.12].4 The key observation of
our present paper is that conditions (F1)–(F3) when D = C allow one to prove by
an induction argument that C is Koszul.
The following lemma explains our choice of name for the functor.
Lemma 4.10. Let ι : D → C be a genetic functor. If P ∈ C -gmod is a projective
graded C-module generated in positions 6 x for some x ∈ Z+, then P↓
C
D
is a
projective graded D-module generated in positions 6 x.
Proof. Let y 6 x. By condition (F3), the restriction of any direct summand of
C(y,−) to D is projective and generated in positions 6 y. The lemma follows. 
Lemma 4.11. Let ι : D → C be a genetic functor and let M be a C-module.
Suppose that ini(M) > 1. If the D-module M↓C
D
is generated in position x for some
x ∈ Z+, then the C-module M is generated in position x+ 1.
4The positive degree shift functor S+a in [5, Definition 2.8] for a = 1 is the restriction functor
↓
C
D
.
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Proof. For any y ∈ Z+, one has M(y + 1) =M↓
C
D
(y), and hence
M(y + 1) = ι(D(x, y))M(x + 1) ⊂ C(x+ 1, y + 1)M(x+ 1).

Lemma 4.12. Let ι : D → C be a genetic functor. Let M ∈ C -lgmod be a lower
bounded C-module which is generated in position x ∈ Z+. Then one has:
(ΩM)↓C
D
∼= Ω(M↓
C
D
)⊕Q
where Q is a projective graded D-module generated in position x. In particular,
(ΩM)↓
C
D
is generated in position x if and only if Ω(M↓
C
D
) is generated in position
x.
Proof. Let P →M be the projective cover of M . Then P is generated in position
x. Applying the restriction functor ↓
C
D
to the short exact sequence
0→ ΩM → P →M → 0,
we obtain a short exact sequence
0→ (ΩM)↓C
D
→ P↓C
D
→M↓C
D
→ 0.
Hence,
(ΩM)↓C
D
∼= Ω(M↓
C
D
)⊕Q,
where Q is isomorphic to a direct summand of P↓C
D
. But P↓C
D
is a projective graded
D-module generated in positions 6 x, so Q is also a projective graded D-module
generated in positions 6 x.
However, by Lemma 4.4,
ini(ΩM) > ini(M) + 1 = x+ 1,
which implies
ini((ΩM)↓C
D
) > x.
Thus, Q(y) = 0 for all y < x, so Q is generated in position x. 
Proposition 4.13. Let ι : D → C be a genetic functor. Let M ∈ C -lgmod be a
lower bounded C-module which is generated in degree 0 and suppose thatM0 =M(x)
for some x > 1. Then M is a Koszul C-module if M↓C
D
is a Koszul D-module.
Proof. Suppose that M↓
C
D
is a Koszul D-module. Then it is generated in degree 0
and one has
(M↓
C
D
)0 =M0 =M(x) =M↓
C
D
(x− 1).
Thus, by Lemma 4.2, for each n > 0, the syzygy Ωn(M↓
C
D
) is generated in position
x+ n− 1.
To show that M is Koszul, it suffices (by Lemma 4.2) to prove that ΩnM is
generated in position x + n for all n ∈ Z+. Clearly, this holds for n = 0. Now
let n > 0. Suppose, for induction, that ΩrM is generated in position x + r for all
r < n.
Applying Lemma 4.12 to the C-module ΩrM for r = 0, . . . , n− 1, one has
(4.1) (Ωr+1M)↓
C
D
∼= Ω((ΩrM)↓
C
D
)⊕Qr
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where Qr is a projective graded C-module generated in position x + r. Then,
applying Ωn−r−1 to both sides of (4.1) for r = 0, . . . , n− 2, one has
(4.2) Ωn−r−1((Ωr+1M)↓
C
D
) ∼= Ωn−r((ΩrM)↓
C
D
).
It follows from (4.2) that
(4.3) Ω((Ωn−1M)↓
C
D
) ∼= Ωn(M↓
C
D
).
Hence, from (4.1) for r = n− 1, we have
(ΩnM)↓
C
D
∼= Ω((Ωn−1M)↓
C
D
)⊕Qn−1
∼= Ωn(M↓
C
D
)⊕Qn−1 (using (4.3)).
Since Ωn(M↓
C
D
) and Qn−1 are both generated in position x+ n− 1, it follows that
(ΩnM)↓
C
D
is generated in position x + n − 1. But ini(ΩnM) > 1, so by Lemma
4.11, we deduce that ΩnM is generated in position x+ n. 
Proposition 4.14. Let ι : D → C be a genetic functor. Then C(0, 0) is a Koszul
C-module.
Proof. Let W = C(0, 0) considered as a graded C-module. The projective cover of
W is C(0,−)→W . Since W↓C
D
= 0, one has
(ΩW )↓C
D
∼= C(0,−)↓
C
D
.
Hence, (ΩW )↓C
D
is a projective graded D-module generated in position 0. By
Lemma 4.11, ΩW is generated in position 1. Note that (ΩW )(1) = (ΩW )1. So
(ΩW )↓C
D
is a projective graded D-module generated in degree 1.
Let M = (ΩW )〈−1〉. Then M(1) = M0 and so M is generated in degree 0.
Moreover,M↓
C
D
is a projective graded D-module generated in degree 0, so M↓
C
D
is
a Koszul D-module. It follows by Proposition 4.13 that M is a Koszul C-module,
and hence W is a Koszul C-module. 
We can now prove Theorem 1.8, which is part of the following result.
Theorem 4.15. Let ι : D → C be a genetic functor. Then C is Koszul when any
one of the following hold:
(1) D is Koszul;
(2) D = C.
Proof. For each x ∈ Z+, let W x = C(x, x) regarded as a graded C-module, and let
Ux = D(x, x) regarded as a graded D-module. We already know, by Proposition
4.14, that W 0 is Koszul. It remains to show that W x is Koszul for x > 1.
Suppose x > 1. By Proposition 4.13, it suffices to prove that W x↓C
D
is Koszul.
However, W x↓
C
D
is a direct summand of (Ux−1)⊕ax for some ax > 1.
In case (1), since Ux−1 is Koszul, it follows that W x↓C
D
is Koszul and hence W x
is Koszul.
In case (2), since Ux−1 = W x−1 and W 0 is Koszul, it follows by an induction
argument that W x↓
C
D
is Koszul and hence W x is Koszul. 
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5. Combinatorial conditions
The purpose of this section is to give combinatorial conditions which imply the
existence of a genetic functor ι : C→ C. We shall verify these conditions for several
examples.
In this section, we assume that k is a field of characteristic 0.
5.1. Combinatorial conditions. A category is called an EI category when all
endomorphisms in the category are isomorphisms.5
In this subsection, suppose that C is an EI category satisfying the following
conditions:
(E1) Ob(C) = Z+ or Z+ \ {0};
(E2) C(x, y) is an empty set if x > y;
(E3) C(x, y) is a nonempty finite set if x 6 y;
(E4) for x 6 y 6 z, the composition map
C(y, z)× C(x, y)→ C(x, z)
is surjective.
The k-linearization C of C is graded with C(x, y) concentrated in degree y − x for
x 6 y. It is clear that C is isomorphic to a directed graded k-linear category of type
A∞.
To avoid confusion, we shall use the following notation.
Notation 5.1. Let I ∈ C(1, 1) be the identity morphism 11 of 1 ∈ Ob(C).
Proposition 5.2. Suppose C satisfies the following conditions:
(C1) There is a monoidal structure ⊙ on C with
x⊙ y = x+ y for all x, y ∈ Ob(C).
(C2) For all x, y ∈ Ob(C), the map
C(x, y)→ C(1 + x, 1 + y), f 7→ I⊙ f
is injective.
(C3) Each morphism f ∈ C(x, 1 + y) has a factorization into a composition of
f1 : x→ 1 + z and I⊙ f2 : 1 + z → 1 + y
where z 6 x and f2 : z → y; moreover, for each f , if z is the minimal
integer for which such a factorization exists, then f2 is unique given f1,
and f1 is unique up to automorphisms of z.
(C4) If a morphism f ∈ C(x, 1 + y) does not possess a factorization described
in condition (C3) with z < x, then for any morphism f3 ∈ C(y, y′), the
composition (I⊙ f3) ◦ f ∈ C(x, 1 + y′) also does not possess a factorization
described in (C3) with z < x.
Let ι : C → C be the k-linear functor defined by x 7→ 1 + x for any object x and
f 7→ I⊙ f for any morphism f of C. Then ι : C→ C is a genetic functor, and C is
Koszul.
5As far as we are aware, the notion of EI category was defined by tom Dieck [6] and W. Lu¨ck
[15].
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Proof. Condition (F1) clearly holds. Condition (F2) is immediate from condition
(C2). We have to verify condition (F3) with D = C. It suffices to show that for
any x ∈ Ob(C), there is a decomposition
(5.1) C(x,−)↓C
D
∼= C(x,−)⊕mx ⊕ C(x− 1,−)⊕nx
for some mx, nx > 0.
First, it is plain that in condition (C3), z must be x or x − 1. Let C(x, 1 + x)′
be the subset of C(x, 1 + x) consisting of all f such that there is no factorization
described in condition (C3) with z = x− 1 (and y = x).
Now let x, y ∈ Ob(C), and let Gz = C(z, z) for any z ∈ Ob(C). For z = x,
we choose a set of representatives β1, . . . , βm for the set of orbits Gz\C(x, 1 + z)′.
For z = x − 1, we choose a set of representatives γ1, . . . , γn for the set of orbits
Gz\C(x, 1 + z).
For 1 ≤ r ≤ m, and y ≥ x, we define a map
C(x, y)→ C(x, 1 + y), α 7→ (I⊙ α) ◦ βr,
and extend it linearly to a morphism
Θr : C(x,−)→ C(x,−)↓
C
D
.
Similarly, for 1 ≤ s ≤ n, and y ≥ x− 1, we define a map
C(x− 1, y)→ C(x, 1 + y), α 7→ (I⊙ α) ◦ γs
and extend it linearly to a morphism
Θ′s : C(x− 1,−)→ C(x,−)↓
C
D
.
Let
Θ : C(x,−)⊕m ⊕ C(x− 1,−)⊕n → C(x,−)↓
C
D
,
(α1, . . . , αm, α
′
1, . . . , α
′
n) 7→
m∑
r=1
Θr(αr) +
n∑
s=1
Θ′s(α
′
s).
By conditions (C1)–(C4), the morphism Θ is bijective. This proves (5.1).
By Theorem 4.15, it follows that C is Koszul. 
For the category FI, the decomposition (5.1) was proved in [5, Proposition 2.12].
T. Church, J. Ellenberg, B. Farb., and R. Nagpal used their [5, Proposition 2.12] to
prove that a finitely generated FI-module over a Noetherian ring is Noetherian; it
appears to be crucial in their proof that in the case of FI, the number mx in (5.1)
is 1.
5.2. Examples. We now give examples of categories satisfying conditions (C1)–
(C3) in Proposition 5.2. In all these example, we define the tensor product ⊙ on
objects by x⊙ y = x+ y for all x, y.
Example 5.3 (The category FIΓ). Recall the category FIΓ defined in Example
1.5. If (f1, c1) ∈ FIΓ(x1, y1) and (f2, c2) ∈ FIΓ(x2, y2), we define (f1, c1) ⊙ (f2, c2)
to be the morphism (f, c) ∈ FIΓ(x1 + x2, y1 + y2) where
f(r) =
{
f1(r) if r 6 x1,
f2(r − x1) + y1 if r > x1.
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and
c(r) =
{
c1(r) if r 6 x1,
c2(r − x1) if r > x1.
It is clear that conditions (C1) and (C2) are satisfied. We now check condition
(C3). Let (f, c) ∈ FIΓ(x, 1 + y).
Suppose first that f(m) = 1 for some m ∈ [x]. Let z = x−1 and let f1 : [x]→ [x]
be any bijection with f1(m) = 1. Define f2 : [z] → [y] by f2(f1(r) − 1) = f(r) for
all r ∈ [x] \ {m}. Let c1 : [x] → Γ be a map such that c1(m) = c(m). Define
c2 : [z]→ Γ by c2(f1(r)− 1) = c(r)c1(r)−1 for all r ∈ [x] \ {m}.
Now suppose that f(m) 6= 1 for all m ∈ [x]. Then there is no factorization with
z = x − 1. Let z = x, and let f1 : [x] → [1 + x] be any injection whose image is
{2, . . . , 1 + x}. Define f2 : [z] → [y] by f2(f1(r) − 1) = f(r) for all r ∈ [x]. Let
c1 : [x]→ Γ be any map. Define c2 : [z]→ Γ by c2(f1(r) − 1) = c(r)c1(r)−1.
In both cases, one has (f, c) = (I ⊙ (f2, c2))(f1, c1). Moreover, it is clear that
(f2, c2) is unique given (f1, c1), and (f1, c1) is unique up to automorphisms of z.
Condition (C4) is also clear from the above observations.
Example 5.4 (The category OIΓ). Let Γ be a finite group and define OIΓ to be
the subcategory of FIΓ with Ob(OIΓ) = Z+ as follows: for any x, y ∈ Z+, the set
OIΓ consists of all (f, c) ∈ FIΓ such that f is increasing.
It is clear that conditions (C1) and (C2) are satisfied. To check condition (C3),
note that given (f, c) ∈ OIΓ(x, y), we can choose its factorization in FIΓ with f1 a
unique increasing map; then, f2 is also an increasing map. Condition (C4) is clear.
Notation 5.5. If f : [x]→ [y], we write ∆f for the set [y] \ Im(f).
Example 5.6 (The category FId). Let d be a positive integer. We define the
category FId following [21, Section 7.1]. Let Ob(FId) = Z+. For any x, y ∈ Z+,
let FId(x, y) be the set of all pairs (f, δ) where f : [x] → [y] is an injection, and
δ : ∆f → [d] is an arbitrary map. The composition of (f1, δ1) ∈ FId(x, y) and
(f2, δ2) ∈ FId(y, z) is defined by (f2, δ2)(f1, δ1) = (f3, δ3) where f3 = f2f1 and
c3(m) =
{
c1(r) if m = f2(r) for some r,
c2(m) else.
We define a monoidal structure on FId similarly to Example 5.3. It is clear that
conditions (C1) and (C2) are satisfied. We now check condition (C3). Let (f, δ) ∈
C(x, 1 + y).
Suppose first that f(m) = 1 for some m ∈ [x]. Let z = x−1 and let f1 : [x]→ [x]
be any bijection with f1(m) = 1. Define f2 : [z] → [y] by f2(f1(r) − 1) = f(r) for
all r ∈ [x] \ {m}. Let δ1 : ∅ → [d] be the unique map. Define δ2 : ∆f2 → [d] by
δ2(m) = δ(m+ 1) for all m ∈ ∆f2 .
Now suppose that f(m) 6= 1 for all m ∈ [x]. Then there is no factorization with
z = x − 1. Let z = x, and let f1 : [x] → [1 + x] be any injection whose image is
{2, . . . , 1 + x}. Define f2 : [z] → [y] by f2(f1(r) − 1) = f(r) for all r ∈ [x]. Define
δ1 : Xf1 → [d] by δ1(1) = δ(1). Define δ2 : ∆f2 → [d] by δ2(m) = δ(m + 1) for all
m ∈ ∆f2 .
In both cases, one has (f, δ) = (I ⊙ (f2, δ2))(f1, δ1). Moreover, it is clear that
(f2, δ2) is unique given (f1, δ1), and (f1, δ1) is unique up to automorphisms of z.
Condition (C4) is also clear from the above observations.
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Remark 5.7. The category of FId-modules is equivalent to the category of modules
over a certain twisted commutative algebra, see [21, Proposition 7.3.4].
Example 5.8 (The category OId). Let d be a positive integer. We define the
subcategory OId of FId following [21, Section 7.1]. Let Ob(OId) = Z+. For any
x, y ∈ Z+, let OId(x, y) be the set of all pairs (f, δ) ∈ FId such that f is increasing.
It is clear that conditions (C1) and (C2) are satisfied. To check condition (C3),
note that given (f, δ) ∈ OId(x, y), we can choose its factorization in FId with f1 a
unique increasing map; then, f2 is also an increasing map. Condition (C4) is clear.
Example 5.9 (The opposite category of FSΓ). Let Γ be a finite group. We define
the category FSΓ following [21, Section 10.1]. Let Ob(FSΓ) = Z+ \ {0}. For any
x, y ∈ Z+ \ {0}, let FSΓ(y, x) be the set of all pairs (f, c) where f : [y] → [x] is
a surjection, and c : [y] → Γ is an arbitrary map. The composition of (f1, c1) ∈
FSΓ(y, x) and (f2, c2) ∈ FSΓ(z, y) is defined by
(f1, c1)(f2, c2) = (f3, c3)
where
f3(r) = f1(f2(r)), c3(r) = c1(f2(r))c2(r), for all r ∈ [z].
We define a monoidal structure on FSopΓ similarly to Example 5.3. It is clear that
conditions (C1) and (C2) are satisfied. We now check condition (C3). Let (f, c) ∈
FSΓ(1 + y, x). Let m = f(1).
Suppose first that f−1(m) = {1}. Let z = x − 1 and let f1 : [x] → [x] be any
bijection such that f1(1) = m. Define f2 : [y] → [z] by f2(r) = f
−1
1 (f(r + 1)) − 1
for all r ∈ [y]. Let c1 : [1 + z] → Γ be any map such that c1(1) = c(1). Define
c2 : [y]→ Γ by c2(r) = c1(f2(r) + 1)
−1c(r + 1) for all r ∈ [y].
Now suppose that f−1(m) 6= {1}. Then there is no factorization with z = x− 1.
Let z = x. Let f1 : [1 + z] → [x] be any surjection such that f1(1) = m and
f−11 (m) 6= {1}. Define f2 : [y] → [z] by f2(r) = n if f1(n + 1) = f(r + 1). Again,
let c1 : [1 + z] → Γ be any map such that c1(1) = c(1), and define c2 : [y] → Γ by
c2(r) = c1(f2(r) + 1)
−1c(r + 1) for all r ∈ [y].
In both cases, one has (f, c) = (f1, c1)(I⊙ (f2, c2)) in FSΓ. Moreover, it is clear
that (f2, c2) is unique given (f1, c1), and (f1, c1) is unique up to automorphisms of
z. Condition (C4) is also clear from the above observations.
Example 5.10 (The opposite category of OSΓ). Let Γ be a finite group. We define
the subcategory OSΓ of FSΓ following [21, Section 8.1]. Let Ob(OSΓ) = Z+ \ {0}.
For any x, y ∈ Z+ \ {0}, let OSΓ(y, x) be the set of all pairs (f, c) ∈ FSΓ(y, x)
where f is an ordered surjection, in the sense that for all r < s in [x] we have
min f−1(r) < min f−1(s).
Similarly to above, it is clear that conditions (C1) and (C2) are satisfied, and
to check condition (C3), we note that given (f, c) ∈ OSΓ(y, x), we can choose its
factorization in FSΓ for a unique choice of ordered surjections f1 and f2. Condition
(C4) is clear.
Example 5.11 (The category VI). Recall the category VI defined in Example 1.7.
If f1 ∈ VI(x1, y1) and f2 ∈ VI(x2, y2), we define f1 ⊙ f2 ∈ VI(x1 + x2, y1 + y2) by
f1⊙ f2 = f1⊕ f2 : F
x1 ⊕Fx2 → Fy1 ⊕Fy2 . It is clear that conditions (C1) and (C2)
are satisfied. We now check condition (C3).
Let f ∈ C(x, 1+ y). We write f as a (1+ y)×x-matrix. Let u be the first row of
f , and h be the y × x-matrix form by the last y rows of f . Suppose that we have
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a factorization f = (I ⊙ f2) ◦ f1 for some z. Then the first row of f1 must be u.
Let p be the z × x-matrix form by the last z rows of f1. Then h = f2p. Since f2 is
injective, one has
(rank of h) = (rank of p) 6 z.
Now if we first choose h = f2p to be any factorization of h into the composition
of a surjective linear map p : Fx → Fz and an injective linear map f2 : Fz → Fy,
then we obtain a corresponding factorization of f with z equal to the rank of h.
Hence, a factorization of f exists and the minimal z is the rank of h, which is
6 x. Moreover, any factorization of f with minimal z must be obtained in this
way from a factorization of h with p surjective and f2 injective. The uniqueness of
f2 given p is clear from the surjectivity of p, and the uniqueness of p up to linear
automorphisms of Fz follows from the observation that the kernel of p must be
equal to the kernel of h.
Condition (C4) is clear from the characterization of the minimal z as the rank
of h.
We remind the reader that in the following corollary, the characteristic of k is 0.
Corollary 5.12. Let Γ be a finite group, and d an integer > 1.
(1) The k-linearizations of the following categories and their opposites are Koszul:
FIΓ, OIΓ, FId, OId, FSΓ, OSΓ, VI.
(2) If Γ is abelian, the k-linearizations of the category FI′Γ (of Example 1.6)
and its opposite are Koszul.
Proof. (1) This is immediate from the above examples, Proposition 3.6, and Propo-
sition 5.1.
(2) For a finite abelian group Γ, the categories FI′Γ and FIΓ have the same
essential subcategories, so the result follows from (1) and Theorem 1.2 (see Remark
1.3). The opposite is Koszul by Proposition 3.6. 
6. Twists of categories over FI
In this section, we study the quadratic dual of FIΓ, OIΓ, FId and OId. We shall
also show that the bounded derived category of finite dimensional graded modules
of FIΓ, OIΓ, FId or OId over a field of characteristic 0 is self-dual.
6.1. Determinant of a finite set. Suppose ∆ is a finite set with n elements, say
∆ = {d1, . . . , dn}. We denote by k∆ the k-vector space with basis ∆, and det(∆) the
one dimensional k-vector space ∧n(k∆). In particular, if ∆ = ∅, then det(∆) = k.
If σ ∈ Sn is a permutation of [n], then one has dσ(1) · · · dσ(n) = sgn(σ)d1 · · · dn in
det(∆). If ∆ and Θ are finite sets, there is a canonical isomorphism
det(∆) ⊗k det(Θ)→ det(∆ ⊔Θ), d⊗ e 7→ de.
If f : ∆→ Θ is an injection, then we have an isomorphism
det(∆)→ det(f(∆)) : d 7→ f(d),
where f(d) = f(d1) · · · f(dn) if d = d1 · · · dn.
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6.2. Twist construction. Let C be any category and let ρ : C → FI be any
functor. In particular, if x, y ∈ Ob(C) and ρ(x) > ρ(y), then C(x, y) = ∅. The
category C has a grading where C(x, y) is in degree ρ(y)− ρ(x).
Recall that for any map f : [i] → [j] (where i, j ∈ Z+), we write ∆f for the set
[j] \ Im(f). If α ∈ C(x, y) and β ∈ C(y, z), then one has
∆ρ(βα) = ρ(β)(∆ρ(α)) ⊔∆ρ(β).
We shall define a k-linear category Ctw, called the twist of (C, ρ), as follows. Let
Ob(Ctw) = Ob(C). For any x, y ∈ Ob(C), let
C
tw(x, y) =
⊕
α∈C(x,y)
kα⊗k det(∆ρ(α)),
where kα is the one dimensional k-vector space with basis α. The composition of
morphisms
C
tw(y, z)⊗bk C
tw(x, y)→ Ctw(x, z)
is defined by extending bilinearly the assignment
(β ⊗ e)⊗ (α⊗ d) 7→ βα ⊗ ρ(β)(d)e,
where α ∈ C(x, y), β ∈ C(y, z), d ∈ det(∆ρ(α)), and e ∈ det(∆ρ(β)). It is easy to
see that the composition of morphisms in Ctw is associative. Moreover, the k-linear
category Ctw has a grading where Ctw(x, y) is in degree ρ(y)− ρ(x).
Observe that for any x ∈ Ob(C), we have an isomorphism
ωC,x : C(x, x)
≃
→ Ctw(x, x)
where ωC,x : α 7→ α ⊗ 1 for all α ∈ C(x, x). Suppose x, y ∈ Ob(C). Let us regard
C
tw(x, y) as a (C(y, y),C(x, x))-bimodule via ωC,x and ωC,y. If ρ(y)− ρ(x) = 1, we
have an isomorphism of (C(y, y),C(x, x))-bimodules
ωC,x,y : C(x, y)
≃
→ Ctw(x, y)
where ωC,x,y : α 7→ α ⊗ dα for all α ∈ C(x, y), and dα denotes the unique element
of ∆ρ(α).
Suppose we have a category D and a functor π : D → C. Let ψ : D → FI
be the composition ρ ◦ π, and Dtw the twist of (D, ψ). We define a morphism
πtw : Dtw → Ctw by extending linearly the assignment
α⊗ d 7→ π(α) ⊗ d
for any α ∈Mor(D) and d ∈ det(∆ψ(α)).
6.3. The functors τ and µ. Let C be any category and let ρ : C → FI be any
functor. We shall define a functor
τ : C -Mod→ Ctw -Mod .
If M is a C-module, let
τ(M)(x) =M(x)⊗k det([ρ(x)]), for x ∈ Ob(C).
The Ctw-module structure on τ(M) is defined by extending bilinearly to
C
tw(x, y)⊗k τ(M)(x)→ τ(M)(y)
the assignment
(α⊗ d)⊗ (v ⊗ t) 7→ α(v) ⊗ ρ(α)(t)d,
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where α ∈ C(x, y), v ∈M(x), d ∈ det(∆ρ(α)), and t ∈ det([ρ(x)]). If f : M → N is
a morphism of C-modules, we define a morphism
τ(f) : τ(M)→ τ(N)
of Ctw-modules by
τ(f)(v ⊗ t) = f(v)⊗ t
whenever v ∈M(x) and t ∈ det([ρ(x)]), for any x ∈ Ob(C).
If M is a graded C-module, then τ(M) is also graded with
τ(M)(x)i =M(x)i ⊗k det([ρ(x)]) for all x ∈ Ob(C), i ∈ Z.
Similarly, we define a functor
µ : Ctw -Mod→ C -Mod .
If N is a Ctw-module, let
µ(N)(x) = N(x)⊗k det([ρ(x)]), for x ∈ Ob(C).
The C-module structure on µ(N) is defined by extending bilinearly to
C(x, y)⊗k µ(N)(x)→ µ(N)(y)
the assignment
α⊗ (v ⊗ t) 7→ (α⊗ d)(v) ⊗ ρ(α)(t)d,
where α ∈ C(x, y), v ∈ N(x), t ∈ det([ρ(x)]), and d = d1 · · · dn ∈ det(∆ρ(α)) if
∆ρ(α) = {d1, . . . , dn}; this is independent of the choice of ordering of d1, . . . , dn. If
f :M → N is a morphism of Ctw-modules, we define a morphism
µ(f) : µ(M)→ µ(N)
of C-modules by
µ(f)(v ⊗ t) = f(v)⊗ t
whenever v ∈M(x) and t ∈ det([ρ(x)]), for any x ∈ Ob(C).
If N is a graded Ctw-module, then µ(N) is also graded with
µ(N)(x)i = N(x)i ⊗k det([ρ(x)]) for all x ∈ Ob(C), i ∈ Z.
Proposition 6.1. The functor τ : C -Mod → Ctw -Mod is an equivalence of cate-
gories with quasi-inverse functor µ.
Proof. Let M ∈ C -Mod and N ∈ Ctw -Mod. We have the isomorphisms
M
∼
→ µ(τ(M)), v 7→ (v ⊗ t)⊗ t,
N
∼
→ τ(µ(N)), w 7→ (w ⊗ t)⊗ t,
where v ∈ M(x), w ∈ N(x), and t = t1 · · · tρ(x) ∈ det([ρ(x)]), for any x ∈ Ob(C),
and any ordering t1, . . . , tρ(x) of the elements of [ρ(x)]. 
Observe that τ and µ also give equivalences between the corresponding categories
of graded modules, locally finite modules, lower bounded modules, and graded finite
dimensional modules.
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6.4. Free EI categories. Before we prove Theorem 1.9, let us recall some basic
facts on free EI categories following [12].
Definition 6.2. ([12, Definition 2.1] An EI quiver Q is a datum (Q0, Q1, s, t, f, g)
where: (Q0, Q1, s, t) is an acyclic quiver with vertex set Q0, arrow set Q1, source
map s, and target map t. The map f assigns a group f(x) to each vertex x ∈ Q0;
the map g assigns an (f(t(α)), f(s(α)))-biset to each arrow α ∈ Q1.
For each EI quiver Q = (Q0, Q1, s, t, f, g), we construct an EI category FQ as
follows. Let Ob(FQ) = Q0. For any object x ∈ Q0, let FQ(x, x) = f(x). For any
path
γ : x0
α1
// x1
α2
// . . .
αn
// xn ,
where n > 1 and α1, . . . , αn ∈ Q1, let
Hγ = g(αn)×f(xn−1) g(αn−1)×f(xn−2) · · · ×f(x1) g(α1).
For any objects x, y ∈ Q0 with x 6= y, let FQ(x, y) =
⊔
γ Hγ where the disjoint
union is taken over all paths γ from x to y. The composition of morphisms in FQ
is defined in the obvious way.
Definition 6.3. An EI category C is a free EI category if it is isomorphic to FQ
for some EI quiver Q.
Let Q = (Q0, Q1, s, t, f, g) be an EI quiver.
Definition 6.4. We define the opposite EI quiver Qop of Q by
Qop = (Qop0 , Q
op
1 , s
op, top, fop, gop)
where
Qop0 = Q0, Q
op
1 = Q1, s
op = t, top = s, gop = g,
and for any x ∈ Q0,
fop(x) = f(x)op.
It is plain that (FQ)
op = FQop .
6.5. Twist and quadratic duality. Suppose that k is a field of characteristic 0
and C is an EI category satisfying conditions (E1)–(E4) of Subsection 5.1.
For any x ∈ Z+, let us denote by Gx the group C(x, x). Let Q be the EI quiver
0→ 1→ 2→ 3→ · · ·
which assigns to vertex x the group Gx and to arrow x → x + 1 the (Gx+1, Gx)-
biset C(x, x + 1). Let C˜ be the free EI category FQ, and denote by π : C˜ → C the
canonical functor.
We omit the proof of the following lemma from [13].
Lemma 6.5. [13, Lemma 6.1] Let x, y ∈ Z+. The kernel of π : C˜(x, y) → C(x, y)
is spanned by the set of all elements of the form α − β where α, β ∈ C˜(x, y) are
morphisms such that π(α) = π(β).
Recall from Subsection 3.4 that Cˆ denotes the free cover of C.
Lemma 6.6. There are natural isomorphisms Cˆ ∼= C˜ and Cˇ ∼= (C˜)op.
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Proof. The first isomorphism is immediate from constructions. The second iso-
morphism follows from the observations that C(x, x) is naturally isomorphic to
C(x, x)op, and one has natural isomorphisms
HomC(y,y)(C(x, y),C(y, y)) ∼= Homk(C(x, y), k) ∼= C(x, y).

Now suppose we have a functor ρ : C→ FI such that ρ(x) = x for all x ∈ Z+.
It follows from Lemma 6.5 that the kernel of πtw : C˜
tw
→ Ctw is spanned by
(α − β) ⊗ d for all α, β ∈ Cˆ such that π(α) = π(β), and where d = d1 · · · dn ∈
det(∆ρ(pi(α))) for any ordering d1, . . . , dn of the elements of ∆ρ(pi(α)). Moreover, if
the kernel of π : C˜ → C is generated by its degree 2 elements, then the kernel of
πtw : C˜
tw
→ Ctw is generated by its degree 2 elements.
There is a unique morphism
ω : C˜ −→ C˜
tw
such that ω is the identity map on the set of objects, its restriction to C˜(x, x) is
ω
C˜,x
for all x ∈ Ob(C), and its restriction to C˜(x, y) is ω
C˜,x,y
for all x, y ∈ Ob(C)
with ρ(y) − ρ(x) = 1. It is clear that ω is bijective, and hence an isomorphism.
Moreover, the composition πtw ◦ ω : C˜→ Ctw is the free cover of Ctw. Thus, if C is
quadratic, then Ctw is quadratic.
Now if C = FIΓ or OIΓ, we let ρ : C → FI be the functor sending (f, c) ∈ C
to f ∈ FI. If C = FId or OId, we let ρ : C → FI be the functor sending (f, δ) to
f ∈ FI.
Theorem 6.7. Let C be FIΓ, OIΓ, FId, or OId. Then C
! is isomorphic to (Ctw)op.
Proof. Let C be FIΓ. Let x ∈ Z+ \ {0}. We have the composition map
η : C(x, x+ 1)⊗C(x,x) C(x− 1, x)→ C(x− 1, x+ 1)
and its pullback
η∗ : C(x− 1, x+ 1)∗ → C(x− 1, x)∗ ⊗C(x,x) C(x, x+ 1)
∗.
Equivalently, we have
η∗ : C(x− 1, x+ 1)→ C(x− 1, x)⊗C(x,x)op C(x, x+ 1);
see Lemma 6.6.
For each r ∈ [x + 1], we choose any fr ∈ C(x, x + 1) such that the image of
ρ(fr) : [x] → [x + 1] is [x + 1] \ {r}. We have an isomorphism of right C(x, x)-
modules
C(x, x)⊕(x+1)
≃
→ C(x, x+ 1), (g1, . . . , gx+1) 7→ f1g1 + · · ·+ fx+1gx+1.
Therefore, we have a linear bijection
C(x− 1, x)⊕(x+1)
≃
→ C(x, x + 1)⊗C(x,x) C(x − 1, x),
(h1, . . . , hx+1) 7→ f1 ⊗ h1 + · · ·+ fx+1 ⊗ hx+1.
Suppose f ∈ C(x−1, x+1). The set ∆ρ(f) has exactly two elements. If r /∈ ∆ρ(f),
then f 6= fr ◦ h for all h ∈ C(x − 1, x). If r ∈ ∆ρ(f), then there exists a unique
hr ∈ C(x− 1, x) such that f = fr ◦ hr. Let us write ∆ρ(f) = {r, s}. Then
η∗(f) = hr ⊗ fr + hs ⊗ fs.
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On the other hand, one has
ω(fr ⊗ hr + fs ⊗ hs) = (fr ⊗ hr)⊗ (s ∧ r) + (fs ⊗ hs)⊗ (r ∧ s)
= (fr ⊗ hr − fs ⊗ hs)⊗ (s ∧ r).
Hence, the image of η∗ is precisely the kernel of
(πtw ◦ ω)op : Cˆ
op
(x− 1, x+ 1)→ (Ctw)op(x− 1, x+ 1).
By Proposition 3.11 and Corollary 5.12, C is quadratic, and hence (Ctw)op is qua-
dratic. It follows that C! = (Ctw)op.
The proofs when C is OIΓ, FId or OId are similar. 
We do not know of a similar description of the quadratic dual of the other
examples in Corollary 5.12.
Corollary 6.8. Let C be FIΓ, OIΓ, FId, or OId. Let Y be the Yoneda category of
C. Then the categories C -Mod and Y -Mod are equivalent.
Proof. This is immediate from Proposition 3.15, Corollary 5.12, Proposition 6.1,
and Theorem 6.7. 
6.6. Self-duality functor. In [19, Section 6], S. Sam and A. Snowden constructed
a self-duality functor (called the Fourier transform) on the bounded derived cate-
gory of finitely generated FI-modules over a field of characteristic 0; see also [20,
(3.3.8)]. We follow their idea in the following construction.
Suppose that k is a field of characteristic 0, and C is FIΓ, OIΓ, FId, or OId.
From Corollary 4.6, Corollary 5.12, Proposition 6.1, and Theorem 6.7, we have
a composition of equivalences:
Db(C -gmodfd)
K
−→ Db(C! -gmodfd)
≃
−→ Db((Ctw)op -gmodfd)
(−)∗
−→ Db(Ctw -gmodfd)
op
µ
−→ Db(C -gmodfd)
op,
where gmodfd denotes the category of graded modules which are finite dimensional.
Let us denote this composition by κ. We also have:
Db(C -gmodfd)
τ
−→ Db(Ctw -gmodfd)
(−)∗
−→ Db((Ctw)op -gmodfd)
op
≃
−→ Db(C! -gmodfd)
op
K′
−→ Db(C -gmodfd)
op,
where K′ is the quasi-inverse of K defined in [1, Theorem 2.12.1] and [16, (5.6)].
Let us denote this composition of functors by κ′. We have κκ′ ∼= Id and κ′κ ∼= Id.
This, together with Theorem 6.7 and Corollary 6.8, proves Theorem 1.9.
Remark 6.9. For a complex M of graded vector spaces, the vector space duality
functor (−)∗ sends M to the complex L with Lij = (M
−i
−j)
∗ and diL(f) = (−1)
ifdM
for f ∈ Lij.
Proposition 6.10. One has:
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(1) κ ∼= κ′.
(2) κ2 ∼= Id.
Proof. (1) Let ̟ = (−)∗κ and ̟′ = (−)∗κ′. Let M ∈ Db(C -gmodfd). From the
proof of [1, Theorem 2.12.1], we have the isomorphisms
̟(M)p(y)q
∼=
−→
⊕
i+j=p
x−j=y+q
(
C
tw(y, x)⊗C(x,x)M
i(x)j
)
⊗k det([ρ(y)])
∼=
−→
⊕
i+j=p
x−j=y+q
C(y, x)⊗C(x,x)
(
M i(x)j ⊗k det([ρ(x)])
)
∼=
−→ ̟′(M)p(y)q.
It is straightforward to verify that the composition of the above isomorphisms is
compatible with the C-module structures. It is also compatible with the differentials
up to signs, but by a routine verification, the complex is isomorphic to the one with
the altered signs.6 Thus, ̟ ∼= ̟′, and hence κ ∼= κ′.
(2) One has: κ2 ∼= κ′κ ∼= Id. 
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