This article introduces Atomic Hypermedia which, unlike traditional hypermedia approaches, does not use the concept of a node. Instead, all content is represented as single character 'atoms' which are placed along an arbitrary number of dimensions. This approach addresses some of the issues with node-based hypermedia. The article describes the basic mechanics of Atomic Data Structure, and how hypermedia behaviours can be obtained.
INTRODUCTION
Hypertext as a concept was first proposed by Vannevar Bush in 'As we may think' [1] . In this now classic work Bush takes a forward-looking approach to the development of information technology. Although some predictions have not come true, such as the widespread home use of microfilm, the work is notable for the concepts that it introduces. In the article Bush describes the 'memex':
A memex is a device in which an individual stores his books, records, and communications, and which is mechanised so that it may be consulted with exceeding speed and flexibility. It is an enlarged intimate supplement to his memory.
Bush introduces the idea of 'associated storage' whereby items in the memex can be 'tied' or 'linked' together, representing some semantic connection. Furthermore, the path of links, or 'trail', taken by a user throughout the memex can be stored and recalled. Bush touches on other issues such as annotation and sharing of information with other users. The concepts introduced here have persisted in hypermedia research to this day.
Although Bush introduced many of the core ideas of hypertext, it was Nelson who introduced the term itself. In 'Complex information processing: a file structure for the complex, the changing and the indeterminate' [2] Nelson states:
Let me introduce the word 'hypertext' to mean a body of written or pictorial material interconnected in such a complex way that it could not conveniently be presented or represented on paper. It may contain summaries, or maps of its contents and their interrelations; it may contain annotations, additions and footnotes from scholars who have examined it.
Nelson's definition of hypertext includes non-text media such as pictures and the same work also coined the term 'hypermedia'. In this article the terms 'hypertext' and 'hypermedia' are considered to be interchangeable, although the term 'hypermedia' is preferred as the focus is on working with various media types.
Since the early work of Bush and Nelson hypermedia research has progressed in several directions. Some research has followed the concepts just discussed, and focuses on explicit associative connections between parts of a media store. Other work has been quite different in concept but has been accepted under the banner term of hypertext or hypermedia. Before the scope of this work can be accurately discussed it is first necessary to consider the 'domains' of hypermedia.
Navigational hypermedia
Navigational hypermedia is the domain bearing closest resemblance to the ideas of Bush and Nelson. In this domain there is a store of media, the items of which can be joined, or 'linked' together in some way. Activating the links affects the user's 'view' onto the hypermedia. A common behaviour is that where activating a link would move the view onto the hypermedia from one point to another. Other behaviours that are included in the navigational domain are the inclusion, removal or replacement of part of the view.
Sculptural hypermedia
Sculptural hypermedia is a variation of navigational hypermedia. Traditionally in navigational hypermedia nodes are not connected by default but are connected explicitly by the creation of links. In sculptural hypermedia all nodes are connected by default and then connections are removed to form the result, in the manner of an artist creating a sculpture by removing
The Computer Journal Vol. [3] and [4] . The name 'sculptural hypertext' was coined by [3] and the term has persisted.
Spatial hypertext
In spatial hypertext connections between nodes are not expressed by defining links, but rather by the relative spatial positions of nodes, and visual cues. For example, a common colour applied to a set of nodes would imply a connection, as would placing the nodes next to one another or overlapping them. A key phrase here is 'imply', as connections between nodes are implied by the user and not specified explicitly. Several spatial hypertext systems have been developed such as ART#001 [5] and VKB [6] .
Spatial hypertext 'is most appropriate when there is no distinction between readers and writers' [7] .
Taxonomic hypermedia
A useful definition of taxonomic hypermedia is:
[Taxonomic Hypermedia] facilitates manipulation of collections of similar nodes that are assigned to one or more sets. Users move from one node to another in the same set, and from one set to another by way of nodes in the intersection of those sets. They do not think of nodes as linked directly to one another, but in terms of the sets to which they belong. [8] Taxonomic hypermedia allows categorization and subcategorization of nodes (or 'artifacts') [9] . Additionally, 'perspectives' may be defined, for example under perspective A an artifact appears under category Y , whilst under perspective B the artifact appears under category Z.
Node terminology
A common concept throughout various hypermedia domains is that of an object which encapsulates some amount of content. This content could be a piece of text, an image, structured graphics or a video clip to name just a few possible types. The name of this concept varies between discussions and has included 'components' [10, 11] 'elements', [5] , 'notecards' [12] . However the most popular term for this concept is 'node', and has been frequently used in such discussions as spatial hypertext [7] , HAM [13] and Multicard [14] amongst many others.
The traditional use of the term 'node' is in graph theory when referring to a location within a network. In many cases a hypertext is represented as a network and so the term fits. Since this is such a widely-used term, these discussions persist with it, even when the concept of belonging to a network is not pertinent.
The problems of node-based hypermedia
Arguably, the concept of a distinct node arises and persists from the perception of hypermedia structures being formed by the overlaying of structure on independent pieces of content.
The node approach divides content at an arbitrary level of detail. That is, a hypermedia is considered to consist of nodes; anything bigger than a node is a composite, and anything smaller becomes subject to within-node operations.
Whilst defining a method for referencing single nodes is generally trivial, other levels of detail require more effort. Regarding composites, a number of approaches have been developed [15] , some of which define ordering and some which define an unordered semantic grouping [16] .
Referencing within nodes is also a significant area of research, as a solution should work with any media type. Some discussions [10] hide the referencing method in a layer of abstraction; others [17] explictly consider the types of media that will be referenced.
Something which has not yet been developed is the idea of uniform addressing between the three levels of composite, node and within-node, so that no level is more privileged than any other.
Consider the following two cases. In the first a video is imported into a hypermedia and becomes a single node. In the second a collection of images is imported into the hypermedia, each one becoming a single node. It is possible for each approach to represent the same data by applying some property of temporal ordering to the images, so each image becomes one frame in the video.
Whilst each approach represents the same concept, the method chosen affects the way in which users interact with the hypermedia. Selecting a single frame is a within-node operation in the first approach and a whole node operation in the second. Conversely, selecting the whole video is a single-node operation in the first and a composite operation in the second. There are two inconsistencies here. Firstly, the referencing approaches vary despite the content being conceptually equal in each case. Secondly, the approaches vary at different levels of the content. An uniform approach would avoid these issues.
The idea of a node provides identity for areas of content. However, the concept is limited as only one identity can be provided for each content area. In a system where content is freely reused in whole or in part in various contexts the idea of a single identity is limiting. For example, an image may contain what is conceptually a different image. It may be desirable to have this subset of the image accessible as an independent 'object' even though the content itself remains shared. In this case certain areas of the image should hold two identities of equal standing.
Solution summary
This article introduces 'Atomic Hypermedia', an alternative approach to hypermedia structure which avoids the issues just Atoms are the sole unit of content with the data structure and represent the smallest useful unit of data, a single character. Other data-types can be represented with a number of atoms.
A universal addressing scheme is defined based around the selection and manipulation of atoms. Since all content consists of atoms, with this single scheme it is possible to work with any media type.
Additionally this removes any arbitrary node-level boundaries. Since there is nothing smaller than an atom in the datastructure, it is not necessary to consider how to reference inside an atom.
ATOMIC DATA STRUCTURE
This section describes the behaviour of ADS. In summary:
• ADS consists of 'atoms', each holding a single character as content.
• Each atom has zero or more 'properties' as an attribute.
• Each property refers to a 'dimension' and one or more discrete positions along the dimension.
• The set of properties belonging to an atom describes the atom's position within ADS.
• No two atoms may have precisely the same set of properties, although it is allowed for one set of properties to be a subset of another.
• ADS can contain any number of dimensions.
• An atom only exists in dimensions referred to by its properties.
Atoms
An ADS consists of a number of atoms. Each atom holds a single character 1 as content. This is the only content holding data type in ADS. Although characters are the only primitive data type, other data can be represented using multiple atoms. Some example types are shown in Figure 1 . For clarity the atoms in this figure have been placed adjacent so that a left-to-right reader can easily discern the semantic meaning. In ADS there is no privileged view of spatial adjacency, so the arrangements shown here are no more natural than any other. The interpretation of ordering is left to the reader and is based upon the properties exhibited by the atoms. This topic is discussed in greater detail in Section 2.2.
From types like these more elaborate media can be constructed. For example, a colour is formed from integers representing RGB values, an image is formed from colours, a video is formed from images, a film is formed from videos, a festival is formed from films.
These types are a user invention; ADS does not 'understand' any one of the data-types in the previous list, none of them can be considered a 'basic' or 'primitive' data-type. Since none of these types are base to the structure, none of them is privileged and there is no extra cost to analysing data at any level. It is as natural to select data representing a video as it is to select the integers making up a colour. It is as natural to select an entire video as it is to select the first frame from every film in a festival.
Dimensions
The previous section described how the contents of a collection of atoms can represent data. For this to work there must be a mechanism by which the respective positions of atoms can be defined. This is achieved by placing the atoms along dimensions.
A dimension is an ordering of values held by a common attribute or property. Objects in the real world have the common properties of spatial position, made up of three values defining their positions relative to a common origin. They also have the common property of temporality describing their position relative to a certain time point. Objects change their positions relatively freely in the three spatial dimensions, and move at a constant rate in the dimension of time. 2 Atoms in ADS are placed along dimensions. The dimensions chosen are arbitrary from the point of view of the structure, but from a user's perspective may be relevant to what would traditionally be considered the internal structure of the media, or the place of that media within the whole ADS. Since the choice of dimensions is irrelevant to the structure, a detailed discussion is better suited to Section 3. However, a grounding in these issues is useful at this point to aid the understanding of the rest of this section.
It is possible to anticipate likely choices for the dimensions that will be assigned to atoms based on their internal structure. For example, text is one dimensional (1D) as it has the property of length only. Although text often exists in a two-dimensional (2D) manner (such as on a computer screen or printed page) this is a presentation of the data and not a property of the data itself.
Throughout this paper x is used as the identifier for length, or width.
Images are 2D and have the properties of width and height, y. Three-dimensional (3D) models have the additional property of depth, z. The identifier used for time is time. The anticipated dimensions for some common types are shown below:
Node type
Dimensions
Sound is simply time since the waveform representing sound is formed by the succession of values along the time dimension. It may be considered that a sound recording is time × channel, where channel is a number of channels. For example, for stereo sound there will be two positions in the channel dimension. The assignment of properties to dimensions is discussed further in Section 3.
These examples have ignored the fact that at each position in the dimensions mentioned, the data will not be a single character, which is the only atom content type, but a user-level defined data-type such as integer, colour etc. the representation of which would add to the number of dimensions involved. A complete set 3 of dimensions for some types are shown in a later example. Additionally, the 3D model above is atypical since it implies a modelling method where the models are 3D bitmaps. More typically a 3D model is 'hollow' and is represented as a series of vertices and edges. In this case the dimensions would represent the edge and vertex data.
It is not only acceptable, but an advantage of the approach, to be able to only discuss structures in terms of relevant dimensions for the current context and leave the 'depth' of the structure implicit. For example, a video could be considered to exist over time and leave implicit that each position along that dimension is an image. With ADS you can work with the level of detail that you need and no more.
Properties
An atom has zero or more properties. Each property consists of two parts. Firstly, there is the name of the dimension, known as the dimensional 'identity', which serves as a label. Secondly, there is at least one value representing where along that dimension the atom exists, a dimensional 'position'. Whilst the following examples show single positions, the effects of multiple positioning are discussed in Section 2.5. The position is a positive or negative integer. If an atom has the identity of x and the position 5 it has the property of x = 5. 3 In terms of internal structure. Figure 2 shows a simple string with properties shown. As previously mentioned, the way these atoms have been arranged spatially in this figure is not important; it is the properties which define the relationship between atoms. It would be equally valid to present the figure as shown in Figure 3 . Figure 4 shows a small (1 × 2 pixel) image with properties shown. This example uses the dimension c to represent a position within a RGB colour so that c = 0 is the red value, c = 1 is the green and c = 2 is the blue. The n dimension is used along the length of an integer number. Note that for each value there is no fixed number of atoms along the dimension, as this depends on how many are needed.
Although the spatial arrangement is unimportant to the structure, arranging this figure as shown makes it easier to appreciate how groups of atoms could be selected. It can also be imagined how a stack of these atoms could represent a video and a group of atoms could be selected not only in two dimensions but with depth as well. Of course, selections need not be restricted by these three common dimensions, although the mental visualization becomes increasingly difficult as further dimensions are considered. There are no identities or positions that have any special meaning within the structure. These examples have used x and y as they will have a common meaning to the reader. The structure, however, does not apply this meaning. Substituting frog and toad for x and y would have not changed the behaviour of this ADS. It is up to the user and the application to interpret the semantic meaning of identities.
The same is true for the positions. These examples have used ascending, zero-indexed integers which makes the semantic meaning clear to the reader. It would be equally valid, from a structural point of view, to store consecutive characters at the position of the square of the conceptual index, i.e. 1, 4, 9, 16 etc.
Finally, so far the position assigned has had some resemblance to the relative position of this atom with the datatype. For example, for a string the atom at x = 1 is semantically adjacent to the atom at x = 2. This need not be the case, and the positions assigned can be chosen for any purpose. An alternative use of positions is discussed in Section 3.3.
Properties of atoms can be adjusted freely. Identities can be added or removed from atoms already in existence and the positions for an identity can be altered. One restriction which applies at all times is that atoms must be uniquely addressed.
Unique addressing
Each atom within an ADS must have a unique 'address'. The address is the set of the atom's properties. Therefore, for an address to be unique, no other atom can have the same identities and the same positions for those identities. Uniqueness in either the set of identities or the set of positions makes an address unique.
The two atoms shown in Figure 5 are uniquely addressed since the atom on the right does not have a z dimension. However, the atoms in Figure 6 are not uniquely addressed since there is a clash at y = 0 (Section 2.5). Note that it is possible to address a single atom with the null address, that is the address consisting of no properties. However, this is not considered to be useful in practice.
As data is added to an ADS the problem of maintaining uniqueness is likely to arise. The first image added to the hypermedia is likely to be assured uniqueness since no other atoms will have both x and y identities, and no others. As the second image is added there will be a clash.
The solution to this problem is for the two images to be unique in some other dimension, as discussed in Section 3.3.
Multiple positioning
As previously mentioned, each property of an atom can hold more than one position. To phrase this another way, an atom can exist at more than one location along a dimension. Figure 7 shows an alternative representation of the word 'Hello'.
The way to interpret this is to say that the atom containing character 'l' exists both at position 2 and position 3. Note that the values are discrete, so if an identity had the associated positions of 1 and 5, the atom would not automatically exist at positions 2, 3 or 4.
Multiple positioning performs a key function within the data structure as it allows two distinct locations to be 'joined'. Section 3.6 shows how this is used in Atomic Hypermedia.
Structure efficiency
It is important to separate the concept of ADS from the way a system would implement the structure. If a system did store each atom truly independently from each other, the structure would be massively inefficient. Consider the case of representing an image. As a minimum each atom would have properties for x and y and the dimension names for these properties and the values for each would need to be stored. Additionally, it is likely that the atoms would have a number of other properties describing the position of the image within the ADS. In this scenario the storage of the meta-data would require at least several times the storage of the actual content. Indeed, for one theoretical implementation it was estimated that an average of 40 bytes would be required to store one atom. Furthermore, each pixel in an image may be represented by a RGB triple of nine atoms as opposed to the traditional approach of 3 bytes. This increases the number of atoms needed as well as the number of properties assigned to each atom.
However, the important factor is not that the structure is implemented as truly independent atoms, but rather that it behaves as though it was. Although ADS does not have the
Atomic Hypermedia 25 concept of a node or similar data containers it may be that a particular system uses container structures internally. For example, a system may store what it knows to be an image using a traditional image format along with meta-data describing the properties implicit within each pixel.
A general approach may involve a system representing groups of atoms with a container structure which stores the atom contents along with a description of which properties are constant, which change and the manner of the change. For example, for a group of atoms representing text from a book the container would detail that the position of chapter is constant throughout the group but the position of x increases by 1 for each atom.
Each approach to efficient storage of ADS will have a limit as to the variety of content it can represent and it is expected that as an ADS is changed the system will have to change its internal encoding of the data. This may involve splitting a container or changing the encoding used, with the worst case being storage in the truly independent form. However, as long as any implementation approach is transparent to the user, the model of ADS is preserved.
The issue of efficiency is relevant to the question of whether it is possible to emulate ADS, and from there Atomic Hypermedia, in other hypermedia systems by restricting nodes to hold a single character and using whatever meta-data encoding is available to hold the atom properties. There is nothing intrinsically wrong with this idea since ultimately ADS is just a data structure and can be encoded to and decoded from other structures. However, a specialized system would have the advantage of being designed to optimize the storage and processing of a large number of small, conceptually distinct but typically closely related data objects using methods such as those described above.
ATOMIC HYPERMEDIA
Section 2 discussed the structure and rules for ADS. This section discusses approaches for using ADS as part of a hypermedia approach named 'Atomic Hypermedia'.
ADS is sufficiently powerful that only a single new ability needs to be added in order to facilitate its use as a basis of a hypermedia system. This is the ability to refer to content by reference, rather than copying content verbatim between areas of the data structure. This distinction is discussed in more detail in the following sections.
Layout
Atomic Hypermedia allows hypermedia operations without boundaries by working directly with the properties of content, not an arbitrary container class. To maximize the benefits of the approach it is very important that the 'layout' of the hypermedia is clearly defined.
The term 'layout' refers to the way in which content is structured within the hypermedia in terms of the identities used to express concepts. The planning of the layout is the task of the hypermedia architect. Whilst many authors may contribute content to a single hypermedia, it is the architect who decides how that content should be represented in ADS. For example, the architect may specify that atoms representing a book should have the identities of chapter, sentence and x.
Incorporation
Bringing items of media into an Atomic Hypermedia is known as incorporation. The hypermedia application will make an interface available, with supporting programming libraries, with which external programs can manipulate the hypermedia. Interfacing is discussed further in Section 3.8.
An incorporation tool uses the available interface to import new media items into the hypermedia. There may in fact be more than one tool used, as individual tools may understand only a limited set of media. These limitations may be to generic types such as text or images or to particular file formats.
The tool will create atoms in appropriate dimensions. Firstly, the tool must assign dimensions to the internal properties of the media, e.g. the pixels in an image existing in the x and y dimensions. Secondly, there may be a need to specify other dimensions as the structure of the overall hypermedia demands, e.g. index dimensions as discussed in the following section, or other semantic indicators. Work is ongoing regarding a specification method by which an architect can influence the behaviour of incorporation tools so as to meet the specification for the hypermedia.
Indices
For any non-trivial hypermedia it is impractical to use an addressing scheme based purely on the structure of the original media. Equally, whilst extra dimensions may be used to provide structure between atoms, i.e. dimensions which did not exist in the original media, this is also inadequate. Consider a library of images incorporated into a hypermedia, some of which will be used as part of a composed virtual document within the ADS.
The identities relating to the structure of the document will probably not be assigned until the images are placed within the document. Until this takes place addresses will only have identities relating to structure of the original media, and hence the addresses will be non-unique.
A solution is to use an identity which holds a uniquely identifying value. For example, for images the identity may be image. The position used with this identity would increase by one every time an image is incorporated. Identities used in this way are called 'index identities'. Note that index identities behave identically to non-index identities regarding the rules of ADS.
Uniquely identifying each piece of incorporated media may seem a cheat, since this essentially labels a 'node' with a 'node ID'. However, there are several reasons why this is not the case. Firstly, Atomic Hypermedia does not seek to remove the concept of semantic grouping; in fact it seeks to expand this concept by allowing groupings to be applied to arbitrary atoms. Secondly, introducing this grouping has not raised any barriers to the structure of the 'node'; a user is still equally capable of examining and working with the content as before.
Consider a hypermedia where incorporated images have a image index identity. Figure 8 shows a collection of atoms which have been incorporated from an image. 4 When incorporated the atoms were assigned the property image = 0. After incorporation, a subset of those atoms was selected and multi-located along the image dimension and additionally given the the property of image = 1. A single image file has given rise to multiple images within the hypermedia. This is an example of where there is not a 1:1 relationship between the original file and the unique identifiers assigned.
In a similar vein atoms could be selected that were incorporated from a video and given the identity of image. These atoms would then, presumably, have at least the identities of x, y, time, video and image.
Linking
The ability to link items together separates hypermedia systems from plain data storage. A link is an expressed relationship between two objects. Generally, any kind of relationship can be expressed by the link, although an application may limit the possible relationships. Such relationships could include 'is parent of'-genealogy hypermedia-or 'more detail'-teaching hypermedia. By following these links the reader's view of the hypermedia changes.
Atomic Hypermedia supports two varieties of linking. Firstly, content can be arranged at positions along dimensions signifying a 'more' or 'less' relationship. An example includes arranging content by a level of detail as shown in Section 3.5. Secondly, redirection (Section 3.6) can be used to join distinct areas of ADS. 4 For clarity this ignores the fact that each pixel in the image is in fact made up of multiple atoms.
Sub-structures
An Atomic Hypermedia consists of a single ADS object which stores all data. Within this ADS object it can be considered that there exist a number of sub-structures, where a sub-structure is an arbitrary set of atoms. Normally we discuss sub-structures that represent some grouping of content, where the grouping is achieved by the atoms existing at different positions along a common dimension.
For example, consider the relationship of 'more detail' and a section of text describing the HTTP protocol. The section of text would have at least the identity of x and possible others. To express the relationship of 'more detail' these atoms are altered so they additionally have the identity of detail. So, for example, at (detail = 0) the text would be 'HTTP is a communications protocol.' at (detail = 1) the text would be 'HTTP is a transfer protocol used primarily on the WWW' and at (detail = 2) the text would be 'HTTP, now at version 1.1, is a transfer protocol primarily used on the WWW although other applications have been found. ' Note that at higher values of detail other identities could have been added to the atoms, such as section. Within a substructure there is no requirement that all atoms have the same set of identities.
There are disadvantages to using the previous approach throughout a hypermedia. Consider an image where each pixel is labelled with the name of the person depicted. Normally the text would be placed along x, however this is not possible since x is already in use. Additionally this problem cannot be solved by adding a meta dimension where meta = 0 is the image and meta = 1 is the meta-data, since even at meta = 1 there would still be the original values for x and y. Instead an identity other than x would have to be used along which to place the text, e.g.
name.
The first problem of this approach is that the use of non-standard identities would make it harder to search the hypermedia. Secondly, the name of each person has been added 'by value'. This means that if a person's name changes all instances of that name throughout a hypermedia must be updated. A better approach would be to store a name 'by reference'. This is similar in concept to the normalization of databases to reduce redundancy.
Redirection
Atomic Hypermedia allows redirection, which uses an identity of an atom-the 'subject identity'-to refer to an identity in another atom-the 'object identity'. In many cases the object identity would be an index identity, but this not true by definition. The position assigned to the subject identity refers to the same position for the object identity.
Subject identities always end with the text _id. The total form of the identity is either xxx_id or yyy_xxx_id. xxx is the object identity and yyy is a 'local name' for the identity. Local names can be used freely, but are required when a particular atom has two subject identities referring to a single object identity. For example, an atom may have the subject identities f irst_name_id and last_name_id. This is shown in use in Section 3.6.1.
Consider the following example. In a hypermedia there is a sub-structure of names which has the dimensions name × x. The first name in this record is 'Margaret' so that (name = 0, x = 0) holds 'M', (name = 0, x = 5) holds 'r' etc. The second name is 'James', (name = 1, 0 ≤ x ≤ 4). Now consider the picture shown in Figure 9 . For the atoms within the area A the property (name_id = 0) is assigned and for the area within B (name_id = 1) is assigned. If there were any atoms appearing in both areas the property (name_id = 0, 1) would be assigned using multiple positioning.
This approach allows the application to deduce that for certain atoms there is a link to other content within the hypermedia. Within this hypermedia it is possible to search for a particular name, and having found the appropriate position along the name dimension, search for atoms that exist at, for example, (name_id = 1) to determine which atoms have a link to this name. It is also possible to locate images that feature a particular person, or even reference only the atoms within images which depict that person. 5 Conjunctions can be formed with multiple references, so that specifying (name_id = 1, location_id = 2) across a set of images might select atoms where a particular person appears in a particular location. Achieving disjunction, logical XOR, is not possible with a simple listing of properties, and such queries are the domain of whatever query language is being used to access the hypermedia.
The data referred to does not need to be 2D. For example, if a person changes their name the atoms at a particular position of name could be made deep in a revision dimension. These atoms could also have a year_id identity which refers to a year × n sub-structure listing years.
In this example a name has been assigned to an image as a form of meta-data. Note that in Atomic Hypermedia what a user would consider meta-data is not a distinct type from other content and, therefore, meta-data can take any form. A substructure could be referenced where the content at an index position is an image, video or sound.
Further redirection
This example discusses a hypermedia storing details about a family. This example makes extensive use of linking to substructures using redirection.
Each person in this hypermedia is identified by a position along a person dimension and is described by several attributes. To allow for changes, and to minimize the amount of redundancy in the data structure all of the descriptive attributes are stored in separate sub-structures and, therefore, can be reused throughout the hypermedia. For example, in this hypermedia there is a sub-structure storing names. A section of this record is shown below: John  1  Smith  2  Fred  3  Bloggs  4 Betty So a particular person may have the properties of (person = 0, f irst_name_id = 0, last_name_id = 1). Note that the person is described not by the contents of atoms which have a person identity but by the addresses of these atoms. Only a single atom is required for this description and the content of the atom is irrelevant.
Changes to a person's details can be shown by changing the properties of the atoms. Consider also a year sub-structure: 0  1977  1  1980  2  1978  3  1995  4 1987
Since the year indices do not signify anything in particular, there is no requirement for the years represented to be in any particular order. Rather, the entries in this record were created as needed. 6 
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Selecting a person solely on the position along the person dimension may match multiple atoms, as each atom captures a particular state, i.e. a combination of name, year etc. It is likely only a single state would be required so one of these candidate atoms would be selected according to one of the other properties, such as the atom where the year_id field references the highest number of all candidates.
If, as in the previous example, it was desired to show where in images a person appears the identity added would be person_id and not any particular name.
It is also possible to categorize images according to the events they depict. Consider that every image added has a image index identity. A record of events could be defined as below:
Bob's wedding 2 Christmas
Of course, the atoms making up the eventdesc record could be deep in a dimension such as detail and need not be text, but can be any media type. Equally the event record could be deep in year_id so that for a recurring event such as Christmas a single event position describes the whole group, yet the images for individual years could still be separated. Now consider some of the queries that can be carried out on this data. For example, selecting all the atoms where (image_id = 2) to discover all the contexts where a particular picture is used. It is possible to determine the context of the use by the other identities present for these atoms. For example, if the atoms have an event identity it is known that the picture describes a particular event, whilst the presence of a person identity shows the image is being used as the main descriptive image for a particular person. 7 
Relational databases
In these examples the sub-structures appear analogous to separate tables in a relational database with the subject identities as foreign keys and the object identities serving as primary keys. However, there are some differences. Firstly, sub-structures are not logically separated from other content. The concept of a sub-structure is just one of context; as users we may consider a sub-structure to exist and to represent content for a particular purpose, but there is no explicit division in the data structure itself. For this reason a particular group of atoms may be considered one sub-structure, multiple separate sub-structures, or multiple overlapping sub-structures.
Secondly, keys in a relational database are explicitly specified as such and guaranteed to be unique. This is not the case for subject identities which may refer to any dimension. This is similar to using a 'where' clause in SQL to select data from a database by value. Indeed, as with a 'where' clause there is no guarantee of retrieving exactly one result and zero or more 'records' may be matched.
Thirdly, in a relational database table the key is used to reference data fields of known types. The use of identities selects groups of atoms. The set of atoms may represent arbitrarily complex data and the content types represented may vary from row to row. However, there is no guarantee that a reference will return a set representing content of any particular type.
Interfacing
It has been mentioned previously how an external application may need to access an Atomic Hypermedia. This section considers what operations must be supported to allow this. There are arguably many high-level concepts that could be considered and argued for, and there are middle-layer operations which would provide a more useful and efficient interface method. However, this section is only concerned with the core abilities that the hypermedia application must provide to provide a complete interface on which other languages/approaches can build. These core abilities are simply the set of low-level operations possible on ADS, and deal with editing the properties of or querying atoms.
The interface must support the creation and the deletion of atoms with a particular address. It must be possible to query whether an atom exists at a particular address, and if so, to return the content stored. It must also be possible to change the content of an atom.
The application should also return a list of references to atoms, or the addresses of atoms based on a supplied list of dimension identities. A reference is a pointer to an atom, independent of its current address. The routine should return references to all atoms which have at least those identities. If no identities are supplied then references to all atoms in the hypermedia are returned.
It should also be possible to manipulate properties, and for identities to be created, deleted or modified. It should also be possible to change positions for an identity. Furthermore, it should be possible to retrieve a list of identities for an atom based on the atom's reference and the position for a particular identity.
ZIGZAG
Of all existing hypermedia approaches, Atomic Hypermedia has the most in common with ZigZag [18, 19, 20] .
zzStructure
ZigZag is based on a data structure called zzStructure. The relationship is similar to how Atomic Hypermedia is based on ADS, although the abilities added by the higher-level concept differ.
zzStructure consists of 'cells' which exist in a number of dimensions. For each dimension a cell has two connections: 'poswards' and 'negwards'. The posward connection of a cell is joined to a negward connection of another cell. It is valid to create a loop of cells (a wheel) and for a cell to be connected solely to itself.
All cells in the zzStructure exist in all dimensions, although there is no requirement for a cell to be connected to any others for any given dimension. Dimension names are prefixed with
Unlike ADS there is no concept of a numeric position along a dimension. It is possible to emulate this by each cell of content being joined to another cell along arbitrary dimensions which provide meta-data. So each cell could, for example, have a d.property dimension along which each identity is named. From each of these cells another cell could be connected along d.position which contains the numeric position.
However, note that this approach duplicates the dimension identity. Each identity first appears in the structure itself and it also appears as the contents of the cell along d.property. In fact, there is no reason why the dimension named along d.property has to be the same, or bear any relation to the identity in the structure. A virtual structure based on d.property and d.position can be built which shares nothing in common with the zzStructure.
In zzStructure cells contain arbitrary data, e.g. a piece of text, an image etc. Cell contents are discussed further in Section 4.2.
ZigZag
ZigZag takes zzStructure and adds the ability of cloning. Cloning a cell in ZigZag creates a new cell where the contents of the two cells are linked so that a change in one cell's content is reflected in all cells. 8 Cloned cells are connected along d.clone. Aside from the d.clone dimension all dimensions in a clone are independent of the original cell. Figure 10 shows a representation of the word 'Hello' using cloning. Note that any amount of text can be created using a single copy of each letter, with each occurrence being a clone. It would be possible, for example, to start from any occurrence and navigate along d.clone to find other occurrences of that letter in context. Using a single-letter per cell is just one use for ZigZag, each cell could instead hold a name and by navigating along d.clone other places can be found where that name is referenced. 8 Some readers may prefer to think of a single cell which exists in many places. The use of cloning above seems similar to use of multiple positions as shown in Figure 7 ; however, there are significant differences which become obvious when multiple positioning is used for more than one dimension simultaneously. Consider the four-pixel image shown in Figure 11 which features a simplified view of Atomic Hypermedia where a pixel is a primitive type. Two of the pixels are red, one is green and one is blue. With cloning there could be a single red pixel which is cloned to other locations. However, trying to specify this behaviour using multiple positioning with (x = (0, 1), y = (0, 1)) is incorrect since this captures (0,0), (0,1), (1,0) and (1,1). The correct emulation of cloning is to use redirection and in this case there would be a sub-structure of colours, and the properties for the top-left atom would be (x = 0, y = 0, col_id = 0) and the bottom right atom would have (x = 1, y = 1, col_id = 0).
It is possible to come closer to the ZigZag cloning method by changing the way in which multiple positions are specified in ADS. This new method would allow multiple sets of properties which are independent, such as in Figure 12 . There are arguments against this change. Firstly, the 'comma style' method is a useful method as it allows the user to specify a common set of properties. With the alternative method common identities such as image would have to exist in each address set, creating redundancy. Both methods could be in use simultaneously but this would increase the complexity of the specification.
Secondly, there would still be the issue of reusing common dimensions in different contexts discussed in Section 3.5. Consider the logical extension of the cloning approach where there is only a single instance of each character which is cloned in every case it is needed and the task of labelling a pixel with some text. Even with multiple sets of properties for each character there is still a problem since within a property set the x identity will be used multiple times, i.e. for the position within the image and for the position along the text string.
Whilst the content of an atom in Atomic Hypermedia is strictly limited to a single character, ZigZag does not define the granularity of content. This makes Atomic Hypermedia slightly more predictable than ZigZag. However, both types of structure are largely defined by the choice of dimensions, and so for either structure to be predictable a standard for dimensions needs to be defined. Atomic Hypermedia has the additional requirement of needing to define how media types are represented whilst ZigZag needs to define formal types.
ZigZag does not include a method for addressing data within a cell. This is under discussion but nothing has been formalized. There is an argument that cells should be atomic in that they are the smallest unit of data and should not be part-referenced. The logical extension of this principle would mean that each cell would contain a single character in the same way as ADS. Of course, an architect of a ZigZag hypermedia may decide that the character level is unnecessary for images and make the atom type for images a pixel. This is possible since unlike ADS, zzStructure allows more than a single content type. The trade-off for this flexibility is complexity. Applications that work with ADS can be assured that only characters need to be processed, for ZigZag applications the requirement is less strictly delimited.
CONCLUSION
This paper has introduced ADS and shown how this can be used as a basis for Atomic Hypermedia. This approach to modelling has advantages over traditional node-based structures:
• Only a single primitive data-type throughout the whole data structure which is capable of representing any other data type.
• Single addressing mechanism for data at any level of complexity from components of types to whole documents.
• Content can be arranged along arbitrary dimensions to express various relationships.
Further work
There are many possibilities for further work in this area. Primarily an Atomic Hypermedia system should be implemented to better explore the issues raised, to allow quantitive measurements of performance and to examine how users work with an Atomic Hypermedia in practice. Additionally, work can be carried out on a specification language to standardize incorporation of media types and the development of a query language specialized towards such data structures.
