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Abstract  
The focus of this thesis is to develop feature selection and classification models for biometric and 
biomedical problems. The models developed can be used in designing applications for predicting 
diseases and validate identity. The main challenge when dealing with features generated from 
biological systems are the variability in features with respect to the same class due to factors like 
age, gender, demographics. This dissertation addresses the problem in biological features and 
ways to improve classification model using feature selection or change in classification model. 
In this work three different biological data systems were studied .Two biomedical datasets namely a 
Cardio Vascular Disease (CVD) prediction system using physiological features ,a Stroke prediction 
model using retinal image features and a Biometric database using dynamics of handwritten 
signatures were analysed. In the CVD prediction model an Australian population database (BMES) 
was used to predict 10 year CVD outcome using existing linear Framingham model and compared 
with a new model based on non-linear Support Vector Machine (SVM) decision boundary which was 
able to improve the prediction accuracy. An SVM based feature ranking was also used to validate the 
features used in the Framingham model .It was observed that while Framingham features are relevant 
a non-linear classification model can improve the CVD prediction model. 
For retinal image based stroke prediction model the commonly used green channel for retinal vessel 
feature extraction was replaced with an adaptive Principal Component Analysis (PCA) based colour 
space. It was observed that while Green channel is generally considered to have good contrast 
between vessels and background a PCA based colour space has a much better contrast as it is adaptive 
to the image. Both the channels were used to extract the same features and trained using similar SVM 
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classifier. The classification result of PCA colour channel was found to be better than the green 
channel. 
Further extending the study of impact of adaptive feature selection on biological systems a signature 
database was used to extract dynamic global features. Dynamic features are based on dynamics of a 
signature like speed, pressure, velocity rather than the shape of a signature they are harder to forge. 
Features extracted were ranked using traditional global feature selection models and a class specific 
feature selection model developed as part of the research. It was observed that by using class specific 
feature selection model the classification accuracy can be improved when compared to a global 
feature selection model. This indicates that in biological systems the intra class variability can be used 
as a measure of feature stability .The absence of real world counter examples to simulate the forgery 
class also adds weight to the feature selection model based on intra class variability. The false 
rejection rate was significantly reduced using a class specific feature selection model without much 
reduction in the false acceptance rate. 
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1 Chapter 1  
Introduction 
1.1 Introduction 
 
Feature selection is a widely researched topic in the area of machine learning and has been found to 
be useful in reducing the complexity, computational speed while improving the accuracy of a 
classification problem[1-4]. Obtaining robust features in biomedical and biometric application is a 
difficult task due to features being influenced by inherent factors such as age[5], gender[6], 
ethnicity[7, 8]; and external factors like varying illumination[9, 10] can cause further difficulties in 
feature extraction. Whereas the extraction of biomedical and biometric features is fairly established, 
feature differences in the same group are under researched.  Most feature selection techniques employ 
a global feature selection strategy[11] where features selected are common to all classes. The 
motivation for this research is the assumption that such a strategy may not be useful while dealing 
with biological systems as in these systems intra class distances of features might have a bigger role in 
correctly classifying an instance.  The focus of this thesis is to solve this problem. 
This thesis reports the research and development of methods for feature extraction and selection in 
biomedical or biometric problems. Specifically, three real world problems were researched and an 
attempt was done to improve the classification accuracy of these problems by introducing new feature 
extraction, selection and classification model after analysing the shortcomings of the previous 
approaches. 
For biometric classifications like speech, face, retina and signature recognition there can be significant 
variance in features. For example in an online signature classification model several parameters of an 
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individual’s signature biometrics like shape, speed, pressure and time taken can be used to validate the 
identity of the individual by comparing it with  previously obtained samples collected across several 
trials of the same individual. While some of the features like shape or speed remains constant across 
all samples for an individual there might be other features that vary a lot between samples .It is 
important to deal with features that have high intra class variance as these features might prevent a 
genuine user from being validated if all the features are taken into account. The features that remain 
constant across samples can also vary from individual to individual. Some might sign with constant 
speed but with different pressure while in some pressure might be constant while speed varies. This 
problem can be addressed by selecting only those features that remain stable, also the set of features 
that are stable varies from individual to individual .There exist a unique subset of a global feature set 
that are relatively stable for a given individual. Hence in biometric application not only the features 
are unique for an individual or group but also the set of features will be unique for a given individual 
or group. The same problems occur during biomedical applications like disease prediction where the 
relevance of features varies between sex and demographics. A person belonging to a specific gender 
or race may be more at risk of a particular disease compared to another person belonging to a different 
gender and race even if other features are the same. 
This thesis investigates features in three scenarios; Cardio vascular disease prediction using 
physiological features; Stroke prediction using Retinal images and authenticating identity using 
human signatures. Even though the problems are vastly different the shortcomings in each of these 
applications, namely a global feature selection or extraction strategy, was found to be problematic due 
to variances between individual classes. The motivation of this research is that more accurate feature 
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identification has a number of significant benefits in authentic problems. For instance, early disease 
prediction is important as early diagnosis of disease can save lives by early intervention. Furthermore, 
a stable signature classification application can reduce fraud by giving an extra level of security where 
signatures are used for identity verification. 
1.2 Problem Statement 
 
In this thesis three problems have been addressed and the importance of feature selection in each of 
these problems is evaluated .The work compares the improvement in classification accuracy with 
respect to existing methods and discusses the improvement that can be obtained by applying adaptive 
and non-linear techniques when compared to existing methods. Two biomedical problems Cardio 
Vascular Disease (CVD) detection using physiological features and stroke prediction using retinal 
images and one biometric problem using signature classification as an example is discussed. 
 In the CVD example, the widely used Framingham equation was used as the benchmark to compare 
the study. Prediction of CVD risk in any population using the Framingham equation may not be very 
accurate due to the difference in demographics of the population being studied due to differences with 
the original Framingham population [12]. To overcome this, it is necessary to obtain the parameters of 
the equation that is based on the population database that is being investigated.  
In stroke classification, green channel of an RGB image is commonly used for disease detection 
algorithms using retinal images [13, 14]. In most colour images there exists a high level of correlation 
between the channels but this methodology may have shortcomings. The green channel is selected for 
feature extraction because it is known to have the better contrast between retinal vessels and 
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background. A decorrelated colour space is known to have different visual information in different 
bands and a suitable channel can be selected where this contrast between vessels and background is 
better. The features extracted from this adaptive colour space can improve the accuracy of a stroke 
prediction model. Feature selection has also been problematic in biometric situations. In signature 
classification using dynamic features there can be significant intra personal variances in the same set 
of signature samples .Although dynamic signatures are harder to forge these variances in features 
makes it harder  to train and  verify a valid user. Hence, a new feature selection strategy is needed to 
improve the acceptance rate while minimising forgery rates.  
1.3 Aims and Objectives of the Research  
 
One common difficulty with disease prediction and biometric recognition is the high error rate due to 
the large variation across subjects, especially across gender, age and cultural boundaries. This makes 
them very subject dependent and therefore unsuitable for multiple subject applications. In this 
research, two novel methods for feature extraction and feature selection are proposed in order to 
overcome the above shortcomings in the specific examples discussed. In the case of cardiovascular 
disease, the aim is to find ways to improve the current prediction rate and also investigate if features 
used in existing method are relevant and if additional features improve classification. In stroke 
prediction using retinal images the aim was to investigate if feature extraction from an adaptive colour 
space is better when compared to green channel. The next experiment was conducted on a signature 
database for biometric verification where an adaptive subject dependent feature selection strategy was 
compared with a global feature selection model. 
The main objectives of this research are 
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• Compare a non-linear decision to a linear classification model for disease prediction. 
• How to deal with features with huge within class variability. 
• Investigate adaptive feature selection and extraction strategy to improve classification in 
biometric and biomedical problems. 
1.4 Research definition 
 
This research aims to select ways to find suitable features for biometric and biomedical application. 
The features researched are dynamic features for signature classification, image features for retinal 
disease prediction and physiological features for cardio vascular diseases. 
The effect of intra personal variances in dynamic features of signatures and user validation along with 
improvements an adaptive feature selection was studied. This research also investigates the 
performance of a linear regression based classifier and non-linear Support Vector Machine (SVM) 
classifier in cardio vascular disease classification using physiological features. Principal Component 
analysis (PCA) based adaptive colour space was applied for retinal classification to obtain features for 
each individual and the advantages when compared to the RGB colour space was also studied as part 
of this research. 
1.5 Outline of Thesis  
 
This thesis focuses on feature extraction and reduction algorithms and classification using these 
features. The outline of the thesis is as follows:  
Chapter 2 reviews the literature on SVM classifier, feature selection, biometric and biomedical 
problems addressed in this thesis and previous work done in this field.  
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Chapter 3 discusses a cardio vascular prediction problem where physiological features are used to 
predict a future occurrence of disease in a subject with no CVD at baseline. The new method 
developed is compared with an existing prediction method called Framingham equation .It discusses 
the short comings of Framingham equation and how these can be solved. 
Chapter 4 presents one of the main contributions of this research. Generally, the green channel is 
used by majority of disease classification applications in retinal images. Here an adaptive colour 
channel for feature selection is proposed which can improve the classification accuracy when 
compared to green channel. 
Chapter 5 presents a further contribution of this research and describes the application of adaptive 
feature selection strategy in solving biometric problems. Here signature classification is chosen as an 
example were local feature selection is applied for each individual .The results are compared with 
existing feature selection algorithm to show the advantages of an adaptive selection over global 
features. 
Chapter 6 concludes the thesis and provides the future directions in this research topic  
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2 Chapter 2 
Background 
2.1 Introduction 
 
The aim of this research is to determine techniques for feature selection in the context of medical and 
biometrics data. Biomedical and biometric data is different from other data because there can be intra 
class variances affected by factors like age, gender which affects the overall classification accuracy. 
However, there are no dedicated feature selection techniques for such data. This chapter explores the 
uniqueness of the biomedical and biometrics data, and all the feature selection techniques. In the end, 
these two sections have been analysed to identify what are the required properties for feature selection 
of biomedical data. Feature selection is required for all types of data analysis, and there are number of 
methods that are currently employed. The literature corresponding to the feature selection is described 
in section 2.4.2. 
For this research the understanding of features and their uses in biometric and biomedical problem is 
important. This thesis introduces a novel feature extraction space for stroke prediction using retinal 
images and a feature selection technique for improving signature classification. 
 
2.2 Pattern Recognition  
 
Pattern recognition deals with the assignment of some label to a given input value through their 
observable information. In Pattern recognition a set of features attributed to a particular object is 
19 
 
utilised to label it as belonging to a certain class eg: intensity value of image, frequency 
component of a signal. Generally pattern recognition system is divided into three main 
components, Feature extraction, Feature reduction or transformation and applying the features to 
train a classifier. 
2.3 Feature Extraction  
 
The main objective of the feature extractor is to transform the input signals into a set of properties 
which are very similar to the signals of same category and are very distinctive to the signals of 
different category. This leads to the idea of obtaining the robust features that are invariant to 
irrelevant transformation such as rotation and scaling of the input signal. Feature selection is the 
process of extracting a subset of features from a given set of extracted features which best 
represents a given input signal. In this research, features pertaining to diseases from physiological 
and retinal images and features used in biometric authentication using handwritten signatures 
were extracted and analysed. 
 
2.4 Classification  
 
2.4.1 SVM 
 
The task of a classifier is to assign an input feature vector to one of the existing classes, based on 
specific classification measures. A linear classifier makes a classification decision based on the 
value of a linear combination of features. The decision boundaries generated by linear classifiers 
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are unable to deal with complex non-linear decision boundaries. Support vector machine[15] 
(SVM) is a classifier which can produce both linear and non-linear decision boundaries, non-
linear boundaries are generated using Kernel trick. In non-linear SVM every dot product is 
replaced by a non-linear kernel function to fit the maximum-margin hyper plane in a transformed 
feature space. Features are mapped to a high dimensional space in order to make them linearly 
separable. The classifier is a hyperplane in the high-dimensional feature space that may be non-
linear in the original input space. Classification problems that are non-linear and inseparable in 
the original feature space can be linearly separated by mapping them to a new higher dimensional 
feature spaces using non-linear SVM. SVM ability to handle classes with complex non-linear 
decision boundaries influenced the decision to use SVM as the choice of this research. An 
excellent tutorial on SVM classifier by Vikramaditya Jakkula in [16]. 
 
2.4.2 Feature Selection process  
 
The problem introduced in previous sections while dealing with features can be reduced by pre-
processing the dataset to remove noisy and low-information bearing features which might improve 
classification performance. Feature selection might improve classification accuracy; generate 
computationally faster and cost-effective predictors, simplifies the classification problem by providing 
a better understanding of the underlying process that generated the data. 
An Ideal feature selection method should search through all the subsets of features, and try to find the 
best one among 2N candidate subsets according to some evaluation function. This procedure is 
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exhaustive as it tries to find only the best one. It may be too costly and practically prohibitive even for 
a medium sized feature set. Other methods based on heuristic or random search methods attempt to 
reduce computational complexity by compromising performance. Feature selection methods need a 
stopping criterion to prevent an exhaustive search of subsets. There are four basic steps in a typical 
feature selection method [11, 17] 
Generation Procedure – Generates a subset of features. An exhaustive search of the feature subspace 
is prohibitive for large number of features. With N initial features there exist 2N possible subsets. 
Heuristic search strategies are more feasible than exhaustive ones and can give good results, although 
the generated set might be sub optimal but still ideal for the classification problem. In the feature 
subset space a point has to be selected which determines the direction of the search. Starting from no 
features and adding more features to the subset incrementally is called a forward search as the search 
proceeds forward through the search space. If the search can begin with all features and successively 
remove them it is called a backward search as the search proceeds backward through the search space. 
Search can also start from the middle and move in either direction. 
1. Evaluation function    - Feature subsets evaluation methods can be used to differentiate 
feature selection algorithms for machine learning. The filter [18] methods do not use any 
learning algorithms feature subset is selected   before the learning process. The algorithms 
used are based on general characteristics of the data to evaluate the merit of feature subsets. 
The wrapper [18] method, uses an induction algorithm along with a statistical re-sampling 
technique such as cross-validation to estimate the final accuracy of feature subsets. 
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2. Stopping Criteria - A feature selector must have a stopping criteria based on which to stop 
searching through the space of feature for subsets. A feature selector might stop adding or 
removing features when none of the alternatives improves upon the merit of a current feature 
subset based on the performance evaluation method chosen. The algorithm might continue to 
revise the feature subset as long as the merit does not degrade. Another option might be to 
complete the search and select the best subset from all the subsets used.  
3. Validation procedure – Validated for practical purposes. It can be used to verify the validity 
of the selected subset by carrying out different tests and comparing the results with previously 
established results, or with the results of competing feature selection methods.                    
Learning algorithms can make a biased estimate of the probability of the class label given a 
set of features. In order to avoid over fitting the training data, many algorithms employ the 
Occam’s Razor [19] bias to build a simple model that still achieves some acceptable level of 
performance on the training data. The bias introduced makes an algorithm to prefer a small 
number of predictive attributes over a large number of features that gives good classification 
performance.   
2.4.3 Review of Feature Selection 
 
Feature subset selection has long been a research area within statistics and pattern recognition [20, 
21]. In pattern recognition, feature selection can reduce complexity of the classifier, improve accuracy 
and reduce amount of data used in the classification process[20]. Feature selection has been shown to 
improve the comprehensibility of extracted knowledge [17, 18].  
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If there are N features feature selection methods trying to find the best subset among 2N candidate 
subsets according to some evaluation method can be exhaustive as the objective is to find the best 
one. To reduce computational complexity by marginal compromise in performance for practical 
applications feature selection methods need a stopping criterion. 
A large number of feature selection and reduction techniques exist .Each of this technique can 
improve classification accuracy or computation speed or both speed and accuracy depending upon the 
classification task. A study carried out by Dash and Liu [11, 17] presents 32 different methods 
grouped based on the types of generation procedures and evaluation function used in them. 
Generation procedures are different approaches for solving this problem, they can be grouped as:  
• Complete - All possible subsets are evaluated .Heuristic functions can be used to reduce the 
number of subsets to be evaluated instead of an exhaustive search for all practical 
consideration.  
• Heuristic- Subsets are generated by selecting or rejecting features. 
• Random – A certain number of random subsets are generated based on some criteria and only 
these subsets are evaluated.  
Evaluation function is to quantify the ability of a selected feature or a subset of features to predict 
classes. Evaluation methods used are a  
1. Wrapper - Uses the learning algorithm used for classification to evaluate the feature strength, 
while a  
2. Filter- The features are evaluated according to a measure of error rate generated by the 
feature for the data. Various measures like point wise mutual information, Pearson product-
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moment correlation coefficient, inter/intra class distance or the scores of significance tests can 
be used [22]. 
3. Embedded methods – Embedded methods are specific to a learning model. The selection is 
done during the training process of the learning model.[1] 
The wrapper approach is generally considered to produce better feature subsets compared to 
filters but computationally more expensive than a filter [23]. Embedded methods that with 
feature selection during training process may be more efficient in several respects: by not 
splitting data into test and train for validation and using the all available data they are faster 
by not have to retraining predictors to analyse each subset. 
The study of M. Dash and H. Liu [11, 17] divides evaluation functions into five categories: 
• Distance - Evaluates differences between class conditional probabilities. 
• Information- Based on the information gain of a feature. 
• Dependence - Based in correlation measurements. 
• Consistency - An acceptable inconsistency rate is set by the user. 
• Classifier error rate- Uses the classifier as evaluation function.  
As a Wrapper approach uses the classification method itself to measure the importance of features 
only classifier error rate can be included under wrapper. 
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GENERATION 
Heuristic Complete Random 
EVALUATION 
Distance Relief [24], ReliefF [25, 26], Segen [27] Branch & Bound [28], BFF [29], Bobrowski [30]  
Information DTM [31] , Koller & Sahami [32] MDLM [33]  
Dependency POE1ACC[34], PRESET [35]   
Consistency  Focus [36], Schlimmer [37], MIFES-1 [38] LVF [39] 
Classifier Error 
Rate 
SBS, SFS [20], SBS-SLASH [40], 
PQSS, BDS [41], Schemata search [42], 
RC[43], Queiros & Gelsema [44] 
Ichino & Sklansky 
[45]  
LVW [39], GA 
[46],SA, RGSS 
[41], RMHC-
PF1 [47] 
Table 2-1 Different feature selection methods as stated by M. Dash and H. Liu 
 Table 2.1 shows the grouping of classification methods in [11]. This table gives a brief overview of 
feature selection methods available and grouping into various categories. 
Both biomedical and biometric feature selection techniques have been investigated in this thesis. 
Signature has been used an example for biometric data while retinal image and population based study 
for cardio vascular disease is used for biomedical data.  Literature on feature selection strategies for 
global signature features in online recognition is few and rare .The most common strategy is to use all 
the global features available for classification.  Feature selection in signature recognition for global 
features using fisher ratio has been proposed by [48] which considers both within and between class 
scatter as a measure of evaluating features .However this method assumes that other classes are 
present at the time of training which may not be true as in a real world signature database new classes 
are added over time which requires retraining of the system. Martinez [49] has described a method 
where features are selected by reducing the Equal Error Rate [EER] using Genetic algorithm . This 
method has the drawback that it needs forged signature samples to generate the EER which may not 
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be available in real world problems. To overcome these drawback this thesis introduces a new method 
which uses local stability to select the best features from a set of global features to improve the 
classification accuracy. This thesis also investigates commonly used feature selection techniques like 
ReliefF [25], Information Gain [50], Gain ratio [51], Gini [52], Sequential Forward Search [53] and 
PCA [54] in the context of biometric feature selection compared to the proposed feature selection.  
Alternative to commonly used Green channel has been proposed in [55] and [56]. Joshi in [57] has 
pointed out  that the retinal structures can bias the luminosity component. For instance, the optic disk 
(OD) is a naturally high luminosity zone, while the blood vessels typically exhibit low luminosity. 
Fadzil [56] has developed a model for retinal pigment analysis using independent component analysis 
(ICA) and shown that each channel represents a structure based on the physiological properties of the 
retinal vessel. However ICA has a major drawback based on the fact that it does not prioritize the 
output hence for an unsupervised system a fixed channel cannot be accessed. Marrugo [55] has 
successfully used Principal Component Analysis to extract the Optical Disc (OD). In this thesis the 
PCA method has been used to further analysis retinal images to improve stroke classification. 
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3 Chapter 3 
 
Feature Selection and Classification 
for prediction of Cardio Vascular 
Diseases 
3.1 Introduction 
 
Cardiovascular disease (CVD) is the single principal cause of mortality worldwide. About 4.7% of the 
total population has currently been estimated to have CVD [1]. Globally, an estimated 17.5 million 
deaths were attributable to CVD in 2005 [58, 59]. The World Health Organization (WHO) has 
estimated that the number of CVD deaths will increase to 20 million CVD deaths by (30% of all 
deaths) [58, 59]. The prevention of CVD is unquestionably a major health priority.  
Early identification of persons with higher risk of CVD is useful in preventing cardiac episodes that 
lead to death or disabilities [59] [60]. Identification of high-risk, asymptomatic people at an early 
stage of the disease is paramount for timely implementation of preventative strategies such as diet 
modification, smoking cessation, physical exercise and medical interventions such as the use of anti-
hypertensive drugs or cholesterol lowering drugs. For this purpose, CVD risk factors [60] such as 
cholesterol, hypertension and diabetes were identified and various risk assessment models and 
techniques have been developed [61]. 
The commonly used risk assessment models for CVD prediction are the Framingham Risk Score[62], 
Reynolds Risk Score[61], QRISK [63], Prospective Cardiovascular Munster Heart Study (PROCAM) 
[64], the Systematic Coronary Risk Evaluation system (SCORE) [65] and UKPDS [66]. Many of 
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these have been adapted in primary care as simplified charts, tables, computer programs and web-
based tools, and are routinely referred to in policy documents and guidelines.  
Although the accuracy of the Framingham risk score is superior to any single risk factor or clinical 
acumen alone, its predictive power clearly leaves room for improvement. These prediction models are 
known to have limitations because the sensitivity and specificity is not very high [67, 68]. For 
example, a recent systematic review found that the Framingham risk score has an extremely variable 
performance with under-prediction of risk in a high-risk population and over-prediction in a lower-
risk population [12]. It has been observed that the overall absolute coronary risk assigned to 
individuals in the United Kingdom and other similar populations has been significantly overestimated 
[67]. This highlights the necessity to refine the prediction models.  
One cause for which prediction of CVD risk in any population using the Framingham equation may 
not be very accurate, is the difference in demographics of the population being studied compared with 
the Framingham population [4] [58] . To overcome this, it is necessary to obtain the parameters of the 
equation that is based on the population database that is being investigated. For this purpose, in this 
study, logistic regression is investigated to obtain parameter values for an equation that is similar to 
the Framingham equation, but for the local database. 
Another cause of poor prediction could be the type of model itself. The Framingham equation and 
other similar risk assessment methods are generalized linear equations. However, the relationship 
between multiple factors associated with the health of large number of people may not be 
representable by such linear functions, and may require more complex multi-feature functions. 
Support vector machine (SVM), a machine learning technique that is not constrained by linearity or 
29 
 
independence between features and which is trained for the local database is used. SVM is a 
supervised technique trained using examples to provide maximum separation between different 
classes, such as cases and controls. 
3.2 Material and Methods 
3.2.1 BMES database 
The BMES[58] is a population-based cohort study that recorded eye diseases and other health 
outcomes in an urban Australian population greater than 49 years of age. Baseline participants 
(n=3654) represented 82.4% of those eligible in two postcode areas of the Blue Mountains region in 
the state of New South Wales, Australia. The study population was followed at 5-year intervals and 
the latest follow-up examination was conducted 15 years since the baseline examination. All BMES 
study visits were approved by the Western Sydney Area Health Service Human Research Ethics 
Committee with written, informed consent obtained from all participants. This study used the 5- and 
10-year follow-up data as the first two follow-up visits had examined 75% or more survivors of this 
cohort. People who had CVD episodes before the baseline examination, and those who died during 
the follow-up period from conditions other than CVD were excluded from the study after which the 
size of the study became 2770 subjects. Out of these 2770 subjects, 364 had missing attributes. The 
remaining 2406 (2770-364) subjects - 1450 females and 956 males were included in the analyses. 
Incident “hard CVD” outcomes included myocardial infarction (heart attack), bypass surgery for 
coronary heart disease (CHD), or death from CHD. Self-reported angina was categorized as a “soft 
CVD” incident outcome. The mortality data were obtained by linkage with the Australian National 
death Index (NDI). The data matches were categorized as exact or non-exact, and all non-exact 
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matches were manually analysed and accepted only if the mismatch was a single non-critical 
characteristic. In this set, there were 535 (267 women and 268 men), of whom participants had 
incident CVD (hard and soft) events in a period greater than 5 years but less than 10 years. The data 
associated with the ten-year occurrence of CVD events in this database is shown in Table 3.1. 
3.2.2 Data Management  
 
The data were randomly divided into two sub-sets corresponding to 1896 (approximately 80%) and 
the balance of 510 samples (approximately 20%) of the total data using Scikit [69]. The set 
corresponding to 80% of the data was used for training and the balance of 20% for testing purposes, 
with no overlap between the two groups.  
Pattern recognition and risk prediction techniques, when applied to population health data may suffer 
because these datasets tend to be highly imbalanced. The synthetic minority oversampling technique 
(SMOTE) [70] is an approach where minority class numbers are boosted by artificially generating 
samples using a nearest neighbour approach. This approach is known to improve classification results 
when using such datasets [71] and was used in this study to balance the number of cases and control in 
the training data.  
3.2.3 Framingham Risk Equation 
 
The Framingham model provides a gender-specific model for various cardiovascular outcomes. A 10-
year general cardiovascular risk prediction Framingham model was used for the analysis [62]. It is 
used to calculate the absolute risk of CVD and is currently the accepted prediction method in 
countries such as USA [60] and Australia [72]. Framingham dataset based equation [62] with the 
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regression coefficients and hazard ratios (Table 3.2) was selected for this study. The equation uses a 
set of seven health factors, namely, (1) age, (2) diabetes, (3) smoking, (4) systolic blood pressure 
(treated or untreated), (5) total cholesterol, (6) HDL cholesterol, and (7) BMI, while replacing lipids 
in a simpler model [62].  
The outcome of the equation is a risk of CVD over the following 10 years. It was applied to data on 
each subject in the test database (described in data management section) and a risk percentage 
obtained. These predictions were compared with the known CVD episodes from the records. To 
interpret the risk-percentage obtained with the information of the CVD episodes, weighted statistical 
analysis was performed to optimally classify the cases and controls using the training data. This 
identifies the most suitable threshold that separates the cases from controls. For the training data, this 
threshold was found to be 22.3%, and this was then used on the test data to separate the case and 
control. All samples that were above the age of 79 were ‘not classifiable’.  
3.2.4 Logistic Regression Analysis (LRA) 
 
LRA is a technique that develops a linear equation to best model a database with multiple features and 
two outcomes [73]. The parameters of the equation are obtained by linear regression between log odds 
of an event (CVD) and the features, and correspond to maximizing the log-likelihood of the given 
samples.  This provides an equation which is comparable with the Framingham equation, but is 
trained for the specific database, which in this case was the BMES database. If the data has p samples 
and there are n features (Predictors) and all p samples are assigned to two classes; CVD and No CVD, 
the logistic regression finds a relation between the predictors using the probability function below: 
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Where x is the predictor, n is the total number of predictors, β is the regression coefficient indicating 
the contribution of each predictor on the outcome. LRA was trained using the training section of the 
database and tested using the test section of data (as described in data management section. The 
values of the parameters obtained after training were ranked to identify the relevance of the different 
health factors (features). The prediction was performed using the parameters obtained from the 
training dataset on the test data (n=510 subjects) and compared with prior knowledge of the CVD 
episodes.  
3.2.5 Support Vector Machine (SVM) 
 
SVMs are a set of related supervised learning methods used for prediction and regression [74]analysis 
with applications in fields such as clinical data [75], text classification, bioinformatics, handwriting 
recognition and image analysis [76]. These have to be trained using examples and do not require the 
user to define the relationship between the various factors. They are suitable for situations where 
appropriate and representative examples of all the different categories (classes) are available. 
As a first step, the SVM was trained using the training subset (refer data management section) which 
was used as the input to the SVM and the target output was the known history of CVD episodes (as 
defined earlier) during the 5 to 10 year post-time zero. The parameters for the SVM, C and γ were 
identified using grid search, and were; C=100 and γ= 0.01. This SVM was used to rank the parameters 
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in terms of their relevance obtained based on the weights obtained during the training (Table 3.3) 
[77].  
The trained SVM was tested using the subsample of the test dataset (510 samples). This strategy 
ensured that the test data was independent of the training data. Diagnostic odds ratios were calculated 
[78] to compare its performance with the Framingham model and logistic regression analysis. Figure 
3-1 shows an overview of the system. 
 
 
 
 
 
 
 
 
 
 
Figure 3.1 An Overview of Classification Model 
 
 
 
 
 
Data 
Feature Selection 
Linear SVM weights 
SVM Classifier 
CVD No CVD 
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3.3 Summary 
Factor Persons developed CVD in 
10-year follow up 
Persons without CVD in 
10-year follow up 
Gender M (F) 268 (267) 688 (1183) 
Current smoker (Past or Non-smoker) 87 (448)) 241 (1630) 
Combined cholesterol (High>13.2/ Borderline 
(11-13.2)/ normal <11)(mmol/L) [79] 
218/ 197/ 120 752/ 775/ 344 
High-density lipoprotein cholesterol level 
(High>3.3/ Borderline 2.2 - 3.3/ Low 
<2.2)(mmol/L)[79] 
154/ 170/ 211 659/ 665/ 547 
Systolic blood pressure (High>120/ Normal 90-
120/ Low<90)(mmHg)[80] 
345/ 190/ 0 941/ 930/0 
Diastolic blood pressure (High>80/ Normal 60-
80/ Low <60)(mmHg)[80] 
97/ 435/ 3 316/ 1554/ 1 
Body mass index (low <18.5/ normal 18.5 – 
24.9/ high > 25)(kg/m2)[81] 
10 / 222/ 303 33/ 766/ 1072 
Diabetes (Yes/ No) 51/ 484 113/ 1758 
Medication for hypertension (Yes/ No) 196/ 339 526/ 1345 
                                  Table 3-1 10-year risk of CVD in the Blue Mountains Eye Study (BMES) for the 10 parameters.
35 
 
 
Table 3 2  Coefficients in the Framingham risk estimation for 10-year general cardiovascular disease risk [39] 
 
 
 
 
 
 
 
Men* 
(10-year Baseline Survival: So(10) = 0.88431) 
Women* 
(10-year Baseline Survival: So(10) = 0.94833) 
Beta** p-value Hazard 
ratio 95% CI Beta** p-value 
Hazard 
ratio 95% CI 
Log of Age 3.11296 <.0001 22.49 (14.80, 34.16) 2.72107 <.0001 15.20 (8.59, 26.87) 
Log of Body Mass Index 0.79277 <.0066 2.21 (1.25, 3.91) 0.51125 <.0609 1.67 (0.98, 2.85) 
Log of SBP if not treated 1.85508 <.0001 6.39 (3.61, 11.33) 2.81291 <.0001 16.66 (8.27, 33.54) 
Log of SBP if treated 1.92672 <.0001 6.87 (3.90, 12.08) 2.88267 <.0001 17.86 (8.97, 35.57) 
Smoking 0.70953 <.0001 2.03 (1.75, 2.37) 0.61868 <.0001 1.86 (1.53, 2.25) 
Diabetes 0.53160 <.0001 1.70 (1.37, 2.11) 0.77763 <.0001 2.18 (1.63, 2.91) 
* The 10-year risk for women can be calculated as 1-0.94833exp(ΣßX - 26.0145) where ß is the regression coefficient and X is the level for each risk factor; the 
risk for men is given as 1-0.88431exp(ΣßX - 23.9388)   **Estimated regression coefficient 
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Rank Attribute SVM weight 
1 Age(Per 1 year) 3.216609133 
2 Body mass index(per 1kg/m2) 0.156100617 
3 Current smoker(Past/Never Smoked) 0.068391946 
4 Gender(Male/Female) 0.05784681 
5 Total cholesterol (per1 mmol/L) 0.042033962 
6 Systolic blood pressure(per 1 mmHg) 0.01872727 
7 High-density lipoprotein cholesterol (per 1 
mmol/L) 
0.012312417 
8 Diabetes(vs No Diabetes) 0.006101686 
9 Medication for hypertension (vs. no 
medication for hypertension) 
0.001044357 
10 Retinopathy (Yes/No) 0.000645004 
11 Diastolic blood pressure (per 1 mmHg) 0.000230681 
Table 3-2 Potential risk features ranked by weights obtained using support vector machine (SVM) feature selection, 
Blue Mountains Eye Study 10-year follow-up data[82]
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MALE FEMALE 
Feature Coefficient ρ Odds Ratio 
95% Confidence 
Interval Coefficient ρ 
Odds 
Ratio 
95% Confidence 
Interval 
Age (per 1 year) 0.0144 <0.00001 1.015 (1.012, 1.017) 0.0110 <0.00001 1.011 (1.009, 1.012)  
Body mass index (per 
1kg/m2) 0.0084 0.0024 1.008 (1.002, 1.013) 0.0018 0.2317 1.002 (0.998, 1.004) 
Current smoker (vs past or 
never smoker) 0.0911 0.0005 1.095 (1.042, 1.153) 0.0749 0.0003 1.078 (1.034, 1.122) 
Systolic blood pressure (per 
1 mmHg) 0.0003 0.5700 1.000 (0.999, 1.001) 0.0003 0.3416 1.000 (0.999, 1.0009) 
Medication for 
hypertension (vs. no 
medication for 
hypertension) 
-0.0042 0.8589 0.995 (0.953, 1.039) 0.0218 0.1521 1.022 (0.992, 1.0219) 
Diabetes (vs. no diabetes) 0.0460 0.1834 1.047 (0.979, 1.119) 0.0080 0.7852 1.008 (0.951, 1.067) 
Total cholesterol (per 1 
mmol/L) 0.0131 0.1615 1.013 (0.995, 1.032) 0.0016 0.8052 1.002 (0.989, 1.014) 
High-density lipoprotein 
cholesterol (per 1 mmol/L) 0.0202 0.4524 1.020 (0.969, 1.074)  0.0046 0.7828 1.005 (0.972, 1.037) 
Logistic Regression Constant β0 for male = -5.70203;    Logistic Regression Constant β0 for female = -5.30218 
Table 3-3 Regression coefficients and associated statistics obtained from BMES Dataset for male and female subjects
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Table 3.3 shows the relevance of the features as obtained from the ranking of logistic regression 
coefficients obtained for BMES dataset, while Table 3.4 reports the ranking of these features based on 
SVM weights. Comparing the results from Tables 3.2, 3.3 and 3.4, it is observed that the highest three 
relevant factors (features) are the same for the three methods [62]: Age, BMI, and Current smoker. 
 
No cardiovascular disease Cardiovascular disease Total 
Test Negative 252 37 286 
Test Positive 108 40 148 
Not Classifiable 46 27 73 
Total 406 104 510 
Table 3-4 Confusion Matrix for the Framingham Model (threshold set at 22.3%) 
 
 
No cardiovascular disease Cardiovascular disease Total 
Test Negative 338 54 392 
Test Positive 68 50 118 
Total 406 104 510 
Table 3-5 Confusion Matrix for the logistic regression analysis model (threshold =0.5 [27]) 
 
 No cardiovascular disease Cardiovascular disease Total 
Test Negative 349 33 382 
Test Positive 57 71 128 
Total 406 104 510 
Table 3-6 Confusion Matrix for SVM Classification
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 Model based on SVM classifiers 
Framingham risk model      Logistic regression analysis 
model 
Parameter Value 
95% Confidence 
Interval 
Value 
95% Confidence 
Interval 
Value 
95% Confidence 
Interval 
Sensitivity 0.682 0.589 to 0.764 0.27 0.2052 to 0.3470 0.404 0.3146 to 0.4999 
Specificity 0.859 0.8224 to 0.89 0.872 0.8285 to 0.9075 0.814 0.7772 to 0.8535 
Positive likelihood ratio 4.863 3.697 to 6.396 2.119 1.414 to 3.152 2.224 1.624 to 3.045 
Negative likelihood ratio 0.369 0.278 to 0.491 0.837 0.752 to 0.932 0.618 0.618 to 0.859 
Diagnostic odds ratio 13.173 7.999 to 21.696 2.523 1.529 to 4.160 3.053 1.911 to 4.878 
Table 3-7 Sensitivity and specificity for SVM, Framingham Model and Logistic Regression Model with diagnostic odds ratio 
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A confusion matrix shows the extent of the mislabelling performed by the prediction algorithm. 
Tables 3.5, 3.6 and 3.7 are the confusion matrices for the Framingham equation, LRA) and SVM, 
respectively. Each column represents the instances in a predicted class, while each row represents the 
instances in an actual class. From these results, it is observed that the correct prediction by 
Framingham equation was 40, by LRA was 50 and by SVM were 71 from a total of 104 CVD cases. 
The confusion matrices also show that the number of false positives when the prediction was 
performed using Framingham was 108, by SVM was 57 and by LRA was 68. The results also show 
that the number of cases that were falsely identified to be controls by Framingham equation were 37, 
were 54 by LRA and 33 by SVM. However, while SVM and LRA classified all the test samples (104 
cases and 406 controls), there were 27 cases and 46 controls that were unclassifiable by Framingham 
equation because of the age of these people being above 79 years.  
The sensitivity and specificity obtained from SVM analysis, logistic regression and Framingham 
equation are shown in Table 3.8. Sensitivity obtained from the Framingham equation was 0.270 (95% 
CI: 0.2052 to 0.3470), from the logistic regression analysis was 0.404 (95% CI: 0.3146 to 0.4999) and 
from the SVM was 0.682 (95%CI: 0.589 to 0.764). This shows that the sensitivity of the Framingham 
equation was poor, the logistic analysis was improved, and SVM was the highest. Specificity obtained 
from the Framingham equation was 0.872 (95% CI: 0.8285 to 0.9057), from the logistic regression 
analysis 0.814 (95% CI: 0.7772 to 0.8535) and from the SVM 0.859 (95% CI: 0.8224 to 0.89). This 
shows that Framingham equation specificity was the highest, at 0.872. From this table, it is also 
observed that the Diagnostic odds ratio for Framingham equation was found to be 2.52, and for LRA 
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was 3.05, the ratio was significantly higher for SVM, and it was 13.17, and indicates that SVM is 
more effective in the diagnostic test 
3.4 Discussion and Conclusion 
 
These findings show that using the health parameters identified by Framingham study, there are large 
number of unclassifiable cases and controls when using Framingham equation due to the age 
constraints of the equation. Due to this reason, only 40 out of total 104 cases were correctly predicted, 
and 27, (~ 26%) of all cases were not suitable for being classified by Framingham equation. Using the 
same parameters, but with LRA, all samples in the test data was classified, and 50 of the 104 cases 
were predicted. When SVM was employed, 71 of the cases were predicted, a significant improvement 
compared with the prediction using Framingham equation. The results also showed that the number of 
false positives, the controls that were incorrectly predicted to be cases by Framingham equation was 
108 out of total of 406, or approximately 27% of the controls were misclassified. This number 
reduced to 68 (~17%) when the LRA was used, and 57 (~14%) when the VM was used.  
There is only one difference between the use of LRA and the Framingham equation; Framingham 
equation parameters were determined historically by training it on the Framingham database, and 
LRA used in this study was trained using the training subset of the BMES database. While the true 
positive prediction of CVD by Framingham was only 40 from total of 104, LRA prediction was better 
and was 50 for the same test database. However, the number of cases that were predicted to be 
controls, the false negatives, was also higher for the LRA, being 54 compared with 37 for 
Framingham equation. These differences may reflect the difference in demographics, but may also be 
due to the large unclassifiable samples in the Framingham model. While improved number of positive 
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case prediction is useful, the increased number of false negatives is of concern, and this would make a 
method such as LRA unsuitable.  
The results also show that when SVM was used, the prediction of cases were significantly better 
compared with the other two techniques, with 71 true positive, and 33 false negatives being predicted 
for the same test database. The results have also shown that only 57 (14%) false positives were 
generated by SVM. The diagnostic odds ratio for Framingham equation was 2.52, and of LRA was 
3.05, this was 13.17 for SVM, While LRA gave large number of false negatives, and Framingham had 
a significant number of unclassifiable cases, SVM gave the highest correct predictions, lowest false 
positives and false negatives, and classified all the samples.  
LRA and the Framingham equation are linear techniques, but SVM is not restricted by linearity and 
allows for non-linear separation between the case and control class. This suggests that machine 
learning based non-linear prediction models such as SVM that are trained and which consider the 
local conditions could be better used for disease prediction. One significant advantage of using SVM 
is that it can be easily and dynamically trained for use by the local population, and thus the results will 
not be affected due to the differences between different demographics. There are number of SVM 
tools that are freely available and the CVD-SVM can be retrained with databases of other local 
communities, which should further improve the prediction results. However, this requires databases 
representative of the local conditions and demographics, which may not always be possible. For this 
purpose, an on-line tool was developed as part of the research with the pre-trained SVM which will 
dynamically capture data and train with localized information. This may be tested by other scientists, 
and later may be used for improved assessment of CVD risk.In conclusion, this work has shown that 
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there is the need for adaptive data classification methods for the datasets corresponding to the 
healthcare data. While earlier works have attempted to use a one-size fits all approach, and have 
restricted the classification to be linear, these clearly have limitations and this is obvious from the 
poor sensitivity. SVM provides a system that can be trained for the individual database and the results 
demonstrate significant improvement.   
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4 Chapter-4 
Stroke Prediction Using Retinal 
Images 
4.1 Introduction 
 
Retinal vasculature, observed from non-invasive retinal imaging, has been shown to have a number of 
anatomic, physiological and embryological similarities in common with cerebral vasculature [83, 
84].The observable changes to retinal vasculature have been associated with various cardiovascular 
and metabolic diseases including stroke risk assessment [83, 84], and assessment of high blood 
pressure, diabetes, arteriosclerosis and other cardiovascular diseases [85]. Therefore, a number of 
automatic and semi-automatic retinal image analysis tools have been developed over the past 10 years 
[14] to improve the reliability and also make the procedure more robust and cost effective.  
Stroke has been reported as the third most common cause of mortality in adults after ischemic heart 
disease and combined cancer [86], and predicted to become the most common cause of death1[83, 
87]. There is an urgent need for methods that can accurately assess the risk of stroke. Currently used 
risk assessment methods such as Framingham’s equation are based on Meta data and suffer number of 
shortcomings such as poor specificity. Recent work by Kawasaki et al [88] and Zul [89] have 
attempted to use automatic retinal image analysis using fractal analysis for risk assessment of Stroke 
incidence which resulted into sensitivity and specificity of 72.52% and 69.67% respectively. There is 
an urgent need for improving these outcomes for reducing the incidence of stroke. 
Automatic retinal image analysis requires the image quality to be good [90]. Presence of background 
and other noise, and light reflections can result in poor contrast and such images are unsuitable for 
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automatic analysis. So far colour retinal image analysis has been conducted only on the red-free or the 
green channel only [91] as it is generally accepted that the green channel provides the best vessel to 
background contrast while the red and blue channels are in most cases, noisy and have low contrast 
(Fig. 1) [13]. However it has been shown that it is not always sufficient for texture analysis and 
feature extraction using a single channel in complex images [92, 93]. Marrugo et al [55] have 
developed principle component analysis (PCA) based colour space method to segment the optical disk 
in retinal images, and Sinthanayothin et al [94] proposed to have an adaptive colour channel for 
retinal image analysis. However, this has not been significantly tested in clinical settings. 
In this chapter, an adaptive colour transformation and feature extraction techniques has been used on 
the retinal images from the Blue Mountain Eye Study (BMES) database and tested for stroke 
prediction. In this study, thirty retinal images of participants who suffered stroke were analysed and 
compared with another thirty retinal images of matching control subjects. In this method PCA has 
been applied on RGB channels to find a new set of orthogonal axes based on the variance in the three 
colour channels. This method is comparable with the technique proposed in [95-97] for complex 
images. The significant contribution of this work is that it has shown the need for adaptive colour 
channel for different retinal images, and the significant improvement in stroke prediction.  
4.2 Materials 
The Retinal images from a population-based study conducted in Blue Mountains, a suburban region 
west of Sydney, Australia, commonly referred to as Blue Mountain Eye Study (BMES), were 
analysed[98, 99]. The participant’s age range was 60-89 years. All these images were obtained using a 
Zeiss FF3 fundus camera having 30 degree field of view. The photographs were taken after pupil 
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dilation. The images were digitized using a Cannon FS2710 scanner with maximum resolution of 
2720 dpi in 24-bit colour format. Among the total number of 1532 images available in the database, 
104 images were of people who later suffered an episode of stroke. Eight of these images were 
discarded due to the poor quality. From these 96 images, 30 cases were selected and matched to 
corresponding 30 controls based on the age, gender and history of hypertension and diabetes. Stroke 
cases were defined as participants who did not have history of stroke at baseline (1992-94), but who 
developed incident stroke or died from stroke-related causes [100] over a 10 year time.  
4.3 Methodology 
PCA was performed on the RGB images to determine the most suitable colour vector that would 
provide the best features for further analysis. The image corresponding to this adaptively obtained 
colour vector was de-noised using Gabor wavelet [13] and Grey-Level Co-occurrence Matrix (GLCM) 
features were obtained [101].  Feature reduction was performed using ReliefF algorithm. Supervised 
classification was performed using support vector machine (SVM) on these feature set. For the purpose 
of comparison, the green channel image was analysed exactly in the same way as the adaptive colour 
channel. The steps are described in detail below: 
4.3.1 Principal Component Analysis (PCA) 
PCA was used to transform the RGB axes to three new orthogonal principal axes. Consider an image; 
n×m×q, where n, m and q represent for the number of rows, columns and the RGB channels (q=3) 
respectively. The image matrix was reshaped to the new size of l×q where l=n×m. This matrix was 
then mapped into the PCA space. The output of this transformation formed a new set of image 
channels, also known as Eigenchannels [16]. The Eigenchannels were then reshaped back to size of 
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the original image (n×m×q) as shown in Fig. 1. The values of the first Eigenchannel showed the 
maximum correlation of the data containing main structural features. The second one contained the 
texture features while the third Eigenchannel included uncorrelated noise. Inspection of the 
Eigenchannels and the corresponding histogram revealed that the second one had a bimodal histogram 
while the first and the third one had unimodal histograms (Fig. 2). Based on these results, the second 
Eigenchannel was found to be suitable for improved contrast and segmentation and was selected for 
further analysis.  
 
  
(a) (b) (c) 
 
 
 
(d) (e) (f) 
Figure 4.1 Original Image and the PCA Eigenchannels 
(a) R channel (b) G channel (c) B channel (d) 1st Eigenchannel (e) 2nd Eigenchannel (f) 3rd Eigen channel 
4.3.2 Multi-Scale wavelet decomposition 
The image obtained after PCA was filtered using the pyramidal multiresolution Gabor wavelet filter 
bank described by Oscar Nestares et al [102] with six levels and eight orientations. Unlike other 
pyramidal methods (i.e. Gaussian and Laplacian), there is no loss of information in the decomposition 
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process in wavelet transform. The reason for selection of six levels has been investigated in the result 
section (Table 4.2) in terms of providing better accuracy, sensitivity, specificity and AUC.  The 
original image and the outputs at each level were convolved with even and odd symmetric Gabor 
wavelets at eight orientations resulting to even-odd images at each orientation. The particular spatial 
frequency and orientation responses were obtained by finding the Euclidean distance of the even-odd 
images at each level.  
4.3.3 Gray level co-occurrence matrices (GLCM) 
Gray level co-occurrence matrix (GLCM), proposed by Haralick et al. [101] in 1973 describe the 
texture of the image. It has been found to be suitable for texture retrieval and feature extraction and 
has been demonstrated by Doyle et al [103] to grade prostate cancer.   
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(f) 
Figure 4.2 Histograms of original Image and the PCA Eigenchannels 
a) R channel b) G channel c) B channel d) 1st Eigenchannel e) 2nd Eigenchannel f) 3rd Eigen channel 
 
The four common GLCM features of contrast, correlation, homogeneity, and energy were used in this 
study[104, 105]; These are based on the assumption that the texture information can be adequately 
derived by calculating the frequency of the occurrence of a pixel with gray-level value of “i” 
horizontally adjacent to a pixel with the value “j”. Using the notation and referencing format used in 
[101]:  
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                      (3) 
Energy:   ∑∑
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2),(                                    (4) 
where p(i,j) is the (i,j)th element in the GLCM matrix and µx, µy, σx and σy are the means and standard 
deviations of ∑= j jipixp ),()(   and ∑= i jipjyp ),()(  respectively. 
 
4.3.4 Feature Reduction 
The use of the six scales over eight orientation angles for the four GLCM measures, results in 192 
(6×8×4) features for each image. A key issue prior to any machine learning and feature classification 
is to estimate the quality of attributes and find strong dependencies to other attributes [106]. 
Supervised learning and classification of high dimensional data can lead to over-trained system which 
will affect the classification performance [107]. High dimensional data also increases the 
computational complexity. It is important to identify the most suitable feature set that will provide the 
best separation between the different classes; the stroke cases and the controls.  
In this research, an extension of Relief algorithm, Relieff [26, 106], was used for feature selection and 
dimensionality reduction. This technique is suitable when the dimensionality is high and is also 
suitable for noisy datasets [26] which is the case in population based studies. The importance of each 
feature is defined in terms of a set of weights. The initialisation of weights is random and an iterative 
process determines the weights for each feature to maximise the distance between the two classes. 
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ReliefF analysis on the data showed that three of the 192 features, the 63rd, 158th and 142nd features 
were recognized as most suitable and used for further analysis. 
4.3.5 Classification of clinical cases 
The features selected using ReliefF were classified using V Support Vector Machine (V-SVM) [108] 
into two classes; control and stroke patients. The original SVM formulations used parameters C and 
epsilon which applies a penalty to the optimization for points which were not correctly predicted this 
is often called C-SVM. V-SVM was later developed where the epsilon penalty parameter was 
replaced by an alternative parameter, nu [0,1], which applies a slightly different penalty. The main 
advantage V-SVM [109] is that it has a has a more meaningful interpretation. The parameter nu 
represents an upper bound on the fraction of training samples which are errors (badly predicted) and a 
lower bound on the fraction of samples which are support vectors. The parameter nu is an upper 
bound on the fraction of margin errors and a lower bound of the fraction of support vectors 
relative to the total number of training examples. V-SVM has soft-margins and allows for 
classifying data where there is an overlap. The regularization parameters (V) determines the trade-off 
between the complexity of a support vector machine and the number of non-separable points and this 
was set to 0.1 based on the leave one out error minimisation. 
4.4 Validation and performance Estimation 
In order to validate the classification performance, hold-out validation, ten-fold cross-validation and 
receiver operating characteristics (ROC) were used as the most common techniques. To compare the 
results with other works in literature, the three validations methods were performed. Hold-out 
validation was tested with the data randomly split into 70% training and 30% testing samples and 
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repeated 10 times. Ten-fold cross validation was performed to cross-validate the results and remove 
any ambiguity due to the data selection during the hold-out validation. Ten-fold validation was done 
using two measures; ‘Leave one out’ and “10 times, 10 fold” approach. Receiver Operating 
Characteristic (ROC) analysis was performed to find the area under the curve (AUC) for each of the 
above validation methods. ROC is a measure of predictive ability and reliability of the system. The 
analysis was conducted for the adaptive colour image proposed by this research and also for the green 
channel for comparison purpose.  
4.5 Results 
Table 4.1 illustrates the three cross validation performance namely ‘Hold-Out’, 10 times-10 fold 
repeated analysis and ‘Leave-one-out Validations’ for both PCA and green colour spaces. According 
to this table, the sensitivity, specificity and AUC of adaptive colour selection, was consistently better 
(0.73) than the green channel; for all validation techniques. The accuracy was defined as the 
proportion of true results to the whole population study.  Table 4-2 provides a comparison between 
the cross validation results for three different decomposition levels (four, five and six).The number of 
orientations was kept at 8 for all the levels. 
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Validation Method Hold-Out 
10 Times 
10 Fold 
Leave One  
Out 
Accuracy 
PCA 0.738 0.733 0.733 
Green 0.670 0.627 0.567 
Sensitivity 
PCA 0.766 0.733 0.733 
Green 0.659 0.744 0.678 
Specificity 
PCA 0.711 0.733 0.733 
Green 0.681 0.500 0.457 
AUC 
PCA 0.738 0.733 0.733 
Green 0.736 0.684 0.630 
Table 4-1 Cross-Validation Evaluation (PCA Space VS Green Channel) 
 
 Accuracy Sensitivity Specificity AUC 
Gabor Level 4 0.616 0.633 0.600 0.616 
Gabor Level 5 0.433 0.241 0.612 0.429 
Gabor Level 6 0.733 0.733 0.733 0.733 
Table 4-2  Cross-validation evaluation of classification results for different wavelet levels 
 (10 fold cross validation) 
4.6 Discussion and Conclusion 
This reports an adaptive technique to select the colour channel of the eye-fundus images. The 
proposed technique has been tested using 10-year stroke data to predict the incident of stroke events. 
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The technique determines suitable colour channel for the highest contrast by performing PCA on the 
RGB channels. GLCM was used as measure of the image texture and four features of contrast, 
correlation, homogeneity and energy were generated at each wavelet scales. Feature reduction was 
performed using ReliefF on the 192 GLCM features and the three most suitable features from this set 
were identified for each image. These features were then classified using V-SVM supervised 
classifier.  
This study has shown the significant improvement in risk assessment of stroke when adaptive 
techniques were used. In an adaptive colour channel based feature selection on a retinal dataset the 
channels represents the uniqueness of each image. The results have shown that when adaptive colour 
channel is used, the classification results are better (0.733) than when sole green channel is used 
(0.63). The results obtained from green channel had AUC of 0.63, which was similar to the work by 
Kawasaki et al [88].However, the results of adaptive colour space showed a significant improvement, 
with the AUC being 0.73. This would make the system more attractive for clinical deployment. The 
results were validated using hold-out, 10-times 10-fold and leave one out validation techniques. 
Accuracy, sensitivity, specificity and ROC were measured for these validation techniques and all of 
them showed a significant improvement when adaptive colour channel was used. With the improved 
accuracy, specificity, and sensitivity; eye fundus imaging may now be more applicable for clinical 
applications. While the results are heuristic, and there is lack of direct theory regarding why level 6 
was most suitable, I believe that the reason is because larger vessels are found at higher scales and 
smaller vessels are found at lower scales. The increase in level leads to redundant features as no new 
vessels are discovered above scale-6. Orientation gives the direction of alignment of the vessels in 
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retinal image 8 orientation gives a step size of 45 which is sufficient enough to cover all the vessel 
alignments in a retinal image. At level 6 neo vascularisation which causes tiny vessel like structures 
are more likely to be picked up this is a symptom of stroke and hence the accuracy is better..  
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5 Chapter 5 
A Dynamic Feature Selection Model for 
Biometric Datasets 
 
5.1  Introduction 
 
Accurate validation of the identity requires unique biometric values of the individual. An appropriate 
feature set to represent the biometrics that will provide small intra-class separation and large inter-
class separation is essential. The feature selection for biometrics is achieved by determining the most 
suitable feature set for the database and using it to define the database. Techniques such as Principal 
Component Analysis (PCA) [54], ReliefF [25] are some of the feature selection techniques that are 
widely accepted. These methods identify the most suitable feature set for representing the database. 
More recently, features have been identified based on the discriminative ability of the features 
[110]determined by the outcomes of supervised training of an image, or based on maximum 
likelihood obtained from the dataset [111]. The fundamental axiom in all these measures is that there 
is a single template required to represent the dataset. 
When biometrics is used for validating the identity of an individual, such as for banking purposes, a 
single template for representing all the people is not necessary. Each individual can be considered to 
be a single class, and the different examples of the individual become the database [112]. In such a 
situation, there can be differences in the features that best represent different classes [113].This would 
form the basis for a class specific template. The template of the individual will consist of the unique 
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feature set that best represents the biometrics data of the person, and the associated values. Class 
Specific Features (CSF) will reduce the intra-class distance and improve the classification accuracy. 
 The hypothesis that the biometrics data of different people (classes) may have different set of features 
that are suitable for compact representation of the class was tested. While the current biometrics 
classification method requires a common feature template used to represent the biometrical data for 
all individuals, this research proposes replacing it by CSF to generate a template with features that are 
most suitable for representing the biometrics data of the individual. The features would have the least 
variance between multiple examples of the biometrical data of the individual and would minimize the 
intra-class distance. This technique is called Class Specific Feature selection by Minimising the 
Variance (CSFMV). The identity of the unknown person would be determined by testing the 
membership of the biometrical data of the unknown person with the template of the claimed identity.  
The above hypothesis is tested on dynamic signatures.  
Signature based identity validation is widely accepted, and manual verification of signatures by 
experts has been considered a secure means of identity validation. However the reliability of the use 
of signature for machine based identity validation has not been well accepted. This can be attributed 
to two major reasons; (i) large intra-class variability in the shape of the signature of an individual, and 
(ii) ease with which a person can forge the shape of the signature of the authentic user.  
An alternate to signature is the dynamic signature that is based on recording the movement of the 
stylus rather than the shape of the signature. With easy access to writing tablets and other digital 
devices that not only capture the shape of the signature, but also the parameters pertaining to the 
movement such as the velocity, acceleration, and pen-ups, the use of dynamic signatures is now very 
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feasible. Dynamics of the signature are very difficult to imitate because besides the shape of the 
signature, these have information on the individual strokes and the speed of the different strokes [114, 
115]. While the shape of the signature can be copied from an example such as a penned signature, the 
dynamics are difficult to obtain, and imitate. However, the drawback with the dynamic signatures is 
the large number of false negatives, where the signature of the authentic user is not accepted. This is 
because it is highly unlikely for a person to sign consistently where all the features are repeated and 
stable [115]. This leads to the difficulty of validating the person based on previous examples, when 
the repeated examples differ from the training examples.  
Dynamic signatures yield very large number of features [114]. Some of the features are the 
characteristics of an individual, and the multiple examples of the signature results in repeatable values 
and have small variance over the dataset of repeated experiments. However, there are other features of 
the dynamic signatures that have large variations over repeated experiments and may be considered as 
distracters. Consider a hypothetical but plausible scenario of one person who may have a very 
constant speed over repeated examples, but the length of the signature in the horizontal direction may 
vary over a number of trials, while another person may have highly variable speed but constant 
horizontal length of the signature. The features that have large variations over repeated signatures 
could lead to error when used for confirming the identity of the person and should not be considered 
to represent the individual. These would be identified as having large variance, while features that 
have small variance would be suitable for representing the person. However, the currently used 
feature selection techniques such as principal component analysis (PCA) maximize the variance with 
the intent of maximizing the inter-class distance. Recent work by Brown et al [111]has examined the 
59 
 
statistical properties of feature selection for properties of datasets. Technique for identifying 
discriminating feature for segmenting an image that use the supervised training [110] provides a 
problem specific feature selection method, but has not been used for one-class problem. Biometrics 
based identity validation is essentially one-class problem where the minimizing the intra-class 
distance is required, and thus the class specific feature selection should be based on minimum 
variance.  
5.2 Feature Selection - Class Specific Feature selection by Minimizing 
the Variance (CSFMV) 
 
Feature selection for classification of any data is important because presence of some irrelevant 
features can increase mis-classification and lower the accuracy of classification [11, 116, 117]. The 
other reason is large number of features can make the processing computationally very expensive. 
Some of the widely accepted feature selection techniques are principal component analysis (PCA) and 
ReliefF, and number of variations of PCA [54] and [25]. An underlying statistical framework has been 
proposed by Brown [111]. The common factor in all of these techniques is that these identify the most 
suitable feature set for the entire database consisting of number of classes. However, this is not 
required for a one-class problem such as biometrics for identity validation. These techniques select the 
features that have the highest variance [11] and this is useful when the intention is to increase the 
inter-class distance. However, for single class problem the feature set should have the least intra-class 
distance, where the suitable features should be repeatable and thus have minimum variation between 
the multiple examples.  
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Coefficient of variation (CoV) is a normalized measure of dispersion of a probability distribution and 
is used as a measure of consistency of the distribution. A small value of CoV confirms the null 
hypothesis and indicates that a given distribution has small variations between multiple examples. 
Small CoV indicates small data scatter and thus the intra-class distance will be small. Based on this, it 
is proposed that the Class Specific Feature selection by Minimizing the Variance (CSFMV) would 
lead to more accurate biometrics classification for identity validation. In a probability density based 
classifier like Bayesian classifier it can be observed that as the classification performance is affected 
by large variances in data. 
In Naïve Bayesian Classification Probability of a given unknown feature f to belong to a class c is 
given by 1 
| =  

  !"  #
                         (1) 
Where µ is the mean of the feature and σ is the variance of the feature in the training set. 
To determine the efficacy of the proposed technique, the features identified using CSFMV were 
compared with those obtained by commonly used and widely accepted feature selection techniques (I) 
Principal component analysis (PCA) [54], ReliefF [25] ,Gain Ratio, Information gain [118, 119], Gini 
Index, and Sequential Forward search [120].  
5.3 Classification 
 
5.3.1 One-class Support Vector Machine (OSVM)  
 
Biometrics based identity validation requires the testing of the membership of the unknown person 
against the claimed class, and this is a one-class problem [121]. Unlike many other classification 
problems, the training data for identity validation may only contain the examples of the authentic user 
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(positive class), and not have the data pertaining to the negative class. Even when the negative data 
may be available, it would not be representative of the entire negative class. Traditional classifiers are 
not suitable for such an application because these require examples from both classes, and generally 
assume that the dataset is balanced.  
One-class Support Vector Machine (SVM) was first proposed by [122]. It is an extension of the 
original two-class SVM. One-class SVM enables the training of the classifier in the absence of any 
negative example data. During the training phase, a certain user-defined fraction of the positive class 
data-points are treated as if they belong to the negative class.  
The LIBSVM implementation  [123] was used in this work. 
Given training vectors $% ∈  '(, * = 1, . . , without any class information, the primal problem of One-
Class SVM is  
-*./,0,1  12 34  3 −  6 +    17,       8 9%
:
%;       
                                 <=>?
@ @A 34 B$%  ≥ 6 − D%   , D%   ≥ 0 , * = 1, … , ,       
The dual problem is 
                                                -*.F    G4HG                                                    (2) 
                                       Subject to   0 ≤ G% ≤ J:  , * = 1, … .,                                            
                                                                                          
4G = 1 
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Where 7 ∈ [0,1] is an upper bound on the fraction of margin errors and a lower bound on the fraction 
of support vectors , 3, 6  are a weight vector and an offset parameterizing a hyper plane in the 
feature space associated with the kernel, , ∈ M is the number of observations.  B is a feature map  
 → O  , a map into an inner product space F such that the inner product in the image of B can be 
computed by evaluating some simple kernel and G is a multiplier G ≥ 0. 
 
Where H%P = QR$% , $PS =  B$% 4 BR$P  S The decision function is  
<T. U8 G%Q$% , $ −  6:%; V 
By solving (2) for one-class SVM implementation in LIBSVM  
                    -*.F  12 G4HG   
Subject to   0 ≤ G% ≤ J:  , * = 1, … ., 
     
4G = 7, 
 
The trained SVM and the feature template for each individual were saved for validating the identity of 
an individual. To validate the identity, the values of the biometrical features of the unknown person 
corresponding to the feature set template of the claimed identity were the input to the SVM of the 
claimed identity. 
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5.4 Experimental Setup 
 
 
Figure 5.1 Signature Collection and Verification Model Overview 
Appendix-B shows the details and the real time implementation of the system described in Figure 5.1. 
A portable Graphic Tablet with no visual feedback was used to acquire the signatures from the users. 
The x and y coordinates, the time, t, and the pressure, p, corresponding to the touch point of the stylus 
on the tablet were captured at the rate of 100 samples/ second. The table with four columns, t, x, y and 
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p corresponding to each signature example was saved as a text file. The recordings were manually 
segmented by the examiner to identify the start and completion of each recording. 
Fifty-five adults volunteered to participate in this study. The exclusion criteria were (i) pain in the 
dominant hand, (ii) tremor in the upper extremity and (iii) consumption of any intoxicant within the 
past 24 hours. During the experiment, the participants were either seated in an office chair in their 
own surroundings/environment or in the laboratory. The participants were given demonstrations and 
some time to help them become accustomed to the tablet prior to the actual recordings.  
Ten signatures were recorded from each participant. To ensure that the recordings represented the 
diversity of the individual, two sets of five signatures were recorded, with a minimum of one-hour 
delay between the two recordings. A total of 550 signatures were collected from the 55 participants.  
5.5 Data Analysis  
 
5.5.1 Feature Extraction 
Each recording was segmented manually to identify the start and the end of each signature. Based on 
the work reported by (Nelson and Kishon [124]), (Lee et al., 1996 [125]) (McCabe et al., 2008 [126]), 
a set of thirty features were obtained. These have been listed below: 
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Penup Theta Duration 
Speed Vn Mean-Pressure 
MinVx/AvgVx Pn Duration Vx>0/Duration 
MinVy/AvgVy An Duration Vy>0/Duration 
V/Vmax Pen-DownRatioTime Total Vx>0 /Duration 
SDVelocity Cursiveness Total Vy>0/Duration 
AccelerationX TopHeaviness Total Vx=0 
AccelerationY BottomHeaviness Total Vy=0 
Direction Change-x Ratio l/h Vavg/MaxVx 
Directionchange-y Ratio Area/Distance Vavg/MaxVy 
Table 5-1 Features extracted from handwritten signature 
5.5.2  Feature selection  
 
The minimum number of components (features) n to represent the dataset was obtained using PCA, 
and corresponding to 99% cumulative energy. Based on the PCA results, five features (n=5) were 
considered to be suitable for representing the dataset. The widely available and accepted feature 
identification techniques; (1) PCA, (2) Gini, (3) Information Gain (IG), (4) ReliefF, (5) Sequential 
Forward Search (SFS) and (7) Gain ratio were used to identify the five suitable features. This was 
repeated for CSFMV and repeated for each class (individual). Orange data mining software [127] was 
used to obtain the features for methods ReliefF, Gain Ratio, Gini and IG while Matlab scripts were 
written for the remaining feature selection techniques.  
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5.6  Classifier Training and Validation 
 
5.6.1 Monte Carlo Analysis 
 
Monte Carlo analysis was used to test classification accuracy .In this analysis a set of features were 
randomly generated using the mean and standard deviation of the actual samples and fed as inputs to 
the classifier. 
1) All the features are arranged in order of their coefficient of variances. 
2) Given a feature f with variance σ and mean µ from ten trials taken during the experiment, 
generate a random number from the given distribution and assign as feature for an unknown 
class. 
3) Create random numbers similarly for all the features and assign to unknown class. 
4) For a trained one class SVM for the particular class apply the new input features and observe 
the output. If the output is same as the class used to generate the random features then it is 
assigned as a true positive else it is assigned as false negatives. The experiment is repeated by 
increasing the number of feature by one. 
5) The step is repeated 100 times for each class and the outputs are recorded. 
6) The mean classification accuracy of all classes for all the different number of feature counts 
are calculated and plotted. 
5.6.2 Cross Validation 
 
The one-class SVM was trained for each class (person) using the five features as the input and the 
default value of the parameter ν= 0.1 was chosen. Leave-one-out approach [128] was used to validate 
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the system which is suitable when the number of examples is small. The SVM was trained using nine 
examples, and tested using the tenth example corresponding to the positive class and with the 
remaining 540 samples obtained from other participants corresponding to the negative class. Each 
class was tested ten times such that each example from the set of ten was used to test the system. The 
total number of trials using this strategy was 550 with 550 possible true positives and 297,000 
(540*550) true negatives which can also be considered as cases of random forgery i.e.  One true 
positive and 540 true negatives for each trial. Accuracy, sensitivity and specificity were computed for 
each class, and the average of all the classes was then calculated. The training was repeated for four 
values of kernel parameter g (0.0001, 0.001, 0.01 and 0.1) to obtain the Receiver Operating 
Characteristics (ROC) plots.   
5.7 Results and Discussion 
 
5.7.1 Results 
 
Table 5.2 is the set of highest ranked five features identified for the dynamic signature database using 
six widely accepted feature selection methods. The list of features selected using the proposed 
CSFMV cannot be shown in table 5.2 because this technique identifies different features for each 
person Figure 5.2 shows the frequency of features selected for each of the users. The results show that 
while there is similarity between the features selected using Gini, Gain Ratio and Information Gain, 
there is a large discrepancy between the features selected using other feature selection methods. This 
indicates that the selection of features is dependent on the method. 
Figure 5.2 shows the frequency of occurrence of the class specific features using CSFMV. The x-axis 
shows the features numbered one till thirty (section 5.1) and the y-axis shows the frequency of 
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selection of each feature for the different classes. From this figure, it is observed that there is a wide 
spread of the feature selection, and wide variation in the frequency of occurrence of different features. 
Table 5.3 shows the accuracy, sensitivity and specificity of ten-fold; leave one out validation using 
one class SVM. There are six rows, with each row corresponding to the different feature selection 
methods. From this table, it is observed that CSFMV has the highest accuracy, specificity, and 
sensitivity compared with all the other techniques. 
Figure 5.3 indicates that as the variance increases it becomes harder to have an accurate boundary 
around all the values of the feature. From the analysis it can be observed that a minimum of 5 features 
is enough to give good classification accuracy when using dynamic features. 
 Figure 5.4 is the ROC plot based on the four values of threshold, g. Each curve corresponds to the 
different feature selection method. From this figure, it is observed that ROC corresponding to 
CSFMV covers a higher area. 
Feature selection method List of Five highest ranked features 
Gini Penups Duration Cursiveness Speed SdVelocity 
IG Penups Duration Cursiveness Speed SdVelocity 
ReliefF Penups Pen-
DownRatioTi
me 
VelocityX Duration Speed 
SFS Penups Duration Direction 
Change-x 
Cursiveness Ratio 
Area/Distance 
Gain Ratio Penups Duration Cursiveness Speed SdVelocity 
Table 5-2 List of highest five ranked features using five widely used feature selection techniques 
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Figure 5.2 Frequency of features for different classes determined using the proposed Variance Stability Based 
Feature Selection Method 
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Figure 5.3 Classification error and number of features selected for montecarlo analysis 
 
Feature selection method Accuracy Sensitivity Specificity 
Gini 0.998656 0.867272727 0.999969696 
Info Gain 0.998656 0.867272727 0.999969696 
PCA 0.999815 0.918181818 0.99996633 
ReliefF 0.999829 0.927272727 0.999962963 
SFS 0.999734 0.869090909 0.999976431 
CSFMV 0.999976 0.996363636 0.999983165 
GainRatio 0.999724 0.867272727 0.999969696 
Table 5-3 Average classification Accuracy, Sensitivity and Specificity based on Leave-One-Out using features using 
the five feature selection techniques 
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Figure 5.4 Receiver operating characteristic (ROC) curve for the 550 samples, and features selected using four 
feature selection methods 
5.7.2 Discussions 
 
Biometrics for identity validation is a one-class problem and this does not require a common template 
for all the individuals. In such a situation, each class can be represented by a feature set that best 
represents it, and these features would be the basis for its template. This forms the basis for class-
specific feature selection. 
The results of this work have demonstrated there is a big diversity in the features for different feature 
selection methods, showing that the feature selection is dependent on the choice of the method. The 
proposed CSFMV selects only those features that have small variance among multiple examples for a 
specific class. From figure 5.2, it is observed that there is a broad range of features selected for the 
dynamic signatures of different people by CSFMV. This indicates that there is no unique feature set 
for these different biometrics classes.  
0.00%
20.00%
40.00%
60.00%
80.00%
100.00%
120.00%
0.0000%0.0005%0.0010%0.0015%0.0020%0.0025%0.0030%0.0035%0.0040%
Tr
u
e 
Po
sit
iv
e 
R
a
te
False Positive Rate
ROC CURVE
Stability
Relieff
SFS
Gain Ratio
PCA
72 
 
The results clearly indicates that while specificity of all the feature selection methods are good, the 
sensitivity is significantly better when class-specific features were selected using CSFMV. This is 
particularly relevant to Biometric features as they are susceptible to huge intra-class variances leading 
to poor sensitivity. This study shows that the number of positive classes rejected by a classification 
model is greatly reduced by choosing a class-specific feature selection model. There is no other 
reported class-specific feature selection technique and thus CSFMV cannot be compared with other 
similar technique. However, recently reported discriminative feature selection [110] has in-principle 
similarities with CSFMV, even though it has been used very differently. Using CSFMV the target 
samples are clustered together thus reducing the size of the spherical boundary enclosing the data 
reducing chances of accepting outliers. 
In this study, the dynamic signature has been studied, and the results show that when used with 
CSFMV, it is an accurate, sensitive and specific for identity validation. CSFMV has overcome one of 
the earlier shortcomings of low sensitivity, and with the easy access to digital tablets, number of 
applications of this identity validation technique are possible. However, it is important to note that 
CSFMV would not be suitable if the problem was of identification rather than validation because in 
such a situation, a common template for all classes would be necessary. 
The results show that the suitable features for a one-class classification problem can be selected based 
on the variance, with the features with smaller variance being more suitable than features with larger 
variance. This is in contrast to feature selection methods such as PCA that identify the most suitable 
features based on maximizing the variance. This difference is because other feature identification 
methods maximize the inter-class distance while CSFMV is based on minimizing the intra-class 
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distance. This is suitable for applications where there is significant inter class variances between 
features along with high variances in intra class features. 
5.8 Conclusion 
 
Biometrics for identity validation is one-class classification problem, and does not require a global 
feature set. The accuracy, specificity and sensitivity are better if the feature set is specific to the class, 
and this is achieved by identifying the features that have small variance. This is different from multi-
class problems where it is essential to use a global feature set for all the classes, and often the selected 
features have highest variance. One-class classification problems requires narrowness of the data 
points belonging to the class which leads to small intra-class distance, while the multi-class problem 
requires the maximizing of the inter-class distance.  
This chapter has concluded that the use of adaptive feature selection on signature dataset significantly 
improves the sensitivity and specificity of identity validation when using dynamic signatures. This 
work has shown that by minimizing the coefficient of variation for feature selection using second 
order statistical methods, and is called Class Specific Feature selection by Minimizing the Variance 
(CSFMV). There may be other methods to identify the Class Specific Features (CSF), such as the use 
of neural networks or other similar algorithms. The major outcome of this work is determining the 
role of CSF for biometrics and other one-class problems. While test has been done only on application 
of CSFMV for dynamic signatures for identity validation, this may be suitable for many other one-
class problems. 
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6 Chapter 6  
Summary and Conclusion 
6.1 Summary and Discussion 
 
When dealing with biological systems an adaptive feature selection or extraction strategy will 
improve the results as features considered to belong to the same class might have variances from 
individual to individual due to factors like age, gender, demographics. In this thesis physiological and 
biometric data has been analysed and it has been found that an adaptive feature selection strategy and 
non-linear boundaries are more useful when dealing with biomedical and biometric databases. The 
main findings in this thesis are an adaptive feature selection and feature space identification for 
biometric and biomedical classification.  
Chapter 3 – In CVD Prediction using the health parameters identified by Framingham study, there 
are large number of unclassifiable cases and controls when using Framingham equation due to the age 
constraints of the equation. The health parameters found by Framingham equations where found to be 
of the highest weights when a linear SVM based feature selection method was used which confirms 
that Framingham features might be good but the linear classification boundary is a problem. Due to 
this reason, 26% cases were not suitable for being classified by Framingham equation. Using the same 
parameters, but with LRA, all samples in the test data was classified, and 48% of cases were predicted 
correctly. When SVM was employed, 68% of the cases were predicted, a significant improvement 
compared with the prediction using Framingham equation. The results also showed that the number of 
false positives, the controls that were incorrectly predicted to be cases by Framingham equation was 
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108 out of total of 406, or approximately 27% of the controls were misclassified. This number 
reduced to 17% for LRA and 14% when the SVM was used. 
The difference between LRA and Framingham equation is that Framingham equation parameters were 
determined historically by training it on the Framingham database, and LRA used in this study was 
trained using the training a subset of the BMES database. The differences reflect the difference in 
demographics and also due to the large unclassifiable samples in the Framingham model. While 
improved number of positive case prediction is useful, the increased number of false negatives is of 
concern, and this would make a method such as LRA unsuitable.  
The diagnostic odds ratio for Framingham equation was 2.52, and of LRA was 3.05, this was 13.17 
for SVM, LRA gave large number of false negatives, and Framingham had a significant number of 
unclassifiable cases, SVM gave the highest correct predictions, lowest false positives and false 
negatives, and classified all the samples.  
LRA and the Framingham equation are linear techniques, but SVM allows for non-linear separation 
between the case and control class. This suggests that machine learning based non-linear prediction 
models such as SVM that are trained and which consider the local conditions could be better used for 
disease prediction. One significant advantage of using SVM is that it can be easily and dynamically 
trained for use by the local population, and thus the results will not be affected due to the differences 
between different demographics.  
Chapter 4 - An adaptive technique is used to select the colour channel of the eye-fundus images. The 
proposed technique has been tested using 10-year stroke data to predict the incident of stroke events. 
The technique determines suitable colour channel for the highest contrast by performing PCA on the 
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RGB channels. GLCM was used as measure of the image texture and four features of contrast, 
correlation, homogeneity and energy were generated at each wavelet scales. Feature reduction was 
performed using ReliefF on the 192 GLCM features and the three most suitable features from this set 
were identified for each image. These features were then classified using C-SVM supervised 
classifier.  
This study shows that when adaptive colour channel is used, the classification results are better 
(0.733) than when sole green channel is used (0.63). The results of adaptive colour space show a 
significant improvement. This would make the system more attractive for clinical deployment. The 
results were validated using hold-out, 10-times 10-fold and leave one out validation techniques. 
Accuracy, sensitivity, specificity and ROC were measured for these validation techniques and all of 
them showed a significant improvement when adaptive colour channel was used. With the improved 
accuracy, specificity, and sensitivity; eye fundus imaging may now be more applicable for clinical 
applications. 
Chapter 5 - Coefficient of variation based feature selection was found to be a good feature selection 
method for applications where features have high variability. They are especially suitable for 
biometric features where natural feature variances are high. They are ideal for membership validation 
applications when combined with a suitable classifier. The testing done using a signature dataset has 
confirmed the effectiveness of this method. When combined with a one class classifier the method is 
found to have better performance than other feature selection methods on a signature dataset. 
The high Intra class variability makes a signature dataset highly suited for stability based feature 
selection approach. One of the challenges when using a localized feature selection strategy is that a 
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one class classifier has to be used as the features are different in each class. In applications involving 
membership validation  the idea is to identify the outliers of a given dataset and to infer whether a 
given test data point lies inside or outside this boundary, all points outside this boundary are 
considered not to belong to the class. The experiments conducted by comparing with different features 
selection methods with a COV based feature selection model shows the false reject rate can be 
reduced considerably by selecting only stable features without compromising on the false acceptance 
rate. 
6.2 Conclusions 
 
This work has concluded that adaptive, non-linear feature selection and classification provide 
significantly improved sensitivity and specificity for biomedical datasets. From the experiments 
conducted and results analysed in this thesis, it is concluded that adaptive feature selection performs 
better when dealing with biometric and biomedical classification problems.  This was found valid for 
three very different datasets; dynamic signature, risk of stroke, and retinal image analysis.  
 
On the basis of the experiments done and research it can be concluded that 
• An adaptive individual dependent feature selection gives a better biometric validation system 
when using dynamic features for signature classification. 
• A non-linear SVM based decision surface is better than a linear regression based model for 
Cardio vascular disease prediction using physiological features. 
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• An adaptive colour space improves stroke prediction using retinal images when compared to 
green channel. 
6.3 Future Works 
 
The research can be further extended by studying features in speech and gait analysis for biometric 
authentication and testing for individual based adaptive feature selection. The variation in signature 
with respect to age or neuromuscular conditions is also to be studied to further improve the signature 
based model discussed in thesis to apply it in the real world. 
There are number of SVM tools that are available that can be used to re-train CVD-SVM with 
databases of local communities, which should further improve the prediction results. To realise the 
outcome of this thesis dealing with disease prediction and to employ it in real world a bigger database 
for cardio vascular and retinal images has to be created .A website has been created as part of this 
research to collect physiological data from subjects from around the world to build a bigger database 
for cardio vascular system. 
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8.4 Sample Y-Axis 
 
8.5 Signature Sample Pressure 
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8.6 Signature Code 
8.6.1 Feature Capture  
  /*This callback captures events on the tablet */   
/*Add VBTablet library to project from 
http://sourceforge.net/projects/vbtablet*/    
  
  
void GeniusTablet_PacketArrival( ref IntPtr ContextHandle,ref int Cursor,ref int X
,ref int Y, 
            ref int Z,ref int Buttons,ref int NormalPressure,ref int TangentPressu
re, 
            ref int Azimuth,ref int Altitude,ref int Twist, ref int Pitch ,  
            ref int Roll,ref int Yaw, ref int PacketSerial ,ref int PacketTime) 
    { 
        if (Featurecount != -1) //We have a user drawing 
        { 
             
            
            Y = px.Y -
 Y;//This Y is only for drawing as in windows axis starts from top left corner 
  
            Point Ps = new Point(X, Y); 
            Ps= pictureBox1.PointToClient(Ps); 
  
            if((Ps.X*Ps.Y) > 0 && Ps.X<pictureBox1.Width && Ps.Y<pictureBox1.Heigh
t) 
  
            //Check if with in drawing area*/ 
            if (X > picboxp1.X && X < Rc.Right && Y < Rc.Bottom && Y > picboxp1.Y) 
            { 
                if (NormalPressure > 1)//Pen is touching the tablet 
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                { 
                    
                    System.Drawing.Point Pointl = new Point(X,Y); 
                    Pointl = pictureBox1.PointToClient(Pointl); 
                    if (!start) 
                    { 
                       StartTime = PacketTime;  //Time of first touch on tablet   
                  
                    } 
                    if (Restart) 
                        PenDownTime = PacketTime;//Time of first touch after penup 
                    
                    time.Add(PacketTime-StartTime); //Current time 
  
                    if ((Restart==false) && ((Pointl.X != Pointprev.X)||(Pointl.Y 
!= Pointprev.Y))) 
                    { 
                        m_objGraphics.DrawLine(Pens.Blue, Pointprev, Pointl); 
  
  
                    } 
  
                    img.SetPixel(Pointl.X, Pointl.Y, Color.Blue); 
  
                    pictureBox1.Image = img; 
  
                    Pointprev.X = X; 
                    Pointprev.Y = Y; 
                    Pointprev = pictureBox1.PointToClient(Pointprev); 
                    Points.Add(Pointprev); 
                    Pressure.Add(short.Parse(NormalPressure.ToString())); 
                    Restart = false; 
                    start = true; 
                    prevpressure = 1; 
                     
  
                } 
                if (prevpressure == 1 && NormalPressure <= 1) 
                { 
                    UpTime += (PacketTime - PenDownTime);//Total Pendown Time 
                    penup++; 
                    prevpressure = 0; 
                    Restart = true; 
                    
                } 
            } 
        } 
  
    } 
 
8.6.2 Signature Feature Extraction Class 
using System; 
using System.Collections.Generic; 
using System.Text; 
using System.Drawing; 
using System.Diagnostics; 
using Calculation; 
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using MicrosoftResearch.Infer.Maths; 
namespace FeatureExtract 
{ 
    struct doublexy{public double X,Y;} 
     
  
    
  
    class Feature 
  
    { 
        public static List<Point> p = new List<Point>(); //Xy coordinates  
        public static List<long> Time=new List<long>();//Time 
        public static List<int> Pressure=new List<int>();//Pressure 
        public  static List<double> X = new List<double>(); 
        public  static List<double> Y = new List<double>(); 
        public static double xmin, ymin, xmax, ymax; 
        public static double TotalDistance = 0; 
        private static int Pup,PDownTime; 
        public static double[] features = new double[22]; 
        public static string[] featurename = new string[22]; 
  
        public  static void Params(List<Point> Points, List<long> t, List<int> pr,  
int Penup,int PenDownTime) 
        { 
            FillXandY(Points); 
            p.Clear(); 
            Time.Clear(); 
            Pressure.Clear(); 
            p.AddRange(Points); 
            Time.AddRange(t); 
            Pressure.AddRange( pr); 
            PressureFeature(); 
            Pup = Penup; 
            PDownTime = PenDownTime; 
             
        } 
       public static void FillXandY(List<Point> Points) 
        { 
            X.Clear(); 
            Y.Clear(); 
            for (int i = 0; i < Points.Count; i++) 
            { 
                X.Add(Points[i].X); 
                Y.Add(Points[i].Y); 
  
            } 
  
            
            double minx = MMath.Min(X.ToArray()), miny = MMath.Min(Y.ToArray()); 
            double maxx = MMath.Max(X.ToArray()), maxy = MMath.Max(X.ToArray()); 
  
            
  
            for (int i = 0; i < X.Count; i++) 
            { 
                 
                X[i]=((X[i] - minx) / (maxx - minx)); 
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                Y[i] = ((Y[i] - miny) / (maxy - miny)); 
                 
            } 
  
  
  
        } 
  
  
public static void FindAllFeatures() 
{ 
    Velocity();//Velocity Speed and acceleration f0,f1,f2,f3,f4 {four features} 
    Dirchange();//Two Features f5 f6 Dirx change ,Dirychange 
    NelsonGishonFeatures();//f7 f8 f9 f10 four features 
    TimeFeatures(); 
  
     
  
} 
  
/*calculates velocity across x axis y axis and v=sqrt(vx^2+vy^2)*/ 
      
  
private static  List<doublexy> Velocity() 
    { 
        List<doublexy> Velocityxy = new List<doublexy>(); 
        List<double> Velocity = new List<double>(); 
         double maxxv=-1000; 
         double maxyv=-1000; 
         TotalDistance = 0; 
        doublexy vxpoint=new doublexy(); 
         maxxv = 0; 
        maxyv = 0; 
             
            for (int i = 0; i < p.Count-1; i++) 
        { 
  
                vxpoint.X=Math.Abs((double)(X[i+1]-X[i])/(double)((Time[i+1]-
Time[i]))); 
                vxpoint.Y =Math.Abs((double) (Y[i + 1] -
 Y[i]) /(double) (Time[i + 1] - Time[i])); 
                if (vxpoint.X > maxxv) 
                { 
                    maxxv = vxpoint.X; 
                } 
                if (vxpoint.Y > maxyv) 
                { 
                    maxyv = vxpoint.Y; 
                    
                } 
                Velocity.Add(Math.Sqrt(vxpoint.X*vxpoint.X+vxpoint.Y*vxpoint.Y)); 
                
                Velocityxy.Add(vxpoint); 
                TotalDistance += Calc.Calculatedistance(p[i], p[i+1]); 
  
        } 
         doublexy Vbar = Calc.Meanpt(Velocityxy);//Mean velocity x and y 
         double Vmax = MMath.Max(Velocity.ToArray()); 
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         double V    = Calc.Mean(Velocity.ToArray()); 
  
         features[0] = TotalDistance / Time[Time.Count -
 1];//Average speed of signature 
         featurename[0] = "Speed"; 
         features[1] = Vbar.X / maxxv; 
         featurename[1] = "Velocityx"; 
         features[2] = Vbar.Y / maxyv; 
         featurename[2] = "Velocityy"; 
       //Time features 
  
         features[3] = V / Vmax;  
         featurename[3] = "V/Vmax"; 
         features[4] = Calc.Std(Velocity) ; 
         featurename[4] = "SD Velocity"; 
         Acceleration(Velocityxy);//Acceleration 
  
        return Velocityxy; 
  
  
    } 
        public static List<doublexy> Acceleration(List<doublexy> Vel) 
        { 
            List<doublexy> Acceleration = new List<doublexy>(); 
            double maxxa =0,maxya=0; 
  
            doublexy axpoint=new doublexy(); 
  
            for (int i = 0; i < Vel.Count - 1; i++) 
            { 
  
                axpoint.X = Math.Abs((double)(Vel[i + 1].X -
 Vel[i].X) / (double)(Time[i + 1] - Time[i])); 
                axpoint.Y = Math.Abs((double)(Vel[i + 1].Y -
 Vel[i].Y) / (double)(Time[i + 1] - Time[i])); 
                Acceleration.Add(axpoint); 
                if (axpoint.X > maxxa) 
                { 
                    maxxa = axpoint.X; 
                 
                } 
                if (axpoint.Y > maxya) 
                { 
                    maxya = axpoint.Y; 
  
                } 
  
            } 
            doublexy accbar = Calc.Meanpt(Acceleration); 
            features[5] = accbar.X / maxxa; 
            featurename[5] = "Accelerationx"; 
            features[6] = accbar.Y / maxya; 
            featurename[6] = "Accelerationy"; 
            return Acceleration; 
  
  
        } 
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         public static doublexy Dirchange() 
        { 
            bool left=false, right=false; 
            bool up=false, down=false; 
            int countx = 0,county=0; 
             
            doublexy countxy = new doublexy(); 
            countxy.X = 0; 
            countxy.Y = 0; 
            for (int i = 0; i < p.Count-1; i++) 
            { 
  
                if (p[i].X - p[i + 1].X < 0) 
                { 
                    right = true; 
                    countx = i; 
                    break; 
                } 
                if (p[i].X - p[i + 1].X > 0) 
                { 
                    left = true; 
                    countx = i; 
                    break; 
                } 
  
            } 
  
            for (int i = 0; i < p.Count-1; i++) 
            { 
  
                if (p[i].Y - p[i + 1].Y < 0) 
                { 
                    up = true; 
                    county = i; 
                    break; 
                } 
                if (p[i].Y - p[i + 1].Y > 0) 
                { 
                    down = true; 
                    county = i; 
                    break; 
                } 
  
            } 
  
            for (int i = countx; i < p.Count-1; i++) 
            { 
                if(left == true &&(p[i].X - p[i + 1].X) < 0) 
                
                { 
                    countxy.X++; 
                    right = true; 
  
  
                } 
  
                if (right == true && (p[i].X - p[i + 1].X) > 0) 
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                { 
                    countxy.X++; 
                    left = true; 
  
  
                } 
                if (up == true && (p[i].Y - p[i + 1].Y) > 0) 
                { 
                    countxy.Y++; 
                    down = true; 
  
  
                } 
  
                if (down == true && (p[i].Y - p[i + 1].Y) < 0) 
                { 
                    countxy.Y++; 
                    left = true; 
  
  
                } 
  
  
  
  
            } 
  
  
            countxy.X /= p.Count; 
            countxy.Y /= p.Count; 
            features[7] = countxy.X; 
            featurename[7] = "Direction change-x"; 
            features[8] = countxy.Y; 
            featurename[8] = "Direction change-y";  
          return countxy; 
        } 
  
  
  
  
  
  
  
  
        public static void NelsonGishonFeatures() 
        { 
            
            double thetat = 0; 
            double theta = 0; 
            double vnt = 0; 
            double vn = 0; 
            double pnt = 0; 
            double pn = 0; 
            double ant = 0; 
            double an = 0; 
            double L = 0; 
             
            for (int i = 0; i < p.Count; i++) 
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            { 
                       thetat = Math.Atan2(p[i].Y , p[i].X); 
                       theta += thetat; 
                       vnt = Math.Sqrt((p[i].Y*p[i].Y) + (p[i].X * p[i].X)); 
                       vn += vnt; 
                       pnt = Math.Log10( vnt/thetat); 
                       pn += pnt; 
                       ant = Math.Sqrt((vnt * vnt) + (vnt*thetat*vnt*thetat)); 
                       an += ant; 
                        
                        
            } 
             
             
            features[9] = theta / p.Count; 
            features[10] = vn / p.Count; 
            features[11] = pn / p.Count; 
            features[12] = an / p.Count; 
            featurename[9] = "Theta"; 
            featurename[10] = "Vn"; 
            featurename[11] = "Pn"; 
            featurename[12] = "An"; 
             
        } 
        private static void TimeFeatures() 
        { 
             
            xmin = MMath.Min(X); 
            ymin = MMath.Min(Y); 
            xmax = MMath.Max(X); 
            ymax = MMath.Max(Y); 
  
            featurename[13] = "PenUp"; 
            features[13] = Pup; 
            featurename[14] = "Pen-DownRatio Time"; 
            features[14] = (double)Time[Time.Count - 1] / PDownTime; 
            featurename[15] = "Cursiveness"; 
            features[15] = (xmax - xmin) /(double) p.Count; 
            double MidPointv= ymin+(double)(ymax - ymin) / 2; 
            double MidPointh = xmin+(double)(xmax - xmin) / 2; 
            int Topv=0,Botv=0,Toph=0,Both=0; 
            for (int i = 0; i < p.Count; i++) 
            { 
                if (Y[i] > MidPointv) 
                    Topv++; 
                else 
                    Botv++; 
                if (X[i] > MidPointh) 
                    Toph++; 
                else 
                    Both++; 
  
            } 
             
            features[16] = (double)Topv / Botv; 
            features[17] = (double)Toph / Both; 
            features[18] = (double)(xmax-xmin)/(ymax-
ymin);//Ratio of length to height 
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            features[19] = (TotalDistance / (double)((xmax-xmin)*(ymax-
ymin)));//Distance / Area 
            features[20] = Time[Time.Count-1]; 
            featurename[16] = "Top Heaviness"; 
            featurename[17] = "Bottom Heaviness"; 
            featurename[18] = "Ratio l/h"; 
            featurename[19] = "Ratio Area/Distance"; 
            featurename[20] = "Duration"; 
  
        } 
  
        
        public static void PressureFeature() 
        { 
           // double minx = MMath.Min(X.ToArray()), miny = MMath.Min(Y.ToArray()); 
            //double maxx = MMath.Max(X.ToArray()), maxy = MMath.Max(X.ToArray()); 
  
            features[21] =(double) Calc.Mean(Pressure.ToArray()); 
            featurename[21] = "Mean Pressure"; 
            
        } 
  
        public static double[] GetFeatures() 
        { 
  
             
            return features; 
  
  
        } 
  
        public static string[] GetFeaturenames() 
        { 
  
  
            return featurename; 
  
  
        } 
  
       
    } 
} 
 
 
8.6.3 Feature Extraction Helper Class 
using System; 
using System.Collections.Generic; 
using System.Text; 
using System.Drawing; 
using FeatureExtract; 
namespace Calculation 
{ 
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    class Calc 
    { 
       public static void minmaxvalue(List<Point> P,ref int xmin,ref int ymin,ref 
int xmax,ref int ymax) 
        { 
            int Maxx = -100000; 
            int Minx = 10000; 
            int Maxy = -100000; 
            int Miny = 10000; 
            
            for (int i = 0; i < P.Count; i++) 
            { 
                if (P[i].X > Maxx) 
                { 
                    Maxx = P[i].X; 
                } 
                if (P[i].X < Minx) 
                { 
                    Minx = P[i].X; 
                } 
                if (P[i].Y > Maxy) 
                { 
                    Maxy = P[i].Y; 
                } 
                if (P[i].Y < Miny) 
                { 
                    Miny = P[i].Y; 
                } 
  
  
  
            } 
            xmin = Minx; 
            ymin = Miny; 
            xmax = Maxx; 
            ymax = Maxy; 
  
        } 
  
  
  
  
       public static double Calculatedistance(Point A, Point B) 
        { 
            int X = A.X - B.X; 
            int Y = A.Y - B.Y; 
  
            return (Math.Sqrt((double)(X * X) + (Y * Y))); 
  
  
        } 
  
        public static double Thetacalc(Point A, Point B) 
        { 
  
            double Theta = Math.Abs((double)(B.Y - A.Y)) / Math.Abs((double)(B.X -
 A.X)); 
            return (Math.Atan(Theta) * 180 / Math.PI); 
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        } 
  
        public static Point AddPoint(List<Point> Points) 
        { 
            Point Sum = new Point(); 
            for(int i=0;i<Points.Count;i++) 
            { 
                Sum.X += Points[i].X; 
                Sum.Y+=Points[i].Y; 
            } 
  
            return Sum; 
  
        } 
  
        public static List<doublexy> DiffPoint(List<doublexy> Points) 
        { 
            List<doublexy> diff = new List<doublexy>(); 
            doublexy dfpoint = new doublexy(); 
            for (int i = 1; i < Points.Count; i++) 
            { 
               dfpoint.X= Math.Abs(Points[i].X - Points[i - 1].X); 
               dfpoint.Y = Math.Abs(Points[i].Y - Points[i - 1].Y); 
               diff.Add(dfpoint); 
  
            } 
            return diff; 
  
        } 
  
        public static doublexy Sumpt(List<doublexy> Points) 
        { 
            doublexy Sum = new doublexy(); 
            for (int i = 0; i < Points.Count; i++) 
            { 
                Sum.X += Points[i].X; 
                Sum.Y += Points[i].Y; 
  
            } 
            return Sum; 
  
        } 
  
        public static doublexy Meanpt(List<doublexy> Points) 
        { 
            doublexy Mean = new doublexy(); 
            doublexy Sum = Sumpt(Points); 
             
                Mean.X = Sum.X/Points.Count; 
                Mean.Y =Sum.Y/Points.Count; 
  
             
            return Mean; 
  
        } 
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        public static List<double> DiffrentialTime(List<int> A,List<long>time) 
        { 
            List<double> diff = new List<double>(); 
            for (int i = 0; i < A.Count-1; i++) 
            { 
                diff.Add(Math.Abs((double)(A[i+1] - A[i])/(double)(time[i+1]-
time[i]))); 
  
  
            } 
            return diff; 
  
        } 
  
        public static int Sum(List<int> A) 
        { 
            int sum = 0; 
            for (int i = 0; i < A.Count; i++) 
            { 
                sum += A[i]; 
  
            } 
            return sum; 
  
        } 
        public static double Sum(List<double> A) 
        { 
            double sum = 0; 
            for (int i = 0; i < A.Count; i++) 
            { 
                sum += A[i]; 
  
            } 
            return sum; 
  
        } 
        public static double Mean(int[] A) 
        { 
  
            double sum = 0; 
            for (int i = 0; i < A.Length; i++) 
            { 
                sum += A[i]; 
  
            } 
            return (sum / A.Length); 
  
  
        } 
  
        public static double Mean(double [] A) 
        { 
  
            double sum = 0; 
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            for (int i = 0; i < A.Length; i++) 
            { 
                sum += A[i]; 
  
            } 
            return (sum / A.Length); 
  
  
        } 
        public static double Std(double [] A) 
        { 
  
            double MeanA = Mean(A); 
            double sum = 0; 
            for (int i = 0; i < A.Length; i++) 
            { 
                sum += (A[i] - MeanA) * (A[i] - MeanA); 
  
            } 
            return (Math.Sqrt(sum / (A.Length - 1))); 
  
  
  
        } 
  
        public static double Std(List<double> A) 
        { 
  
            double MeanA = Mean(A.ToArray()); 
            double sum = 0; 
            for (int i = 0; i < A.Count; i++) 
            { 
                sum += (A[i]-MeanA)*(A[i]-MeanA); 
  
            } 
            return(Math.Sqrt(sum / (A.Count - 1))); 
             
  
  
        } 
  
  
  
  
  
  
  
  
  
  
  
    } 
  
  
  
     
} 
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//Cov based feature selection 
private void CalculateCov(double threshold,int numoffeatures = 0) 
        {  
            double [] Covar = new double[TotalFeature]; 
            double[] dat = new double[TotalTrials]; 
            double cvo = 0.0; 
  
            for (int i = 0; i < TotalFeature; i++) 
            { 
                for (int j = 0; j < TotalTrials; j++) 
                    dat[j] = FeatureCollection[j][i]; 
                Covar[i] = Calc.Std(dat) / Calc.Mean(dat) * 100; 
            } 
  
            if(numoffeatures==0) 
            { 
  
                for (int i = 0; i < TotalFeature; i++) 
                { 
                    if (Covar[i] > 12) 
                    { 
                        for (int j = 0; j < TotalTrials; j++) 
                            FeatureCollection[j][i] = -1; 
                    } 
  
  
                } 
            }           
            else  
                { 
  
               
                var sorted = Covar 
                    .Select((x, index) => new KeyValuePair<double, int>(x, index)) 
                    .OrderBy(x => x.Key) 
                    .ToList(); 
  
                   List<int> indx = sorted.Select(x => x.Value).ToList().Take(numo
ffeatures).ToList();//Get indexes of features with lowest cov 
  
                     
               
 
  for (int i = 0; i < TotalFeature; i++) 
                { 
                     if(!indx.Contains(i)) 
                    { 
                        for (int j = 0; j < TotalTrials; j++) 
                        { 
                          
                            FeatureCollection[j][i] = -1; //Ignore features 
                        } 
                    }  
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                }                     
             } 
  
  
        } 
        
  
  
        } 
