The fate choice of human embryonic stem cells (hESCs) is controlled by complex signaling milieu synthesized by diverse chemical factors in the growth media. Prevalence of crosstalks and interactions between parallel pathways renders any analysis probing the process of fate transition of hESCs elusive. This work presents an important step in the evaluation of network level interactions between signaling molecules controlling endoderm lineage specification from hESCs using a statistical network identification algorithm. Network analysis was performed on detailed signaling dynamics of key molecules from TGF-β/SMAD, PI3K/AKT and MAPK/ERK pathways under two common endoderm induction conditions. The results show the existence of significant crosstalk interactions during endoderm signaling and they identify differences in network connectivity between the induction conditions in the early and late phases of signaling dynamics. Predicted networks elucidate the significant effect of modulation of AKT mediated crosstalk leading to the success of PI3K inhibition in inducing efficient endoderm from hESCs in combination with TGF-β/SMAD signaling.
Introduction
Human embryonic stem cells (hESCs) are a promising raw material for regenerative medicine applications because of their potential for directed differentiation into clinically relevant cell types. In differentiating hESCs to lineages of pancreas, liver, etc., an important first step is the induction of Definitive Endoderm (called endoderm henceforth) [1] . The quality of later stage maturation is dictated by the initial pathway of endoderm differentiation [2] . Extensive research over a decade have given rise to alternate protocols for endoderm induction of hESCs that employ unique combinations of growth factors and small molecules [3] [4] [5] [6] [7] . These protocols aim to recapitulate signaling dynamics mimicking in vivo development of endoderm. Among these signaling mediators, activation of TGF-β/SMAD2,3 pathway by ligand molecules like Activin A (called Activin henceforth) has been identified as necessary to induce endoderm differentiation of hESCs [8] . Additionally, secondary modulation of parallel pathways have been shown to enhance endoderm specific differentiation; these include inhibition of PI3K pathway [4] , or activation of FGF + BMP4 pathways [3] , or activation of WNT pathway [6] . Among these commonly used supplementary constituents, inhibition of PI3K pathway has been consistently reported to enhance endoderm differentiation of hESCs in conjunction with Activin induction [9] . The resulting endoderm cells show good potential to transform into pancreatic β-like cells with continued differentiation [2, 10] .
The process of differentiation is induced by activation of specific signaling molecules by growth factors and small molecules. Activin in culture media binds to type 1 and type 2 receptors on the cell surface to form active heteromeric complexes [11] . These receptors then regulate downstream signals using the same mechanism as TGF-β receptor complexes. Briefly, the ligand receptor complex is responsible for C-terminal phosphorylation of regulatory SMAD molecules, namely SMAD2 and SMAD3 [12] . Active regulatory SMADs form homomeric complexes and they also complex with co-regulatory molecules like SMAD4 to form heteromeric complexes. These complexes shuttle to the nucleus to orchestrate a host of gene transcriptional events that maintain homeostasis and activate developmental programs [13] . Previous studies have shown that SMAD molecules play a major role in fate choice of hESCs [14] [15] [16] . However, the context of survival pathways like PI3K/AKT and mitogen activated pathways like MAPK/ERK ultimately decides whether active SMAD complexes support self-renewal or differentiation of hESCs. This is because of critical crosstalk interactions between TGF-β/SMAD and these other pathways participating in development [14, 17] .
Multiple experimental reports have shown the existence of significant crosstalk interfering with the TGF-β pathway during endoderm differentiation [17, 18] . The efficiency of endoderm differentiation is consequently diminished without appropriate removal of interaction with parallel pathways. In spite of several experimental reports, there has not been a thorough mathematical and network level analysis of the existing interactions, which is the focus of the current paper. The primary goal of this work is to quantitatively evaluate the existence of network interactions and the direction of interaction from signaling dynamics of hESCs differentiating to endoderm. Due to the high variability associated with hESC systems, it is also necessary to infer robust connections from noisy data. Bayesian models provide a natural framework to investigate the causal dependence between nodes in a network and derive probabilistic relationships that most likely explain experimental observations [19] . These models have proven successful in network reconstruction from noisy signal transduction data [20, 21] . Among the different Bayesian models, non-stationary Dynamic Bayesian Networks (DBNs) provide the best representation of the adaptive nature of signal transduction networks [22] .
In the present work, interactions between the signaling molecules belonging to the TGF-β/SMAD, PI3K/AKT and MAPK/ERK pathways controlling endoderm differentiation of hESCs were identified. The nature of interactions present in the signaling network and the sequence of signal propagation events are cumulatively captured in the dynamics of key molecules in a signaling pathway [23] . As a first step, a multiplex measurement platform was used to measure detailed dynamics of multiple signaling molecules of the TGFβ pathway along with key crosstalk molecules. The measurements were made under Activin induction condition along with a perturbed case where PI3K pathway was simultaneously inhibited. DBN analysis conducted on the entire time series of key signaling molecules from these pathways elucidated the presence of multiple crosstalk interactions regulating the endoderm induction conditions. The results show that the receptor levels play an important role in controlling majority of the intracellular signaling molecules in the early and late phases of the signaling dynamics. Further, molecule from PI3K/AKT pathway (p-AKT) shows significant crosstalk interactions in the high PI3K condition, which is removed in the low PI3K condition. The early signaling dynamics contained enough information to recapitulate the key crosstalk interactions. Overall, the analysis provided explanations for the network level differences between the Activin alone and Activin + PI3K inhibition condition used for endoderm induction. The DBNs showed the key crosstalk interactions removed under Activin + PI3K inhibition providing an explanation for its good endoderm differentiation potential at the signaling level.
Methods

Cell Culture and Treatment
Human ESC Maintenance
H1 hESCs were placed on hESC certified Matrigel (BD Biosciences, Billerica, MA, USA)-coated tissue culture plate for 5-7 days in mTESR1 (Stemcell Technologies, Vancouver, BC, Canada) at 37 °C and 5% CO2 before passaging. Cells were examined under the microscope every day and colonies with observable differentiation were picked and removed before the media changes. The maintenance protocol was adopted from our previous studies [2,9,10].
Experimental Induction of Endoderm from hESCs
Human ESCs were allowed to grow to 60%-70% confluency before experiments were started. Once confluency was reached, endoderm differentiation was induced by adding 100 ng/mL Activin A (R & D Systems, Minneapolis, MN, USA) in the presence or absence of 1 μM Wortmannin (PI3K inhibitor; Sigma-Aldrich, St. Louis, MO, USA) for 24 h (or otherwise indicated). The differentiation media were made using DMEM/F12 (Life Technologies, Grand Island, NE, USA), supplemented with 0.2% bovine serum albumin (BSA; Sigma-Aldrich, St. Louis, MO, USA) and 1xB27 (Life Technologies, Grand Island, NE, USA). The induction protocol for endoderm was adopted from our previous study [2, 9] .
Measuring Experimental Dynamics of Signaling Molecules
Intracellular expression of signaling proteins were measured by MagPix analysis using the TGFβ Signaling Pathway Magnetic Bead 6-Plex Cell Signaling Multiplex Assay (EMD Millipore, Catalog no.: 48-614MAG) according to manufacturer's instructions. The detailed protocol for MagPix is described in our previous study [10] . Mean fluorescence intensity (MFI) was measured using the xMAP (Luminex, Madison, WI, USA) instrument. Measurements were obtained for 6 analytes, namely total TGFβ receptor 2 (t-TGFβRII), total SMAD4 (t-SMAD4), phosphorylated SMAD2 (p-SMAD2 Ser465/Ser467), p-SMAD3 (Ser423/Ser425), p-AKT (Ser473) and p-ERK (Thr185/Tyr187). The time points selected for analysis were: 0, 0.5, 1, 1.5, 2, 3, 6, 12, 18 and 24 h (10 time points, each from a different well of tissue culture plate). Three repeats were conducted per experimental condition and quantitative analysis was performed on each repeat separately. Total protein content of the sample was measured using BCA total protein kit (Thermo Scientific, Grand Island, NE, USA), according to manufacturer's instructions.
Identification of Network Interactions from Experimental Time Series Signaling Data
A DBN analysis was performed to identify the network structure that can explain the dynamics of signaling molecules during endoderm differentiation. Bayesian networks are probabilistic graphical models that relate nodes via directed edges, with the direction showing the causal relationship between the nodes [19] . These relationships are stronger as compared to correlative methods. Graphical models have nodes that represent entities that can interact (here molecules) and edges show how the nodes influence each other. The node where the edge originates is commonly called a parent node and the node where the edge ends is called a child node. Each node in the network is described by conditional probabilities as tables or functions. In continuous space, the relationship is represented by conditional probability distributions, and Gaussian distributions are commonly used to model the relationships [19, 24] . Bayesian networks however cannot represent cyclic loops like feedbacks that are common in signal transduction networks. The problem of cyclic loops can be overcome by use of a generalization of Bayesian networks via DBNs [25] .
Details of DBN Algorithm
DBNs relate variables between adjacent time points such that a child node at a given time point is related to the parent nodes at a previous time point, thereby expanding the network in time. Based on the system and the dynamics, the relationship can go back one or several time steps. A common approach to construct DBN is by using score equivalence criterion [24] . Here, a scoring metric (for example, maximum likelihood (ML) estimate in combination with regularization strategies) is used to evaluate how well a graph reconstructs the experimental data. Although DBNs provide good representation of biological networks, they are computationally expensive. Recently Grzegorczyk et al. developed a computationally efficient algorithm to identify non-stationary DBNs [25] . Specifically, in non-stationary DBNs, the network structure is kept constant between different time points, but the model parameters are allowed to vary between different time segments. The method has been successful in discovering biologically relevant interactions from diverse biological data sets including times series of gene expression and Milliplex protein concentrations across species [25] [26] [27] [28] [29] [30] [31] . The model systems are diverse, including circadian rhythms in A. thaliana, morphogenesis in D. melanogaster, synthetic metabolic networks in S. cerevisiae, serum inflammatory cytokine mediators in pediatric acute liver injury etc. [27, 32] . Full details of the algorithm are presented in the manuscript and supplementary material of Grzegorczyk et al. [25] . A brief discussion of the algorithm based on the original manuscript is presented below.
Consider a set of N interacting nodes of a signaling network represented by X 1 , X 2 ,....., X n and a directed graph structure G. An edge pointing from X i to X j in a DBN with time lag equal to one time step shows that the realization of X j at time step t is dependent on the realization of its parent X i at time step t − 1. It is commonly assumed that a time lag equal to one time step is sufficient to represent the relationship, indicating that the data have to be sampled at the right time intervals for the dynamics to be represented correctly. The parent node set, π j , of a node X j is the set of all nodes from which an edge points to X j in . Grzegorczyk et al. proposed a non-stationary generalization of the Bayesian Gaussian with score equivalence model (called BGe), and it is a node-specific mixture of BGe models [25] . A linear Gaussian distribution is chosen for the local conditional distributions. The non-stationary DBN is based on the following Markov chain expansion:
where, is the time course data, δ Vn(t ),k is the Kronecker delta, V is a matrix of latent variables that indicate which BGe mixture component generates a data point, 
Equation (4) is the local change-point BGe score (called as cpBGe) for node n. In this work, a Gibbs MCMC sampling scheme was followed to sample from the local posterior distributions. Although, the location of change-points is inferred, the actual values of the parameters are not directly obtained since they are integrated out as seen from Equation (3) . In this manuscript, correlation analysis was used in selected time segments to evaluate the nature of influence. In the algorithm, the change-points were sampled from a point process prior using dynamic programming and the graphs were sampled by sampling parent node set (restricted to 3 parents per node) from a Boltzmann posterior distribution using the cpBGe score. Additional details of the sampling procedure is given in [25] . The codes provided online by Grzegorczyk et al. were used in this work [25] . The sampling parameters were kept at nominal values suggested by Grzegorczyk et 
Constructing the DBNs
The DBN analysis was performed on each of the two experimental conditions separately to identify the network interactions that exist in each condition. The data were preprocessed as described in the results section prior to the DBN analysis (see Section 3.2). To construct the DBN, the marginal edge probability was monitored for each Gibbs sampling step. The marginal edge probability for a given edge denotes the fraction of the graphs in which that edge was present. Each Gibbs sampling step represents an instance of the network that can best explain the experimental time series. In the early phases of the simulation, the network is not yet stabilized and hence, the likelihood scores and the marginal edge probabilities fluctuate. The marginal edge probabilities of the final network were calculated after a burn-in phase when the distributions have stabilized. The DBN algorithm was applied to each repeat of the three available for each condition. The marginal edge probability scores from networks obtained for the three repeats were averaged to obtain a consensus network for a given condition or time zone. Finally, only those edges that were present in more than 50% of the sampled graphs were kept in the consensus DBN, a criterion used in the study by Azhar et al. [27] . Any value less than 50% indicates that the number of samples in which the associated edge was absent is more than the number of samples in which it is present. Specific details of the application of DBN for the dataset evaluated in this paper are explained in Section 3.2. Figure 1 shows the dynamics of six signaling molecules after Activin A addition in the presence (shown by blue dashed line) and absence (shown by red continuous line) of PI3K inhibitor, called as low and high PI3K conditions respectively. The original data was normalized by time 0 values to obtain the fold change. The mean levels and standard deviation from 3 experimental repeats are plotted here. The time points selected for the study include: 0, 0.5, 1, 1.5, 2, 3, 6, 12, 18 and 24 h. The high PI3K condition represents the differentiation protocol where only the TGF-β/SMAD2,3 pathway is externally activated while the PI3K/AKT pathway is left unperturbed. In this condition, p-AKT levels are maintained near the basal levels, only slightly lower ( Figure 1A ). For the purpose of this manuscript, the basal levels are defined as the protein levels at time 0. It is seen that the mean levels of p-AKT fluctuate in the early time points (<6 h). Levels of t-TGFβRII ( Figure 1B ) also remain close to basal levels under high PI3K signaling. For p-SMAD2 ( Figure 1C ), an overshoot behavior is seen with levels reaching the maximum within 2-3 h and settling at intermediate levels by 6 h. For p-SMAD3 ( Figure 1D ), the dynamics shows a different behavior than p-SMAD2 even though both are activated by the same ligand-receptor complex. In general, the dynamics shows a continuous increase instead of the overshoot behavior seen for p-SMAD2. t-SMAD4 ( Figure 1E ) is maintained near the basal levels for this condition. p-ERK shows a minimal and delayed increase ( Figure 1F ) under high PI3K. Figure 1 . Dynamics of key molecules from the TGF-β/SMAD, PI3K/AKT and MAPK/ERK pathways for two endoderm induction conditions. (A-F) p-AKT, t-TGFβRII, p-SMAD2, p-SMAD3, t-SMAD4 and p-ERK dynamics under high and low PI3K conditions. H1 hESCs were treated with 100 ng/mL Activin A in the presence or absence of 1 μM Wortmannin (PI3K inhibitor) for 24 h. The protein levels were quantified using Multiplex MagPix Assay. The mean and standard deviation (number of repeats = 3) in protein levels are represented here as fold change over time 0 levels. The low PI3K condition represents a modulation over the high PI3K condition with the PI3K/AKT pathway externally inhibited in addition to activation of TGF-β/SMAD2,3 pathway. In this condition, we see a considerable decrease in p-AKT levels since it is a downstream effector of PI3K signal ( Figure 1A ). However, interestingly this decrease is short-lived. Even after continued inhibition of PI3K, the levels of p-AKT start increasing from 3 h with the levels reaching near basal levels by 12 h. The levels of t-TGFβRII in this condition are lower than high PI3K condition at time points from 6 h ( Figure 1B) . The dynamics of p-SMAD2 is similar to the high PI3K condition ( Figure 1C ) with slightly higher fold-change at early time points. The fold-change in p-SMAD3 is higher compared to high PI3K signaling and it also shows substantial increase at later time points. t-SMAD4 ( Figure 1E ) shows fluctuations at early time points and a slight reduction at later time points (from 6 h). p-ERK ( Figure 1F ) shows a slow rise as compared to p-SMAD2,3 and the increase is substantial as compared to high PI3K signaling. Thus, overall, the low PI3K condition results in higher fold-changes in levels of phosphorylated SMAD3 and ERK than high PI3K condition. Further, low PI3K results in higher expression of two important endoderm genes, SOX17 and CER ( Figure S1 , also see [9] for more marker comparisons).
Results and Discussion
Dynamics of Signaling Molecules during Endoderm Induction
The dynamics shown in Figure 1 is the first detailed study of signaling dynamics obtained for hESCs under endoderm induction conditions. Two unique features are observed for hESCs, namely the rise in p-AKT levels under continued PI3K inhibition and the divergent dynamics of p-SMAD2 and p-SMAD3 under high Activin levels. Further, as is typical for hESC system, there is high degree of variability in the levels of most molecules and the degree of variability is different at different time points. The variability is higher for low PI3K condition, a possible effect resulting from high degree of cell death observed in this condition since PI3K is an important cell survival pathway. The differences in the levels and dynamics of molecules between high and low PI3K conditions indicate existence of crosstalk interactions between the TGF-β/SMAD2,3, PI3K/AKT and MAPK/ERK pathways. Previous reports from the Dalton group has indicated interactions between these pathways using static end-point analysis [17] . Here, we use a computational framework to identify all possible interactions from the information contained in the signaling dynamics.
Predictions of Network Interactions by DBN Analysis on Entire Time Series
We employed DBN algorithm developed by Grzegorczyk et al. for network identification [25] . As detailed in Section 2.2.1, the algorithm infers a causal relationship (hence directed graph) between the nodes in the network across any two adjacent time points from a given time series data. To apply the algorithm to the high and low PI3K data, the data were preprocessed by normalizing the raw MFI values of each protein by its maximum MFI value for the given time series. The data consists of 10 time points, namely 0, 0.5, 1, 1.5, 2, 3, 6, 12, 18 and 24 h for 6 nodes in the network and 3 experimental repeats per condition. The normalized data are presented in the supplementary figures, Figures S2 and S3 for high and low PI3K conditions respectively. A common concern with biological datasets is the inherent variability arising from batch-to-batch and well-to-well variability. This is further enhanced in hESC systems, used in the current work, due to inherent variations in differentiation, which cannot be conveniently controlled in the current experimental setting. However, even though the individual repeats elicited high variability in measured MFI values, many features of the overall protein dynamics was largely conserved (see Figures S2 and S3) . Hence we performed the DBN on normalized data for each individual repeats separately. Figure 2 presents the directed graphs (or digraphs, used interchangeably in this manuscript) obtained from the DBN analysis. Figure 2A ,C shows the consensus digraphs for the high and low PI3K data. To construct the graph, DBN is first performed for each of the three repeats separately. This gives rise to three DBNs for each condition. The consensus graph in Figure 2 is constructed by averaging the edge probability across the repeats and keeping the edges that occur ≥ 50% of the times. The convergence diagnostics for the DBNs for each repeat is presented in Figure S4 . The log likelihood score stabilized very early in the sampling runs for both conditions (see Figure S4A,B) . For the current data, it was found that 250 Gibbs sampling steps were sufficient to converge to the marginal edge posterior distribution (see Figure S4C ,D). This was confirmed over independent sampling runs, due to stochastic nature of the algorithm. Then, 500 sampling steps were performed to obtain enough samples in the converged region to calculate the marginal edge probabilities. At the end of 500 Gibbs sampling steps, the final marginal edge probabilities were calculated using the latter half of the 500 samples (the early half belongs to the burn-in phase of the simulation). The mean marginal edge probabilities from the three samples are presented in Figure 2B ,D. Any edge, which was present in less than 50% of the samples, was removed from the consensus graph. Note that the DBN for each sample represents the network that can explain the entire time series of that sample, with only network parameters allowed to vary between time segments. Marginal edge probability table for high PI3K data. The parent node is the node whose value at time step (t − 1) affects the value of child node at time step t; (C) Consensus graph for low PI3K data; (D) Marginal edge probability table for low PI3K data.
DBN Analysis and Consensus Graph
High PI3K Condition
The consensus graph shows the average interactions that are present for the given experimental condition across the three samples. As seen from Figure 2A , the dynamics of the receptor influences all the other molecules in the network, both molecules of the TGF-β pathway (p-SMAD2,3, SMAD4) and molecules of parallel pathways (p-AKT and p-ERK). The receptor is also self-regulated. The mean marginal edge probabilities in Figure 2B show that these edges are present in 100% of the sampled graphs (t-TGFβRII as the parent node and all the other molecules including the receptor being the child node). Next common edges include p-ERK regulation by p-AKT and p-AKT regulation by p-SMAD3 present in 97% and 96% of the graphs respectively. Remaining possible interactions include: Regulation of the receptor levels by p-AKT (74%), t-SMAD4 by p-AKT and t-SMAD4 (60%-70%), p-SMAD3 by p-AKT (55%), p-AKT self-regulation (52%), p-SMAD3 and p-ERK by t-SMAD4 (57%). The graphs for the individual repeats are presented in Figure S5 .
Low PI3K Condition
For the low PI3K condition, the edges originating from the receptor are similar to the high PI3K case and are also reflected in 100% of the graphs (Figure 2C,D) . Next highly represented edges include p-SMAD2 regulation by t-SMAD4 (94%) and t-SMAD4 self-regulation (81%). Remaining possible interactions include: t-SMAD4 as a parent node for p-SMAD3 (77%), p-AKT (76%), p-ERK (56%), p-ERK as the parent node for t-TGFβRII (71%) and p-AKT (50%), p-SMAD2 as a parent node for t-TGFβRII (77%), p-SMAD2 (76%), t-SMAD4 (58%) and p-ERK (51%). The graphs for the individual repeats are presented in Figure S6 .
Comparison between Digraphs of High and low PI3K Conditions
Influence of Total Receptor Levels
The DBN analysis identified several similarities and differences in the interactions present in the two conditions. Firstly, the dynamics of the total receptor levels affect the downstream molecules in both the conditions. This influence of total receptor levels is reflected in all the individual samples across both the conditions (Figures S5 and S6 ). This indicates that the changes in the receptor levels are important in influencing the downstream molecules during endoderm induction.
Interactions between Intracellular Molecules
Among the TGF-β pathway molecules, p-SMAD2 has increased regulatory interactions in the low PI3K condition, especially influencing the receptor levels. Further, p-SMAD2 shows influence on p-SMAD3 and p-ERK in sample 1 of high PI3K ( Figure S5 ). p-SMAD3 shows interactions with p-AKT in the high PI3K condition. This interaction is removed in the low PI3K condition. The low PI3K condition also shows increased role for t-SMAD4 in influencing the p-SMAD2 and p-SMAD3 dynamics. p-AKT shows striking differences in the connections between the two conditions. For example, p-AKT interacts with and regulates majority of the nodes in the high PI3K condition. However, in the low PI3K condition, p-AKT does not regulate other nodes, but instead acts as a child node for all of its interactions. This is an interesting prediction, because the levels of p-AKT increased back in spite of continued inhibition in the low PI3K condition. The current analysis indicates that a short-term decrease in p-AKT levels is sufficient to remove the influence of p-AKT on TGF-β pathway molecules. Next important difference is in the regulatory role of p-ERK. p-ERK is not regulating any of the other nodes in the high PI3K condition. This is also reflected in each of the repeats in high PI3K condition ( Figure S5 ). Interestingly in the low PI3K condition, p-ERK takes an important role in regulating the receptors. p-ERK shows increased regulatory role on p-SMAD3 and t-SMAD4 in one of the samples (see sample 3 in Figure S6 ). This sample also had the highest increase in p-ERK by 24 h among all the samples (data not shown), indicating that this specific sample is crossing the threshold for p-ERK mediated regulation of SMAD molecules.
Change-points Inferred by cpBGe Model
During DBN analysis, the algorithm segments the time series data in a non-supervised, node-specific manner. The ends of these time segments are called as change-points. Mathematically, the parameters of the distribution change at a change-point, but the specific structure of the network is not allowed to vary. Therefore, the nature (strength and/or direction) of the regulatory relation between the nodes for all the time points of a segment remains the same but different from the time points in the preceding and succeeding segments. Currently, the algorithm fits a Gaussian mixture model for each node separately and assigns the time points in the data to a specific mixture component. Two time points belonging to the same mixture component of a node will show the same regulatory relation with its parent nodes at these two time points. The algorithm also calculates the posterior probability of pairs of time points being co-allocated in this way. The co-allocation matrices for the time steps of high and low PI3K condition for each repeat are shown in Figure 3 . The axes of each plot represent the time step (whose actual value is given at the bottom of the figure). The black/white shading of the plot shows the posterior probability of two time points being assigned to the same mixture component of the cpBGe model. Black region shows 0 probability while white region shows a probability of 1. This plot can be made for each node in the network. For the current data, it was observed that all the nodes showed identical change-points, indicating that these nodes are regulated together. The co-allocation plot in Figure 3 is representative of all the nodes in the network.
Based on Figure 3 , many of the adjacent time points are well correlated as the high probability regions fall along the diagonals of the plot. This is an important observation given that each time point is obtained from different tissue culture well in the same experiment. More importantly, here we concentrate on those time segments that maintain the same regulatory relation for at least three consecutive time points. The high PI3K condition shows four main segments for each repeat ( Figure 3A) . Out of these, (0.5, 1, 1.5 h) and (6, 12, 18 h ) are the segments containing three time points in at least two of the repeats. In each of these time segments, the parent node is active for the first two time points and the associated child node is active for the last two time points. Hence, the same regulatory relation between the parent and child node is active for at least two time points. Although the regulatory relation is changing frequently along the time series, the most repeated network edges are not changing along the time series, as they are kept fixed by the algorithm. The low PI3K data shows more variability in the number of change-points. Repeats 1, 2 and 3 show four, five and three time segments respectively. Of these, repeat 2 contains very short time segments. Only one of the time segments, containing (0.5, 1 and 1.5 h) is repeated twice in repeats 1 and 3.
The presence of many change-points in the same condition may be because of high variability in data, which is common for hESC systems. However, the presence of highly likely interactions identified by the DBNs indicates that there is a high degree of correlation between the nodes in spite of the variability in the data. In addition, the presence of correlation between many of the adjacent time points indicate that in spite of the uncontrolled variations, the dynamic information of signal transfer is still maintained. The black/white shading indicates the posterior probability of two time points being assigned to the same mixture component, ranging from 0 (black) to 1 (white). As seen from the figure, there are several time segments inferred from the data, 4 for the high PI3K condition and 3-5 for the low PI3K condition. All nodes show identical change-point behavior (data not shown), although this was not pre-fixed in the algorithm. The crosses indicate the time segments selected for network inference in different time zones.
Changes in Regulatory Structure across Time Zones
Previous section showed that the same regulatory relationship is maintained within some of the early and late time zones. This includes (0.5, 1, 1.5 h) which for both conditions is taken as early. The time points (6, 12, 18 h ) are taken as late for high PI3K data and (12, 18, 24 h) for the low PI3K data. Since these early and late time segments have a consistent sampling interval of 0.5 and 6 h respectively, they were selected for further analysis to check if the regulatory interactions existing in the early and late time zones of the dynamics is the same (these segments are marked by crosses in Figure 3 ). This is necessary to check if the crosstalk interactions exist throughout the 24 h time series, or only in certain time zones. Therefore, DBN analysis was done on each zone separately. It is important to note that each of the resulting networks is particular to the time segment of interest since the algorithm has not seen data from the other zone. Nevertheless, the regulatory structure identified in each segment will confirm if these segments contain similar information as any other portion of the dynamics.
3.3.1. High PI3K Condition Figure 4A ,B presents the consensus graph and marginal edge probabilities respectively for the early time points averaged over repeats 2 and 3. The network is very similar to the network obtained using the entire time series of high PI3K condition (Figure 2A) , with some minor differences. The key regulations by the receptor as well as supplementary crosstalk interactions are identified from the early time points. Figure 4C ,D presents the consensus graph and marginal edge probabilities respectively for the late time points, averaged over repeats 1 and 2. The network obtained only contains regulation by the receptor and some repeats contain the regulation by p-AKT on the receptor and p-ERK levels. The performance of DBN algorithm is dependent on the sampling resolution of the dataset, and increased time points to a certain extent have been shown to reduce falsely identified connections [33] . Since in our current analysis in Figure 4 we are restricted to low number of time points, we further verified our prediction by artificially increasing the sampling resolution of the dataset by linear interpolation of the original experimental data. It is important to note that the original sampling time points were based on the fact that the TGF-β signaling pathway shows a slow response (with dynamic changes of the order of hours in many cell lines [34] ) and at the current sampling resolution, the key dynamic features like slow increase/decrease, first order and overshoot behavior are captured fairly well. Hence, a linear interpolation is a good assumption for the current analysis. The resulting consensus graphs obtained by tripling the data points ( Figure S7A) shows that the most repeated connections involving the receptor mediated and p-AKT mediated dependences are re-captured in the resolved data-set. However, some of the less represented connections (mostly those with edge probability less than 0.58) originating from p-SMAD3 and t-SMAD4 are lost and p-SMAD2 regulation is regained. When additional time points were added, no further changes in the graph were observed (data not shown), as also seen by Yu et al. where the number of true and false positive connections reached a plateau after a certain point [33] . Similar conclusions are seen for the late time points ( Figure S7B ). Hence this increases confidence on the current predictions, indicating the robustness of the more repeated connections. Figure 5A ,B presents the consensus graph and marginal edge probabilities respectively for the early time points, averaged over repeats 1 and 3. The network is very similar to the network obtained using the entire time series of low PI3K condition ( Figure 2B) , with some minor differences. The key regulations by the receptor as well as supplementary crosstalk interactions are identified from the early time points. Figure 5C ,D presents the consensus graph and marginal edge probabilities respectively for the late time points. Here late time points of 12, 18 and 24 h for repeat 3 were chosen based on Figure 3 . It is seen that only the receptor-mediated regulation is identified in this region with no additional crosstalk interactions identified. When the sampling resolution is increased to contain triple the current number of time points in the early and late phases each, similar conclusions (see Figure S8 ) are obtained as the high PI3K case, with most represented connections from Figure 5 retained and some less represented connections (<0.51 in early and <0.63 in the late phase) lost.
Low PI3K Condition
Correlation between Molecule Pairs in the Early and Late Time Zones
The DBNs do not directly infer the strength and direction of regulation (positive or negative). This is because the parameters are integrated out during the calculation of the cpBGe scores (see Equation (3)). Alternately, this can be investigated by using correlation metrics. Since the algorithm here fits a linear Gaussian mixture model at each time segment between the change-points, the nature of interaction between pairs of nodes (parent and child nodes) within a time segment can be measured using linear correlation coefficients. For the purpose of comparison, Pearson correlation coefficient between pairs of molecules was calculated at the early and late time zones for each condition and averaged over the time zones for repeats selected from Figure 3 . These coefficients are presented in Figure 6 . Note that in Figure 6 the influence of a selected node on all the other nodes in the network (not just the child node) is presented. Based on the identified DBNs, the correlation coefficients are presented in three major groups showing the influence of receptors, p-AKT and p-ERK on the nodes in the network. 
Influence of Total Receptor Levels
As seen from Figure 6A , most of the molecules show positive and strong correlation with the receptor in the early and late time zones of both conditions. This indicates that the receptor is positively influencing the downstream molecules. It is interesting to note that the correlation is heavily dependent on the interaction with parallel pathways. For example, presence of high PI3K weakens the correlation between the receptors and downstream molecules both in the early and late time points. Suppression of PI3K significantly increases most of the correlation coefficients.
Intracellular Regulation by p-AKT
As shown from Figure 6B , p-AKT shows negative correlation with the p-SMAD2,3 molecules in the high PI3K condition. Among the p-SMADs, the correlation is stronger for p-SMAD3. The correlation is weak in the low PI3K case and from the DBNs, it is seen that edges from p-AKT to p-SMADs are absent in this condition. Therefore our results show that in the low PI3K condition, although the p-AKT levels increase to basal levels at later time points, the influence of p-AKT on p-SMADs is lost. A mostly negative correlation is also seen between the p-AKT and t-SMAD and positive correlation between p-AKT and the receptors in the DBNs. For p-ERK, DBN analysis showed regulation by p-AKT. Correlation coefficients show that the regulation is negative in the early time zone and positive in the late time zone. Figure 3 ) are used for high and low PI3K. However, for the low PI3K late time points, only repeat 3 is used.
Intracellular Regulation by p-ERK
The consensus DBNs from all the conditions showed that p-ERK has a minor role in regulating the levels of most molecules. The influence if it exists is mainly for the low PI3K condition as seen from some samples in this condition. Based on correlation analysis, the correlation coefficients are weak in the high PI3K condition ( Figure 6C ). But, comparatively stronger correlation coefficients are seen in the low PI3K condition. The type of regulation is however mixed. The correlation with p-SMAD2 is positive in the early time zone and negative in the late time zone. The correlation with p-SMAD3 and t-SMAD4 are negative. In the early low PI3K condition, p-ERK shows a positive correlation with p-AKT.
Network Regulation during Endoderm Differentiation
This work is the first account in identifying specific signaling interactions governing endoderm differentiation of hESCs using network analysis tools. The DBNs inferred for the high and low PI3K data accomplished two major tasks: (1) They identified molecular interactions within the TGF-β pathway along-with crosstalk interactions with parallel pathways; and (2) They identified distinct pathway regulations during the early and late phases of the signaling dynamics. One key prediction from the entire analysis is the influence of receptor levels on downstream molecules including SMAD, AKT and ERK. In the canonical pathway, TGFβRII is known to activate SMAD molecules after formation of the ligand-receptor complex [35] . TGFβ signaling also participates in several non-canonical signaling leading to activation of PI3K/AKT and MAPK/ERK pathways in many cell lines [35, 36] . Our analysis indicates that the levels of the receptors (TGFβRII) are still in the regime where they are limiting and any change in their level is reflected downstream. In addition, it is interesting to note that in each repeat, we repeatedly obtain the receptor-mediated edges, indicating that the connections are maintained in spite of sample variability.
Several important interactions from p-AKT were identified indicating the existence of p-AKT mediated crosstalk in high PI3K condition and its removal under low PI3K. Ours is the first systematic study to identify these crosstalk interactions in differentiating hESCs. The regulation of p-SMAD3 by p-AKT is well known in other cell lines, mainly inhibition of p-SMAD3 phosphorylation by mTORC1 and sequestration of non-phospho SMAD3 by p-AKT [37] [38] [39] [40] [41] . The regulation of p-SMAD2 by p-AKT is observed only in one sample of the high PI3K condition ( Figure S5 ). Literature shows that most negative regulation of p-AKT is on p-SMAD3 and not p-SMAD2 [39] , however some reports indicate negative regulation of both p-SMAD2 and p-SMAD3 by p-AKT in neuroblastoma and CHO cell lines [42, 43] . The removal of crosstalk interactions with p-AKT in the low PI3K condition is interesting although the actual mechanism needs further study. One possibility is that the SMADs have undergone predominant nuclear translocation under inhibition of p-AKT and p-SMAD is no longer accessible to p-AKT [37, 38, 40] . The regulation of the receptors and t-SMAD4 by p-AKT was also seen but these interactions are not as widely studied as those of p-AKT and p-SMADs.
The DBNs showed regulation of p-ERK by p-AKT in the high PI3K condition. It is well reported that p-ERK is inhibited by p-AKT and many of its downstream effectors (via mTORC1) in multiple cell lines [44] . Previous study has shown the interaction between AKT1 and cRAF in hESCs leading to inhibition of RAF/MEK/ERK signaling [17] . Our experiments show that the levels of p-ERK are higher in low PI3K condition and the influence of p-AKT on p-ERK is also absent from the low PI3K DBNs. This indicates that this interaction negatively influences endoderm induction. However, a positive correlation was seen between p-ERK and p-AKT in the early low PI3K condition. ERK is known to influence the AKT pathway based on the context [44] indicating that this interaction may be seen during endoderm differentiation via additional networks interactions in these pathways.
Conclusions
Network inference is an area of active research in systems biology, with a multitude of methods currently being explored, starting from correlative and clustering methods to more involved algorithms utilizing Boolean, Bayesian and Differential Equation frameworks [45] [46] [47] [48] [49] [50] . Many attempts to compare different approaches have led to the conclusion that there is no true gold standard method currently available that can identify all true positive connections (those present and inferred) with minimal false positive (not present but inferred) and false negative (present and not inferred) connections [51, 52] . During benchmarking tests on in silico signal transduction dataset to check the network reconstruction accuracy of the DBN algorithm used in this work, Grzegorczyk et al. obtained favorable values for several measures of accuracy for datasets with wide range of signal to noise ratio (SNR) [25, 32] and these measures were comparable to other methods for similar node numbers, connectivity and SNR [51] . Due to the success on a variety of datasets, the algorithm by Grzegorczyk et al. was used to determine the network connections in this work. Significant care was taken to infer connections from independent repeats of the same experimental condition due to high variability of the system and emphasis was given to most repeated connections across independent repeats. While current analysis indicates robustness of the predictions across independent repeats, verification of such robustness is only possible by running selective perturbation experiments [53, 54] , which will be considered in our future work.
Precise control of differentiation of hESCs is a difficult problem due to the high variability and multiple signaling mediators associated with this process. While experiments have identified features of signal transduction that orchestrate this process, rational design using network level properties is not well studied. This work is an important contribution in this direction. Using network analysis methods, we uncovered signaling interactions existing amongst the common mediators of endoderm differentiation of hESCs. One of the most common predictions across all conditions and repeats was that the receptor levels are most influential in governing the downstream pathway molecules in most cases. The TGF-βRII levels correlated well with the canonical and non-canonical molecules. The influence of receptor levels on downstream signals provides an avenue to understand the origins of variability that is common in hESC system and it is reasonable to expect that cell-to-cell variability in receptor levels will lead to variability of downstream signals and eventually cell fate specification. In mouse ES cells, it was previously shown that variability in the activity of TGF-β pathway (Activin/Nodal and BMP) controlled the variability in the level of pluripotency marker, NANOG, in the self-renewal state and modulation of receptor activity using small molecule inhibitors influenced the heterogeneity of NANOG in subpopulations [55] .
A significant observation was the strong crosstalk interactions of p-AKT with the mediators of TGF-β pathway during Activin induction condition and complete removal of any of these interactions under PI3K inhibition. The introduction of p-AKT mediated interactions and their removal is captured in the independent repeats of the high and low PI3K conditions. Importantly, p-AKT levels could not be continuously suppressed experimentally by continued inhibition of PI3K pathway, and it regained its basal expression. However in spite of the increase in p-AKT expression levels, the correlation remained weak with most molecules like p-SMAD2,3 and p-ERK, indicating continued removal of crosstalk. This is counter-intuitive and demonstrates the necessity of network level analysis to comprehend experimental data, in particular for such complex and dynamic systems. The influence of p-AKT on p-ERK was seen in the high PI3K condition. Report from Dalton Lab has shown increases in p-ERK under p-AKT inhibition in hESCs leading to activation of WNT signaling supporting endoderm differentiation [17] . This can explain the increase in p-ERK levels under PI3K inhibition in our system. In addition, a weaker regulatory role for p-ERK was predicted in the high PI3K condition, with some enhancement under the low PI3K condition. Possibility of p-ERK mediated interactions under low PI3K signaling is interesting. It is known that p-ERK has additional roles in linker phosphorylation of SMAD molecules which can affect the nucleo-cytoplasmic shuttling and ultimately their dynamics as modeled by Liu et al. in this issue of the journal [56] . This could be the reason for seeing increasing p-ERK influence on SMAD molecules under low PI3K condition in some samples. But, since this was observed in only some samples of low PI3K that used the entire time series information, additional investigation needs to be done. Future studies of long-term p-ERK dynamics (>24 h) and perturbation experiments will enable further exploration of this portion of the network. Overall, the identified DBNs demonstrate significant biologically relevant interactions. Such agreement with literature observations along with prediction of additional interactions prove the applicability of quantitative methods for teasing out the network level properties of complex systems like hESCs.
Another important result from DBN analysis was inference of time zones (change-points) where the network parameters changed thereby, indicating an adaptive nature of the network. The nature of the data indicated multiple change-points, with two major change-points in the early and late phases of the dynamics. Application of DBN analysis in the early and late segments showed that the early dynamics is more informative and could adequately identify the network inferred by using the entire time series. This hints at the importance of measuring early dynamics of signal transduction. Further, the late time segments showed strong influence of the receptors levels on other molecules with weaker influence of any crosstalk interaction. It was also seen that the performance of the DBN algorithm in each time zone was better when the number of time points was increased. However, there was no change in the most representative connections, but it enabled loss of some less represented connections.
We recognize that the additional interactions identified here require further testing by perturbation experiments. Further, the interactions identified by DBN need not be direct associations from a biological standpoint, but the resulting effect via intermediated processes. The interacting molecules are solely dependent on the molecules tracked in the experiments. These observations, however, need further investigation in hESCs. An important point to note is that DBN analysis is a useful tool to generate hypothesis based on existing experimental data. The identified networks can inform future experimentation and the network themselves may undergo refinement, a common workflow in systems biology. Hypotheses provided by DBNs can be utilized by detailed modeling approaches like differential equations to investigate the kinetics of the process. 
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