Abstract. We construct a set of smooth infinite energy global solutions (without spatial symmetry) to the non-integrable, nonlinear Schrödinger equations (NLS) on R. These solutions are space-time quasi-periodic with two frequencies each. This paper generalizes Bourgain's Anderson localization theory for nonlinear PDEs [B2, 1], cf. also the generalizations [W1-3], to the non-compact space quasi-periodic setting.
Introduction to the Theorem
We consider the nonlinear Schrödinger equation on R:
where p ≥ 1 and p ∈ N is arbitrary; u is a complex valued function on R × R. We seek space-time quasi-periodic solutions of two frequencies each, i.e., (2, 2)-frequencies, in the following form:
u(t, x) = (n,j)∈Z 2 ×Z 2 a(n, j)e i(n·ω+M )t e i(j·λ+m)x ,
where λ = (λ 1 , λ 2 ) ∈ (0, 2π] 2 and (m, M ) ∈ (0, 2π] 2 are the parameters; the coefficients a(n, j) ∈ R and the frequency in time ω = (ω 1 , ω 2 ) ∈ R 2 are to be determined for appropriate (λ, m, M ) ∈ (0, 2π] 4 ⊂ R 4 . The functions in (A) do not decay in x and a fortiori have infinite energy for all time. Moreover since it generally does not posses spatial symmetry, there is no reduced quotient space, on which it has finite energy, as for solutions u which are space-periodic, such as that constructed earlier in [W2, 3] .
Theorem. Assume that
a solution to the linear Schrödinger equation, where λ = (λ 1 , λ 2 ) ∈ (0, 2π] 2 , satisfies
with Fourier coefficients a = (a 1 , a 2 ) ∈ (0, δ) 2 . There exists δ 0 > 0, such that for all δ ∈ (0, δ 0 ) and all fixed a ∈ (0, δ) 2 , there is a Cantor set G ⊂ (0, 2π) 4 with meas G/(2π) 4 ≥ 1 − δ p/2 , and a diffeomorphism: (λ, m, M ) → (λ, ω) on (0, 2π) 4 . For all (λ, m, M ) ∈ G, there is a space-time quasi-periodic solution of the form (A) to the nonlinear Schrödinger equation (1.1):
where the frequency modulations O k,λ,m,M (δ 2p ), k = 1, 2, are C 1 on (0, 2π) 4 , and the remainder O λ,m,M (δ p ) is a Gevrey function on R × R.
Corollary. Assume that the hypothesis in the Theorem holds. There exists a set
such that for all (m, M ) ∈ M the conclusion of the Theorem holds on a set in λ (depending on (m, M )) of measure at least 1 − δ p/2 ; likewise, there exists a set Λ ⊂ (0, 2π) 2 , satisfying meas Λ/(2π) 2 ≥ 1 − δ p/2 , such that for all λ ∈ Λ the conclusion of the Theorem holds on a set in (m, M ) (depending on λ) of measure at least 1 − δ p/2 .
Proof. This follows from the Theorem by using the Fubini Theorem.
Some background.
It is well known that the Cauchy problem for the nonlinear Schrödinger equation in (1.1), is globally well-posed in H 1 (R), using Sobolev embeddings and energy conservation. (For 1 ≤ p ≤ 2, (1.1) is, in fact, globally well-posed in L 2 (R) [Tsu] [Do] .) For periodic u, set T := 2πR/Z, then (1.1) is globally well-posed in H 1 (T). Periodic u are de-localized in space, but on the quotient space there is finite H 1 norm.
It is natural to seek de-localized smooth solutions u to (1.1), which do not have symmetry, u ∈ H s loc (R) for some s ≥ 1, but u / ∈ H s (R), for any s ≥ 0. If they existed, such u, a fortiori, would have infinite energy. Since there is no lack of regularity, these u present a different phenomenon from that of rough solutions, u ∈ H s (R) for s < 1. There are, however, few such known results.
In [DG] , Damanik and Goldstein constructed space quasi-periodic and time almostperiodic Cauchy solutions to KdV equations. Such solutions were previously constructed in [BdME] for (1.1), when p = 1, under certain spectral assumptions. Both results seem to hinge on integrability.
In the non-integrable case, Oh proved local well-poseness of Cauchy problems for almost-periodic initial data u 0 , and global well-posedness for limit-periodic u 0 , for (1.1), in [O1, 2] . (Limit periodic functions are functions with one basic period and all other periods are rational multiples of it.) T. Spencer informed us that in [DoSS] , they construct global in time Cauchy solutions for non-resonant small initial data e.g., of the type: a 1 e −ip 1 x + a 2 e −ip 2 x , where p 1 and p 2 have the same sign, to another cubic nonlinear Schrödinger equation on R:
The sign restriction on p 1 and p 2 leads to tame small divisors for the u 3 nonlinearity, which probably does not extend to the nonlinearity |u| 2p u in the physically more interesting NLS in (1.1).
Let us also mention that [CHKP] proved global well-posedness of Cauchy problems for (1.1) in H 1 (T)+L 2 (R), when p = 1/2.
1.2 About the Theorem.
As recounted in the Theorem and the Corollary, we show existence of space-time quasi-periodic solutions with two frequencies each, to (1.1) for all p ≥ 1. These solutions appear to be first instances of global in time, smooth, de-localized solutions (without symmetry) to non-integrable equations such as (1.1). It is a set of solutions parametrized by four parameters, namely the two space frequencies λ = (λ 1 , λ 2 ), and the two Fourier phases, the quasi-momenta, m and M . These parameters are used to control the resonances, the small divisors in constructing the solutions, starting from that to the linear Schrödinger equation, when |u| 2p u term is absent. The main new difficulty compared to the space periodic case, is that the Laplacian when acting on space quasi-periodic Fourier series is non-elliptic, leading to new types of small divisors, which we analyze in the semi-algebraic setting. This analysis should also be applicable to nonlinear difference equations, yielding space-time quasi-periodic solutions on the lattice.
The Theorem presents a set of uniformly bounded in time, quasi-periodic solutions, after semi-algebraic selections. Generally speaking, for non-integrable equations such as (1.1), without such selections, one would not have expected this type of solutions. In this respect, let us mention, however, that for the NLS on the lattice, it could be shown that bounded initial data would lead to global solutions which are polynomially bounded in time [DoSS] .
Remark. In the (usual) space periodic setting, one may use the elliptic Laplacian to effectuate eigenvalue variations to control small divisors, as in [B1, 2] and [W1-3] . This is also a key to the KAM approach in e.g., [EK] and [PP] . We note that because of the need to vary the parameters λ, m and M , to avoid small divisors coming from |u| 2p u, these solutions u are, in general, not solutions to Cauchy problems, which fix the initial data.
Anderson localization for nonlinear PDEs.

The linear problem
We use the Anderson localization approach to construct the space-time quasiperiodic solutions in the Theorem and Corollary. The mathematical theory of Anderson localization debuted in the seminal paper of Fröhlich and Spencer [FS] . In the 4 paper, they show how to probabilistically control small divisors and prove eigenfunction localization of random linear systems (random Schrödinger operators). This novel mechanism is very flexible and applicable to other types of small divisors, for example, those from quasi-periodic systems [FSW] .
Dinaburg and Sinai [DS] initiated the subject of quasi-periodic Anderson localization (in one dimension), which is by now classic, cf. also [E] . Quasi-periodic Anderson localization in higher dimensions, is however, considerably more difficult. This is because, in one dimension, the dynamical variable, seen as the "time", is a scalar; while in higher dimensions, it becomes a vector. To deal with this new situation, Bourgain introduced powerful techniques from harmonic analysis and semi-algebraic geometry. In the breakthrough paper [BGS] [JLS] .)
Finally in [BK] , Bourgain and Kachkovskiy treated a degenerate quasi-periodic system in two dimensions. (Here by degenerate, we mean that the number of free parameters, the independent quasi-periodic frequencies, is strictly less than the dimension of the lattice.)
The nonlinear problem
Parallel to the linear Anderson localization, there is the nonlinear Anderson localization. This theory was developed by Bourgain to construct time quasi-periodic, and space periodic solutions to nonlinear PDEs, such as Schrödinger and Wave. The application of Anderson localization to construct time periodic solutions was first made by Craig and Wayne [CW] . The bridge between the nonlinear and the linear theory is provided by a Newton scheme -after each linearization, one falls back on the linear analysis.
Chaps. 18-20 in [B2] recount this nonlinear theory, cf. also the generalizations reviewed in [W5] . It was originally intended for Hamiltonian PDEs on compact manifolds, mainly represented by flat tori. The PDEs are then seen as infinite dimensional systems of ODEs. The nonlinear Anderson localization theory is, however, more general. It is not limited to such interpretations. In particular, it is not restricted to the space periodic case, i.e., tori. One can equally well pose the problem in the space quasi-periodic setting, by using instead space-time quasi-periodic Fourier series. The Newton scheme then enables us to use the arsenals from the linear Anderson localization theory for quasi-periodic systems.
However, the space quasi-periodic setting is non-compact, and the Laplacian is nonelliptic. Previously, in the space periodic case in Chaps. 19, 20 [B2] and [W1-3] , the Laplacian is elliptic, the linear analysis uses the flat parameter space. Here it would 5 be (λ, ω, m, M ) ∈ R 6 . To deal with the non-elliptic Laplacian, we work in the semialgebraic setting. This is rather delicate, and the analysis is valid in the neighborhood of the co-dimension 2 sub-manifold with coordinates (λ, ω(λ, m, M ), m, M ). The key new aspect here is, to make rational approximations of diffeomorphisms, on open (sub)sets. The union of these open sets eventually turn into the Cantor set G in the Theorem.
Previously in [W4] , we constructed space quasi-periodic standing waves using semialgebraic geometry. In that case, the nonlinearity |u| 2p is independent of time, and the quasi-periodic frequencies λ are the given parameters. One does not need to make changes of variables. In this paper, the space frequencies λ = (λ 1 , λ 2 ), and the phases m and M , are the given parameters; the time frequencies ω = (ω 1 , ω 2 ) = ω(λ, m, M ) are, however, only functions of the given parameters λ, m and M . So we make changes of variables, and moreover, need to keep the maps close to rational ones. This is the main new work. Once we transform to the (λ, ω) coordinates, we may use the analysis in [W4] .
To conclude, using semi-algebraic geometry, this paper provides a possibly new way to deal with non-decaying nonlinearity, in the non-compact and non-integrable setting.
Remark. In [GYZ] , time quasi-periodic solutions were constructed for a quasi-periodic nonlinear lattice Schrödinger equation. However, since the authors perturb about localized solutions, the multiplicative nonlinearity |u j | 2p u j is rapidly decaying on Z, and the solutions u have finite energy. The results are instead, in the spirit of [BW] .
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Green's function estimates in (θ, φ)
The Lyapunov-Schmidt decomposition.
Using the ansatz in (A) to express (1.1); by analogy with the standard Fourier series, writeû for a and defineû to beû(n, j) =ā(−n, −j) for all (n, j) ∈ Z 2 × Z 2 . To simplify notations, writev forû. Equation (1.1) can then be written as a nonlinear (infinite) matrix equation:
where diag · denotes a diagonal matrix, (λ = (λ 1 , λ 2 ), m, M ) ∈ (0, 2π] 4 ⊂ R 4 are the free parameters, and ω = ω(λ, m, M ) ∈ R 2 is to be determined. 6
We work with (2.1), for simplicity, drop the hat and write u forû and v forv etc. We seek solutions u = u(λ, m, M ) (and v = v(λ, m, M )) close to the (2, 2)-frequencies linear solution u (0) in (U) with time-frequencies:
and space-frequencies: {j 1 , j 2 }, and small amplitudes a = {a 1 , a 2 } satisfying a = O(δ) ≪ 1. Comparing (U) with (A), one may write the Fourier support of
where e 1 and e 2 are the two base vectors in Z 2 in the n-direction.
It is convenient to rescale:
So in what follows, the "new" a k = O(1), k = 1, 2, and since they are fixed, we shall not make explicit the dependence on a. (In the Theorem and Corollary, however, we revert to the "original" a k , k = 1, 2.) Completing (2.1) by the equation for the complex conjugate, we arrive at the system on the lattice
By "supp", we mean the Fourier support, so write supp
Denote the left side of (2.4) by F (u, v). We make a Lyapunov-Schmidt decomposition into the P -equations:
and the Q-equations:
which are solved separately. We seek solutions such that (u, v)| S = (u (0) , v (0) ). The P -equations are infinite dimensional and determine (u, v) in S c ; the Q-equations are 7 4 dimensional and determine the frequency ω = {ω k } 2 k=1 . (Due to symmetry, two of the four Q-equations are identical.)
We use a Newton scheme to solve the P -equations. Let F ′ be the linearized operator on
where
and
Recall next the formal Newton scheme:
where the left side denotes the correction to
The Q-equations in (2.7) give that the frequencies ω = {ω k } 2 k=1 satisfy
(Recall that u, v also depend on a, but is not made explicit since a is fixed.) The above equations, or equivalently equations (2.7) are solved exactly, so F S = 0 always.
The (λ, ω)-coordinates.
From (2.11), the invertibility of F ′ S c is central to the Newton iteration. To simplify the notation, omit the (·) S c subscript from now on. For the purpose of invertibility, it is convenient to work in the (λ, ω) coordinates and then re-express the estimates in the original (λ, m, M ) coordinates. Below we provide some intuitions to our approach. 8
Denote the (λ, ω) space by W ⊂ R 4 . For a given u and v, (2.12) defines an implicit relation among λ, ω, m and M . If u and v are not explicit functions of m and M , (2.12) may be readily solved, yielding
The (λ, ω) are the "rotation frequencies", the usual parameters for the quasi-periodic invertibility analysis, the Green's function analysis.
In order to be a solution to (1.1), aside from satisfying (2.12), u and v need to satisfy (2.11) as well. (The latter is, in fact, the main part of the work.) Since we seek solutions close to (u (0) , v (0) ), which has compact support in Z 4 × {0, 1}, we adopt a multiscale Newton scheme as follows:
At iteration step (i + 1), choose an appropriate scale N and estimate [F 16) and evaluated at u (i) and
, the Green's functions. Define the (i + 1)-th correction to be: 17) and 19) for all i = 0, 1, 2, ...
Since u (0) and v (0) are constants, in particular, independent of m and M , (2.13)-(2.14) solve (2.12), at u = u (0) and v = v (0) . Moreover m and M are rational functions of (λ, ω). To continue the iteration, one uses (2.17)-(2.19), and substitute the right side of (2.12) for ω. We use semi-algebraic geometry to do the linear analysis. It is 9 convenient to work in the (λ, ω)-coordinates. For the linear analysis in this section, we do not solve (2.12); instead we assume properties of changes of variables corresponding to different iterates
We verify these properties in the nonlinear analysis in sect. 3.
For simplicity of notation, we use the same letter to denote a function (operator) in (λ, m, M ) or (λ, ω) variables.
Invertibility of the linearized operators -the (θ, φ) estimates.
We use the (λ, ω)-coordinates, and add a two-dimensional auxiliary variable (θ, φ) ∈ R 2 : 20) where
and 
−1 in (θ, φ) for all N , and eventually use the covariance with respect to the Z 4 action on R 2 : N (θ, φ), for "a large set" in (θ, φ). Since u and v will be determined iteratively in sect. 3, they depend on the scale N . We denote them by u N and v N in this section. In the (λ, ω) variables, the linear analysis is similar to that in [W4] .
Definition. We call a map µ from an open set I ∈ R
n to an open set J ∈ R n , bi-rational, if both µ and µ −1 are rational.
For example, (2.12)-(2.14) define a bi-rational map, when u = u (0) and v = u (0) : (λ, m, M ) ↔ (λ, ω). Note that the term bi-rational isomorphism generally pertains to two Zarisky open sets, cf. p26 [Ha] . Here we borrow the term and use it for open sets on R n . The bi-rational mapping in the sense above is also what is needed to understand properly the constructions in (18.28)-(18.31) on p138-139 [B2] .
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Below we call open sets on R n , intervals. For the sake of linear analysis in this section, we make separate assumptions on ω, u N and v N , i.e., as mentioned earlier, we do not use the relation (2.12). The main goal of the section is to prove the following.
Main Lemma. Let I be an interval in (λ, m, M ). Assume that on I, there is a sequence of bi-rational maps
(2.24) For any (λ, ω) ∈ S N , any (λ, m, M ) ∈ S N , there exists a subset Θ N ⊂ R 2 , whose sectional measures satisfy 
The assumption of the bi-rational maps M N is essential to the Main Lemma. When applying the Main Lemma in sect. 3.3, we shall fulfill this assumption by using the structure presented by (2.8)-(2.11), (2.12)-(2.14), and the double exponential convergence of the Newton scheme used to solve the P -equations.
More precisely, it will follow from (2.8)-(2.11) that for all N , on good intervals, the map M N defined in (2.12), (which now depends on u N and v N ):
is rational. Moreover, using another simple Newton scheme (with no small-divisors) to solve (2.12), we will show that on the same good intervals, the diffeomorphism M N admits an inverse M −1 N , which can be well approximated by a rational map, and that it suffices for our application, cf. Lemma 3.3. (It is fairly standard that (2.12) defines a diffeomorphism on (λ, m, M ), by using implicit function theorem, see sect. 3.)
The main new issue here, with respect to [W4] , is the change from the given variables (λ, m, M ) to the frequency variables (λ, ω). This was not needed in [W4] , since the problem was naturally posed in the frequency variables λ. 12
Proof of the Main Lemma.
The proof relies on semi-algebraic geometry, introduced by Bourgain in the paper [B3] . A main difference with prior versions, in e.g., [BGS] [Chap. 9, B1] [BW] , is that [B3] develops powerful semi-algebraic variable reduction techniques. The difference of the Main Lemma here with that in [W4] is the assumption of the existence of a family of bi-rational changes of variables:
in order that the parameters are in the "right places" for all N and to maintain the algebraic setting. The final estimates for each N are, however, always expressed in the original parameters (λ, m, M ).
The proof of the Main Lemma is an application of Proposition 2.2 in [B3] , which relies on semi-algebraic geometry. Even though we do not repeat that proof, we give, nonetheless, the definition of semi-algebraic sets and state the basic algebraic lemmas used in the proof of Proposition 2.2 [B3] .
Definition. A set S is called semi-algebraic if it is a finite union of sets defined by a finite number of polynomial equalities and inequalities. More specifically, let P = {P 1 , P 2 , ..., P s } ⊂ R[x 1 , x 2 , ..., x n ] be a family of s real polynomials of degree bounded by κ. A (closed) semi-algebraic set S is given by an expression
where L j ⊂ {1, 2, ..., s} and s jl ∈ {≥, =, ≤} are arbitrary. We say that S as introduced above has degree at most sκ and its degree B is the minimum sκ over all representations (S) of S.
The following is a special case of Theorem 1 in [Ba] , cf. Theorem 9.3 in Chap. 9 [B2] .
Lemma 2.1. Let S ⊂ R n be as in (S). Then the number of connected components of S does not exceed O(sκ)
n .
The two properties of semi-algebraic sets that play a central role here are the TarskiSeidenberg principle, which states that the projection of a semi-algebraic set of R n onto R n−1 is semi-algebraic; and the Yomdin-Gromov triangulation theorem of these sets. They are both stated in [B3] 
is semi-algebraic of degree at most B C and measure at most
with C = C(r) > 1.
Lemma 2.2, stated as Lemma 1.18, and proven, in [B3] , is a variable reduction lemma, eliminating the r-dimensional variable t. It is worth noting that 2 r copies of A are used. The measure in (2.47), however, is in n2 r dimensions; while we need the measure of a n-dimensional section of A. Lemma 1.20 in [B3] (and proven there) serves this purpose, and is stated below.
nρ be a semi-algebraic set of degree B and meas nρ A < η.
Let w i ∈ [0, 1], i = 1, 2, ..., n, and
Let k i ∈ Z, i = 1, 2, ..., n, and
Denote by {·}, the fractional part of a real number in [0, 1), and kw := ({k 1 w 1 }, {k 2 w 2 }, ..., {k n w n }).
(2.48)
.., K ρ−1 ⊂ Z n be finite sets with the following properties:
49)
if k ∈ K i and m ∈ K i−1 , i = 2, ..., ρ − 1, and where C = C(n, ρ). Assume also [B3] , as well as [JLS] , in particular Theorems 2.4 and 3.6 for the measure estimates.
for some s > 1. Make the change of variables in (2.24), (ii) otherwise.
(In fact sufficiently high degree polynomials in N suffice for the above division.) Case (i): The iteration to larger scales N > N 0 uses induction. As in [W4] , in order to import directly the proof of Proposition 2.2 in [B3] , we do not use the special structure of the Z 4 action in (2.23) and double the dimension of (θ, φ) ∈ R 2 to (θ,φ) ∈ R 4 : n · ω = n 1 ω 1 + n 2 ω 2 → n 1 ω 1 +θ 1 + n 2 ω 2 +θ 2 ;
It follows that (2.56) to go back to (θ, φ) ∈ R 2 .
Assume that the Lemma holds at scale N 1 , to prove that it holds for N > N 1 , we make the "shifts", the replacements:
Denote by S ′ N the image set of S N 1 under the map:
Using (2.57), (2.29)-(2.32), (2.39) and (2.40) are preserved for T
On the setS N , we are back in the setting of the proof of the Main Lemma in [W4] . We may then proceed as in [W4] to obtain S N ⊂S N , using also (2.33) and (2.34), on which (2.39) and (2.40) hold at scale N ; hence (2.41) and (2.42) hold at scale N on S N , by using the map M −1 N . The measure estimates in (2.35) and (2.36) follow similarly from the proofs of Theorems 2.4 and 3.6 in [JLS] and (2.26). Remark that by construction S N ⊂ S N 1 .
Finally note that in terms of Lemma 2.3, we are here in the setting n = 4 and ρ = 2 4 + 1 = 17.
Case (ii): There are three sub-cases:
T N is clearly invertible in cases (a) and (c). In case (b), without loss, one may assume θ > 0. Since θ > 0, D + as defined in (2.22) satisfies
By Schur complement reduction, invertibility of T N is equivalent to analyze near 0, the effective (symmetric) matrix
(2.58) where H N is the restriction of the convolution matrix H defined in (2.10)-(2.20) and R ± are the projections onto the ± sectors.
Consider the diagonal elements of T (θ, φ):
where h is the diagonal element of H N . The difference of a pair of diagonals is
since λ is Diophantine. So there exists at most one j, such that D (n,j) is near 0. Call this j,j. Let π be the projection onto such (n,j).
To analyze the spectrum near 0, it suffices to analyze the effective matrix
Using Diophantine ω, the differences of the diagonals:
So the eigenvalues µ n of H are simple, and smooth in θ and φ,
Using (2.59), we then obtain the norm estimate in (2.39), and the measure estimates in (2.37)-(2.38), after summing over (n,j). To obtain the point-wise estimates in (2.40), we use the standard multi-scale induction and cover [−N, N ] 4 by smaller boxes of size N 1 = N 1/q , for some q > 1. Assume (2.40) holds at scale N 1 . Clearly the arguments leading to (2.59) remain valid for N 1 boxes in the covering. So there is at most one bad N 1 box, which leads to (2.40) for T N , by standard resolvent expansion. This finishes the proof.
We note that the need to consider |θ| → ∞ and |φ| → ∞, while the scale is fixed at N is a new phenomenon, brought on by the non-elliptic Laplacian together with time evolution. This was not needed in previous works in [B1,2] and [W1-3] , where the Laplacian is elliptic, or in [W4] , where the problem is stationary in time.
Remark 1. As in the proofs of Proposition 2.2 in [B3] and the Main Lemma in [W4] , in case (i), bi-rationality is only used in the algebraic part of the proof, to deduce that for any fixed (θ,φ), there are only sublinear bad appropriately smaller boxes. This, however, permits a perturbation of size O(e −N 1 ) here, in the estimates for the good boxes, cf. the line below (2.17) in [B3] .
Remark 2. It is useful to note that in the multi-scale proof above, the expansion of scales is polynomial or sub-linear, cf. e.g., (2.8) in [B3] . This (at most) sub-linear rate is canonical to multi-scale analysis. It applies as well to the nonlinear analysis, cf. the scales in sect. 3.3, in particular Lemma 3.4. The upper bounds on the degree in (2.33) and (2.34):
, enable us to import the proof of Proposition 2.2 in [B3] , cf. [JLS] , as in the proof of Lemma 3.2 in [W4] . (In [B3] , the degree of each matrix element is bounded above by CN ∼ e O(log N) , from polynomial approximations of analytic functions, cf. the paragraph above (2.9) there.)
Nonlinear construction -proof of the Theorem
The nonlinear analysis uses the linear estimates in the Main Lemma and a Newton scheme to solve the P -equations. The general idea is as in Chap. 18 in [B2] and [W4] . To satisfy the change of variable conditions in the Main Lemma, we use another Newton scheme to solve the Q-equations. Recall that (λ, m, M ) ∈ (0, 2π) 4 . We call (0, 2π) 4 , the entire space. Let A be a large integer. It consists in showing that the following are satisfied for all r > 0 and fixed small δ:
On the entire (λ, m, M ) space:
(Hii) ∆u
<δ r with δ r+1 ≪ δ r andδ r+1 ≪δ r , where
Set u = u (r) and v = v (r) in (2.12). Use (Hi-iii) and view (2.12) as defining the ω component of a map M r : (λ, m, M ) → (λ, ω); the λ component being the identity map. Set
where M r,. denote components of the map. (
in (λ, m, M ) on the entire space. Moreover by (Hii),
Below we continue with the assumptions on the restricted intervals in (λ, m, M ), where one could construct approximate solutions.
(Hiv) There is a collection Λ r of intervals of size
(d) Each I ∈ Λ r is contained in an interval I ′ ∈ Λ r−1 and meas(
We remark that the approximate solutions u (r) are defined, a priori, on Λ r , but as C 1 functions they can be extended to the entire (λ, m, M )-space, using a standard extension argument, cf. sect. 10, (10.33-10.37) in [B2] , thus verifying (Hi-iii). We call the intervals in Λ r , the good intervals.
3.1 Scheme of the proof.
We iteratively solve the P and then the Q-equations, with u (0) (−e 1 , j 1 ) = a 1 , u (0) (−e 1 , j 2 ) = a 2 and 0 otherwise; v (0) (e 1 , −j 1 ) = a 1 , u (0) (e 1 , −j 2 ) = a 2 and 0 otherwise; ω (0) as in (2.2).
It consists of two distinct general steps. The first ones do direct perturbations; while the second use the (θ, φ) estimates in the Main Lemma and the covariance relation (2.23). The first steps work directly with the (λ, m, M ) variables and are relatively straightforward, under the condition: j 1 j 2 (in the Theorem). The key for the second steps is the bi-rational approximations of the diffeomorphisms in (3.1)-(2.12) on the set of good intervals Λ r in (Hiv), which we will elaborate. Afterwards, we will conclude that the iteration converges with
3.2 The initial steps.
Let F ′ be the linearized operator in (2.8). The initial R steps (R to be determined) directly perturb about the diagonal matrix D in (2.9) to show that F ′ N are invertible for N = A r , 1 ≤ r ≤ R, after excisions in (λ, m, M ). The matrix elements of D are polynomials in (λ, m, M ). So we only need to exclude the matrix elements being identically zero. The following Lemma serves this purpose.
Lemma 3.1. If j 1 j 2 , then the matrix elements in (2.9),
Clearly it suffices to take the positive sign and work with D(n, j). Toward that end, lighten the notation and write the fixed
(the above notation is local and strictly within the boundary of this Proof), and the generic (n, j) = (n 1 , n 2 , j 1 , j 2 ) ∈ Z 4 .
Writing out the polynomial for D := D(n, j), one has
(3.4) Using the last term, clearly when (3.5) there are the three additional equations, if the first three coefficients are null:
Viewing n 1 , n 2 , j 1 and j 2 as the variables, we use the four equations (3.5)-(3.8) to solve for them. From (3.5),
Substituting (3.9) in (3.6)-(3.8), gives
Multiplying (3.10) and (3.11) and squaring (3.12) yields
13) 21 which leads to
(3.14)
Since j 1 j 2 , aβ − αb = 0, we have that the solutions to (3.14), hence (3.5)-(3.8) are 15) or
Finally using the coefficient in front of m in the fourth term in the second equality in (3.4), gives that in order for all five coefficients to be null, one needs to take the plus sign solutions in (3.15) and (3.16). Clearly reversing the signs gives the solutions to D(−n, j) ≡ 0 and concludes the proof.
Initialize
from (2.2). Define u (r) and v (r) as in (2.18), (2.19) and (2.17) with r replacing i and N = A r in (2.17); define ω (r) as in (2.12) with ω := ω (r) , u := u (r) and v := v (r) for r ≥ 1.
The following is a direct consequence of Lemma 3.1. r,M (λ, ω), which are smooth solutions to the Q-equations at r-th step:
(3.25) (The smooth solutions m (r) and M (r) follow from implicit function theorem.) When r = 0, the solutions to (3.25) are given by (2.13)-(2.14) with u = u (0) and v = v (0) :
Denote the left side of (3.25) by F r . When r = 0, exceptionally,
From (3.25), the solutions m and M satisfy
The linearized operator F ′ 1 is a 2 × 2 matrix: 
The approximate solutions m (1) and M (1) are rational and
Assume at step r, there are rational m (r) and M (r) such that For r > R, we outline the proof, which is similar to that of Lemma 3.2 in [W4] . We use the Main Lemma. Set N 2 = (log A 0 ) C ≃ (log r) C from (3.45), andr = log N 2 log A ≃ log log r ≪ r 0 ≪ r, andr =r log A log 4/3 ≃ log log r ≪r 0 ≪ r.
The estimates in (3.46) at scale A 0 are obtained from estimates at scale N 2 after excisions. At scale N 2 , it suffices to replace u (r 0 ) by u (r) , using (Hii, iii). 26
To apply the Main Lemma, fix I ∈ Λr. By the choice ofr, using (W) on Λr ∩ Λr 0 and Lemma 3.3, we have The projection lemma below, stated as (1.5) in [B3] , converts the (θ, φ) estimates in (3.9)-(3.10) for the A 0 -cube centered at the origin to A 0 -cubes centered at large J ∈ Z 4 at (θ, φ) = 0. with S 1 satisfying meas n 1 (Proj x S 1 ) < B K ǫ (K > 0), and S 2 the transversality property
where e j are the basis vectors for the x-coordinates.
