Computer experiments have become a powerful tool for the investigation of problems encompassing the randomness of observed phenomena. To use this tool, it is necessary to prepare a plan of the simulations that should be performed, i.e. what is known as Design of Experiments (DoE) should be carried out. Such a design has to fulfill certain requirements in order to provide applicable results. As designs are often stochastic, the fulfillment of the requirements is not assured. Therefore, the originally random design is optimized with respect to a selected criterion which should guarantee that the demanded properties of the design will be achieved.
Abstract.
Computer experiments have become a powerful tool for the investigation of problems encompassing the randomness of observed phenomena. To use this tool, it is necessary to prepare a plan of the simulations that should be performed, i.e. what is known as Design of Experiments (DoE) should be carried out. Such a design has to fulfill certain requirements in order to provide applicable results. As designs are often stochastic, the fulfillment of the requirements is not assured. Therefore, the originally random design is optimized with respect to a selected criterion which should guarantee that the demanded properties of the design will be achieved.
One of the criteria that can be used during optimization is the Audze-Eglājs (AE) criterion. It is a criterion that accentuates the space-filling property of the final design.
Depending on the chosen method of optimization, the knowledge of the lower bound of the optimization criterion might be necessary for efficient control over the optimization algorithm. As the lower bound is not known for the AE criterion, this article describes two types of deterministic designs that are virtually ideal with regard to the uniform filling of space, and therefore should be close to optimal from the point of view of the AE criterion. Consequently, they are supposed to provide a lower bound of the criterion, or its estimate where its value cannot be evaluated due to the limits of these deterministic designs regarding the number of design points.
The AE criterion values of these deterministic designs are compared to the values of various stochastic random and optimized designs.
Furthermore, the description of a closed-form exact formula that enables faster evaluation of the AE criterion exploiting the regularity of deterministic design is presented for one of the two deterministic designs described in the article.
INTRODUCTION
Recently, a growing number of research centers and also design offices in various engineering fields use computer experiments on daily basis for analysis and design processes concerning problems that include uncertain or random inputs.
One of the possible methods of dealing with such problems -achieving the optimal design or analyzing the dependence of a response on inputs -may be the response surface method first introduced by Box [1] in 1954 and since then improved and adapted in various ways (e.g. [2, 3] ). While the real response of a complex system to a random input may be hard to evaluate, this method provides an estimation of the response using a response function. This function is in fact a model which has to be fitted in advance and whose complexity is determined by the researcher in accordance with their knowledge of the problem to be solved. Nevertheless, the evaluation of the response using such a model is usually significantly easier than that of the original problem which decreases the costs of the analysis.
The response function is usually determined by evaluating a certain number of simulations (N s ) of the real problem. The choice of the inputs for these simulations is generally denoted as a response surface design and various properties are demanded. Among them the most common is the orthogonality of such a design and the equal probability of the simulations. The first of these is usually fulfilled implicitly by optimizing the design for the other. Therefore this article will concentrate on the requirement for equal probability.
It would be difficult to attain such equality in the original domain, and therefore the input space is transformed to ensure the independence of the marginal random inputs. Afterwards, the design space of such a transformed domain is used so the equal probability of simulations is attained via the uniform filling of this design space, which is, in fact, a unit hypercube of a dimension identical to that of the original problem ([0, 1] Nv , where N v is the number of random inputs of the original problem). Individual simulations are then represented by design points placed in the hypercube.
Methods of filling the unit hypercube with points are basically divided into deterministic and stochastic. Deterministic methods place the design points in regular patterns and may ensure perfect space-filling. One such example is full factorial design (FFD) [4] . The drawback of FFD is collapsibility: if the response function is insensitive to one or more input variables, a certain number of design points (proportional to the number of irrelevant input variables) collapse into identical evaluation.
The solution to this problem is the use of stochastic methods, namely the Monte Carlo method and its derivative -Latin Hypercube Sampling (LHS, [5] ).
While using a stochastic sampling method, the space-filling property is not ensured automatically. Therefore, the initial random design should be optimized with respect to a selected criterion that prioritizes the uniform filling of the unit hypercube.
Various criteria have been defined to ensure the uniform filling of a given space. They are often based on the evaluation of discrepancy, e.g. Centered L 2 -discrepancy [6] , Wrap-Around L 2 -discrepancy [7] . Maximin or miniMax criteria [8, 9] may also be used. The criterion that this article deals with is the Audze-Eglājs (AE) criterion [10, 11] .
The value of any of these criteria for designs created by stochastic sampling methods is a random variable with a probability distribution dependent on the combination of (N s , N v ) of the design. For each such combination a lower bound of the criterion also exists. The effective control of an optimization process is often conditional upon the knowledge of this lower bound (the minimum that can be reached during optimization) and the mean value.
Due to the regularity and perfect space-filling of certain deterministic designs it is reasonable to expect these designs to provide a value of the criterion that is minimal or close to minimum for a given configuration (N s , N v ). Analysis of these designs can then give us the information necessary for the process of optimizing stochastic response surface designs. The deterministic designs selected for analysis are full factorial design (FFD) and a new deterministic design proposed in this paper: regular triangular design (RTD). Both of them are described later together with an analysis of the AE criterion for various (N s , N v ) configurations.
Since these deterministic designs are restricted to only specific numbers of design points (N s = N Nv , N being a natural number expressing the number of different input values for each random input variable), the article also anticipates the possibility of interpolation of the lower bound for an arbitrary N s of a stochastic design.
THE AUDZE-EGLĀJS (AE) CRITERION
The AE criterion is one of various criteria, that can be used to assess the improvement of a design during optimization. This criterion is derived from the analogy of two systems. The first is the design of a computer experiment or a system of the design points in a design space
The other is then a system of points with unit mass in the same design space. Such mass points interact via nonzero repulsive forces, and therefore the whole system cumulates potential energy. For better understanding these repulsive forces are often depicted as (nonlinear) springs between points (as illustrated for N v = 2, N s = 4 at Fig. 1 ). The amount of energy is assumed [10] to be inversely proportional to the square distance between each pair of points. The total cumulated potential energy can be calculated as a sum of energies accumulated in all pairs of points:
where L ij is the distance between points i and j. The number of pairs of N s points is simply:
Due to the physical analogy used, the design with the lowest potential energy is supposed [10, 11, 12, 13, 14, 15, 16, 17, 18] to represent the best possible placement of points in space with respect to uniformity of spread. Therefore, when optimizing Monte Carlo type designs to improve the projection properties of the final design, the optimization algorithm is controlled in such a way as to decrease the value of E AE . The above is considered to be valid inversely as well. Thus, with points uniformly spread throughout a space, the value of the potential energy E AE should be minimal. In some methods for the selection of the coordinates of the sampling points (such as LHS), the AE optimality criterion cannot be used to vary the coordinates of the points along each variable. The only way to optimize such a type of design is to find the best mutual ordering of predefined coordinates for each separate variable. Heuristic techniques are often employed to perform this combinatorial optimization. Depending on the used optimization algorithm, knowledge of the minimum value of the used criterion might be essential for effective control over the optimization. This article therefore describes the improvement of the calculation of the AE criterion for full factorial designs -authors consider such designs to be ideally space-filling, hence the value of E AE of such designs should be close to the minimum for the given N s and N v of the design.
FULL FACTORIAL DESIGN
Full factorial design (FFD), as used in this article, is a design that places the points in the unit hypercube regularly in a perfect orthogonal raster.
Each design point has N v coordinates; therefore, instead of using a set of coordinates, the j-th point can be written as a vector
In order to create an FFD, the number of values N i representing the i-th input variable (i = 1, 2, . . . , N v ) first must be determined. Then the coordinates of this variable are calculated by spreading N i points uniformly along the edge of the unit hypercube (unit length (0, 1)). To obtain a vector of coordinates x j for all the points in the FFD, it is necessary to create all permutations of these coordinates. This article will later deal only with designs considering the same number of points along all dimensions, thus N 1 = N 2 = . . . = N Nv = N . Therefore, the total number of points in the unit hypercube is:
FFD examples with one, two or three input variables (N v = 1, 2, 3) are shown in Fig. 2 for N = 5.
EVALUATION OF THE AE CRITERION ON A FULL FACTORIAL DESIGN
Evaluation of the AE criterion as defined in section 2 requires the calculation of the distances between every pair of points occurring in the design. The total number of such pairs is N p , see Eq. (2), and the direct application of Eq. (1) includes too many arithmetic operations. In the case of regular designs, the regularity may be exploited to simplify the calculation of the AE criterion because the distances between individual pairs of points are repeated.
Combinatorial analysis of the existing lengths and their corresponding frequency was performed for an FFD to accelerate the calculation. 
Lengths occurring in the design
In this section the rank of a certain coordinate value is used instead of this value. An FFD with N coordinates for each input variable contains coordinates (i − 0.5) /N , i = 1, 2, . . . , N , where i stands for the rank of the coordinate value. For example, if a design has N = 5
• the coordinate value 0.1 has a corresponding rank of 1,
• the coordinate value 0.3 has a corresponding rank of 2,
All the distances between the points in a hypercube can be rewritten using the rank differences. These lengths can be further divided into groups according to the mutual position of the points that define the distance:
• 1D distances -the pair of points lies on a line parallel to the edge of the hypercube.
Subtracting the vector of ranks of coordinates of these two points provides a vector of differences with a single non-zero value, while all the other rank differences equal zero (e.g. 4D space -(0, 0, 0, 1), (0, 2, 0, 0), etc.). The number at the i-th position in the vector of differences expresses the difference in the rank of coordinates for the i-th input variable.
• 2D distances -both points lie in a plane parallel to one side of the hypercube. The vector of differences contains two non-zero numbers (e.g. (0, 0, 1, 1), (0, 2, 0, 1), etc.)
The total number of different vectors of integer differences (irrespective of the order of elements in the vector) for a given (N, N v ) design is equal to the number of combinations with repetition:
For example, for N = 3, N v = 4, the vectors of differences are (0, 0, 0, 0), (0, 0, 0, 1), (0, 0, 0, 2), (0, 0, 1, 1), . . . , (2, 2, 2, 2) and their total number is n c = 15.
The vectors of differences will be marked as c i (i = 1, . . . , n c ) and the entries in these vectors are denoted as c i,j (j = 1, . . . , N v ). The length l i that corresponds to a vector c i is calculated:
Although none of the vectors c i are repeated, more of them may represent the same distance between points. The calculation of the AE criterion does not exploit this fact but it should be taken into consideration in case a list of the lengths occurring in the design is to be prepared.
The calculation of the frequency of individual lengths is described in the next section.
Frequency of lengths
The frequency of a certain length is calculated as by multiplying three coefficients (n
and n n i ) described in this section. When calculating the AE criterion on an FFD, the lengths used in the calculation depend only on the values in the vectors of differences c i,j and not their ranks in the vector c i (for example, the length belonging to the vector (0, 0, 0, 1) is the same as the one belonging to (0, 1, 0, 0)). Therefore, it is necessary to calculate the first coefficient as a permutation with repetitions:
The visualization of the function of this coefficient is presented in Fig. 3 , left, for a 2D design (the vector of differences (3, 2) provides the same length as vector (2, 3) ). The next coefficient takes into account the dimension of the length (as described in Sec. 4.1) for which the frequency is calculated. It is equal to the number of diagonals in the dimension and its function is displayed in Fig. 3 , center.
The dimension can be quantified as:
and the coefficient itself is calculated:
The last coefficient expresses the number of "sub-hyperbodies" that can fit into the unit hypercube. In Fig. 3 , center, such a "hyperbody" is the grey rectangle; on the right it is represented by rectangles with various hatchings. Their number depends on N and the values c i,j in the vector of differences c i . The coefficient is:
Calculation of the AE value
The calculation of E AE using lengths and their frequencies as defined in equations 5-9 is conducted as follows:
Since a vector of zero length (e.g. for 4D design it is the vector (0, 0, 0, 0)) has been included in the number of various vectors of differences n c , it is necessary to start the summation from i = 2 to prevent the evaluation of the distance of a point from itself.
The proposed Eq. 10 greatly simplifies the evaluation of the AE criterion for FFD design. The number of various arithmetical operations needed to exactly evaluate the AE criterion using Eq. (10) is much smaller than using Eq. (1). Table 1 presents a comparison of the number of operations using the two formulations for the case of N v = 4 and N = 10 (in total N s = 10 4 points). Each type of operation is associated with a certain weight -an average relative time needed to accomplish such an operation. We have used our Python computer code to obtain these relative times. Each weight can be multiplied by the number of corresponding operations and the total time is estimated by their sum. The ratio between the total time spent on the evaluation using Eq. (1) and Eq. (10) roughly estimates the "speed-up", and Fig. 4 presents these ratios. It is clear that using the proposed formula for FFD designs speeds-up the calculation considerably, especially for large numbers of grid points, N , and high dimensions, N v . The actual times (or speed-ups) depend on the programming language, particular implementation and other circumstances. Using our implementation, the actual times correspond to the values presented in Tab. 1 and Fig. 4 , i.e. to the times obtained by calculating the number of various types of operations.
REGULAR TRIANGULAR DESIGN
In this section we propose a new type of deterministic design that we call regular triangular design (RTD). The main idea of RTD is to reproduce the packing of hyperspheres. For 2-dimensional design, centers of optimally packed spheres create a mesh composed of equilateral triangles (one triangle being a basic building block of this mesh). In the case of three variables, the basic block is a regular tetrahedron, etc.; generally, for any dimension the building blocks always have N v + 1 vertices at a constant distance from one another.
Such a block is constructed first and then is copied several times to fill a certain space. Finally, due to the different size of the basic building block in each of the main directions, the blocks are adjusted to fill a hypercube in a manner described later.
Construction of the basic building block
Let us start with an initial point at coordinates x 0 = (x 0,1 , x 0,2 , x 0,3 , . . . , x 0,Nv ) = (0, 0, 0, . . . , 0). Then, another point is defined at a distance a from the initial point in the direc- speed-up tion of the first variable (a is an arbitrary distance unit). Its coordinates can be generally written as x 1 = (a 1 , 0, 0, . . . , 0). A simple equation describing that mutual distance equals the chosen unit a:
gives the solution of a 1 being ±a. Here, as well as in all the other calculations of the coordinates of the basic building block, there are always two options to choose from. We will systematically choose the positive one; nevertheless, an equivalent solution would be obtained by using the negative root for any of the coordinates. The coordinates of the next vertex of the building block are x 2 = (b 1 , a 2 , 0, . . . , 0). There are two unknowns, and therefore two equations have to be defined to determine b 1 and a 2 . These equations again express that there is a constant distance between the third point and both previous vertices, which is equal to a:
Subtracting Eq. (13) from Eq. (12), we obtain:
This results in:
and from Eq. (12) the value of a 2 can be calculated as:
A general formula for an arbitrary coordinate x i,j can be developed as follows:
• For j > i:
• For j < i, the coordinate x i,j is calculated from the distance of x i to x 0 and x j :
Subtracting these two equations from each other provides, after some modifications:
Therefore, the first coordinate (j = 1) is constant for all the points i > 1 and is equal to:
The second coordinate (j = 2) is constant as well (for i > 2) and equal to:
where a 2 = x 2,2 . A general formula for the j-th coordinate is therefore:
• Finally, the coordinate x j,j , defined as a j , will be determined. Considering the distance of point x j from x 0 , we obtain:
The basic building block has in total N v + 1 vertices at the coordinates:
where coefficients a i and b i are evaluated using Eqs. 24 and 23.
Periodic repetition, scaling and periodicity
Having the basic building block, the filling of the space can be carried out by repeating the block along the coordinates/variables. The number of repetitions along a coordinate v is marked r v and can be chosen independently for every variable.
Starting with the basic point with coordinates x 0 = (0, 0, 0, . . . , 0), any other i-th vertex of the basic building block can be selected and added repetitively along its own direction r i − 1 times. Then, a j-th vertex is added r j −1 times to every previously placed point. This is repeated until all vertices from the basic block are inserted. The described process is sketched in Fig. 5 for N v = 3 and r v = 4 for v = 1, 2, 3. The generated points have to be rescaled and modified to fit into the unit hypercube. The size of the whole block of points created along a coordinate i is a i r i . To make the size of this block equal 1, the coordinates have to be scaled by factor (a i r i ) −1 . Due to the fact that the hypercube is based on the orthogonal directions while the RTD is not, some of the points created lie outside the unit hypercube. The position of these points is updated by changing every x i,j coordinate in the design to x i,j − floor (x i,j ), where the floor function returns the largest previous integer.
During further analysis only the designs with constant r v were considered for all input variables, r 1 = r 2 = . . . = r Nv = N . The total number of simulations in such a design is then N s = N Nv . This might not be the "optimal" solution as the size of the basic block differs in every direction (the parameters a i that express the size of the basic block along the coordinate axes are a, 0.8660a, 0.8165a, 0.7906a, etc.); therefore, a better filling might be obtained using a different number of repetitions along individual axes.
RTD examples for N = 6 and N v = 2, 3 and 5 are shown in Figures 6, 7 and 8.
COMPARISON OF FULL FACTORIAL, REGULAR TRIANGULAR AND RAN-DOM DESIGNS
In this section, the AE criterion values for various designs are studied and compared. In particular, the compared types of designs include:
• two deterministic grids (FFD and RTD designs) • Latin Hypercube designs optimized by the AE criterion (LHS-AE) and LHS designs with random ordering (LHS-RAND)
• Crude Monte Carlo sampling optimized by the AE criterion (MC-AE) and MC designs with random ordering (MC-RAND)
These designs are compared using various graphs. The deterministic designs were generated just once. The other designs are random (they depend on a pseudorandom generator) and thus they were generated N run = 1000 times to obtain information about the variability of the results. First of all, the AE criterion is computed for all designs and standardized by dividing the criterion by the number of considered pairs of points:
The reason for standardizing the AE norm is that the values for different sample sizes N s become of comparable magnitude. The value of the AE criterion is, in fact, a sum of inverse squared lengths. The lengths between all pairs of points can be arranged in a triangular matrix, T:
The number of such elements is . The norm E AE is just a sum of these elements. Therefore, the value of the norm r can be seen as an average of the inverse squared length between all pairs of points in the hypercube. Employing the combinatorial optimization of MC samples (MC-AE) improves the situation considerably and for large samples the norm has a very low variance and is approximately equal to the values of FFD and RTD. LHS-RAND is clearly better then MC-RAND for small sample sizes. When the mutual ordering of samples in LHS is optimized via the AE criterion, the results are approximately as good as for the deterministic designs FFD and RTD. Fig. 9 right shows the same kind of graphs for N v = 5 (a five-dimensional unit hypercube). The reader might be confused by the fact that the deterministic grids FFD and RTD do not provide the lower bound of the norm. This is caused by the fact that the definition of the AE criterion leads to non-uniform design. Even though the AE criterion was developed to achieve a uniform spread of points in the hypercube, the opposite is true. As shown in [19] , the unexpected behavior of the AE criterion is due to the presence of the boundaries of the hypercube. A remedy has been proposed which involves considering the periodic repetition of the design domain along all directions; based on this idea a simple modification of the criterion has been proposed. The problems with the standard definition of the AE criterion become more pronounced in higher dimensions. Therefore, the FFD designs do not seem to provide the lowest possible value of the norm. Figure 9 : Comparison of the AE criterion value -dependence on the method used for design creation.
Another feature that can be studied and compared for various kinds of designs is the distribution of the shortest lengths ∆ min -the values calculated for each point j = 1, . . . , N s as its distance to its nearest neighbor. These N s values of ∆ min can be viewed as the highest values in the columns (rows) in the T matrix. In the cases of the deterministic designs FFD and RTD, the value of ∆ min is identical for all points as the distance to the nearest neighbor is always the same. In the case of randomized designs the shortest distances show a certain scatter and probabilistic distribution. Clearly, the AE-optimized variants LHS-AE and MC-AE have more uniform ∆ min distribution than the unoptimized designs; see Fig. 10 . The last type of comparison selected for presentation is a histogram of all lengths ∆ i,j , i.e. the distances between all N p pairs of points. Fig. 11 shows a comparison of the histograms. It can be seen that the histograms do not differ considerably while the methods result in quite different AE criterion values. The reason for this discrepancy is that the AE criterion is based on inverted squared lengths and so is very sensitive to the left tail (small values ∆ i,j ). It is interesting to mention that the distribution of the squared length ∆ 
CONCLUSIONS
The paper focuses on the Audze-Eglājs (AE) criterion of experimental design optimality. The main focus is on two types of deterministic designs that are virtually ideal as regards spacefillingness. The paper presents the calculation of the AE criterion for these deterministic designs. As the designs are close to optimal, they are supposed to provide a lower bound of the criterion, or its estimate, where its value cannot be evaluated due to the limits of deterministic designs regarding the number of design points. This lower bound (minimum) of the criterion is often required in order to obtain efficient control over an optimization algorithm.
The main results are:
• An algorithm for a new kind of deterministic design was developed to achieve the lowest possible AE criterion value: regular triangular design.
• A closed-form exact formula for computation of the AE criterion of full factorial design (orthogonal grid). The proposed formula exploits the fact that many distances between points inside the unit hypercube are repeated and the numbers of repetitions for each distance are calculated exactly. The evaluation of the AE criterion is much faster compared to the general formulation. The AE criterion value for an FFD design is believed to yield the lower bound on the AE criterion for the sample size N s = N Nv .
• Comparison of AE criteria, minimal lengths and histograms of lengths for various designs (including the two deterministic designs, LHS and Monte Carlo designs -optimized and random).
Future work will focus on the interpolation of the derived formula for the (supposedly) lower bound on the AE criterion and also on the newly developed [19] PAE criterion, which is based on the AE criterion but considers periodic boundary conditions in order to remove the nonuniformity of designs optimized by the standard AE criterion.
