PREDICTING PRODUCT RATINGS IN A WEB STORE WITH MACHINE LEARNING METHODS by GOMBAČ, JOŠT
 UNIVERZA V LJUBLJANI 









NAPOVEDOVANJE OCEN PRODUKTOV V SPLETNI 










Ljubljana, september 2018 
 UNIVERZA V LJUBLJANI 









NAPOVEDOVANJE OCEN PRODUKTOV V SPLETNI TRGOVINI  













Kandidat: Jošt Gombač 
Vpisna številka: 04044127 
Študijski program: Interdisciplinarni univerzitetni študijski program Upravna 
 informatika I. stopnja 
 
Mentor: prof. dr. Ljupčo Todorovski 
 
Ljubljana, september 2018 
iii 
IZJAVA O AVTORSTVU DIPLOMSKEGA DELA 
Podpisani Jošt Gombač, študent interdisciplinarnega univerzitetnega študija Upravna 
informatika, z vpisno številko 04044127, sem avtor diplomskega dela z naslovom: 
»Napovedovanje ocen produktov v spletni trgovini z metodami strojnega učenja«. 
S svojim podpisom zagotavljam, da: 
‒ je priloženo delo izključno rezultat mojega lastnega raziskovalnega dela; 
‒ sem poskrbel, da so dela in mnenja drugih avtorjev oz. avtoric, ki jih uporabljam v 
predloženem delu, navedena oz. citirana v skladu s fakultetnimi navodili; 
‒ sem poskrbel, da so vsa dela in mnenja drugih avtorjev oz. avtoric navedena v 
seznamu virov, ki je sestavni element predloženega dela in je zapisan v skladu s 
fakultetnimi navodili; 
‒ sem pridobil vsa dovoljenja za uporabo avtorskih del, ki so v celoti prenesena v 
predloženo delo, in sem to tudi jasno zapisal v predloženem delu; 
‒ se zavedam, da je plagiatorstvo – predstavljanje tujih del, bodisi v obliki citata bodisi 
v obliki skoraj dobesednega parafraziranja bodisi v grafični obliki, s katerimi so tuje 
misli oz. ideje predstavljene kot moje lastne – kaznivo po zakonu (Zakon o avtorstvu 
in sorodnih pravicah, Uradni list RS, št. 21/95), kršitev pa se sankcionira tudi z ukrepi 
po pravilih Univerze v Ljubljani in Fakultete za upravo; 
‒ se zavedam posledic, ki jih dokazano plagiatorstvo lahko predstavlja za predloženo 
delo in za moj status na Fakulteti za upravo; 
‒ je elektronska oblika identična s tiskano obliko diplomskega dela ter soglašam z 
objavo dela v zbirki »Dela FU«. 
 
Diplomsko delo je lektorirala: Ksenija Pečnik, prof. slov. jezika 
 
 




Razvijalci se pri razvoju in izboljševanju svojih produktov pogosto zanašajo na povratne 
informacije kupcev. Eden izmed virov teh informacij so spletne trgovine, ki kupcem 
omogočajo recenziranje in ocenjevanje izdelkov in storitev. Zaradi velikega števila spletnih 
platform in recenzij pa sta zbiranje in analiza tovrstnih informacij težka in počasna procesa. 
Pogosto je nemogoče pregledati vse recenzije ali pa se zapletemo v podrobnosti, zaradi 
česar izgubimo pogled na celotno sliko informacij, ki so jih uporabniki želeli sporočiti. 
Diplomsko delo obravnava uporabo strojnega učenja pri analizi recenzij uporabnikov 
spletnih trgovin z namenom napovedovanja številčnih ocen iz besedil recenzij. V povezavi 
s tem je bila razvita programska rešitev, ki s kombinacijo algoritmov za obdelavo naravnega 
jezika in metod strojnega učenja napoveduje uporabnikovo oceno. Osrednji cilj raziskave je 
pridobiti empirični dokaz, da so za nalogo analiziranja besedil v naravnem jeziku in 
napovedovanja ocene iz njih metode strojnega učenja bolj točne od preprostih analiz 
sentimenta in statistične obravnave. 
Rezultati empiričnega preverjanja kažejo na to, da so metode strojnega učenja za izbrano 
nalogo boljše od preprostih analiz sentimenta s statistično obravnavo glede na več meril za 
vrednotenje napovedi. 
Ključne besede: umetna inteligenca, obdelava naravnega jezika, strojno učenje, 
klasifikacija, nevronske mreže, odločitvena drevesa, naključni gozdovi, analiza sentimenta.  
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SUMMARY 
PREDICTING PRODUCT RATINGS IN A WEB STORE WITH MACHINE LEARNING 
METHODS 
Product developers often rely on customer feedback when developing and improving their 
products. One source of such feedback are Web stores that enable customers to review 
and rate products and services. Given the large number of Web stores and reviews, the 
process of gathering and analyzing the feedback information is usually tedious and slow. It 
is often impossible to examine all the available reviews and the results of their analysis 
provides us with too much details. The later derails us from seeing the big picture or the 
main message of feedback that customers wanted to communicate with us. 
The thesis applies machine learning methods to the task of processing customer reviews 
available in the Web stores with a purpose of giving predictions of their corresponding 
numerical ratings. In particular, we developed a solution that combines natural language 
processing algorithms with machine learning methods to predict customer ratings. The 
central thesis goal is to empirically prove that machine learning methods are more accurate 
than simple sentiment analysis and statistical methods when predicting customer ratings 
from natural language reviews. 
Results of empirical evaluation show that on the selected prediction task machine learning 
methods perform better than simple sentiment analysis and statistical treatment with 
respect to multiple evaluation metrics. 
Key words: artificial intelligence, natural language processing, machine learning, 
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Umetna inteligenca nas danes v računalniškem svetu spremlja praktično povsod. Primeri 
programov, ki uporabljajo umetno inteligenco, zajemajo filtre za vsiljeno pošto, jezikovne 
prevajalnike in računalniške nasprotnike v igrah. Tudi splet je poln inteligentnih agentov, 
brez katerih bi zelo težko prišli do relevantnih zadetkov iskanja. Danes si torej življenja brez 
asistence umetne inteligence praktično ne moremo predstavljati. 
Asistenca je lahko priročna tudi med spletnim nakupovanjem. Pred nakupom izdelka v 
spletni trgovini se namreč marsikdo želi prepričati o njegovi kakovosti, namembnosti, 
vzdržljivosti, videzu in ostalih karakteristikah. Pred nakupom želimo biti namreč kar se da 
informirani o izkušnjah ostalih kupcev. Enake informacije si želijo pridobiti tudi razvijalci 
produktov z namenom izboljšave obstoječih izdelkov in storitev ter ob razvoju novih, ki jim 
želijo povečati možnost uspeha ob vstopu na tržišče. 
Recenzije in ocene kupcev navadno najdemo v spletnih trgovinah, kot sta Amazon in 
AliExpress, vendar jih lahko zasledimo tudi na ostalih platformah, ki so namenjene prav 
zbiranju recenzij in ocen. Primeri takih platform so Yelp, TripAdvisor in Trustpilot, ki so 
izključno namenjene ocenjevanju produktov in storitev. Kljub velikemu številu ocenjevalnih 
platform pa ne smemo zanemariti dosega družbenih omrežij, kot so Facebook, Twitter in 
Instagram, kjer imajo uporabniki prav tako možnost podajanja svojih mnenj glede preteklih 
nakupov. 
Čeprav smo tukaj našteli zgolj nekaj primerov, je očitno, da je zaradi velikega števila 
različnih platform in še večjega števila recenzij in ocen težko zbirati in analizirati vse. Ker 
ljudje tovrstnih količin podatkov ne moremo obdelati ročno, navadno uporabljamo 
analitična orodja ali programe za podatkovno rudarjenje. 
V takšne namene bi razvijalcem produktov koristila programska rešitev, ki bi bila zmožna 
samodejnega zbiranja in obdelovanja recenzij prek mnogih platform ter jim pripisovala 
njihove številčne ocene. Enako programsko rešitev bi z manjšimi prilagoditvami lahko 
uporabljali za analiziranje odzivov uporabnikov javnih storitev. Z uporabo tako pridobljenih 
povratnih informacij bi lažje prilagodili delovanje ponudnikov teh storitev, kot so 
izobraževalne ustanove, zdravstveni domovi, komunalna podjetja in parlament. Z 
avtomatizacijo analize velikih količin odzivov uporabnikov bi hitro in z relativno malo truda 
odkrili kritične pohvale in graje ter tako izboljšali kakovost teh storitev in posledično 
zadovoljstvo njihovih uporabnikov. 
Pri razvoju te programske rešitve smo se ukvarjali s problematiko obdelovanja naravnega 
jezika. Računalnik namreč ne razume pomena besed, njihovega konteksta in sporočila 
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pisca. Kljub temu obstaja vrsta metod, ki omogočajo avtomatizirano obdelavo in delno 
razumevanje pomena besedil. 
Preverili smo, kako se obdelava naravnega jezika in metode strojnega učenja odrežejo v 
primerjavi s preprostimi metodami analize sentimenta in statistične obravnave. Glavna 
prednost slednjih je njihova časovna nezahtevnost in to, da ne zahtevajo predhodnega 
učenja. Omejene pa so v svoji sposobnosti analize besedila, saj so zmožne zgolj obravnavati 
posamezne besede in ne tudi njihovega pomena. Pomen je namreč pogosto odvisen od 
sosednjih besed, ki skupaj z dotično besedo definirajo kontekst. 
Naša programska rešitev bo zato temeljila na metodah vstavljanja besedil, s katerimi lahko 
zajamemo širši kontekst besedila. Dodatno lahko z metodami strojnega učenja iz besedil 
razberemo, kako so različna besedila povezana s pripadajočimi ocenami. Kot učni primer 
smo vzeli recenzije in ocene produktov, pridobljene s spletne trgovine Amazon. Zajeti 
primeri so bili v angleščini zaradi večje dostopnosti ustreznih programskih modulov in 
jezikovnih virov. 
Implementirana programska rešitev nam bo omogočila preverjanje veljavnosti osrednje 
hipoteze diplomskega dela: 
Hipoteza 1: Metode strojnega učenja napovedujejo številčno oceno produkta na podlagi 
njegovih recenzij bolje od osnovnih napovednih modelov, ki temeljijo na 
metodah analize sentimenta s statistično obravnavo. 
V drugem poglavju je predstavljeno področje strojnega učenja in nekaj metod strojnega 
učenja, ki smo jih uporabili v naši raziskavi. Sledi pregled področja obdelave naravnega 
jezika in problematike računalniškega razumevanja besedil. V četrtem poglavju je 
predstavljena implementacija programske rešitve, kjer smo opisali tudi programski jezik 
Python, v katerem je ta spisana, in nekaj ključnih programskih modulov, ki smo jih uporabili 
v naši programski rešitvi. V petem poglavju so našteta in opisana merila, s katerimi smo 
vrednotili našo programsko rešitev. Sledi poglavje z rezultati in diskusijo. V zadnjem 
poglavju so predstavljeni celoten pregled diplomskega dela, sklepne ugotovitve in predlogi 
za nadaljnje raziskovanje. 
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2 STROJNO UČENJE 
Strojno učenje je področje umetne inteligence, ki se ukvarja s tem, kako lahko računalnik 
avtomatizirano, ne da bi bil sprogramiran za izvajanje specifičnih nalog, iz podatkov razbere 
vzorce, si jih zapomni in nato izvaja odločitve na podlagi prej neznanih podatkov. 
Računalnik si torej iz učnih podatkov nabere znanje o generaliziranih pravilih te podatkovne 
množice. 
S časom postaja strojno učenje vedno bolj pomembno področje zaradi vse večjega obsega 
podatkov, ki jih obdelujemo, potrebe po avtomatizaciji, pomoči odločevalcem ali pa zgolj 
analizi teh podatkov. Uporablja se na mnogo področjih, kot so zdravstvo, finančništvo, 
avtomobilska in transportna industrija ter mnoga druga. 
Metode strojnega učenja ločimo na štiri kategorije glede na to, kako pridobivajo znanje, 
torej glede na to, ali jim podamo popolne historične podatke z vsemi oznakami ali ne ali 
kako jih usmerjamo pri njihovem učnem procesu. 
Nadzorovano učenje (angl. supervised learning): Učnemu algoritmu podamo vhodne in 
izhodne podatke. Rezultat učenja bo funkcija oz. model, ki bo na podlagi podanih vhodnih 
podatkov zmožen napovedovati izhodne podatke. Učni algoritem bo primerjal napovedi s 
pričakovanimi izhodnimi podatki v učni množici in tako ugotavljal, na kakšen način so ti 
medsebojno povezani (Ojha, Abraham, & Snášel, 2017). 
Delno nadzorovano in aktivno učenje (angl. semi-supervised and active learning), kjer 
podatkovna množica vsebuje nepopoln seznam izhodnih podatkov in je naloga algoritma, 
da sam najde ustrezne vrednosti oz. nadomesti manjkajoče podatke (Zhu, 2008). 
Vzpodbujevalno učenje (angl. reinforcement learning), kjer algoritmu oz. agentu učni 
podatki niso na voljo, temveč jih sam sproti pridobiva iz okolja. Učenje usmerjamo s tako 
imenovanimi nagradami in kaznimi, tj. s podajanjem sprotne povratne informacije o 
pravilnosti udejstvovanja (Kaelbling, Littman, & Moore, 1996). Te nagrade in kazni so 
navadno postavljene s strani razvijalca in so relativne glede na primernost oz. odstopanje 
napovedi modela. Tovrstni način učenja se največkrat uporablja v dinamičnem okolju, pri 
katerem zgodovinski podatki načeloma niso na voljo ali pa jih ne moremo uporabiti zaradi 
prevelike personalizacije napovedi. Primere uporabe takih algoritmov navadno najdemo na 
področjih robotike, priporočilnih algoritmov, samovozečih vozil in drugih avtomatiziranih 
agentov, ki so odvisni od okolja. 
Nenadzorovano učenje (angl. unsupervised learning): Algoritmu so na voljo podatki, na 
podlagi katerih je njegova naloga, da sam razbere njihove vzorce, ne da bi mu bile na voljo 
oznake oz. razlikovanje med vhodnimi in izhodnimi podatki (Rumelhart & Zipser, 1985). 
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Metode nenadzorovanega učenja se navadno uporabljajo za naloge razvrščanja (angl. 
clustering), kjer algoritmu zgolj povemo, na koliko gruč oz. kategorij naj razdeli podatke. 
Najbolj pogosto uporabljeni metodi nenadzorovanega učenja sta algoritem najbližjih 
sosedov in gručenje k-means (MacQueen, 1967). 
2.1 PRISTOPI IN ALGORITMI NADZOROVANEGA STROJNEGA UČENJA 
Pri strojnem učenju se srečujemo z različnimi algoritmi, kjer ima vsak svoje prednosti in 
slabosti. Razlike med njimi se kažejo tudi v namembnosti, načinu in hitrosti učenja, 
parametrih ter njihovih zahtevah glede specifikacij učne množice. Izbor algoritma za 
reševanje danega problema je zato pomemben proces. Razvijalec pa mora kljub dobremu 
poznavanju domenskega problema, ki ga želi rešiti, ter poznavanju več vrst algoritmov 
pogosto testirati zmogljivosti več različnih modelov, saj zaradi narave teh algoritmov, tj. ga 
obravnavamo kot črno škatlo, težko napovemo, kako se bo ta model obnesel. Izbor 
algoritma za napovedni model torej pogosto temelji na empiričnih dokazih. V naši raziskavi 
smo preizkusili klasifikacijske metode oz. uporabili implementacije teh metod, ki podpirajo 
zgolj klasifikacijo. Kot vrsto učenja pa smo uporabili le nadzorovano učenje, saj smo imeli 
na voljo popolno učno množico z vsemi izhodnimi podatki. Poleg tega pa je tudi 
problematika primerna za ta način učenja. 
Pri nadzorovanem učenju gre v osnovi za problem učenja funkcije, ki bo generalizirala 
odnos med vhodnimi spremenljivkami 𝑋 in izhodno spremenljivko 𝑌 ter na podlagi tega 
bila zmožna napovedovati vrednosti izhoda na osnovi podanih vhodnih podatkov. Tako je 
algoritem strojnega učenja na podlagi izkušenj (podatkov) sposoben avtonomno sprejemati 
odločitve. Naloga metode nadzorovanega strojnega učenja je torej avtomatsko učenje 
funkcije, imenovane tudi napovedni model 𝑓(𝑋), za katero si želimo, da velja: 
𝑌 =  𝑓(𝑋), 
oz. bo napovedna napaka ali odstopanje dejanske vrednosti izhodne spremenljivke 𝑌 od 
napovedane vrednosti 𝑓(𝑋) čim manjše. 
2.1.1 Nevronske mreže 
Celotno poglavje o nevronskih mrežah je povzeto po Nielsen (2015). 
Nevronske mreže (angl. neural networks) veljajo kot eni od najbolj prilagodljivih in 
vsestranskih načinov učenja oz. zajemanja znanja iz podatkov. Največkrat so uporabljene 
za naloge prepoznavanja govora, jezikovnega prevajanja, obdelavo naravnega jezika, 
slikovnega prepoznavanja in naloge drugih bolj specifičnih področij. So paradigma obdelave 
informacij, ki jemlje navdih v delovanju biološkega živčnega sistema. Sestavljene so kot 
mreže nevronov (angl. neurons) oz. vozlišč, ki prav tako kot biološki nevroni prek sinaps 
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(povezav, angl. synapse) prožijo in prevajajo signale prek povezav do ostalih nevronov. Te 
povezave so v implementacijah nevronskih mrež predstavljene z realnimi števili, ki jih 
imenujemo uteži; zadolžene so za pretvarjanje moči signalov v povezavah med nevroni. 
Vsak nevron torej sprejema signale, jih obdela in nato pošilja naprej ostalim povezanim 
nevronom. Različni vhodni podatki bodo tako vedno drugače sprožili nevrone v mreži in 
tako kljubovali k različnim napovedim. 
Nevroni so tipično zaporedno razporejeni v plasti, kjer lahko vsaka posamezna plast izvaja 
različne številčne preslikave vhodnih podatkov in podaja svoje izhode naslednji plasti. Med 
nevroni v isti plasti ali dveh plasteh, ki nista zaporedni, niso medsebojno povezani. Te 
preslikave temeljijo na linearni kombinaciji vhodnih povezav in aktivacijske funkcije. 
Določitev aktivacijske funkcije zadnje oz. izhodne plasti je navadno odvisna od naloge 
nevronske mreže, tj. klasifikacije ali regresije. Večkrat pa je končna izbira števila plasti in 
njihovih nevronov ter aktivacijskih funkcij stvar empiričnih preizkusov in medsebojne 
primerjave različnih možnosti.  
2.1.1.1 Nevron 
Vrednost nevrona 𝑣 je definirana kot: 
𝑣 =  ∑(𝑤𝑖 ∗  𝑋𝑖) + 𝑏, 
kjer so 𝑤𝑖 uteži na vhodnih sinapsah, 𝑋𝑖 izhodi povezanih nevronov prejšnje plasti (vhodnih 
nevronov), 𝑏𝑖 pa prosti člen, imenovan tudi predsodek (angl. bias). Izhodna vrednost 
nevrona 𝑌 je enaka preslikavi stanja 𝑣 z aktivacijsko funkcijo 𝑓𝑖: 
𝑌 = 𝑓𝑖(𝑣). 
Funkcijo vsakega nevrona si torej lahko tako predstavljamo kot linearno preslikavo, ki 
skupaj z aktivacijsko funkcijo in ostalimi nevroni tvori poljubno nelinearno funkcijo 
transformacije vhodov v izhode. Na ta način lahko nevronska mreža zajame veliko količino 




Slika 1: Shema nevrona in njegovega delovanja 
 
Vir: Oliveira idr. (2017) 
Slika 1 prikazuje shematski prikaz enega nevrona in njegovih povezav. Vsak nevron deluje 
na osnovi vrednosti vhodov in uteži 𝑤 = (𝑏,  𝑤1, … ,  𝑤𝑛 ), kjer je n število vhodnih povezav 
z nevroni predhodne plasti ter aktivacijske funkcije 𝑓𝑖. Ob inicializaciji modela so uteži 
navadno naključne vrednosti med –1 in 1. Tekom učenja se uteži prilagajajo glede na 
vrednotenje točnosti napovedi nevronske mreže. Prilagajamo jih lahko z različnimi 
metodami, najpogosteje z algoritmom, imenovanim vzvratno razširjanje napake (angl. 
backpropagation).  
Vzvratno razširjanje napake je optimizacijski algoritem, ki minimizira napako nevronske 
mreže na učnih parametrih. Kot parameter sprejme hitrost učenja, ki definira moč 
sprememb uteži v smeri gradienta napake. Posamezne implementacije optimizacijskih 
algoritmov sprejmejo tudi dodatne parametre, npr. razpad (angl. decay), ki tekom 
ponovitev učnega cikla upočasni hitrost učenja. Dodatno lahko učenje nevronskih mrež 
prilagodimo z naključnim izvzemanjem posameznih nevronov iz učne ponovitve (angl. 
dropout), s čimer zmanjšamo verjetnost pretiranega prileganja učnim podatkom. 
2.1.1.2 Aktivacijske funkcije 
Signal, ki je izhod nevrona, je definiran s preslikavo aktivacijske funkcije nad utežno vsoto 
njegovih vhodov in korekcijo 𝑏. Namen aktivacijskih funkcij je pretvorba linearne funkcije 
nevrona v nelinearno. S tem dosežemo večjo prilagodljivost nevronske mreže in 
omogočimo reševanje nelinearnih problemov oz. učenje nelinearnih napovednih modelov. 
Brez aktivacijskih funkcij bi bile nevronske mreže zmožne zgolj osnovnih nalog, medtem ko 
z implementacijo aktivacijskih funkcij lahko klasificirajo objekte na slikah, prepoznajo govor 
in so zmožne reševanja podobnih problemskih nalog.  
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Aktivacijske funkcije torej transformirajo moč izhodnega signala nevrona, tj. kako močno je 
aktiviran. Ena od bolj preprostih aktivacijskih funkcij je mejna funkcija, ki zgolj postavlja 
mejo vrednosti nevrona, pri kateri bo oddal signal, in sicer bo njegova aktivacija imela 
vrednost 0 ali 1. Mejna funkcija se navadno uporablja v binarnih klasifikatorjih.  
V raziskovalni nalogi smo testirali sigmoidno funkcijo za skrite plasti in funkcijo softmax za 
izhodno plast. 





Slika 2: Logistična krivulja sigmoidne aktivacijske funkcije 
 
Vir: Nielsen (2015) 
Sigmoidna funkcija ima spodnjo in zgornjo mejo, kar omogoča popolnoma izklopljen, 
vklopljen nevron in poljubne vrednosti vmes. Zaradi svoje oblike, ki povzroča počasno 
zbliževanje mejnim vrednostim, je verjetnost ničnega ali popolnega signala izredno nizka.  
Softmax je logistična funkcija, ki vektor z vrednostmi poljubnega razpona preslika v nov 
vektor razpona [0, 1], kjer je vsota vseh novih vrednosti enaka 1. Te nove vrednosti 
predstavljajo verjetnostno porazdelitev možnih izidov. Funkcijo softmax se v kontekstu 
nevronskih mrež najpogosteje uporablja v namene klasifikacije, kjer zadnji, izhodni nivo 
preslikamo v verjetnostno porazdelitev možnih vrednosti napovedi (klasifikacij) modela. 
Tako kot napoved modela obravnavamo razred, ki se preslika v nevron izhodne plasti z 
najvišjo verjetnostjo. 
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2.1.2 Odločitvena drevesa 
Odločitvena drevesa so ena izmed metod strojnega učenja, ki podpirajo tako klasifikacijo in 
regresijo. Vizualno si jih lahko predstavljamo tako, kot že namiguje ime, v obliki drevesne 
strukture oz. grafa. Sestavljena so iz notranjih vozlišč, vej in končnih vozlišč. Naloga 
notranjih vozlišč je izvajanje odločitev (na podlagi vhodnih spremenljivk), po kateri veji se 
bo nadaljeval algoritem. Veje predstavljajo izid testov notranjih vozlišč (ki temeljijo na 
testiranju vrednosti vhodnih spremenljivk) in vodijo do nadaljnjih notranjih ali končnih 
vozlišč. Končna vozlišča predstavljajo končne napovedi izhodne spremenljivke. Odločitvena 
drevesa tako izvajajo napovedi na podlagi več testiranj posameznih vhodnih spremenljivk.  
Vrstni red teh odločitev je določen v fazi učenja, kjer množico učnih primerov razdelimo na 
podmnožice na podlagi vrednosti vhodne spremenljivke, ki je bila izbrana s pomočjo meril, 
kot sta informacijski prispevek in Gini indeks vhodne spremenljivke. Cilj učenja je torej 
določitev takšnega vrstnega reda odločitev, kjer z najmanjšim možnim številom odločitev 
oz. korakov premikanja navzdol po drevesu pridemo do čim bolj točnih napovedi. Točnost 
teh napovedi je v fazi učenja predstavljena kot čistost učne množice, tj. razmerje med 
pravilno napovedanimi vrednostmi vhodne spremenljivke in številom vseh primerov v učni 
množici. 
Slika 3: Primer odločitvenega drevesa za napovedovanje igranja tenisa 
 
Vir: Kulkarni (2017) 
Kot je razvidno iz slike 3, nam to odločitveno drevo pomaga pri odločitvi, ali bomo igrali 
tenis, na podlagi vrednosti treh vhodnih spremenljivk, povezanih z vremenom: »Outlook«, 
»Humidity« in »Wind«. V prvem korenskem vozlišču za odločitev uporabi vrednost vhodne 
spremenljivke »Outlook« in v odvisnosti od trenutnih vremenskih razmer izbere eno izmed 
vej »Sunny«, »Overcast« ali »Rain«. V primeru oblačnega vremena (veja »Overcast«) bo 
drevo napovedalo vrednost izhodne spremenljivke »Yes«, torej to, da bomo igrali tenis. 
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Sicer pa se bo drevo odločalo naprej glede vrednosti drugih vhodnih spremenljivk (npr. v 
primeru sončnega vremena, na osnovi vlažnosti oz. »Humidity«).  
Iz tega primera je razvidno, da so odločitvena drevesa transparentni algoritmi v smislu, da 
si lahko njihove rezultate preprosto interpretiramo in vemo, na podlagi katerih odločitev je 
bila podana napoved. Prednost transparentnosti odločitvenih dreves poudarjamo zaradi 
drugih metod strojnega učenja, kot npr. nevronske mreže, kjer je interpretacija njihovih 
napovedi praktično nemogoča in jih zato obravnavamo kot črno škatlo.  
2.1.3 Naključni gozdovi 
Odločitvena drevesa so priljubljene metode strojnega učenja zaradi transparentnosti, 
preprostega učenja in hitrosti. Preprosta odločitvena drevesa pa so pogosto slaba pri 
napovedovanju na podlagi prej neznanih podatkov, saj so izpostavljene prekomernemu 
prileganju učnim podatkom. Kljub temu da lahko uporabljamo naknadno rezanje drevesa, 
ko se želimo izogniti prej omenjenemu problemu prekomernega prileganja (Ho, 1995), nas 
lahko naknadno rezanje pelje k netočnim modelom, ki se premalo prilegajo podatkom. 
Naključni gozdovi rešujejo problem prekomernega prileganja z uporabo ansambla več 
odločitvenih dreves. Naključni gozdovi implementirajo rabo večjega števila dreves, ki se 
učijo na naključnih vzorcih podane učne množice. Na ta način lahko vsako drevo zajame 
različen del znanja iz učnih podatkov. To naključnost lahko še dodatno povečamo z 
omejevanjem števila vhodnih spremenljivk, ki jih lahko upošteva posamezno odločitveno 
drevo. 
Do napovedi pri naključnih gozdovih pridemo prek glasovanja vseh dreves v ansamblu. 
Glasovanje obravnavamo različno glede na vrsto napovednega modela, ki si ga želimo. Pri 
klasifikaciji upoštevamo pravilo večinskega glasovanja, kjer napovemo razred, ki ga je 
napovedalo največ dreves v ansamblu. Pri regresiji pa vrednost razreda določimo s 
povprečenjem napovedi posameznih dreves. 
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3 OBDELAVA NARAVNEGA JEZIKA 
Obdelava naravnega jezika je veja znanosti računalništva in umetne inteligence, ki 
proučuje, na kakšen način lahko uporabljamo računalnike za razumevanje govora in 
naravnih besedil. V osnovi gre za iskanje in prenos znanja v aplikacije o tem, kako ljudje 
razumemo in uporabljamo jezik (Chowdhury, 2005). Danes si težko predstavljamo spletne 
iskalnike, ki bi vračali zadetke zgolj na podlagi ključnih besed, dobesednega ujemanja in ne 
bi razumeli konteksta naših vprašanj. Včasih imamo občutek, kot da nas te aplikacije 
razumejo, kaj jim želimo povedati. Popolnoma enako je pri avtomatskih preverjevalnikih 
črkovanja, kjer popravek ni vedno najbolj podobna beseda po ujemanju črk, temveč lahko 
pogosto opazimo popravke glede na semantiko besedila. Gre torej za pomembno vejo 
raziskovanja tako človeškega kot tudi strojnega znanja. 
Pri obdelavi naravnega jezika se navadno srečujemo z več metodami, ki se tičejo obdelave 
besedil z vidika sintakse, razčlenjevanja in preslikave besed, ter ugotavljanja frekvenc 
besed, ki se pojavijo skupaj, in več drugimi metodami. 
3.1 METODE PREDOBDELAVE BESEDIL 
V tem poglavju bomo predstavili metode predobdelave besedil oz. v kontekstu strojnega 
učenja postopke za pripravo učne množice podatkov. 
3.1.1 Krnjenje 
Krnjenje (angl. stemming) je proces odstranjevanja črk s konca besede, katerega cilj je 
pridobitev približka njene osnove oz. korena. Krnjena beseda torej ni nujno enaka njenemu 
korenu. Naloga tega algoritma je zgolj zmanjšati šum v podatkih s tega vidika, da ne želimo 
imeti korpusa, ki vsebuje več različno sintaktično zapisanih besed, za katerimi sicer stoji 
enak pomen (Willett, 2006). Za primer vzemimo besedo »products«, ki je množinski 
samostalnik besede »product«. Takoj lahko opazimo, da bo računalnik kljub enaki 
semantiki besede to obravnaval kot dve različni besedi. 
Problem pri enaki ali vsaj podobni semantiki se nadaljuje, če naš korpus vsebuje besede, 
kot sta na primer »productive« in »production«. Brez krnjenja bi torej naš algoritem isti 
pomen obravnaval različno. Da se temu izognemo, lahko uporabimo eno izmed 
implementacij krnjenja PorterStemmer, ki vse prej naštete besede »product«, »products«, 
»production«, »productive« preslika v besedo »product«. S tem občutno zmanjšamo obseg 
svojega korpusa in damo vsakemu pojmu večji pomen znotraj korpusa. 
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3.1.2 Lematizacija 
Lematizacija (angl. lemmatization) je enako kot krnjenje v obdelavi naravnega jezika 
namenjena zmanjšanju obsega korpusa, vendar je pristop k doseganju tega nekoliko 
drugačen. Za razliko od krnjenja je končni rezultat tega procesa lema besede, tj. slovarska 
oblika prvotne besede (Bergmanis & Goldwater, 2018). Za dosego tega za lematizatorji 
navadno stojijo slovarji, ki vsebujejo tovrstne oblike besed. Algoritem se razlikuje tudi v 
tem, kako obravnava posamezne besede. Lematizacija namreč za razliko od krnjenja, kjer 
je obravnavana zgolj posamezna beseda, upošteva tudi njen kontekst oz. sosednje besede. 
V namene lematizacije korpusa smo v raziskovalni nalogi uporabili implementacijo 
lematizatorja knjižnice NLTK, ki temelji na leksikalni podatkovni bazi WordNet. Rezultati 
prej podanih primerov (product, product, production, productive) se bodo tudi razlikovali, 
saj je tudi njihov pomen drugačen.  
‒ Product, products → product, 
‒ Production → production, 
‒ Productive → productive. 
Kot lahko opazimo, se obseg korpusa ne zmanjša tako občutno kot pri krnjenju, vendar pa 
z lematizacijo obdržimo nekatere pomene besed, ki bi jih ob uporabi prejšnje metode 
izgubili. Lematizacija je torej bolj zanesljiva, vendar pa tudi bolj potratna metoda 
preslikovanja besedil, saj se za njo skriva baza znanja, ki je prej omenjeni algoritmi krnjenja 
ne potrebujejo.  
3.1.3 Tokenizacija 
Tokenizacija (angl. tokenization) je proces razčlenjevanja besedila na posamezne besede 
oz. v tem primeru žetone (angl. token) (Grefenstette & Tapanainen, 1997). Ta proces je 
pomemben zaradi ločevanja različnih sestavljenih besed ali besednih zlogov. Vzemimo za 
primer besedo »well-known« (slo. dobro poznan), ki sicer z dvema besedama »well« in 
»known« prek pomišljaja tvori eno besedo. Če ne želimo razredčiti korpusa s tako 
sestavljenimi besedami, jih velja v takem primeru ločiti na posamezne besede (v tem 
primeru »well« in »known«), kjer bo semantika še vedno enaka. Podoben problem nastane 
pri besedah, kot je »can't« (slo. ne moči/smeti/znati), ki so okrajšane z opuščajem. Takšne 
besede lahko ločimo na več različnih načinov glede na to, kakšen končni korpus si želimo. 
Besedo »can't« lahko tako ločimo na: 
‒ TreebankWordTokenizer: Ca + n't, 
‒ WordPunctTokenizer: Can + ' + t, 
‒ PunktWordTokenizer: Can + 't, 
‒ WhitespaceTokenizer: Can't. 
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Kot lahko opazimo, je končni rezultat odvisen od implementacije specifičnega 
tokenizatorja. Izbor tega je prepuščen razvijalcu, ta pa ga navadno izbere prek lastnih 
preferenc ali empiričnih dokazov. V raziskavi smo uporabili RegExpTokenizer, ki loči 
besedilo glede na podan regularni izraz. Podali smo mu regularni izraz »r'\w+'«, ki določa 
ločevanje besed po presledkih in obdrži zgolj besede oz. v primeru regularnih izrazov nabor 
znakov, ki vključujejo zgolj alfanumerične znake. 
3.1.4 Odstranjevanje nepolnopomenskih besed 
Besednjak vsakega jezika vsebuje nabor več besed, ki se v besedilih pojavljajo občutno 
pogosteje kot ostale in nimajo velikega prispevka k vsebini oz. pomenu tega besedila. To so 
navadno vezniki, členki in predlogi. Nabor teh besed je vsekakor odvisen od dotičnega 
jezika. Angleško jezikoslovje take vezne besede imenuje »funkcijske« besede (angl. stop 
words). To so besede z majhnim leksičnim pomenom ali pa so namenjene zgolj povezovanju 
pomena drugih besed. 
Kot prej omenjeni metodi krnjenje in lematizacija se tudi ta ukvarja s problemom 
prenasičenega korpusa. Ta metoda za razliko od prejšnjih ne preslikava besed, temveč 
problem rešuje preprosto tako, da jih odstrani. Ker je nabor teh besed popolnoma 
subjektiven, je tudi izbor slovarja, ki jih vsebuje, stvar preferenc razvijalca. V naši 
raziskovalni nalogi smo uporabili modul »stop-words« za angleški jezik. Razlog za 
odstranjevanje takih besed je močno razločevanje med pomeni besed, zmanjševanja šuma 
v podatkih in zmanjšanje obsega korpusa. Če želimo, da računalnik dobro razume, kaj je 
vsebina besedila, mora za vsako besedo stati čim bolj jasen oz. računalniku nedvoumen 
pojem. 
3.2 VSTAVITVE BESED IN DOKUMENTOV 
V tem podpoglavju bomo predstavili algoritem Word2vec, ki je eden izmed načinov, kako 
lahko besede preslikamo v računalniku razumljivo obliko. Temu sledi opis algoritma 
Doc2vec, ki algoritem Word2vec nadgrajuje s tem, da lahko preslikavamo celotna besedila 
in ne zgolj posameznih besed.  
3.2.1 Algoritem Word2vec 
Pri obdelavi naravnega jezika se pogosto srečujemo s problemom, kako besede predstaviti 
računalniku. Klasične metode te besede zgolj preslikajo v unikatne identifikatorje. Ta 
pristop je sicer preprost in hiter, vendar pa ne vsebuje informacij, ki bi jih veljalo uporabiti. 
To so navadno razmerja med besedami oz. konteksti, v katerih se te besede pojavljajo bolj 
ali manj pogosto (Mikolov, Chen, Corrado, & Dean, 2013). Algoritem Word2vec ta problem 
rešuje z vstavljanjem besed, tj. preslikavo besed v večdimenzionalen vektorski prostor.  
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Algoritem uporablja plitke nevronske mreže z eno skrito plastjo, katerih naloga je 
ugotavljanje besed na podlagi njihovih sosednjih besed (CBOW) ali pa ugotavljanje 
sosednjih besed na podlagi podane besede (Skip-gram). Vektorske reprezentacije besed 
pridobimo iz skrite plasti, kjer vrednosti nevronov te plasti predstavljajo posamezne 
dimenzije tega vektorja.  
Slika 4: Primerjava CBOW in Skip-gram implementacije modela Word2vec  
 
Vir: Mikolov idr. (2013) 
3.2.2 Algoritem Doc2vec 
Algoritem Doc2vec se tako kot Word2vec ukvarja s problemom, kako besedilo ali 
natančneje njegov pomen predstaviti računalnikom. Ti ne razumejo, kakšni pojmi in ideje 
se skrivajo za besedami, še manj pa, kaj se skriva za različnimi kombinacijami besed, ki lahko 
skupaj tvorijo popolnoma drugačen pomen, neodvisen od pomena posameznih besed. Ena 
izmed pogosto uporabljenih rešitev je del semantičnega spleta, kjer so posamezni objekti 
medsebojno povezani z relacijami, tj. prikazani, v kakšnih medsebojnih odnosih se 
uporabljajo. Ta metoda pa je omejena z naborom znanja, ki ga definira človek. Tukaj se 
pojavi vprašanje, na kakšen način lahko ustvarimo relacije med besedili brez človeškega 
dejavnika. Ker računalnik razume zgolj števila, pa se algoritem Doc2vec točneje ukvarja s 
tem, kako besedila prikažemo številčno. Te številčne preslikave besedil so večdimenzionalni 
vektorji, ki predstavljajo koncepte, ki se skrivajo za besedili. Doc2vec rešuje problem 
vektorizacije poljubno dolgih besedil v vektorje fiksne dolžine prek vstavljanja (Le & 
Mikolov, 2014).  
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Algoritem Doc2vec je v osnovi klasifikacijska nevronska mreža, katere naloga je 
napovedovanje besede na podlagi danih kontekstnih oz. sosednjih besed. Besede so 
predstavljene kot vektorji bitov. Ti se enoznačno preslikavajo glede na položaj besede 
znotraj korpusa. Denimo, da imamo besede b1, b2, b3, ki jih preslikamo v vektorje [1, 0, 0], 
[0, 1, 0], [0, 0, 1]. Dodatno kontekstualnim besedam algoritem Doc2vec kot vhod zahteva 
tudi unikatni identifikator posameznega besedila, ki se enako kot besede preslika v 
enoznačni vektor bitov. Algoritem kot vhod torej prejme unikatne identifikatorje besedila 
in kontekstnih besed ter na podlagi teh vrne nov vektor, ki enako kot ostali vektorji 
predstavlja določeno besedo. V smislu arhitekture nevronskih mrež ta algoritem uporablja 
en skrit nivo, ki ga v kontekstu tega algoritma imenujemo vstavljeni nivo. Končne številčne 
reprezentacije dokumentov nastanejo kot stranski proizvod, ki ga izvlečemo iz vstavljenega 
nivoja pri napovedovanju besed iz konteksta.  
Slika 5: Arhitektura modela Doc2vec  
 
Vir: Le & Mikolov (2014) 
Identifikator besedila je odvisen od števila celotne množice besedil. Identifikator besed je 
odvisen od obsega korpusa. 
Število vhodnih vektorjev je odvisno od tega, kako velik kontekst želimo obravnavati. 
Optimalne dolžine tega so navadno ugotovljene na podlagi empiričnih dokazov, vendar pa 
se lahko tukaj omejimo v smiseln okvir, ki ga definira obravnavan jezik. Navadno so ti 
konteksti dolgi med 2 in 10 besed. 
Vstavljen nivo je ponovno poljubne dolžine. Ker ti vektorji za seboj skrivajo ogromno 
različnih pomenov, velja uporabiti dolžino vsaj nekaj deset enot. Premajhna dolžina 
vektorja bo zajela premalo znanja, v preveliki pa bo premalo nasičen za jasno razločevanje 
med pojmi. Zato tudi to število velja določiti na podlagi empiričnih poskusov. 
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4 PROGRAMSKA REŠITEV ZA NAPOVEDOVANJE OCEN 
PRODUKTOV IZ BESEDIL RECENZIJ 
4.1 RAZVOJNO OKOLJE 
4.1.1 Python 
Python je eden izmed najbolj popularnih splošno namenskih programskih jezikov. 
Uporablja preprosto sintakso, ki je tako preprosta za pisanje kot tudi za branje. Njegove 
lastnosti so dinamični podatkovni tipi in samodejno upravljanje s pomnilnikom. Podpira 
objektno, proceduralno, funkcionalno in strukturirano orientirano programiranje. Ena 
izmed glavnih značilnosti Pythona je lepa in berljiva sintaksa, ki omogoča hitro 
programiranje. Na ta način je Python primeren tudi za eksperimentalne programe, kjer so 
pomembni hitri rezultati.  
Python je tudi zelo razširljiv prek knjižnic. Te navadno dodajamo prek paketnih upraviteljev 
(angl. packet managers), kot so na primer Pip, Anaconda in Virtualenv. 
Python je uporaben za razvoj namiznih aplikacij, spletnih strani in spletnih aplikacij. Za 
vsakega izmed naštetih namenov pa imamo na voljo tudi različna ogrodja, na primer PyQt 
in tkInter za razvoj uporabniških vmesnikov ter Django in Flask za razvoj spletnih aplikacij.  
Zaradi širokega nabora knjižnic, ki so prosto dostopne, ter sintakse, ki omogoča, da z malo 
kode dosežemo velik učinek, je Python primeren za eksperimentiranje. Iz tega razloga 
vedno več ljudi uporablja Python, kadar imajo opravka s strojnim učenjem. V nadaljevanju 
bomo opisali nekaj knjižnic, ki smo jih uporabili v raziskavi, poleg tega pa bomo pokazali 
tudi nekaj ključnih primerov uporabe teh knjižnic znotraj naše programske rešitve. 
Python je interpretiran oz. tolmačen programski jezik, kar pomeni, da se njegova koda 
izvaja neposredno prek interpreterja oz. tolmača, ki med izvajanjem programa prevaja vsak 
izraz posebej v drug jezik. Navadno je to strojno berljiv jezik, ki ga lahko neposredno izvede 
procesor. 
4.1.2 Knjižnica Numpy 
Programski jezik Python vsebuje širok nabor visokonivojskih podatkovnih tipov, kot so na 
primer seznami in slovarji. Te podatkovne strukture pa niso primerne za časovno potratne 
matematične operacije (van der Walt, Colbert, & Varoquaux, 2011). NumPy je odprtokodna 
knjižnica za programski jezik Python, ki podpira večdimenzionalne sezname in matrike, nad 
katerimi ponuja veliko število visokonivojskih računskih operacij. Problem počasnosti 
Pythona NumPy rešuje z lastnimi implementacijami podatkovnih struktur. Seznami v 
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Pythonu podpirajo elemente poljubnih podatkovnih tipov, medtem ko se seznami v 
NumPyju obnašajo bolj kot zbirke, kjer morajo biti vsi njihovi elementi enakega 
podatkovnega tipa in nam dodatno ne ponujajo funkcij za dodajanje, vstavljanje in brisanje.  
4.1.3 Knjižnica Pandas 
Pandas je programska knjižnica, ki omogoča preprosto manipulacijo in analizo podatkov. 
Vsebuje širok nabor podatkovnih struktur in funkcij. Namen knjižnice Pandas je, da služi kot 
vez med Pythonom, mnogimi domensko specifičnimi statističnimi računskimi platformami 
in jeziki podatkovnih baz (Mckinney, 2011).  
4.1.4 Knjižnica Scikit-learn 
 Scikit-learn je programska knjižnica, ki integrira širok nabor algoritmov za strojno učenje 
(Pedregosa idr., 2011). Vsebuje metode strojnega učenja za klasifikacijo, regresijo in 
gručenje. Za uporabo te knjižnice smo se odločili zaradi njenih preprostih visokonivojskih 
programskih vmesnikov in preproste integracije s knjižnicami, kot sta NumPy in SciPy. Iz 
nabora metod strojnega učenja knjižnice smo uporabili njeno implementacijo 
klasifikacijskih naključnih dreves. Iz njenega nabora podpornih metod strojnemu učenju pa 
smo uporabili metodo train_test_split, s katero smo ločevali podatkovno množico na učne 
in testne množice podatkov. 
4.1.5 Knjižnica tensorflow 
Tensorflow je odprtokodna knjižnica ki ponuja visoke zmogljivosti za številčno računanje. 
Poganjamo jo lahko na več platformah in okoljih, tj. osebnih računalnikih, strežnikih, 
mobilnih napravah. Poleg tega pa je s Tensorflowom možno računsko zahtevne operacije 
poganjati na različnih in prek več procesorjev naenkrat. Razvila ga je ekipa inženirjev Google 
Brain v sklopu organizacije Google AI (Google, 2018). Knjižnica je na voljo v več programskih 
jezikih, tj. Python, C in brez povratne povezljivosti v C++, Go, Javi, Javascriptu in Swift. Poleg 
naštetih je Tensorflow možno uporabljati tudi v drugih jezikih prek tretjih oseb.  
Najbolj pogosta raba Tensorflowa je v namene strojnega učenja. Bolj specifično za 
ustvarjanje nevronskih mrež. Prek preprostega vmesnika lahko zelo hitro in preprosto 
ustvarimo nevronsko mrežo s poljubnimi parametri, jo učimo in z njo pridelujemo 
napovedi. Vmesnik ponuja tudi preprosto integracijo z ostalimi knjižnicami, kot sta prej 
našteta NumPy in Pandas, saj lahko njegovi napovedni modeli obdelujejo podatke v obliki 
podatkovnih tipov, ki jih ponujata ti dve knjižnici.  
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4.1.5.1 Estimatorji 
Estimatorji so visokonivojski aplikacijski vmesniki za ustvarjanje napovednih modelov. 
Vmesniki omogočajo preprosto učenje, vrednotenje, napovedovanje in shranjevanje teh 
modelov (Google, 2018).  
Klasifikacijsko globoko nevronsko mrežo ustvarimo z ustvaritvijo estimatorja DNNClassifier. 
model = tf.estimator.DNNClassifier( 
    n_classes, 
    feature_columns, 
    hidden_units, 
    dropout, 
    activation_fn, 
    optimizer, 
    model_dir  
) 
  
Vhodno učno množico ustvarimo in treniramo kot: 
train_input_fn = tf.estimator.inputs.numpy_input_fn( 
    x={"x": x_train}, 
    y=y_train, 
    shuffle=True, 




Ustvarjeni modeli vsebujejo metode za vrednotenje in napovedovanje, ki jih kličemo kot: 
model.evaluate(test_input_fn) 
model.predict(predict_input_fn) 
4.1.6 Knjižnica Gensim 
Gensim je odprtokodna knjižnica, ki je namenjena modeliranju vektorskega prostora in 
modeliranju tematik (angl. topic modeling). Podobno kot Tensorflow tudi Gensim ponuja 
velik nabor metod strojnega učenja prek preprostega vmesnika, s to razliko, da je slednji 
namenjen obdelavi naravnega jezika. Odlikujejo ga dobre zmogljivosti prek optimiziranih 
podatkovnih pretokov, kar ga razlikuje od drugih knjižnic, namenjenih obdelavi naravnega 
jezika. Ena izmed pomanjkljivosti te knjižnice je odsotnost metod za predobdelavo besedila, 
kar je treba nadomestiti z drugimi knjižnicami. Gensim se v tem smislu osredotoča na bolj 
napredne metode in algoritme, kot so tf-idf (term frequenca-inverse document frequency), 
LSH (locality-sensitive hashing), Word2vec, Doc2vec, LSA (latent semantic analysis), LDA 
(latent Dirichlet allocation) in drugi (Řehůřek & Sojka, 2010). 
V naši raziskavi smo uporabili algoritem Doc2vec, ki je namenjen vektorizaciji dokumentov, 
tj. umestitvi besedil v večdimenzionalni vektorski prostor. Dokument je predstavljala 
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posamezna recenzija. Vektorje dokumentov smo nato uporabili kot učno množico za učenje 
nevronskih mrež. 
4.2 ARHITEKTURA IN IMPLEMENTACIJA 
Programska rešitev je sestavljena iz modulov za: 
‒ luščenje surove množice komentarjev, 
‒ predobdelavo besedil, 
‒ osnovno klasificiranje ocen na podlagi analize sentimenta, 
‒ vstavljanje dokumentov z Doc2vec, 
‒ klasificiranje ocen z nevronskimi mrežami in 
‒ vrednotenje napovednih modelov. 
4.2.1 Modul za luščenje 
Izvorna datoteka, ki je vsebovala recenzije in ocene ter nekaj ostalih atributov znotraj 
podatkovnega tipa JSON, je bila stisnjena v format gzip. Zaradi tega je bila potrebna 
implementacija modula za luščenje, ki je iz stisnjene datoteke izvlekel zgolj recenzije ter 
ocene in jih ločeno shranil v feather in npy format. Za prvega smo se odločili zaradi njegove 
hitrosti nalaganja podatkov v pomnilnik in integracije z modulom Pandas, drugi pa je bil 
izbran na podlagi rabe ocen v zbirki NumPy. 
4.2.2 Modul za predobdelavo besedil 
V modulu za predobdelavo besedil smo implementirali postopke za: 
‒ čiščenje, 
‒ tokenizacijo, 
‒ odstranjevanje nepolnopomenskih besed in 
‒ lematizacijo. 
V postopku čiščenja smo iz besedil odstranili vse posebne znake z izjemo opuščaja in vsa 
števila. Za odstranjevanje teh znakov smo uporabili funkcijo sub knjižnice re, ki kot 
parameter sprejme regularni izraz za iskanje želenega vzorca, nadomestno besedilo, s 
katerim zamenja najdene vzorce, ter besedilo, nad katerim naj izvede postopek. Dodatno 
smo vse besede pretvorili z malo začetnico. 
text = [w.lower() for w in re.sub('[^A-Za-z \']+', "", line).split()] 
 
V namene tokenizacije smo uporabili RegexpTokenizer modula tokenize knjižnice nltk. Kot 
parameter sprejme regularni izraz, po katerem besedilo loči na žetone. Kot žeton smo 
določili vsako besedo, tj. ločili besedilo na mestih, kjer se konča nabor alfanumeričnih 
znakov. 
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tokenizer = RegexpTokenizer(r'\w+') 
for line in texts: 
    tokens = tokenizer.tokenize(line) 
 
Besede recenzij smo nato lematizirali z WordNetLemmatizer modula stem knjižnice nltk. 
Uporablja WordNet leksikalno podatkovno bazo, ki jo moramo pred uporabo modula 
prenesti v lokalno okolje. 
nltk.download("wordnet") 
lmt = WordNetLemmatizer() 
for line in texts: 
    text = [lmt.lemmatize(w) for w in line] 
 
Dodatno smo nato odstranili vse besede, ki so vsebovale zgolj en znak, saj angleško 
jezikoslovje vsebuje zgolj tri take besede (»I«, »a«, »o«), izmed katerih nobena nima 
samostojnega pomena. Dodatno smo s tem postopkom odstranili tudi morebitne 
anomalije, ki so nastale v postopku tokenizacije. 
Po končanih postopkih smo vsa besedila shranili v tekstovno datoteko, kjer je vsaka vrstica 
vsebovala pripravljeno recenzijo. Za tak način shranjevanja smo se odločili zaradi preproste 
rabe datoteke pri integraciji modula Gensim.  
4.2.3 OSNOVNA METODA ZA ANALIZO SENTIMENTA 
Analiza sentimenta je vrsta obdelave naravnega jezika za ugotavljanje nagnjenosti pisca 
besedila k določeni tematiki. Navadno so rezultati takšne analize predstavljeni v obliki 
številčnih polaritet, ki označujejo piščevo pozitivno ali negativno naravnanost za določeno 
tematiko. Te polaritete se navadno gibljejo med –1 in 1, kjer je –1 skrajno negativen in 1 
skrajno pozitiven sentiment. Polaritete je moč določiti tudi za posamezne besede in ne zgolj 
celotna besedila. Tako so nastale vrste slovarjev besed in fraz, njihovih polaritet in drugih 
parametrov, ki se tičejo analize sentimenta. V okviru raziskovalne naloge smo v uporabili 
slovar SenticNet5, ki vsebuje 100.000 različnih konceptov, tj. besed in fraz s pripadajočimi 
polaritetami.  
Številčne ocene na podlagi recenzij smo določali prek povprečne polaritete besed ter 
besednih zvez oz. fraz, najdenih v slovarju. Upoštevali smo fraze z največ dvema besedama. 
Pridobljene povprečne polaritete recenzij pri posameznih ocenah smo shranili v slovar, kjer 
je ključ ocena recenzije. S tem smo dobili pričakovano polariteto pri posamezni oceni. 
Napovedi smo nato izvajali na podlagi najbližje vrednosti polaritet. V primeru, da določena 
recenzija ni vsebovala nobene besede ali besedne zveze iz slovarja, smo ji določili 
povprečno oceno vseh recenzij, ki jim prav tako ni bilo možno pripisati njene povprečne 
polaritete. Postopek določanja povprečnih polaritet pri danih ocenah je predstavljen v 
tabeli 1. 
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Tabela 1: Algoritem za določanje povprečnih polaritet glede na ocene recenzij 
1: Fun train(recenzije, ocene) 
2: Ustvari slovar z vsotami polaritet in števci pri ključih ocen 
3: for za vsako recenzijo iz recenzije do 
4:     Nastavi vsoto polaritet na nič 
5:     Nastavi števec polaritet na nič 
6:     Ustvari fraze recenzije 
7:     for Za vsako frazo do 
8:         if fraza v slovarju then 
9:             Prištej polariteto fraze k vsoti polaritet 
10:             Dodaj ena k števcu polaritet 
11:         end if 
12:     end for 
13:     if vsota polaritet večja od nič do 
14:         Povpreči vsoto 
15:         Pri ključu ocene v slovarju prištej povprečje recenzije 
16:         Pri ključu ocene v slovarju povečaj števec za ena 
17:     else 
18:         Pri ključu neznanih polaritet prištej oceno recenzije 
19:         Pri ključu neznanih polaritet povečaj števec za ena 
20:     end if 
21: end for 
22: Povpreči vsoto polaritet pri ključih ocen 
23: Celoštevilsko povpreči vsoto ocen pri ključu neznanih polaritet 
24: Shrani slovar povprečnih polaritet pri ključih ocen 
Vir: lasten 
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4.2.4 Modul za vstavljanje dokumentov 
Za vstavljanje dokumentov smo uporabili modul Doc2vec knjižnice Gensim. Instanco 
modela ustvarimo prek konstruktorja razreda Doc2Vec tega modula. 
model = doc2vec.Doc2Vec( 
    documents, 
    vector_size=size, 
    dm=1, 
    window=window, 
    min_count=min_count, 
    workers=workers, 
    epochs=epochs, 
    alpha=alpha, 
    min_alpha=min_alpha 
) 
 
Parametri konstruktorja so: 
‒ documents: učna množica besedil podatkovnega tipa TaggedLineDocument v 
okviru modula Doc2vec, ki ga ustvarimo kot: 
 
documents = doc2vec.TaggedLineDocument(train_file), 
 
kjer je parameter train_file pot do tekstovne datoteke predobdelanih besedil. 
Podatkovna množica tipa TaggedLineDocument pri ustvarjanju unikatnih 
identifikatorjev loči besede glede na presledke, recenzije pa z novimi vrsticami.  
‒ vector_size: želena velikost vstavljenega dokumenta oz. dimenzija vektorja 
vstavljenega nivoja nevronske mreže, 
‒ window: dolžina konteksta, ki ga želimo, da ga naš model obravnava, tj. število 
besed, na podlagi katerih bo model napovedoval naslednjo besedo, 
‒ min_count: najmanjše število pojavitev besede, potrebno za obravnavanje besede, 
‒ workers:  število vzporednih niti, na katerih se izvaja učenje, 
‒ alpha: začetna učna stopnja, 
‒ min_alpha: stopnja, do katere se bo linearno spustil parameter alpha. 
Model ob ustvaritvi začne graditi njegov korpus in se začne učiti z danimi parametri. Po 
končanem učenju smo model Doc2vec shranili za kasnejša testiranja. 
4.2.5 Modul za klasificiranje ocen z nevronskimi mrežami 
Za nevronsko mrežo smo uporabili DNNClassifier knjižnice Tensorflow. Za ta estimator smo 
se odločili zaradi preproste uporabe in prilagodljivosti. Prek parametrov lahko ob ustvaritvi 
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modela prilagajamo arhitekturo mreže, aktivacijske funkcije nevronov, vrsto učnega 
algoritma in druge. Napovedni model ustvarimo kot: 
model = tf.estimator.DNNClassifier( 
    n_classes=n_classes, 
    feature_columns=feature_columns, 
    hidden_units=hidden_units, 
    dropout=dropout, 
    activation_fn=activation, 
    optimizer=optimizer, 
    model_dir=model_dir 
) 
 
Parametri konstruktorja so: 
‒ n_classes: število različnih razredov, ki jih model lahko napove, 
‒ feature_columns: seznam, ki vsebuje vrste vhodnih nevronov, 
‒ hidden_units: seznam skritih plasti s števili njihovih nevronov, 
‒ dropout: verjetnost izvzemanja nevronov iz učnega cikla, 
‒ activation_fn: izbira aktivacijske funkcije, 
‒ optimizator: izbira optimizacijske funkcije in 
‒ model_dir: mesto, kjer bo shranjen model. 
Vhodno učno množico za učenje nevronske mreže smo pridobili iz shranjenih vdelanih 
dokumentov modela Doc2vec, ki jih pridobimo s klicem 
train_X = doc2vec.Doc2Vec.load(model_dir).docvecs.doctag_syn0 
 
Učna množica vhodnih podatkov klasifikatorja je seznam vdelanih dokumentov, ki so 
predstavljeni kot vektorji dimenzije N, kjer je N enak številu nevronov skrite plasti Doc2vec 
nevronske mreže. Za izhodno učno množico smo uporabili datoteko, kjer so bile shranjene 
številčne ocene recenzij, ki smo jih izločili v fazi luščenja podatkov. Skupno množico 
podatkov smo pred učenjem ločili na učno in testno množico velikosti 80 % in 20 % v tem 
zaporedju. To smo storili z metodo train_test_split modula model_selection knjižnice scikit-
learn  
x_train, x_test, y_train, y_test = train_test_split(x, y, test_size=0.2, 
random_state=1) 
 
Za ločevanje smo uporabili naključno stanje oz. številčno seme 1, saj smo z enako metodo 
ločevali podatke tudi pri statistični analizi in napovedovanju ocen s preprosto metodo 
analize sentimenta. S tem smo zagotovili rabo istih recenzij za učenje obeh napovednih 
modelov. 
Kot podatkovni tip učne množice nevronske mreže smo uporabili numpy_input_fn, ki 
sprejme vhodne in izhodne podatke v obliki NumPy seznamov, možnost za mešanje 
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podatkov ter število ponovitev v posameznem učnem ciklu. Možnost mešanja smo 
uporabili v namene obvladovanja pretiranega prilagajanja nevronske mreže. 
train_input_fn = tf.estimator.inputs.numpy_input_fn( 
    x={"x": x_train}, 
    y=y_train, 
    shuffle=True, 
    num_epochs=None, 
) 
 
Pripravljen učni objekt smo podali metodi train, ki začne učenje napovednega modela. 




Estimator API ponuja tudi metodo za vrednotenje napovednega modela. Podatkovno 
množico smo ponovno ustvarili prek metode numpy_input_fn, vendar smo izklopili 
mešanje vrstnega reda podatkov. 
test_input_fn = tf.estimator.inputs.numpy_input_fn( 
    x={"x": x_test}, 
    y=y_test, 
    shuffle=False, 
    num_epochs=1, 
) 
 
evaluation = model.evaluate(test_input_fn) 
 
Ker je metoda evaluate vrnila zgolj povprečno točnost, smo implementirali lastno metodo, 
ki je z danim modelom in podatki izvedla napovedi, jih primerjala s pričakovanimi ter tako 
vrnila tabelo Pandas DataFrame, ki je predstavljala matriko pravilnih in napačnih razvrstitev 
za kasnejšo interpretacijo. Napovedi z estimator modelom smo izvedli z metodo predict, ki 
enako kot metoda evaluate sprejme numpy_input_fn. Ker pa smo tukaj izvajali zgolj 
napovedi, danemu objektu nismo podali izhodne testne množice. 
predict_input_fn = tf.estimator.inputs.numpy_input_fn( 
    x={"x": x_test}, 
    shuffle=False, 
    num_epochs=1 
) 
 
Seznam napovedanih ocen smo pridobili iz generatorja napovedi, ki jih vrne metoda 
model.predict(input_fn). Te smo nato pretvorili v podatkovni tip Series knjižnice Pandas 
zaradi lažje pretvorbe v tabelo. 
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predictions = [int(prediction["classes"][0]) for prediction in 
list(model.predict(predict_input_fn))] 
 
pd_ratings = pd.Series(y_test[:len(predictions)], name="Actual") 
pd_predictions = pd.Series(predictions, name="Predicted") 
 
confusion_matrix = pd.crosstab(pd_predictions, pd_ratings) 
4.2.6 Modul za klasificiranje z naključnimi gozdovi 
Za ustvaritev napovednih modelov z naključnimi gozdovi smo uporabili 
RandomForestClassifier knjižnice Scikit-learn. 
Model ustvarimo kot: 
model = RandomForestClassifier( 
    n_estimators=n_estimators, 
    max_features=max_features, 
    n_jobs=-1 
) 
 
Pri tem so parametri: 
‒ n_estimators: število dreves gozda, 
‒ max features: število upoštevanih vhodnih spremenljivk pri ločevanju vozlišč, 
‒ n_jobs: število vzporednih niti. 
Dan napovedni model lahko dalje učimo in z njim izvajamo napovedi kot: 
model.fit(x_train, y_train) 
predictions = model.predict(x_test) 
 
Enako kot pri testnih napovedih nevronskih mrež smo tudi tukaj ustvarili matriko pravilnih 
in napačnih razvrstitev. 
4.2.7 Modul za vrednotenje napovednih modelov 
Matrike pravilnih in napačnih razvrstitev dajejo hiter, vendar zelo splošen vpogled v 
zmogljivost napovednega modela. V namen boljše analize rezultatov smo implementirali 
metodo, ki kot argument sprejme matriko pravilnih in napačnih razvrstitev ter iz njih 
razbere skalarne vrednosti meril točnost (angl. accuracy), preciznost (angl. precision) in 
priklic (angl. recall), specifičnost (angl. specificity), mero F1 (angl. F1 score) in korelacijski 
koeficient Matthew (angl. Matthews correlation coefficient). Pomen posameznih meril za 
vrednotenje napovednih modelov bo pojasnjen pozneje v poglavju 5. 
Matrika je bila ustvarjena z napovedanimi ocenami kot vrsticami in pričakovanimi ocenami 
kot stolpci. Pravilne razvrstitve TP (angl. true positive) smo pridobili po diagonali matrike. 
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Nepravilne pozitivne razvrstitve FP (angl. false positive) smo pridobili z razlikami med 
vsotami vrstic ter številom pravilno pozitivnih razvrstitev dane vrstice. Podobno smo 
pridobili tudi nepravilno negativne razvrstitve (angl. false negative), kjer smo vsoti 
posameznega stolpca odšteli število pozitivno pravilnih razvrstitev v danem stolpcu. 
tp = np.diag(cross_matrix) 
fp = np.sum(cross_matrix, axis=1) - tp 
fn = np.sum(cross_matrix, axis=0) - tp 
 
Pravilno negativne razvrstitve TN (angl. true negative) smo pridobili z vsoto vseh elementov 
matrike, ki niso bili del stolpca ali vrstice, v kateri so bile pravilno pozitivne razvrstitve dane 
ocene. 
tn = [] 
for i in range(5): 
    temp = np.delete(cross_matrix, i, 0) 
    temp = np.delete(temp, i, 1) 
    tn.append(sum(sum(temp))) 
 
Ker NumPy omogoča preprosto računanje z zbirkami, lahko končna merila posameznih 
razredov izračunamo neposredno z matematičnimi operatorji. 
accuracy = (tp + tn) / (tp + tn + fp + fn) 
precision = tp / (tp + fp)  
recall = tp / (tp + fn) 
specificity = tn / (tn + fp) 
f1_score = 2 * ((precision * recall)/(precision + recall)) 
mcc = ((tp*tn)-(fp*fn)) / np.sqrt((tp+fp)*(tp+fn)*(tn+fp)*(tn+fn)) 
 
Končna merila smo nato shranili kot tabelo DataFrame, kjer vrstice predstavljajo izbrano 
merilo pri dani oceni.  
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5 VREDNOTENJE UČINKOVITOSTI PROGRAMSKE REŠITVE 
5.1 OPIS PODATKOVNE MNOŽICE 
V raziskavi smo uporabili podatkovno množico, ki je vsebovala 1,6 milijona recenzij in ocen 
elektronskih izdelkov s spletne trgovine Amazon (He & McAuley, 2016). Podatkovno 
množico smo razdelili na 80 % učnih 20 % testnih primerov.  
Poleg besedila in številčnih ocen so bila v prvotni podatkovni množici prisotna tudi druga 
polja recenzij: 
‒ reviewerID – identifikator ocenjevalca, 
‒ asin – identifikator produkta, 
‒ reviewerName – ime ocenjevalca, 
‒ helpful – ocena koristi recenzije, 
‒ reviewText – besedilo recenzije, 
‒ overall – številčna ocena recenzije, 
‒ summary – povzetek besedila recenzije, 
‒ unixReviewTime – unix časovni žig in 
‒ reviewTime – datum ocene. 
Uporabili smo polji reviewText in overall. Ostala polja so bila v postopku luščenja podatkov 
ovržena.  
Ta podatkovna množica je bila uporabljena tudi v raziskavi stilnega prenosa besedil (Fu, 
Tan, Peng, Zhao, & Yan, 2017), kjer so z uporabo metod strojnega učenja preslikovali 
recenzije z negativnimi ocenami v slog recenzij s pozitivno oceno in obratno. 
5.2 MERILA ZA VREDNOTENJE NAPOVEDNIH MODELOV 
Pri vrednotenju programske rešitve smo upoštevali merila, ki so najpogosteje uporabljena 
To so točnost, preciznost, priklic, specifičnost, mera F1 ter korelacijski koeficient Matthew. 
Ta merila smo izračunali na podlagi testne množice podatkov, ki smo jo izločili iz učnega 
procesa. Testna množica podatkov je zajemala 20 % celotne množice podatkov. 
5.2.1 Točnost 
Točnost je definirana kot razmerje med številom pravilno napovedanih razredov primerov 
in vsemi razredi primerov. 
𝑇𝑜č𝑛𝑜𝑠𝑡 =  
𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
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Točnost ni dovolj zanesljivo merilo za vrednotenje napovednega modela v primeru 
neuravnotežene podatkovne množice, kjer je primerkov določenega razreda občutno več 
kot drugih. Denimo, da učna množica vsebuje 90 % primerkov razreda A in samo 10 % 
ostalih razredov. Napovedni model bi lahko v tem primeru vsakič napovedal samo razred A 
in dosegel točnost 90 %. V izogib takim primerom smo poleg točnosti izračunali tudi ostala 
merila. 
Točnost zavzema vrednosti med 0 in 1, kjer je najboljša 1. 
5.2.2 Preciznost 
Preciznost je definirana kot razmerje med pravilno pozitivnimi in vsemi pozitivnimi 





Preciznost zavzema vrednosti med 0 in 1, kjer je najboljša 1. 
5.2.3 Priklic 





Priklic zavzema vrednosti med 0 in 1, kjer je najboljša 1. 
5.2.4 Specifičnost 
Specifičnost predstavlja delež pravilno razvrščenih negativnih primerov. Npr. delež recenzij 






Specifičnost zavzema vrednosti med 0 in 1, kjer je najboljša 1. 
5.2.5 Mera F1 
Mera F1 predstavlja točnost napovednega modela, ki je določena kot harmonično 
povprečje preciznosti in priklica. 





Mera F1 zavzema vrednosti med 0 in 1, kjer je najboljša 1. 
5.2.6 Korelacijski koeficient Matthew 
Korelacijski koeficient Matthew za razliko od ostalih meril napovednih modelov upošteva 
vse pravilne in nepravilne pozitivne ter negativne razvrstitve. 
𝑀𝐶𝐶 =
𝑇𝑃 ∗ 𝑇𝑁 + 𝐹𝑃 ∗ 𝐹𝑁
√(𝑇𝑃 + 𝐹𝑃)(𝑇𝑃 + 𝐹𝑁)(𝑇𝑁 + 𝐹𝑃)(𝑇𝑁 + 𝐹𝑁)
 
Korelacijski koeficient Matthew zavzema vrednosti med –1 in 1, kjer je najboljša 1, ki kaže 
na popolne napovedi, 0 prikazuje, da so napovedi enako dobre kot naključne, in -1 kaže, da 
med napovedmi in vhodno množico podatkov ni nobene korelacije. 
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6 REZULTATI VREDNOTENJA 
Poglavje rezultatov je sestavljeno iz treh podpoglavij. Prvo podpoglavje predstavlja, katere 
parametre smo preizkušali pri vsaki izmed metod strojnega učenja in kako smo te 
konfiguracije parametrov testirali. Drugo podpoglavje predstavlja, kako so se obnesli 
napovedni modeli glede na merila, ki so predstavljena v poglavju 5.2. Zapisane so tudi naše 
ugotovitve glede najboljših konfiguracij preizkušenih napovednih modelov. Tretje 
podpoglavje vsebuje našo interpretacijo rezultatov. 
6.1 PARAMETRI METOD STROJNEGA UČENJA 
V tem podpoglavju so predstavljeni parametri metod strojnega učenja, ki smo jih testirali v 
naši raziskavi.  
6.1.1 Predobdelava recenzij 
V fazi predobdelave smo uporabili štiri ključne postopke, ki jih v naših poizkusih nismo 
spreminjali. Ti postopki so si sledili v naslednjem vrstnem redu: 
1. čiščenje, 
2. tokenizacija, 
3. lematizacija in 
4. odstranjevanje nepolnopomenskih besed. 
6.1.2 Doc2vec 
Pri modelu Doc2vec smo testirali število nevronov vstavljene plasti. Število teh določa 
količino informacij oz. pojmov, ki jih lahko shrani o določenem dokumentu. Tukaj se je treba 
zavedati, da večje število teh še ne pomeni nujno boljših rezultatov, saj se lahko v 
prevelikem prostoru, tj. dimenziji, ki jo določa velikost vektorja, informacije tudi 
porazgubijo in določeni pojmi, ki bi sicer morali imeti močan pomen znotraj dokumenta, jih 
nato v vstavljenem dokumentu nimajo. Tabela 2 prikazuje šifre modelov in vrednosti 
parametrov, ki smo jih testirali. 
Tabela 2: Preizkušeni parametri Doc2vec modela 






Tabela 3 prikazuje ostale parametre, ki smo jih nastavili in so bili del vseh konfiguracij 
modelov Doc2vec ter niso del privzetih vrednosti knjižnice. 
Tabela 3: Dodatni parametri Doc2vec modela 
window min_count epochs alpha min_alpha 
2 5 20 0,1 0,001 
Vir: lasten 
6.1.3 Naključna drevesa 
Pri naključnih drevesih smo spreminjali število upoštevanih vhodnih spremenljivk pri 
ločevanju vozlišč v procesu gradnje dreves. V kontekstu naše raziskave so to vrednosti 
vektorjev vstavljenih dokumentov. Tabela 4 prikazuje šifre naključnih gozdov in vrednosti 
njihovih parametrov, ki smo jih testirali. 
Tabela 4: Preizkušeni parametri naključnih gozdov 











Tabela 5 prikazuje ostale parametre, ki smo jih nastavili in niso bili del privzetih vrednosti 
knjižnice. 





6.1.4 Nevronske mreže 
Pri nevronskih mrežah smo testirali vpliv različnih vrednosti hitrosti učenja, verjetnosti 
izpada posameznega nevrona iz učne ponovitve in število skritih plasti.  
Hitrost učenja vpliva na to, kako velike spremembe uteži se izvedejo v vsaki učni ponovitvi. 
Previsoke vrednosti lahko privedejo do tega, da se funkcija, ki jo iščemo z nevronsko mrežo, 
z vsako ponovitvijo spremeni do te mere, da nikoli ne obstane na optimalnem mestu. 
Obratno lahko prenizka hitrost učenja povzroči, da zaradi premajhnih sprememb v učnih 
ponovitvah pride do tega, da funkcija na določenem mestu obstane in se od tam naprej 
nevronska mreža ne uči več.  
Verjetnost izpada posameznega nevrona iz učnega procesa smo spreminjali v izogib 
pretiranemu prileganju napovednega modela na učne podatke.  
Število skritih plasti omogoča nevronski mreži, da je zmožna prepoznavanja več in bolj 
zapletenih vzorcev iz podatkov in na ta način zajeti več znanja. Število nevronov posamezne 
skrite plasti smo nastavili glede na njen nivo. Vsaka skrita plast je tako vsebovala polovico 
nevronov prejšnje plasti. Npr. prva skrita plast je vsebovala polovico nevronov vhodne 
plasti, druga skrita plast pa četrtino nevronov vhodne plasti. Tabela 6 prikazuje šifre 
nevronskih mrež in vrednosti njihovih parametrov, ki smo jih testirali. 
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Tabela 6: Preizkušeni parametri nevronskih mrež 
Šifra modela learning_rate dropout hidden_units 
NN1 0,01 0,1 n_inputs*0,5 
NN2 0,1 0,1 n_inputs*0,5 
NN3 1 0,1 n_inputs*0,5 
NN4 0,01 0,2 n_inputs*0,5 
NN5 0,1 0,2 n_inputs*0,5 
NN6 1 0,2 n_inputs*0,5 
NN7 0,01 0,5 n_inputs*0,5 
NN8 0,1 0,5 n_inputs*0,5 
NN9 1 0,5 n_inputs*0,5 
NN10 0,01 0,1 n_inputs*0,5, n_inputs*0,25 
NN11 0,1 0,1 n_inputs*0,5, n_inputs*0,25 
NN12 1 0,1 n_inputs*0,5, n_inputs*0,25 
NN13 0,01 0,2 n_inputs*0,5, n_inputs*0,25 
NN14 0,1 0,2 n_inputs*0,5, n_inputs*0,25 
NN15 1 0,2 n_inputs*0,5, n_inputs*0,25 
NN16 0,01 0,2 n_inputs*0,5, n_inputs*0,25 
NN17 0,1 0,2 n_inputs*0,5, n_inputs*0,25 
NN18 1 0,2 n_inputs*0,5, n_inputs*0,25 
Vir: lasten 
Tabela 7 prikazuje ostale parametre, ki smo jih nastavili in niso del privzetih vrednosti 
knjižnice. 
Tabela 7: Dodatni parametri nevronskih mrež 
epochs optimizer activation_fn 
10000 Adam sigmoid 
Vir: lasten 
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6.2 IZBOR NAJBOLJŠEGA NAPOVEDNEGA MODELA 
Napovedne modele smo testirali s testno množico podatkov, ki je predstavljala 20 % 
celotne množice podatkov. Medsebojno smo napovedne modele primerjali na podlagi 
posameznih meril, ki so opisana v poglavju 5.2. Na podlagi vsakega posameznega merila 
smo torej izbrali napovedni model z najboljšo vrednostjo tega merila. Iz izbora smo izločili 
napovedne modele, ki na testni množici niso bili zmožni napovedovati vseh razredov. 
Tabela 8 prikazuje najbolje uvrščene napovedne modele pri danih merilih. 
Tabela 8: Najboljši napovedni modeli glede na merila vrednotenja 
Merilo Vrednost Šifra napovednega modela 
Točnost 0,854 D2-NN10 
Preciznost 0,475 D2-RF9 
Priklic 0,341 D1-NN1 
Specifičnost 0,849 D1-NN1 
Mera F1 0,342 D1-NN1 
Korelacijski koeficient Matthew 0,234 D2-NN1 
Vir: lasten 
Pri polovici meril je najvišji rezultat dosegel napovedni model D1-NN1. Iz tega razloga 
sklepamo, da je ta konfiguracija izmed preizkušenih najboljša. Tabela 9 prikazuje vrednosti 
vseh meril napovednega modela D1-NN1 pri napovedovanju posameznih ocen in njihova 
povprečja na podlagi matrike pravilnih in napačnih razvrstitev, prikazane v tabeli 8. 
Tabela 9: Matrika pravilnih in napačnih razvrstitev napovednega modela D1-NN1 
Dejanska 
Napovedana 
1 2 3 4 5 
1 9820 3977 2792 2027 3031 
2 372 404 390 231 204 
3 1348 1972 2936 2340 1453 
4 1207 2260 6444 13838 10426 




Tabela 10: Vrednosti meril napovednega modela D1-NN1 
Ocena 
recenzije 




1 0,930 0,453 0,455 0,962 0,454 0,417 
2 0,949 0,252 0,025 0,996 0,045 0,066 
3 0,903 0,292 0,103 0,977 0,152 0,131 
4 0,774 0,404 0,199 0,924 0,266 0,165 
5 0,708 0,692 0,925 0,386 0,791 0,381 
Povprečje 0,853 0,419 0,341 0,849 0,342 0,232 
Vir: lasten 
Kot je razvidno iz tabele 10, se pri merilih, kjer ni dosegel najboljšega rezultata, napovedni 
model D1-NN1 ni odrezal občutno slabše kot ostali napovedni modeli. To potrjuje našo 
izbiro tega modela kot najboljšega izmed preizkušenih. Največje odstopanje se je pojavilo 
pri merilu preciznost, kjer je odstopanje povprečja tega merila 0,056. 
Poleg tega smo iz rezultatov poizkusov razbrali več drugih ugotovitev glede konfiguracij 
posameznih metod, ki so razložene v naslednjih podpoglavjih. 
6.2.1 Doc2vec 
Primerna velikost vektorja vstavljenega dokumenta je med 100 in 200. To sklepamo zaradi 
pojavitve teh dveh konfiguracij najboljših napovednih modelov glede na posamezna merila. 
Noben izmed teh napovednih modelov ni uporabljal vstavljenih vektorjev velikosti 500, kar 
potrjuje naše predpostavke, da prevelika velikost teh vektorjev povzroči preveč razpršene 
informacije in na podlagi teh klasifikatorji niso zmožni dobrih napovedi. 
6.2.2 Nevronske mreže 
Izmed vseh najbolje uvrščenih končnih napovednih modelov so vse konfiguracije 
nevronskih mrež uporabljale hitrost učenja 0,01 ter verjetnost izpada nevrona iz učne 
iteracije 0,1. Na podlagi tega sklepamo, da sta ti vrednosti v okviru naše raziskave najbolj 
optimalni. Vse konfiguracije teh nevronskih mrež so uporabljale eno skrito plast, z izjemo 
D2-NN1, ki je dosegla najvišjo točnost in uporabljala dve skriti plasti. Ker se točnost preveč 
zlahka manipulira z neuravnoteženo učno množico podatkov glede na izhodno 
spremenljivko, kot smo omenili v poglavju 5.2.1, smo se odločili, da ta rezultat 
obravnavamo kot nepomembnega in izberemo število plasti 1 kot najbolj primerno v okviru 
naše raziskave. 
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6.3 ANALIZA SENTIMENTA S STATISTIČNO OBRAVNAVO 
Enako kot smo to storili pri napovednih modelih z metodami strojnega učenja, smo merila, 
omenjena v poglavju 5.2, uporabili tudi za vrednotenje napovednega modela na podlagi 
analize sentimenta s statistično obravnavo. Tabela 11 prikazuje izračunana merila na 
podlagi matrike pravilnih in napačnih razvrstitev iz tabele 10. 
Tabela 11: Matrika pravilnih in napačnih klasifikacij napovednega modela na podlagi analize 
sentimenta s statistično obravnavo 
Dejanska 
Napovedana 
1 2 3 4 5 
1 8274 5936 9571 24384 72208 
2 1218 889 1436 3744 10940 
3 1153 798 1355 3448 10035 
4 1120 761 1160 3290 9335 
5 11398 8120 13418 33869 99978 
Vir: lasten 








1 0,624 0,068 0,357 0,643 0,115 0,0005 
2 0,902 0,048 0,053 0,946 0,051 –0,00008 
3 0,878 0,080 0,050 0,950 0,061 0,0008 
4 0,769 0,210 0,047 0,954 0,077 0,003 
5 0,498 0,599 0,4931 0,506 0,541 0,0001 
Povprečje 0,734 0,201 0,200 0,800 0,169 0,0009 
Vir: lasten 
Kot je razvidno iz tabele 11, je preprosta metoda analize sentimenta s statistično obravnavo 
na podlagi vseh meril slabša od najbolje ocenjenega napovednega modela D1-NN1. Tukaj 
velja poudariti, da je korelacijski koeficient Matthew preproste metode praktično 0, kar 
pomeni, da ta metoda ni veliko boljša od naključnega napovedovanja. To potrjuje tudi 
matrika pravilnih in napačnih razvrstitev, kjer diagonala, ki prikazuje pravilno pozitivne 
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razvrstitve, nima očitne prevlade nad napačnimi razvrstitvami. Nasprotno temu lahko v 
matriki pravilnih in napačnih razvrstitev napovednega modela D1-NN1 opazimo, da imajo 
diagonala in njene sosednje celice opazno večje vrednosti kot ostale, kar prikazuje, da je 
učna množica vsebovala odvisnosti med vhodnimi ter ciljnimi spremenljivkami, napovedni 
model pa jih je bil zmožen prepoznati ter jih uporabiti pri napovedovanju na podlagi 
neznanih podatkov.  
Na podlagi izračunanih meril, ki kažejo očitno boljše rezultate napovednega modela, ki je 
uporabljal metode strojnega učenja, od preprostega modela analize sentimenta, s 
statistično obravnavo potrjujemo našo hipotezo. 
6.4 DISKUSIJA 
V okviru diskusije rezultatov raziskave velja poudariti nekaj dejstev glede naloge, ki je bila 
zadana napovednim modelom. Na podlagi recenzij, zapisanih v naravnem jeziku, so morali 
v fazi učenja ugotoviti, v kakšnih kontekstih določen nabor besed določa pripadajočo 
številčno oceno. Tukaj je treba razumeti, da ljudje, čeprav so zmožni visoko abstraktnega 
razmišljanja, pogosto težko ubesedijo oceno, ki jo želijo dodeliti določenemu produktu. 
Nikjer namreč ni jasno določenih pravil ali usmeritev, na kakšen način nedvoumno 
ubesediti svoje mnenje. Gre torej za zelo subjektivna besedila. Kljub tej predpostavki, da je 
bila naloga napovednih modelov napovedovanje na podlagi popolnoma subjektivnih 
besedil, smo v raziskavi ugotovili, da z uporabo metod strojnega učenja lahko ugotovimo 
korelacije med tovrstnimi podatki. 
Tukaj pa se je treba zavedati tudi, s kakšnim domenskim problemom smo se ukvarjali. Kot 
primer si lahko predstavljamo, kako hude bi bile posledice, če bi zdravniki diagnosticirali 
bolnike na podlagi njihovih subjektivnih opisov simptomov. V našem primeru, kjer pa 
življenja niso ogrožena in je glavni namen uporabe takšne programske rešitve zgolj 
pridobitev dodatnih povratnih informacij o mnenjih uporabnikov, predpostavljamo, da 
odstopanja posameznih primerov niso kritična, sploh v primeru, kjer so povprečja vseh 
napovedi blizu dejanskih. 
6.5 UPORABNOST PREDLAGANE METODE NA PODROČJU E-UPRAVE 
Programsko rešitev, ki smo jo razvili v diplomskem delu, bi lahko z manjšimi prilagoditvami 
uporabili tudi na področjih delovanja javne uprave. 
Primer analitičnega orodja, ki obdeluje naravni jezik, je Parlameter, ki je namenjen analizi 
glasovanj in transkriptov državnega zbora. Naša programska rešitev bi v kombinaciji z 
njihovo lahko podala bolj podrobne informacije. Poleg besed, ki so zaznamovale določeno 
sejo državnega zbora, bi lahko pridobili informacijo o uspešnosti govora posameznega 
poslanca. Tukaj bi lahko dodatno analizirali, katere besedne zveze imajo največji vpliv na 
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uspešnost govora, ter na podlagi tega v prihodnje prilagodili govore poslancev. Uspešnost 
je v danem primeru definirana kot izid glasovanj zasedanja državnega zbora. 
V kontekstu izobraževalnih ustanov lahko na spletu najdemo več portalov, kjer je 
uporabnikom teh storitev (dijaki, študenti) omogočeno podajanje mnenj glede izvajalcev 
predmetov, ki jih ti obiskujejo. Eden takih primerov je portal profesorji.net. Podobno kot 
smo v diplomskem delu analizirali recenzije produktov, bi tukaj lahko analizirali recenzije 
izvajalcev predmetov. Na ta način bi lahko hitro in avtomatizirano odkrili kritične pohvale 
in graje ter s tem izboljšali kakovost izobraževanja v Sloveniji. 
Našo programsko rešitev bi bilo torej možno uporabiti povsod, kjer je uporabnikom 




Strojno učenje kot veja umetne inteligence je dandanes zagotovo obetaven način črpanja 
znanja in vzorcev iz podatkov. Z uporabo metod strojnega učenja lahko tako 
avtomatiziramo veliko procesov, ki so za ročno izvajanje ljudi prezahtevni ali pa časovno 
potratni. Eden izmed takih procesov je vrednotenje recenzij uporabnikov produktov in 
storitev, zapisanih v naravnem jeziku. S prilagojenimi napovednimi modeli je možna 
obdelava naravnega jezika v poljubne namene. 
V diplomskem delu smo raziskovali, ali so metode strojnega učenja pri napovedovanju 
številčnih ocen produktov na podlagi njegovih recenzij bolj točne od preprostih analiz 
sentimenta in statistične obdelave. Poleg tega smo raziskovali tudi, kako lahko računalnik 
interpretira naravni jezik in iz njega razbere vzorce. To lahko dosežemo z uporabo več 
medsebojno povezanih procesov.  
Prvi je predobdelava besedila, ki zajema postopke za čiščenje besedil, tj. odstranjevanje 
posebnih znakov, lematizacijo, kjer posamezne besede z uporabo namenskih slovarjev 
preslikamo v njeno osnovno leksikalno obliko, krnjenje, kjer z uporabo algoritmov, kot je 
PorterStemmer, poizkušamo posamezne besede preslikati v njeno korensko obliko, 
odstranjevanje nepolnopomenskih besed ter tokenizacijo. Vsi ti procesi so namenjeni 
zmanjševanju šuma v podatkih. 
Predobdelavi besedila sledi postopek vstavljanja dokumentov, kjer z nevronskimi mrežami 
preslikamo sezname žetonov v večdimenzionalne vektorje. Pridobljeni vektorji 
predstavljajo odnose med besedami, konteksti in pojmi, ki stojijo za danim besedilom. 
Z vstavljenimi dokumenti je nato možno nadaljnje učenje napovednih modelov. Preizkusili 
smo umetne nevronske mreže in naključna drevesa. Ugotovili smo, da sta obe metodi za 
napovedovanje številčnih ocen na podlagi recenzij bolj točni od preproste analize 
sentimenta s statistično obravnavo, kar potrjuje veljavnost centralne hipoteze diplomskega 
dela. Izmed preizkušenih metod strojnega učenja pa so se najbolje odrezale nevronske 
mreže. 
V nadaljnjih raziskavah bi bilo vredno preizkusiti regresijo namesto klasifikacije in druge 
metode strojnega učenja. V tem primeru bomo namesto razvrščanja v pet razredov 
poskušali neposredno napovedovati številčno vrednost ocene, kar lahko posploši našo 
metodo na probleme s poljubnimi ocenjevalnimi lestvicami (npr. 1–10). Pri uporabi metod, 
uporabljenih v naši raziskavi, pa so možne izboljšave tudi v smislu obravnave več različnih 
načinov predobdelave besedila in predvsem preizkus večjega nabora nastavitev 
parametrov uporabljenih metod strojnega učenja. Zanimivo bi bilo tudi preveriti splošnost 
predstavljenih empiričnih rezultatov s testiranjem metode na različnih učnih množicah. 
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SEZNAM TUJIH IZRAZOV 
Accuracy Točnost 
Active learning Aktivno učenje 





F1 score Mera F1 
Lemmatization Lematizacija 
Matthew correlation coefficient Korelacijski koeficient Matthew 
Neural networks Nevronske mreže 
Neurons Nevroni 
Packet managers Paketni upravitelji 
Precision Preciznost 
Recall Priklic 
Reinforcement learning Vzpodbujevalno učenje 
Semi-supervised learning Delno nadzorovano učenje 
Specificity Specifičnost 
Stemming Krnjenje 
Stop words Funkcijske besede 




Topic modeling Modeliranje tematik 




PRILOGA 1: POVPREČNE VREDNOSTI MERIL NAKLJUČNIH GOZDOV 
Šifra 
modela 




D1-RF1 0,839 0,363 0,201 0,801 0,153 0,019 
D1-RF2 0,84 0,435 0,204 0,803 0,16 0,04 
D1-RF3 0,841 0,432 0,215 0,807 0,182 0,074 
D1-RF4 0,842 0,394 0,229 0,811 0,206 0,097 
D1-RF5 0,843 0,385 0,241 0,815 0,224 0,113 
D1-RF6 0,844 0,381 0,25 0,818 0,236 0,123 
D1-RF7 0,844 0,377 0,253 0,819 0,239 0,126 
D1-RF8 0,844 0,375 0,253 0,819 0,239 0,126 
D1-RF9 0,842 0,406 0,229 0,811 0,206 0,098 
D2-RF1 0,839 0,183 0,201 0,8 0,152 0,012 
D2-RF2 0,839 0,35 0,202 0,801 0,155 0,02 
D2-RF3 0,839 0,373 0,204 0,803 0,162 0,037 
D2-RF4 0,84 0,36 0,208 0,805 0,17 0,05 
D2-RF5 0,84 0,41 0,214 0,807 0,182 0,068 
D2-RF6 0,841 0,377 0,221 0,81 0,196 0,08 
D2-RF7 0,841 0,359 0,225 0,811 0,202 0,085 
D2-RF8 0,841 0,389 0,227 0,812 0,206 0,09 
D2-RF9 0,84 0,475 0,211 0,806 0,176 0,06 
D3-RF1 0,838 0,226 0,2 0,8 0,153 0,005 
D3-RF2 0,838 0,233 0,2 0,8 0,154 0,007 
D3-RF3 0,837 0,228 0,201 0,8 0,156 0,009 
D3-RF4 0,837 0,237 0,201 0,8 0,157 0,01 
D3-RF5 0,837 0,231 0,201 0,801 0,158 0,01 
D3-RF6 0,836 0,229 0,201 0,801 0,159 0,01 








D3-RF8 0,836 0,228 0,202 0,801 0,162 0,012 
D3-RF9 0,837 0,233 0,201 0,801 0,159 0,011 
Vir: lasten 
PRILOGA 2: POVPREČNE VREDNOSTI MERIL NEVRONSKIH MREŽ 
Šifra 
modela 




D1-NN1 0,853 0,419 0,341 0,849 0,342 0,232 
D1-NN2 0,847 0,36 0,328 0,846 0,308 0,192 
D1-NN3 0,838 0,228 0,2 0,799 0,151 0,001 
D1-NN4 0,853 0,423 0,335 0,844 0,327 0,224 
D1-NN5 0,846 0,334 0,323 0,847 0,296 0,175 
D1-NN6 0,838 0,238 0,233 0,811 0,19 0,067 
D1-NN7 0,852 0,432 0,312 0,837 0,309 0,203 
D1-NN8 0,847 0,407 0,278 0,822 0,258 0,155 
D1-NN9 0,838 0,23 0,2 0,8 0,152 0,004 
D1-NN10 0,853 0,442 0,323 0,843 0,33 0,22 
D1-NN11 0,839 0,119 0,2 0,8 0,149 0 
D1-NN12 0,839 0,119 0,2 0,8 0,149 0 
D1-NN13 0,853 0,359 0,347 0,851 0,331 0,22 
D1-NN14 0,839 0,119 0,2 0,8 0,149 0 
D1-NN15 0,839 0,119 0,2 0,8 0,149 0 
D1-NN16 0,852 0,403 0,315 0,838 0,301 0,196 
D1-NN17 0,839 0,119 0,2 0,8 0,149 0 
D1-NN18 0,682 0,041 0,2 0,8 0,068 0 
D2-NN1 0,853 0,424 0,34 0,844 0,339 0,234 
D2-NN2 0,848 0,39 0,317 0,839 0,302 0,188 








D2-NN4 0,853 0,428 0,325 0,843 0,318 0,213 
D2-NN5 0,846 0,397 0,281 0,822 0,269 0,163 
D2-NN6 0,831 0,243 0,234 0,823 0,193 0,072 
D2-NN7 0,853 0,423 0,336 0,848 0,34 0,231 
D2-NN8 0,844 0,363 0,254 0,814 0,233 0,124 
D2-NN9 0,837 0,214 0,2 0,8 0,154 0,005 
D2-NN11 0,839 0,119 0,2 0,8 0,149 0,0002 
D2-NN12 0,839 0,119 0,2 0,8 0,149 0 
D2-NN13 0,854 0,427 0,33 0,846 0,318 0,215 
D2-NN14 0,839 0,119 0,2 0,8 0,149 0 
D2-NN15 0,839 0,119 0,2 0,8 0,149 0 
D2-NN16 0,851 0,422 0,293 0,831 0,277 0,175 
D1-NN17 0,839 0,119 0,2 0,8 0,149 0 
D1-NN18 0,839 0,119 0,2 0,8 0,149 0 
D3-NN1 0,839 0,235 0,2 0,8 0,15 0,008 
D3-NN2 0,818 0,219 0,206 0,805 0,184 0,016 
D3-NN3 0,797 0,213 0,208 0,804 0,173 0,014 
D3-NN4 0,839 0,195 0,2 0,8 0,149 0,0006 
D3-NN5 0,817 0,22 0,208 0,805 0,188 0,019 
D3-NN6 0,822 0,206 0,202 0,801 0,179 0,007 
D3-NN7 0,839 0,222 0,2 0,8 0,15 0,004 
D3-NN8 0,817 0,194 0,206 0,805 0,183 0,013 
D3-NN9 0,761 0,211 0,212 0,808 0,2 0,02 
D3-NN10 0,839 0,223 0,205 0,801 0,16 0,025 
D3-NN11 0,839 0,119 0,2 0,8 0,149 0 
D3-NN12 0,625 0,012 0,2 0,8 0,023 0 
D3-NN13 0,839 0,119 0,2 0,8 0,149 0 









D3-NN15 0,839 0,119 0,2 0,8 0,149 0 
D3-NN16 0,839 0,119 0,2 0,8 0,149 0 
D3-NN17 0,839 0,119 0,2 0,8 0,149 0 
D3-NN18 0,682 0,041 0,2 0,8 0,068 0 
Vir: lasten 
PRILOGA 3: POVPREČNE VREDNOSTI MERIL OSNOVNE METODE 
Točnost Preciznost Priklic Specifičnost Mera F1 
Korelacijski koeficient 
Matthew 
0,734 0,201 0,2 0,8 0,169 0,0009 
Vir: lasten 
