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Resumen
Actualmente los sistemas de detección de personas son ampliamente utilizados
en aplicaciones de videovigilancia. A pesar de haber ya diversos estudios sobre como
mejorar los resultados obtenidos, esta área continua siendo de gran interés debido a
su relevancia y complejidad.
Este trabajo se enfoca en cumplir la premisa de que estos sistemas de seguridad
deben ser robustos para poder detectar personas en cualquier entorno. En ocasio-
nes, los escenarios que encontramos a la hora del análisis son realmente complicados
para una correcta detección. Se dan situaciones adversas reales muy variadas, tanto
en interiores como en exteriores, de cambios de iluminación y sombras o personas
parcialmente ocluidas por objetos.
La idea principal es utilizar el contexto de escena en cada vídeo para reentrenar
el modelo y de esta forma conseguir una detección más precisa para la mayoría de
los casos. El trabajo ha consistido en implementar mediante Matlab una adaptación
del algoritmo ACF (Aggregate Channel Features) para la detección de personas. En
primer lugar se realiza una aproximación para demostrar la idea y a continuación
se desarrolla el algoritmo propuesto. Se realiza también el estudio de los parámetros
variables del sistema para alcanzar los mejores resultados.
Finalmente, se ha realizado una evaluación del algoritmo con sus diferentes va-
riaciones sobre las secuencias de referencia. Los resultados obtenidos demuestran la
mejora en las detecciones para las secuencias analizadas.
Palabras clave




Nowadays, people detection systems are widely used in video surveillance appli-
cations. In spite of the existence of a variety of studies about improving the obtained
results, this area continues being of great interest due to its relevance and complexity.
This work is focused on accomplishing the premise that these security systems
must be robust in order to be able to detect people in every scene. Occasionally, the
scenerios we ﬁnd at the time of the analysis are really complex for a proper detection.
There might arise a number of real and adverse situations, both indoors and outdoors,
of lighting and shadows alterations or people partially occluded by objects.
The main idea is using the scene context of each video to adapt the model in
pursuance of getting a more accurate detection for the majority of the cases. The
work has consisted in implementing through Matlab an adaptation of the ACF's
algorithm (Aggregate Channel Features) for people detection, as well as in the study
of the system's variable parameters to achieve the best results.
At last, an evaluation of the algorithm with its diﬀerent variations about the
reference sequences has been done. The obtained results demonstrate the improvement
in the detections for the analyzed sequences.
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Durante los últimos años ha habido grandes avances y una evolución constante en
lo que al procesamiento de imagen y vídeo digital se reﬁere. Se han realizado grandes
esfuerzos y progresos en la investigación en este campo debido a su relevancia en áreas
como la vídeo-seguridad, que se ha vuelto imprescindible en la sociedad actual. Por
esto, las líneas de investigación están orientadas a innovar o desarrollar las técnicas
de análisis existentes con el ﬁn de brindar a las personas seguridad diaria.
Dentro del campo de investigación de procesado de imagen y vídeo, y más con-
cretamente de la videovigilancia, nos encontramos con múltiples algoritmos para la
detección de objetos, caídas o sucesos. La detección automática de personas forma
parte de este grupo y cuenta con aplicaciones importantes en seguridad o inteligencia
artiﬁcial, como prueba tenemos la gran cantidad de detectores de personas que existen
actualmente.
A pesar de la complejidad en la detección de personas, encontramos algunos algo-
ritmos que presentan resultados óptimos. Sin embargo, cuando se plantea la diﬁcultad
de evaluar la detección sobre escenarios complejos el rendimiento que ofrecen se ve
afectado notablemente. La variabilidad de perspectivas, posturas, distancia de las per-
sonas a la cámara o interacciones entre personas y objetos son algunos de los factores
que diferencian estos entornos.
Por todo esto, la motivación del trabajo es conseguir una solución efectiva para
obtener buenos resultados en situaciones complejas. La vía utilizada será contar con la
información de contexto de la escena para adaptar el detector de personas y evaluarlo
sobre las diferentes secuencias de vídeo.
1
2 CAPÍTULO 1. INTRODUCCIÓN
1.2. Objetivos
Establecida la motivación del trabajo, establecemos los objetivos partiendo desde
propósitos parciales que ﬁnalmente permitirán alcanzar el objetivo global de una
manera progresiva y adecuada. El desglose de los objetivos es el siguiente:
1. Estudio detallado del estado del arte.
Conocer en que consiste la detección de personas, analizando algunos de
los algoritmos y enfoques de los detectores para llevar a cabo el propósito
requerido.
Análisis en profundidad del detector ACF [1], estudiando su funcionamien-
to y particularidades.
2. Aprendizaje de herramientas y bibliotecas.
Utilizar las herramientas y bibliotecas necesarias para el correcto funcionamien-
to de este trabajo: Matlab [2]
3. Desarrollo de la adaptación del algoritmo de detección de personas
ACF.
Implementación de un detector que utilice información de contexto de la escena,
desarrollando el algoritmo seleccionado en varias etapas buscando obtener una
solución práctica y realista que ofrezca buenos resultados.
4. Evaluar y analizar los resultados obtenidos.
Comparar la eﬁcacia del sistema implementado en las diferentes secuencias de
vídeos para conocer sus ventajas, limitaciones y posibles mejoras.
1.3. Organización de la memoria
La memoria consta de los siguientes capítulos:
Capítulo 1. Introducción y motivación del proyecto
Capítulo 2. Estado del arte de la detección de personas. Estudio de las caracte-
rísticas y peculiaridades del algoritmo elegido.
Capítulo 3. Descripción de la adaptación y programación del sistema de detec-
ción de personas utilizando contexto de la escena.
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Capítulo 4. Estudio del criterio de evaluación y análisis comparativo de los resul-
tados obtenidos para el detector base y nuestro sistema de detección utilizando
información de contexto.
Capítulo 5. Conclusiones obtenidas tras el análisis de resultados del trabajo





Al igual que muchas otras tecnologías, la detección mediante visión artiﬁcial surge
de manera paulatina junto a las mejoras en otras tecnologías como los sistemas de
captación o los ordenadores. Los primeros trabajos que trataban sobre el tema co-
mienzan a aparecer en las décadas de los 50 y 60 con trabajos importantes como el
realizado por Roberts [3] en el que demuestra la posibilidad de extraer una descripción
matemática de los objetos contenidos en una imagen digitalizada.
Desde hace ya unos años, se viene dando un continuo desarrollo de aplicaciones y
algoritmos que hace de los sistemas de visión artiﬁcial, y concretamente de la detección
de personas, una disciplina en constante evolución que despierta un gran interés en
la comunidad cientíﬁca.
Actualmente existen múltiples trabajos cientíﬁcos centrados en la detección de
personas. En este capítulo se presenta al lector el área de estudio en la que se enmarca
el trabajo, comentando las técnicas existentes, y estará dividido en dos secciones. En
la primera de ellas se lleva a cabo un análisis de la detección de personas, comentando
las fases en las que se divide la detección. Posteriormente en la segunda sección el
objetivo es profundizar en el estado del arte del detector de personas empleado en
este trabajo, así como de los algoritmos que sirven de punto de partida para dicho
detector.
2.1. Introducción a la detección de personas
La detección de personas consiste principalmente en el diseño y entrenamiento de
un modelo de persona basado en parámetros característicos de la misma como sus
dimensiones,silueta o movimiento, para después ajustar este modelo a los posibles
objetos de la escena y determinar si son personas o no. La detección de personas en
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secuencias de vídeo es una de las tareas más complejas debido a la diﬁcultad para
deﬁnir un modelo genérico de persona. Únicamente los objetos candidatos que se
ajusten al modelo serán clasiﬁcados como personas.
2.1.1. Arquitectura de los sistemas de detección de personas
El detector de personas es el sistema que se encarga de determinar si en una imagen
existen personas. En caso aﬁrmativo se deberá proporcionar el tamaño y posición
del individuo clasiﬁcado sobre la imagen. Según [4] la arquitectura del detector de
personas se puede entender desde el estudio de sus diferentes etapas:
Figura 2.1: Arquitectura de un sistema de detección de personas
1. Entrada: Existen multitud de formatos posibles que determinan la información
disponible a la entrada del detector. Respecto a la visión por ordenador, la
unidad básica de entrada es la imagen o secuencia de frames en el caso del
procesamiento de vídeo.
2. Detección: En esta fase el objetivo es generar un conjunto de regiones candi-
datas (regions of interest o ROI) que serán las que se clasiﬁcarán en la siguiente
fase. Se trata de una tarea crítica que determinará en la detección global factores
como la velocidad de procesamiento, los resultados de la detección o la robustez
a la variaciones de la escena. Se trata de facilitar la clasiﬁcación, reduciendo lo
máximo posible las zonas de fondo pero también evitando hacer una selección
tan estricta que suponga la pérdida de candidatos.
3. Modelo de persona: El modelo deﬁnirá las características y reglas que los
objetos de la imagen deben cumplir para ser considerados personas. Junto con
la fase anterior de detección, es una tarea crítica en la detección de personas
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que será decisiva en la fortaleza a variaciones de pose, oclusiones o velocidad de
procesamiento.
4. Veriﬁcación o Clasiﬁcación: Esta tarea compara modelos entrenados y el
modelo generado a partir de la imagen o secuencia. El objetivo es determinar
si las regiones obtenidas en la fase de detección son personas o no lo son, mini-
mizando el número de falsos positivos (clasiﬁcar como persona una ROI que no
lo es) y los falsos negativos (no clasiﬁcar una persona presente en la imagen).
En cuanto a la veriﬁcación, se realiza tras la clasiﬁcación para comprobar los
resultados obtenidos y ﬁltrar falsos positivos
5. Decisión: De acuerdo a la similitud calculada en la etapa previa, se debe tomar
la decisión ﬁnal de si se trata de una persona o no. En función de la aplicación
puede no ser una tarea binaria y expresarse como una conﬁanza o probabilidad
de ser una persona.
2.1.2. Clasiﬁcación del estado del arte de la detección de personas
Existen numerosos criterios para clasiﬁcar los algoritmos de detección de personas,
como las técnicas empleadas (extracción de frente y fondo, estimación de movimiento,
etc.), el uso de información 2D o 3D o si los sensores son estacionarios o móviles. Tal
como hemos visto en la sección anterior, las dos labores críticas son la detección
del objeto y el modelo de persona empleado, que determinarán en gran medida el
resultado en la detección global.
2.1.2.1. Detección de objetos
En [4] vemos que son dos los enfoques para la detección de objetos. Se podrán
clasiﬁcar los detectores en aquellos basados en segmentación frente-fondo, los que se
fundamentan en la búsqueda exhaustiva y, existen también, los que tratan de combinar
ambas perspectivas. El resultado ﬁnal será la localización y dimensionamiento de los
objetos candidatos a ser personas.
Segmentación:
Actualmente algunos de los algoritmos del estado del arte [5] incorporan un
primer módulo de segmentación en su tarea de detección de personas. Este paso
se basa en distinguir entre el primer plano en movimiento (foreground) y el fondo
(background) para conseguir agrupar los píxeles de los objetos en movimiento
y aislarlos del fondo. La manera de realizar la segmentación es extrayendo el
fondo a partir de un modelo preciso de fondo. Existen también algoritmos que
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usan la información de color para realizar la segmentación [6]. El background
normalmente contiene objetos estáticos pero puede presentar cambios a lo largo
del tiempo, por lo que la imagen de fondo estará formada por píxeles estáticos
y dinámicos.
En relación con la detección de personas, el uso de la segmentación genera
directamente los objetos candidatos a ser personas. Por ello, la tarea de clasi-
ﬁcación así como el modelo de persona podrá simpliﬁcarse para tener un coste
computacional mucho menor. Sin embargo, esta dependencia de la segmentación
puede afectar al rendimiento limitando las detecciones e incluyendo un mayor
número de falsos positivos, además de ser muy complicado obtener una buena
segmentación en escenarios complejos.
Búsqueda exhaustiva:
La técnica de búsqueda exhaustiva consiste en escanear la imagen en su totalidad
buscando similitudes con el modelo de persona empleado, este proceso se realiza
a múltiples escalas y posiciones. Tras la búsqueda se obtendrá un mapa de
conﬁanza muy denso en el cual, para llegar a detecciones individuales, se deben
buscar los máximos locales y aplicar una supresión de no-máximos. El método
de búsqueda exhaustiva es el más utilizado por los algoritmos de detección de
personas y pueden destacarse dos enfoques diferentes.
Por un lado existen los algoritmos basados en ventana deslizante, que obtienen
el mapa de densidad evaluando con diferentes ventanas de detección con un
clasiﬁcador. El tamaño de las ventanas suele guardar una razón de aspecto
similar a la del cuerpo humano, como por ejemplo en [7] donde los autores
utilizan una ventana de 64x128 píxeles. Por otra parte, en la segunda técnica
el volumen de densidad se crea de una manera explícita de abajo hacia arriba
mediante votaciones probabilisticas emitidas por las características locales. En
este caso nos encontramos los detectores basados en características.
Por lo general, los inconvenientes de la búsqueda exhaustiva son el alto número
de regiones candidatas a generar, lo que complica este tipo de métodos en apli-
caciones que operan en tiempo real debido al alto coste computacional ya que
el modelo de persona debe ser capaz de clasiﬁcar un gran número de negativos.
A su favor cabe destacar la fortaleza de este tipo de algoritmos ante los cambios
de escala o variaciones en la pose, lo que los hace muy aptos para escenarios
complejos.
espacio
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Segmentación y búsqueda exhaustiva:
Otra propuesta es combinar ambas técnicas para tratar de sumar sus puntos
fuertes y resolver sus inconvenientes. Se realiza una selección de candidatos pre-
vios mediante segmentación y una segunda selección mediante búsqueda exhaus-
tiva se aplica únicamente sobre los candidatos seleccionados. (cita algoritmos?)
2.1.2.2. Modelo de persona
Como se explicó anteriormente, el modelo de persona previamente entrenado se
aplica en el proceso de clasiﬁcación o veriﬁcación sobre los candidatos resultantes
del proceso de detección que, basándonos en las similitudes, se discriminarán como
persona o no. Hay dos fuentes de información para caracterizar el modelo de persona:
apariencia y movimiento.
Basados en movimiento:
Actualmente, la mayoría de los algoritmos están basados en información de apa-
riencia o consiguen ser robustos frente al movimiento gracias al uso de algoritmos
de seguimiento. Sin embargo, la apariencia es un factor sujeto a condiciones de
iluminación, poses, vestimenta o el peso y altura de la persona. Por estas ra-
zones algunos enfoques van dirigidos en esta dirección con el ﬁn de emplear
únicamente información de movimiento.
Mediante este método, [8] segmenta el movimiento y realiza un seguimiento de
los objetos del frente. Los objetos son alineados a lo largo del tiempo y se calcula
la similitud entre los objetos y como evoluciona en el tiempo. La propuesta de
[9] se basa en detectar patrones de movimiento de las personas.
En deﬁnitiva, en cuanto a la detección de personas, los algoritmos basados en
movimiento obtienen peores resultados que los que se basan en información de
apariencia. Por ello, pueden solamente ser utilizados como información comple-
mentario en escenarios especíﬁcos.
Basados en apariencia:
La información de apariencia es mucho más discriminatoria que la información
de movimiento. Existen modelos simples de personas basados en modelos holís-
ticos (referencias?). Por otro lado, modelos más complejos deﬁnen a las personas
como combinación de varias regiones o formas, por ejemplo los modelos basa-
dos en partes [10]. Los más populares son aquellos que deﬁnen la apariencia de
acuerdo con la información que se extrae de las características de bordes usando
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algún descriptor de forma: HOG (Histogramas de Gradientes Orientados) [7] o
ACF [1], que combina múltiples características.
Basados en apariencia y movimiento:
Aunque la mayoría de los algoritmos están basados en apariencia, algunos auto-
res combinan apariencia y movimiento para mejorar los resultados en la detec-
ción. En [11] se combinan dos modelos de persona independientes: uno de ellos
basado en apariencia y el otro basado en movimiento.
2.1.3. Fast Features Pyramids
El detector [1] empleado para el desarrollo de este trabajo está basado en el cálculo
de lo que se conoce como Fast Features Pyramids. En esta sección el objetivo es
profundizar en que consiste esta técnica y como podemos aprovecharla en la detección
de personas.
2.1.3.1. Introducción
La descomposición en múltiples resoluciones y orientaciones es una de las téc-
nicas fundacionales en el análisis de imágenes. Ha quedado demostrado que tales
representaciones son las mejores para la extracción de información visual cuando se
encuentran sobremuestreadas, y como prueba los estudios empíricos en visión por or-
denador [7, 12]. Estas representaciones son muy robustas respecto a cambios de punto
de vista, iluminación y deformaciones de la imagen.
El progreso en la detección de objetos durante la última década ha sido impre-
sionante, consiguiendo que las tasas de falsos positivos hayan disminuido dos órdenes
de magnitud. Desafortunadamente, esto ha venido acompañado de mayores costes
computacionales lo que supone un factor muy relevante en aplicaciones que requieran
tasas de detección en tiempo real. Fast Features Pyramids demuestra como es posible
no pagar un gran precio computacional, la clave es aprovecharse de las características
fractales de las imágenes para predecir ﬁablemente la estructura de la imagen a través
de las escalas. Se estiman económicamente las características en un denso conjunto
de escalas mediante la extrapolación de cálculos llevados a cabo en un conjunto de
muestras de escalas. Esta visión conduce a tiempos de ejecución considerablemente
reducidos, ACF consigue operar a más de 30 fps alcanzando unos grandes resultados
en la detección de personas.
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2.1.3.2. Histogramas de gradientes multiescala
Debido a que la estructura de una imagen se conserva cuando se sobremuestrea
o submuestrea, se esperaría que sea posible aproximar los gradientes a una escala
cercana a partir de los cálculos de gradientes de otra. Si esta aﬁrmación se cumple
podemos evitar el coste computacional de calcular los gradientes de cada escala en
una pirámide de imágenes. El histograma de gradientes mide la distribución de los
ángulos del gradiente en una imagen y se deﬁne por la magnitud del gradiente y su
orientación:
M (i, j)2 = δIδx(i, j)
2 + δIδy (i, j)
2








Dada una imagen I y su imagen I' correspondiente al sobremuestreo o submues-
treo por un factor dos y la magnitud del gradiente de las imágenes M y M', vemos
en la imagen 2.2 cual es el comportamiento del ratio de sus gradientes.
Figura 2.2: Comportamiento de los histogramas de gradientes en imagenes remues-
treadas por un factor dos.
1. Histograma de gradientes en imágenes sobremuestreadas: La informa-
ción contenida en una imagen sobremuestreada es similar a la que contenía la
imagen original pero de menor resolución ya que el sobremuestreo no crea nue-
vas estructuras. Por tanto, la suma de las magnitudes de los gradientes de la
imagen original y sobremuestreada deberían están relacionados por un factor
de alrededor del factor de sobremuestreo. La orientación debería preservarse
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también, esto nos permitirá aproximar histogramas de gradientes en imágenes
sobremuestreadas usando los gradientes calculados en la escala original. Los
experimentos se han realizado sobre un dataset de imágenes de escenas natu-
rales y otro dataset de personas. Se ha deﬁnido como ratio la relación entre
el histograma de gradientes de la imagen sobremuestreada y el histograma de
gradientes de la imagen original. El resultado para ambos dataset arroja un
ratio de aproximadamente 2 con una varianza relativamente pequeña y aunque
gradientes individuales puedan cambiar, los histogramas estarán relacionados
por la el valor del factor de muestreo.
2. Histograma de grandientes en imágenes submuestreadas: Mientras que
la información en imágenes sobremuestreadas era similar a la información de
la imagen original, para el caso de las imágenes submuestreadas nos encontra-
mos con pérdida parcial de esta información original. Si la imagen no contiene
apenas altas frecuencias la aproximación derivada del apartado anterior podrá
ser utilizada. Sin embargo, el submuestreo signiﬁcará pérdida de la energía de
alta frecuencia de las imágenes que contengan y esto signiﬁcará una diferencia
de los gradientes. Si conseguimos una medida consistente para el ratio entre los
histogramas podremos realizar una aproximación razonable. Los experimentos
realizados dan como resultado un valor de 0.33 para el dataset de personas para
imágenes submuestreadas por un factor 2.
3. Histograma de gradientes normalizados: Vamos a comprobar ahora como
se comportan los histogramas de gradientes para un factor de submuestreo de 2
si utilizamos los gradientes normalizados. Los resultados reﬂejan un relación de
0.26 para el dataset de personas, lo que es un diferencia bastante signiﬁcativa
respecto al histograma original.
En la ﬁgura 2.3vemos cuales son los resultados al aproximar los gradientes por los
valores obtenidos de los experimentos realizados. Los histogramas aproximados para
las cuatro primeras imágenes son bastante buenos ya que apenas muestran variación
respecto al histograma original. Las dos últimas imágenes han sido seleccionadas por
contener estadísticas atípicas y mucha información de alta frecuencia y vemos como
la aproximación para las imágenes submuestreadas falla.
2.1.3.3. Características multiescala
El siguiente análisis proporciona una comprensión del comportamiento de las ca-
racterísticas multiescala. Sea Ω cualquier función invariante de desplazamiento de
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Figura 2.3: Histogramas de gradientes aproximados en imágenes remuestreadas por
un factor dos.[1]
bajo nivel que toma una imagen I y crea una nueva imagen de canal C = Ω (I), don-
de C es un mapa de características por píxel tal que los píxeles de salida se calculan
a partir de los píxeles de entrada en I. Deﬁnimos una característica fΩ (I)como la
suma ponderada del canal C. Sea IS la imagen I en una escala s, se deﬁne fΩ (IS)
como la media global de CS . Nuestro objetivo es entender como se comportan las
características en función de la escala s.
En su trabajo [13], Ruderman y Bialek descubren que la relación entre las estadís-
ticas de una imagen calculadas a dos escalas depende únicamente de la relación entre
las escalas y que cada canal tendrá su correspondiente λΩ que podrá determinarse
empíricamente.
fΩ (IS1) /fΩ (IS2) = (s1/s2)
−λΩ + ε
2.1.3.4. Fast Feature Pyramids
El enfoque propuesto para construir la pirámide rápida de características se basa
en las premisas introducidas anteriormente. En lugar de tener que calcular la imagen
remuestreada para obtener el canal de características, se propone utilizar el canal de
características de la imagen original para estimar el canal de la imagen remuestreada:
CS ≈ R (C, s) · s−λΩ
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Figura 2.4: Cálculo del canal de características escalado.[1]
La pirámide de características es una representación multiescala de una imagen I
donde los canales CSson calculados para cada escala s, típicamente de 4 a 12 escalas
por octava.
En la ﬁgura 2.5 podemos ver cual es el modelo propuesto para obtener los canales
de características en las diferentes escalas. Para evitar grandes costes computacionales
se empleará la aproximación, calculando solamente una imagen remuestreada por
octava.
Figura 2.5: Construcción de la pirámide rápida de características. [1]
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2.1.3.5. Aggregated Channel Features (ACF)
Dada una imagen de entrada I, calculamos los canales C = Ω (I), se realiza
la suma de cada bloque de píxeles de C, suavizando los resultantes canales de baja
resolución. Las características son búsquedas de un solo píxel en los canales agregados.
Se utilizan los árboles de decisión sobre estas características para distinguir objetos
del fondo empleando ventanas deslizantes multiescala.
Los canales que usa ACF son: magnitud de gradientes normalizados, histogramas
de gradientes orientados (6 canales) y canales de color LUV. Antes de calcular los
canales, la imagen I es suavizada usando un ﬁltro [1 2 1]/4. Los canales se dividen
en bloques de 4 x 4 y se suman los píxeles de cada bloque. Los canales resultantes
son suavizados de nuevo por el mismo ﬁltro. En detección de personas se utiliza
AdaBoost [14] para el entrenamiento y conjugar 2048 arboles de decisión sobre las
5120 características candidatas en cada ventana de 128x64.
En la siguiente ﬁgura se resumen los resultados de la tasa de MR (log-average
Miss Rate) en cuatro datasets.




En este capítulo vamos a explicar en detalle como funciona el algoritmo base [1],
a partir del cual hemos incorporado las modiﬁcaciones para mejorar el rendimiento
de detección de personas, y el algoritmo de adaptación propuesto. Este último ha
sido diseñado para se capaz de extraer información de la escena, de tal forma que




El detector utilizado implementa el código de detección Aggregate Channel Featu-
res (ACF) que vimos anteriormente en 2.1.3.5. El detector ACF es un rápido y efectivo
detector de ventana deslizante, trabaja a 30 fps, y es la evolución del detector Viola
& Jones (VJ) [15] pero con una disminución de falsos positivos de tres ordenes de
magnitud.
En la ﬁgura 3.1 podemos ver cual es el esquema del detector. En primer lugar
recibe una imagen o frame y se calculan los correspondientes canales, se suma cada
bloque de píxeles del canal y realiza un ﬁltrado para suavizar los canales resultantes
de menor resolución. Las características son búsquedas de un solo píxel en los canales
agregados. Se utilizan los árboles de decisión sobre estas características para distinguir
objetos del fondo empleando ventanas deslizantes multiescala.
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Figura 3.1: Visión conjunta del esquema de funcionamiento del detector ACF
3.2.2. Desarrollo
Veremos ahora un análisis mas detallado de las diferentes partes que componen
código del detector base utilizado, centrándonos especialmente en el cálculo rápido de
los canales de características descritos en [16, 17, 18, 1].
3.2.2.1. Canales
AFC hace uso 10 canales: magnitud de gradiente normalizado, histograma de
gradientes orientados (6 canales) y canales de color LUV. Pero antes de calcular los
canales de la imagen se aplicará a esta un ﬁltro de suavizado [1 2 1]/4.
Para calcular los canales en una escala utilizamos la función chns = chnsCom-
pute( I, varargin ). Un ejemplo de canal simple sería la imagen en escala de grises o
cada canal de color de una imagen a color. Los tres canales que más efectivos han
resultado en la detección mediante ventana deslizante son: canales de color, magnitud
de gradiente y los canales de histograma de gradientes.
Canales de color: La función J = rgbConvert( I, colorSpace, useSingle ) será
la encargada de convertir una imagen RGB de entrada a otro espacio de color.
Por defecto el espacio de color que emplea la función es: colorSpace=='luv'.
Este espacio es perceptualmente uniforme y los canales LUV se corresponden
respectivamente con la imagen de luminancia, verde-rojo, y azul-amarillo. Estos
canales se normalizan para que su valor esté dentro del rango [0,1].
Canal de magnitud del gradiente: [M,O] = gradientMag( I, channel, normRad,
normConst, full ) calcula la magnitud y orientación del gradiente en cada po-
sición de la imagen. Esta función puede hacer uso del canal de color obtenido
anteriormente para el cálculo del gradiente, aunque por defecto estará deshabi-
litado.
Canales de histograma de gradientes: H = gradientHist( M, O, varargin ). La
idea de esta técnica es que la apariencia de un objeto se puede caracterizar
bastante bien por la distribución de los grandientes de intensidad locales o
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por la dirección de sus bordes. La entrada de la función son la magnitud y
orientación del gradiente que previamente ha devuelto la función anterior. Por
cada región de la imagen de entrada se calcula un histograma de gradientes, con
cada gradiente cuantiﬁcado por su orientación y ponderado por su magnitud. El
primer paso es la cuantiﬁcación de la magnitud M en los canales de orientación
de acuerdo con su orientación O. La magnitud de cada localización se localiza
las dos orientaciones más cercanas usando interpolación lineal. El resultado es
un mapa de características que representa los histogramas de gradiente en cada
región de la imagen 3.2. Estas características generalizan las características HOG
introducidas en [7].
Figura 3.2: Mapa de características de los histogramas de gradientes
3.2.2.2. Pirámide de canales de características
Mientras que la función descrita en 3.2.2.1 calculaba los canales de características
en una escala, la función pyramid = chnsPyramid( I, varargin ) llama múltiples veces
a chnsCompute() en diferentes escalas de la imagen para crear una pirámide espacio-
escala de los canales de características.
Primeramente se crea una pirámide de imagen y entonces se hace la llamada a
la función chnsCompute() con los parámetros de entrada correspondientes para cada
escala de la pirámide de imágenes. El número de escalas por octava lo determina
el parámetro nPerOct, que será típicamente 8. La menor y mayor escala también
vendrá determinado en la entrada, la creación de la pirámide se detendrá cuando
la dimensión de la imagen sea menor mientras que la escala mayor determinará el
número de octavas que se calculan sobre la imagen original.
La idea de construir las pirámides rápidas de características (Fast Features Pyra-
mid) supone que sea necesario calcular los canales en cada escala de la imagen. Como
20 CAPÍTULO 3. DISEÑO Y DESARROLLO
ya vimos anteriormente en 2.1.3.4, las características de una escala pueden ser utili-
zadas para aproximar la respuesta de las características en las escalas próximas. El
parámetro nApprox determina cuantas escalas intermedias son aproximadas utilizan-
do la técnica descrita, por ejemplo si el número de escalas por octava es nPerOct=8
y nApprox=7 entonces las 7 escalas intermedias serán aproximadas, remuestreada y
normalizadas adecuadamente. El parámetro lambda será el que nos indique como debe
ser la normalización de los canales. Normalmente aproximar todas las escalas en una
octava funciona bastante bien y da como resultado una velocidad de 4 veces mayor
sobre el cálculo de la pirámide sin aproximaciones.
3.2.2.3. Detector
Con todo esto, veremos ahora como funciona el algoritmo base de detección. En
primer lugar extraen las imágenes de entrenamiento y test del dataset empleado para
el trabajo: INRIA Person Dataset [7], así como las anotaciones (ground truth). Para
el entrenamiento, el dataset contiene imágenes negativas sin personas en las escenas
y un directorio de imágenes positivas asociadas a sus correspondientes anotaciones
de donde se sitúa la persona. Como resultado del entrenamiento se genera un modelo
que será utilizado en detección para la localización de personas en los frames de la
secuencia de vídeo. En la ﬁgura 3.3vemos un ejemplo del resultado de la detección
sobre una imagen. Cada blob de detección que se genera sobre la imagen tiene una
puntuación que determina con cuanta ﬁabilidad se tratará de una persona. Con los
resultados de la detección sobre las diferentes imágenes y haciendo uso de las anota-
ciones proporcionadas se realiza la fase de test del detector, el test comprobará que
que se hayan detectado las personas presentes en la imágenes y cual es la tasa de
FPPI (false positives per image) registrada (detecciones de personas sobre una región
sin persona). La imagen 3.4 nos muestra cual es el resultado de la fase de test.
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Figura 3.3: Resultado de la detección sobre un frame de ejemplo utilizando el detector
base.
Figura 3.4: Tasa de error y falsos positivos por imagen del detector base.
22 CAPÍTULO 3. DISEÑO Y DESARROLLO
3.3. Algoritmo propuesto
3.3.1. Adaptación del algoritmo a la escena
Recordemos que como objetivo del trabajo se propone conseguir que el algorit-
mo de detección consiga adaptarse a la multitud de escenarios variados que pueden
darse en diferentes situaciones y lugares. Para satisfacer esto será necesario que en
la detección podamos incorporar información sobre el contexto de la escena. Si sa-
bemos aprovechar el conocimiento que tenemos del escenario conseguiremos obtener
unos resultados de detección mucho mejores incluso en las secuencias de vídeo más
complejas.
En primer lugar y para demostrar que esta idea va bien orientada, proponemos
una versión Dummy para adaptar el algoritmo. Una vez que comprobamos que vamos
por buen camino, la versión Dummy dejará paso a una versión mas realista de la
propuesta que genera un modelo con la propia escena como fuente de información.
3.3.2. Diseño Dummy
Esta primera versión se trata de una aproximación a la idea para adaptar el
algoritmo a los escenarios. La fase de entrenamiento del detector es crítica, por lo
que disponer de un buen modelo de persona nos asegurará obtener resultados en
la detección ﬁeles a la realidad. Este modelo de persona se calcula a partir de los
ejemplos positivos y negativos de entrenamiento que proporciona el dataset de INRIA
Person. El dataset cuenta con un gran número de imágenes de entrenamiento en
diferentes situaciones pero, evidentemente, no contendrá los mejores ejemplos para
escenas concretas. Esto supone que en escenarios complejos disminuyan drásticamente
los resultados de detección, ya que poses complicadas, oclusiones o puntos de vista
poco comunes no estarán completamente representados en el dataset.
Un buen primer acercamiento propuesto para demostrar la idea sería generar en la
fase de entrenamiento un modelo que se genere contando con las anotaciones (ground
truth) de las secuencias de vídeo a analizar. Si conocemos las posiciones en cada
frame donde se encuentran las personas, y por tanto también las regiones en las que
no aparecen, el modelo construido durante el entrenamiento será extremadamente
preciso y adecuado a la escena.
3.3.2.1. Desarrollo
Primeramente preparamos un dataset auxiliar que contendrá la información al
completo del dataset de INRIA Person más las imágenes negativas y positivas que
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se deducen de las anotaciones del vídeo. Tenemos por tanto tres vías que explorare-
mos para conocer con cual de ellas obtener mejores resultados: Incorporar únicamente
imágenes positivas para el entrenamiento, esto es obtener los frames en los que existe
una anotación de las personas, añadir la imagen como ejemplo positivos del data-
set con sus correspondientes anotaciones; Incorporar únicamente imágenes negativas
para el entrenamiento, es decir, descartar las frames en los que aparecen anotadas
regiones como personas y quedarnos con el resto de cuadros sin anotaciones como
ejemplos negativos: Incorporar al dataset tanto los ejemplos positivos como los nega-
tivos. Se muestra la imagen 3.5 como ejemplos positivos y negativos que se incorporan
al dataset para un escenario concreto:
Figura 3.5: Imágenes incorporadas al dataset de entrenamiento como ejemplos positivo
(izq.) y negativo (dcha.).
A pesar de ofrecer un resultados mucho mejores que el algoritmo base, no se
trata de una implementación realista ya que estamos contando de partida con las
anotaciones que indican la localización de las personas en cada frame de la secuencia.
Sin embargo, los resultados nos abren una puerta a seguir investigando por esta vía y
así será como llegaremos al siguiente método propuesto para cumplir con la ﬁnalidad
del trabajo.
3.3.3. Caltech Pedestrian Dataset para generar dataset de entrena-
miento
En esta sección se profundiza en la idea desarrollada en 3.3.2 desde una perspectiva
más realista y realizable. El problema con el que nos encontrábamos en el diseño
Dummy es que es necesario disponer de las anotaciones de los vídeos sobre los que
vamos a detectar. Por regla general tiene sentido que esto no sea así ya que el objetivo
de la detección será encontrar la localización de las personas sin conocer que estén
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presentes en la imagen. Esto nos conduce a la necesidad de encontrar la manera de
generar los ejemplos positivos y negativos de la imagen para incorporarlos al dataset
empleado en el entrenamiento.
Lo que proponemos en este trabajo es construir un modelo a partir de un dataset
diferente que nos permita hacer una detección previa de los candidatos a persona.
Los resultados de esta detección nos darán la información necesaria para determinar
las regiones que muy probablemente sean personas o no. Una vez que contamos con
los datos de la detección y a partir del dataset INRIA Person, generamos un nuevo
dataset sobre el cual entrenar y evaluar la detección en el vídeo.
3.3.3.1. Desarrollo
Debemos comenzar en este caso por construir el modelo desde los datos de entre-
namiento de un datset distinto al del entrenamiento inicial, en este caso el dataset
Caltech Pedestrian [19]. Este modelo calculado nos permitirá realizar la detección
previa para incorporar las imágenes de positivos y negativos al modelo del punto
de partida a actualizar. Será necesario tener especial cuidado con las imágenes que
se agregan como datos especíﬁcos del escenario ya que incluir falsos positivos será
contraproducente.
Para hacer una buena selección de imágenes de entrenamiento debemos tener en
cuenta cuales son las caliﬁcaciones que reciben los blobs. Las notas más elevadas serán
casi con total seguridad imágenes positivas mientras que las más bajas se correspon-
derán con regiones sin presencia de personas. Para realizar esta selección se ha desa-
rrollado la función [Blobs, Scores, minpos, minneg] = PercentileCaltech(video_dir, vi-
deo_names, percentile). Recibe de entrada el directorio donde se localizan los vídeos,
la secuencia sobre la que estamos trabajando y el valor del percentil que nos permita
quedarnos con las muestras más válidas para el entrenamiento. El funcionamiento
es sencillo y conseguiremos asegurar que la selección que realicemos de positivos y
negativos sea ﬁable. La función ReadACFBlobs utilizando el modelo calculado con el
dataset de Caltech nos devolverá un cell-array con los blobs detectados y un vector de
las puntuaciones. Construimos un histograma de las puntuaciones obtenidas, el valor
de percentile nos indicará con que porcentaje de las puntuaciones quedarnos. Con un
percentile de 5 seleccionaremos las caliﬁcaciones contenidas en el 5% mayor y menos
del histograma para los ejemplos positivos y negativos respectivamente. Gracias a
esto contamos con cual será la nota mínima que deben cumplir los blobs para ser
incorporados al dataset como positivos y la nota máxima hasta la cual tomaremos los
blobs como negativos.
La función AddInDatabasePos recibirá como parámetros de entrada el cell-array
3.3. ALGORITMO PROPUESTO 25
Blobs que contiene las coordenadas en la imagen, el número de frame y la puntuación.
En cada frame que existan blobs comprobaremos si la puntuación de estos es mayor
o igual que el valor mínimo que nos asegurará que sea una persona. Si esta condición
se cumple el frame se incorpora al dataset como imagen positiva y se escribe su
correspondiente anotación que localiza a la persona.
Mediante AddInDatabaseNeg completamos el dataset con los ejemplos negativos
para cada frame de la secuencia. Por cada imagen podremos tener uno, varios o
ningún blob. Aquellos cuadros para los que no exista blob pasarán directamente como
negativos al dataset de entrenamiento, mientras que si hay algún blob presente habrá
que comprobar si su puntuación es mayor o menor al límite establecido. Existe un
valor hasta el cual consideraremos poco probable que ese blob sea una persona por su
baja puntuación, y por encima de este límite no podremos estar tan seguros. Es por
esto que todos aquellos blobs que tengan una nota superior al límite establecido se
eliminarán de la imagen, el valor de sus píxeles pasará a ser cero y de esta forma nos
quedará una imagen que sólo contendrá regiones negativas. La imagen 3.6 muestra un
frame de ejemplo como imagen negativa incorporada al dataset para unos percentiles
de 5 y 20.
Figura 3.6: Imágenes negativas a partir de un mismo frame con percentil 5 (dcha.) y
20 (izq.).
Vemos como para un percentil menor la conﬁanza es también menor y se eliminan
de la imagen regiones con puntuaciones en un amplio rango, muchas de ellas no serán
persona y contendrán información del fondo de la escena. Esto tiene el inconveniente
de no incluir parte del contexto de la escena que no sería útil para adaptar el algorit-
mo, pero por otra parte estaremos seguros de que los ejemplos negativos y positivos
agregados para generar el modelo serán ﬁables.
Una vez hemos incorporado al dataset INRIA los nuevos ejemplos positivos y
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negativos, se calcula el modelo que empleará el detector. Este modelo generado con-
tendrá información característica de cada escena, los ejemplos positivos nos servirán
para incluir la apariencia de las personas y punto de vista de la cámara. Por otra par-
te, los ejemplos negativos incluirán partes propias de la escena como fondo u objetos
móviles no caracterizados como personas que serán determinantes para no clasiﬁcar




Una vez desarrollado el algoritmo propuesto, en este capítulo vamos a evaluar
los resultados obtenidos. En primer lugar se describe el marco de evaluación, donde
se detallarán los dataset utilizados y las métricas de evaluación propuestas en [4]. A
continuación se expondrán los resultados obtenidos y se analizarán comparándolos
con los resultados del algoritmo base.
4.2. Marco de evaluación
4.2.1. Dataset
Dentro del proceso de evaluación, el primer paso es disponer de una base de datos
sobre la que evaluar los resultados. En nuestro caso los dos dataset empleados han
sido INRIA Person Dataset [7] y Caltech Pedestrian Dataset [19].
INRIA Person Dataset: Realizamos la fase de entrenamiento del algoritmo base
y la fase de test de nuestro detector utilizando el dataset INRIA, el cual está
formado por 1805 imágenes de 64x128. Estas imágenes han sido recortadas de un
conjunto variado de fotografías personales del autor. Las personas normalmente
aparecen de pie y pueden encontrarse en cualquier orientación, además de contar
con una amplia variedad de imágenes de fondo. Las carpetas 'Train' y 'Test'
contienen respectivamente imágenes de entrenamiento y test. Ambas carpetas
tienen tres subdirectorios: 'pos' (imágenes positivas), 'neg' (imágenes negativas),
y 'annotations' (archivo de anotaciones e las imágenes positivas).
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Caltech Pedestrian Dataset: La base de datos Caltech Pedestrian nos ha servido
para apoyarnos en una fuente de información diferente a la hora de generar
un modelo que aproveche el contexto de la escena. Dispone de 250,000 frames
capturados desde una cámara en un vehículo en movimiento. Se han anotado un
total de 350,000 blobs sobre unas 2,300 personas. Por cada frame en el que una
persona es visible, se anota un blob que indique a la persona en su totalidad,
en caso de existan oclusiones se anota un segundo blob sobre la región visible.
Las ﬁguras 4.1y 4.2 muestran tres imágenes aleatorias de ejemplo de cada dataset.
Figura 4.1: Tres imágenes positivas de ejemplo del dataset INRIA
Figura 4.2: Tres imágenes de ejemplo del dataset Caltech
4.2.2. Métricas de evaluación
Para la evaluación del rendimiento de los algoritmos utilizaremos el sistema del
laboratorio de investigación VPULab (Video Processing and Understanding Lab). La
manera de probar el rendimiento de un detector es ejecutarlo sobre una secuencia,
conociendo sus correspondientes anotaciones de Ground Truth, y comparar los resul-
tados. En función de la hipótesis del detector y las anotaciones, los resultados podrán
clasiﬁcarse como: TP (True Positive) si el sistema detecta persona y acierta; TN
(True Negative) si el sistema no detecta persona y acierta; FP (False Positive) si el
sistema detecta persona y se equivoca; FN (False Negative) si el sistema no detecta
persona y se equivoca.
El rendimiento puede ser evaluado en dos niveles: a nivel de frame o a nivel de
secuencia global. El rendimiento a nivel de frame o ventana suele medirse en términos
de DET (Detection Error Tradeoﬀ) [7, 19] o mediante la curva ROC (Receiver Ope-
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rating Characteristics). El rendimiento de la secuencia global se mide según la curva
Precision-Recall. El primer caso nos aporta información sobre la etapa de clasiﬁca-
ción, mientras que el segundo proporciona información del rendimiento del sistema
completo. Desde la perspectiva de los sistemas de videovigilancia es más interesante
comparar sobre el rendimiento general, por lo que la métrica utilizada sera Precision-
Recall.
El resultado del sistema de detección serán unas puntuaciones denominadas score
que indicarán la conﬁanza de que los objetos detectados sean realmente lo que se
buscaba. A mayor score, mayor probabilidad de que el objeto detectado sea el deseado.
El método de evaluación compara los parámetros precisión y recall para diferentes
umbrales y cada umbral representa un punto de la curva.
Precisión y Recall se calcula según las ecuaciones siguientes:
Precisión es la relación entre el número total de detecciones reales (TP) y el número
de detecciones (TP+FP). Recall es la relación entre las deteciones reales (TP) y el
número de objetos que deberían haber sido detectados idealmente. El rendimiento del
sistema será mejor cuanto más se acerquen ambos valores a uno. También se medirá
el área bajo la curva que permite evaluar los parámetros de precisión y recall, a mayor
área mejor rendimiento.
4.3. Pruebas y resultados
4.3.1. Pruebas y resultados del algoritmo base frente a la versión
Dummy
El objetivo de esta evaluación es comprobar que la idea que tomamos de partida
es buena y mejora el rendimiento del detector. Las pruebas realizadas han sido:
1. DummyPos: Adaptar el algoritmo incluyendo como información de la escena las
imágenes positivas con sus correspondientes anotaciones de la secuencia.
2. DummyNeg: Adaptar el algoritmo incluyendo como información de la escena
las imágenes negativas de la secuencia.
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3. Dummy: Adaptar el algoritmo incluyendo como información las imágenes posi-
tivas y negativas de la secuencia.
Las pruebas se han realizado sobre un conjunto de 19 secuencias [20]. Se muestra
como ejemplo la representación Precisión-Recall sobre la secuencia abandonedBox en
la ﬁgura 4.3. El resto de ﬁguras se presentan en A.
Figura 4.3: Curva Precisión-Recall sobre la secuencia 'abandonedBox' utilizando la
versión Dummy
Vemos como de partida, el rendimiento del algoritmo base StartingPoint sobre la
secuencia es bastante malo. Si observamos la secuencia 4.4 esto puede deberse a las
oclusiones que permanentemente hay en el vídeo, a las sombras en una parte de la
imagen y al punto de vista desde el que está grabado. Si incluimos la información
sobre la escena a modo de ejemplos positivos y negativos con las anotaciones de
la secuencia como fuente de información el resultado es mucho mejor al evaluar el
algoritmo adaptado.
La siguiente tabla resumen 4.1 muestra el rendimiento de los algoritmos para cada
una de las secuencias y el porcentaje de mejora respecto al punto de partida.
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Figura 4.4: Frame de ejemplo de la secuencia 'abandonedBox'
Evaluación Ground Truth (% área bajo la curva)
Secuencia StartingPoint Dummy DummyPos DummyNeg
PETS2006 80.37 98.43 97.83 83.94
abandonedBox 13.29 74.97 46.14 28.24
backdoor 93.92 96.53 96.21 93.06
badminton 74.67 88.06 70.90 71.29
busStation 92.93 97.78 97.72 93.71
copyMachine 56.05 96.64 97.23 48.15
cubicle 81.71 78.71 72.32 81.87
fall 35.52 89.57 73.34 55.87
oﬃce 99.68 100 100 99.93
overpass 49.59 92.06 76.94 73.69
pedestrians 91.71 96.52 93.91 91.46
peopleInShade 94.80 99.10 97.93 97.83
sidewalk 35.59 59.32 53.49 30.84
skating 84.77 93.97 91.59 86.77
sofa 90.28 100 93.13 90.74
tramstop 20.41 86.38 59.77 20.51
wetSnow 7.82 91.16 54.78 11.32
winterDriveway 28.49 84.83 74.32 26.82
zoomInZoomOut 35.52 79.19 56.43 44.22
Media 61.42 85.09 76.01 63.65
Tabla 4.1: Evaluación Ground Truth del algoritmo Dummy
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4.3.2. Pruebas y Resultados del algoritmo propuesto
A la vista de los resultados anteriores, buscar una solución más realista al pro-
blema continuando con la propuesta es una buena idea. El algoritmo propuesto se
ha evaluado variando como parámetro de entrada el valor del percentil, que como
vimos en 3.3.3.1 nos dará un mayor o menos grado de conﬁanza para seleccionar las
muestras para la adaptación.
Hemos realizado pruebas para percentiles desde 5% hasta 15%. El mejor valor
vendrá determinado por las características propias de cada secuencia. La imagen 4.5
muestra el resultado de la evaluación sobre la secuencia abandonedBox, al igual que
en la sección anterior, y el resto de pruebas pueden verse en A.
Figura 4.5: Curva Precisión-Recall sobre la secuencia 'abandonedBox' utilizando el
algoritmo propuesto
La tabla 4.2 muestra el resumen del porcentaje del área bajo la curva en cada una
de las secuencias para medir el rendimiento de nuestro algoritmo propuesto.
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Evaluación Ground Truth (% área bajo la curva)
Secuencia StartingPoint Percentil 5 Percentil 10 Percentil 15
PETS2006 80.37 77.66 79.63 78.6
abandonedBox 13.29 17.52 21.54 17.27
backdoor 93.92 93.76 94.02 92.81
badminton 74.67 73.96 72.62 72.63
busStation 92.93 93.70 93.13 92.98
copyMachine 56.05 54.56 53.10 54.95
cubicle 81.71 88.35 82.87 85.80
fall 35.52 66.89 41.68 28.30
oﬃce 99.68 100 100 100
overpass 49.59 64.38 61.81 54.19
pedestrians 91.71 92.22 93.21 92.23
peopleInShade 94.80 93.49 93.15 92.26
sidewalk 35.59 56.42 49.65 39.52
skating 84.77 84.21 84.80 85.25
sofa 90.28 90.46 90.95 89.49
tramstop 20.41 21.35 18.47 25.43
wetSnow 7.82 26.61 17.32 9.32
winterDriveway 28.49 67.76 60.20 15.12
zoomInZoomOut 35.52 39.70 33.84 41.58
Media 61.42 68.47 65.37 61.45
Tabla 4.2: Evaluación Ground Truth del algoritmo propuesto
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Capítulo 5
Conclusiones y trabajo futuro
5.1. Conclusiones
El objetivo principal del trabajo era aprovechar la información de contexto de
la escena para incorporarla al detector ACF [1] descrito en el estado del arte. Para
conseguir el propósito se ha implementado un algoritmo que permite obtener de la
escena frames positivos y negativos en base a los cuales adaptar el sistema y detectar
personas utilizando esta información de contexto.
Para llegar a esto, primeramente se ha realizado un estudio general del estado del
arte de la detección de personas y despues concretamente del algoritmo base a desa-
rrollar. A continuación se creó un algoritmo sencillo que utilizase las anotaciones de
Ground Truth como fuente de información con la idea de demostrar que la propuesta
de partida podría ser buena. A partir del algoritmo base se desarrolla el algoritmo que
proponemos en este trabajo, el cual es capaz de generar un nuevo modelo utilizando
información extraída de los frames de la secuencia. Este modelo conseguirá adaptar el
sistema de detección en cada escenario concreto.Por último se ha estudiado el criterio
de evaluación para los detectores de personas y se ha evaluado el rendimiento del
algoritmo propuesto.
A la vista de los resultados, podemos concluir que la mejora es muy signiﬁcativa
en aquellas secuencias para las que el detector presentaba un rendimiento malo, véase
B.7, B.9, B.12, B.16, B.17. Suelen ser videos con bastantes oclusiones, donde existen
personas que aparecen lejanas en la escena o demasiado cerca como para verse com-
pletamente, con puntos de vista poco frecuentes, etc. Para los casos en los que los
resultados de partida eran ya muy buenos es complicado mejorar el rendimiento. En
algunos casos se realizan ligeras mejoras, como en B.4, B.6, B.8, B.10, B.18, B.15,
B.14 y B.13, pero debemos tener cuidado para no introducir nueva información que
35
36 CAPÍTULO 5. CONCLUSIONES Y TRABAJO FUTURO
no se ajuste exactamente, especialmente si son pocos los ejemplos que incorporamos
(tantos positivos como negativos). Esto puede hacer disminuir el rendimiento leve-
mente en B.1, B.2, B.3, B.11 y B.5. En media, los resultados obtenidos refuerzan
nuestra hipotesis de partida, pudiendo demostrar la mejora en las detecciones que
supone la adaptación utilizando el contexto de la escena.
5.2. Trabajo futuro
Partiendo del trabajo realizado, es evidente la necesidad de continuar trabajando
en el desarrollo de algoritmos de detección de personas con el ﬁn de mejorar su
rendimiento en situaciones complejas.
El algoritmo propuesto tiene el inconveniente de que no podrá trabajar en tiempo
real, algo de especial importancia en ciertos sectores, ya que es preciso contar de
antemano con las imágenes para extraer de ellas la información y generar el modelo
para el sistema adaptativo. Por eso una de la líneas que se propone como trabajo
futuro es conseguir que la adaptación funcione en tiempo real o que apenas suponga
retraso. Una opción podría ser utilizar únicamente un conjunto de primeros frames y
calcular el modelo en base a esa información.
Otra vía de desarrollo puede ser tratar de estimar cual sería un percentil óptimo
para cada secuencia, ya que puede variar en gran medida de esta decisión. De esta
forma, conseguiremos optener para cada escenario concreto el mejor resultado posible
aplicando la idea de este trabajo.
Proponemos también valorar el posible estudio de algoritmos de seguimiento o
tracking, que son más robustos frente a las oclusiones y permiten seguir a múltiples
objetivos. Con la incorporación de información de movimiento es más que probable
que mejore el rendimiento y añada robustez a la detección.
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Figura A.1: Curva Precisión-Recall sobre la secuencia 'PETS2006'
Figura A.2: Curva Precisión-Recall sobre la secuencia 'backdoor'
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Figura A.3: Curva Precisión-Recall sobre la secuencia 'badminton'
Figura A.4: Curva Precisión-Recall sobre la secuencia 'busStation'
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Figura A.5: Curva Precisión-Recall sobre la secuencia 'copyMachine'
Figura A.6: Curva Precisión-Recall sobre la secuencia 'cubicle'
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Figura A.7: Curva Precisión-Recall sobre la secuencia 'fall'
Figura A.8: Curva Precisión-Recall sobre la secuencia 'oﬃce'
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Figura A.9: Curva Precisión-Recall sobre la secuencia 'overpass'
Figura A.10: Curva Precisión-Recall sobre la secuencia 'pedestrians'
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Figura A.11: Curva Precisión-Recall sobre la secuencia 'peopleInShade'
Figura A.12: Curva Precisión-Recall sobre la secuencia 'sidewalk'
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Figura A.13: Curva Precisión-Recall sobre la secuencia 'skating'
Figura A.14: Curva Precisión-Recall sobre la secuencia 'sofa'
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Figura A.15: Curva Precisión-Recall sobre la secuencia 'tramstop'
Figura A.16: Curva Precisión-Recall sobre la secuencia 'wetSnow'
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Figura A.17: Curva Precisión-Recall sobre la secuencia 'winterDriveway'
Figura A.18: Curva Precisión-Recall sobre la secuencia 'zoomInZoomOut'
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Figura B.1: Curva Precisión-Recall sobre la secuencia 'PETS2006'
Figura B.2: Curva Precisión-Recall sobre la secuencia 'backdoor'
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Figura B.3: Curva Precisión-Recall sobre la secuencia 'badminton'
Figura B.4: Curva Precisión-Recall sobre la secuencia 'busStation'
54 APÉNDICE B. RESULTADOS DEL ALGORITMO PROPUESTO
Figura B.5: Curva Precisión-Recall sobre la secuencia 'copyMachine'
Figura B.6: Curva Precisión-Recall sobre la secuencia 'cubicle'
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Figura B.7: Curva Precisión-Recall sobre la secuencia 'fall'
Figura B.8: Curva Precisión-Recall sobre la secuencia 'oﬃce'
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Figura B.9: Curva Precisión-Recall sobre la secuencia 'overpass'
Figura B.10: Curva Precisión-Recall sobre la secuencia 'pedestrians'
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Figura B.11: Curva Precisión-Recall sobre la secuencia 'peopleInShade'
Figura B.12: Curva Precisión-Recall sobre la secuencia 'sidewalk'
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Figura B.13: Curva Precisión-Recall sobre la secuencia 'skating'
Figura B.14: Curva Precisión-Recall sobre la secuencia 'sofa'
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Figura B.15: Curva Precisión-Recall sobre la secuencia 'tramstop'
Figura B.16: Curva Precisión-Recall sobre la secuencia 'wetSnow'
60 APÉNDICE B. RESULTADOS DEL ALGORITMO PROPUESTO
Figura B.17: Curva Precisión-Recall sobre la secuencia 'winterDriveway'
Figura B.18: Curva Precisión-Recall sobre la secuencia 'zoomInZoomOut'
