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Magnetic induction tomography (MIT) is an exciting yet challenging research topic. It is
sensitive to all passive electromagnetic properties, and as such it has great appeal to many
industries. This thesis presents an experimental investigation of MIT within two broad ar-
eas of application: non-destructive evaluation (NDE) and industrial process tomography.
Within both areas, MIT is presented as a low cost and non-invasive inspection tool with
considerable developmental potential with regard to commercial applicability. Experi-
mental investigations into the use of MIT demonstrate its versatility in imaging conduc-
tive substances ranging from metallic structures, such as pipelines (s ⇡ 106 108S/m) to
new composite material, such as carbon fibre reinforced polymers (s ⇡ 104  105S/m),
as well as substances in a state of flow (s < 10S/m).
Research innovations presented in this thesis constitute (i) the first experimental evalu-
ation of MIT for pipeline inspection, an application never before attempted in the area
of NDE, (ii) the development of a novel limited region algorithm, which can improve the
traditional resolution from 10% to 2%, (iii) the first experimental 3D planar MIT study for
subsurface imaging, which opens many opportunities for MIT as a limited access tomog-
raphy technique, (iv) an in-depth experimental evaluation of the MIT system response
towards various fluid measurements for the first time, while also reporting some of the
first flow rig tests in this field.
In addition, for each specific application, the capabilities of the prototypeMIT systems are
assessed with regard to (v) their flexibility in accommodating different sensor geometries,
including circular, dual planar, planar and arc, (vi) situations in which the imaging subject
has limited access, and (vii) their capacity to reconstruct a viable image of the subject
given limited measurement data.
Altogether, the results provide an evidential basis for future exploitation of this tech-
nique. From the experimental investigations, it is concluded that the major limitations
of this technique lie in both the hardware development in order to meet the standards of
widespread commercial applications and the software capability for fully automated real
time image reconstruction and structural analysis of the imaging subject. Nevertheless,
with consistent development in both aforementioned areas, MIT could eventually be used
as a rapid NDE technique for structural health monitoring and process tomography, as
such contributing both to the social economy and public safety.
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Tomography is a technique for displaying a cross-sectional representation of an object
through the use of penetrating signals such as waves, electromagnetic fields or particles.
Tomographic techniques are often divided into different categories according to the sens-
ing techniques used. There are two main categories of tomographic technique, hard and
soft field tomography [1]. The commonly used hard field tomography techniques include
g   ray , X   ray and magnetic resonance imaging (MRI). The soft field tomographic
techniques are primarily referred to as electrical tomography [2]. They differ in that, for
hard field tomography, the path of the transmitting signal is in a straight line and the only
factor that can affect the signal strength is the material along that path, regardless of po-
sition. In soft field tomography, the position of the material in the measuring region and
the distribution of electrical parameters both inside and outside the measuring region can
affect the transmitting signal. Each tomographic technique has its own characteristics,
constraints and applications. There are also other tomography techniques, such as ultra-
sound, thermal conduction tomography, that are neither hard nor soft field, and use other




















Table 1.1: Existing hard field tomographic techniques.
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Electrical tomography techniques can image the passive electromagnetic properties of an
object. In 1912, Conrad Schlumberger conducted the first electric field imaging experi-
ment; which offered new possibilities for exploring the Earth. Over the past 100 years,
electrical tomography has expanded to include work in the fields of geophysics, medical
imaging and process tomography. Electrical tomography techniques have several advan-
tages. Despite their relatively modest image resolution, they have gradually proved to
be useful because of their imaging speed, low cost and non-invasive characteristics [3].
Three electrical imaging techniques are listed in Table 1.2 with their sensing techniques
and applications.
Electrical Impedance Tomography (EIT) utilises multiple electrode sensors to measure
the impedance changes between pairs of electrodes. The conductivity distribution of
the imaging subject can then be computed based on the measured impedance changes
[4]. EIT is sometimes also called electrical resistance tomography, if the reactive capac-
itive component of the measured impedance is negligible. Among the electrical imaging
techniques, EIT is the most well-developed technique and has been applied in medical
imaging as a diagnostic method [5].
Compared to the traditional electrode based technique, Electrical Capacitance Tomogra-
phy (ECT) realises a contactless means of mapping the dielectric permittivity through the
use of capacitive sensors [6]. Typical materials that can be imaged by ECT include plastic,
water and wood. Its use has been proposed for numerous applications, including flame
visualisation [7, 8, 9], visualisation of fluidised bed gas-solid concentration distributions
[10], and two-phase flow identification [11, 12].
Magnetic Induction Tomography (MIT), also known as Mutual Inductance Tomography
or Electromagnetic Induction Tomography (EMT), is a tomographic technique that can
potentially map the distribution of all passive electromagnetic properties (conductivity,
permeability and permittivity) of an object [3]. MIT is the most recent and least developed
electrical imaging technique, compared to EIT and ECT. MIT does not require electrical
contacts with the object and uses the interaction of an oscillating magnetic field with a
conductive medium. This field, which is excited and registered by inductive coils arranged
around the object, is perturbed by the generation of eddy currents in the object. The
conductivity (and/or other passive electromagnetic properties) can be reconstructed from
the measurements of perturbed fields outside the objects. MIT has been applied to a
variety of diverse applications, but most of this interest has been in either medical imaging
[13, 14, 15, 16], examining cross-sectional images of the human body [17], or in non-
destructive evaluations (NDE) for industrial applications, to visualise and monitor the
distribution of material in vessels and pipelines [18, 19, 20].
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ECT Capacitive platesCapacitance e
Flow imaging
Flaw detection
MIT Inductive coilsMutual inductance s ,µ,e
Medical imaging
Industrial applications
Table 1.2: Existing soft field tomographic techniques.
1.2 Aims and Objectives
The aim of this study is to investigate the feasibility and sensitivity of MIT for non-
destructive evaluation (NDE) and industrial process imaging. MIT is sensitive to electrical
conductivity. As such it can be used for defect inspection of metallic and new composite
materials. In addition, conductive flow in multiphase flow imaging is a challenging topic
as the existing techniques either do not distinguish the conductivity property or require
close contact to the flow substances. Due to the advantages of MIT, this suggests that
MIT could be an alternative inspection and imaging technique for both fields. MIT has
previously been considered as a potential candidate for NDE applications and industrial
process tomography, however, the realisation of MIT remains limited. One of the major
issues is that MIT is an inherently low resolution technique. This is due to the fact the
inverse problem is an underdetermined ill-posed problem. In order to improve the res-
olution, efforts need to be made both in the forward problem and the image inversion.
Furthermore, in order to meet the standard of NDE technique specification, the system
should be equipped with the capability of real time data collection. These issues repre-
sent the most influential factors that limit MIT’s applicability in the commercial arena.
The key questions relating to the use of MIT technique for NDE applications are:
• What is the intended application, and what is the motivation behind it?
• What are the fundamental and practical limitations of MIT for NDE applications?
• What is the design for the MIT coil array in order to facilitate the inspection?
• What type of damage and defect can be inspected?
• Can an image of the damage or defect be reconstructed?
• What is the imaging resolution that can be achieved?
The key questions relating to the use of MIT in industrial process tomography are:
• Where does MIT fit in the field of industrial process tomography?
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• What is the advantage of MIT compared to existing techniques?
• How can MIT be used in multiphase flow imaging?
• What is the sensitivity level and capability of MIT in this field of study?
• What is the future direction of MIT?
In this study, the author will investigate how to employ the Bath MK-I and MK-II systems
for the aforementioned applications. As such, the system design is not within the scope
of this study. Nevertheless, there are improvements that can be made to accommodate the
intended objective of the study. In general, the methodologies used in this research can
be categorised in four aspects:
• Investigating different geometries of MIT coil arrays for the intended applications.
• Establishing the forward models and calculating the sensitivity maps accordingly
to assist the imaging process and improve the imaging accuracy.
• Both adopting existing and developing novel algorithms for the image reconstruc-
tion to improve the resolution of MIT.
• Conducting both simulations and experimental work to establish the capability of
MIT for the proposed applications.
1.3 Thesis Organisation
This thesis is organised in the following chapters. Chapter 2 introduces the methodologies
of MIT, including the fundamental principles, eddy current modelling, image reconstruc-
tion algorithms and two types of MIT systems used throughout this research.
In chapter 3, MIT is proposed as a non-destructive evaluation (NDE) technique for pipeline
imaging. The existing NDE techniques for pipeline inspection are reviewed and the mer-
its and limitations of each technique are addressed. A Bath MK-I MIT system is proposed
for this application. Experimental evaluations are carried out based on laboratory investi-
gations. In addition, a localised algorithm, narrowband pass filtering method (NPFM), is
developed specifically for the cylindrical pipe geometry. Comparative results using both
traditional algorithms and this novel algorithm show that the NPFM can achieve an un-
precedented resolution of 2%. Machined wall losses on metallic pipes are inspected and
images are reconstructed based on this method.
In addition to metallic structures, chapter 4 studies the applicability of MIT in the inspec-
tion of carbon fibre reinforced polymers (CFRPs). One of the advantages of MIT is that
it is flexible with coil geometry. This indicates that the coil array of the system can be
designed according to a specific application. In this case, a dual planar array is developed
and used for hidden defect inspection in CFRP plates, which commonly occur during the
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initial manufacturing stage. Both single and multiple defects in CFRP plates are identified
and 3D images reconstructed.
Expanding upon the concept of a dual planar MIT system, chapter 5 presents a single
planar array MIT study for 3D near subsurface imaging as a means of limited access
tomography. This is more challenging compared to a dual planar MIT study as the access
is limited to one surface, resulting in limited measurement data. In this chapter, both
simulated and experimental work are carried out. Qualitative evaluations of the 3D image
reconstruction results show a penetrative depth of 3  4cm beneath the imaging subject.
The system development, practical implications, capability and limitations of subsurface
imaging are addressed.
Noticing that the coil geometry varies from circular, to dual planar to a single planar from
chapters 3 to 5, this results in missing data as a result of limited access to the imaging
subject. In chapter 6, the missing data effect is studied systematically in both 2D and
3D cases. The Bath MK-I system with 32 sensors is introduced, which is specifically
designed to study the effect of missing data on the quality of reconstructed images in
MIT. Missing data is investigated by systematically removing the coil sensors through
an undersampling process and limited angle imaging. To examine a range of missing
data sets, two experimental scenarios were completed: undersampling measurements and
limited angle imaging. The former is carried out by evenly undersampling 4, 8, and 16
sensors from a 32 sensors coil array and the latter is investigated by using limited angles of
45 , 90 , 180  and 270 , compared to 360  full angle imaging. An image quality measure
and 1D graph of the conductivity distribution are adopted to quantify the effect of missing
data on MIT images through experimental evaluation. This study has also been further
extended in 3D. A cube sensor is designed for this purpose. The information loss due to
systematic removal of planes of sensors is evaluated using singular value decomposition
and resolution matrix analysis. The observation of this 3D case study is consistent with
that of a 2D case.
Chapter 7 presents an experimental evaluation of MIT in conductive phase flow imag-
ing. Experiments are conducted covering as broad a range of conductivity contrasts as
possible, so as to encompass several scenarios of potential interest in industrial flow en-
vironments. Our evaluation of fluid experiments includes (a) the smallest conductivity
contrast in which image reconstruction in various non-conductive and conductive back-
grounds is possible, (b) distinguishing three strata of non-homogenous conductive fluids
in a free space, and (c) imaging a flow of non-homogenous bubbles of gas in various con-
ductive backgrounds. Taken together, various capabilities of an MIT system in conductive
phase imaging are demonstrated.
Chapter 8 summarises the research output in this thesis, discusses the direction of the
future work and highlights the associated challenges. The future work includes image re-






Magnetic induction tomography utilises inductive coils to map the electromagnetic prop-
erties of an object. The fundamental principles of MIT can be explained by using basic
mutual inductance and eddy current theories. As shown in Figure 2.1, by passing an al-
ternating current into an excitation coil, a primary magnetic field can be generated, which
induces an electric field that can be detected by a measuring coil. From this field the
induced voltage can be measured. If there is a conductive object placed within this time-
varying field, an eddy current arises, which can also generate a magnetic field, called the
secondary magnetic field. As such, the electric field on the measuring coil can be induced,
in part, by both the primary and secondary fields. The induced voltages on the measur-
ing coil therefore differ depending on whether a conductive object is present within the
field; if no such object is present, the induced voltage arises entirely due to the primary
field, whereas if an object is present, the induced voltage arises due to both primary and
secondary fields. By analysing the difference in the induced voltages, one can obtain the
properties of the conductive object. Thus, the MIT problem is essentially an eddy current
problem, hence it is also called eddy current tomography. Note that in the context of this
research, the electrical conductivity of the object is the focus of the passive electromag-
netic properties.
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Figure 2.1: Fundamental principles.
The fundamental principles in Figure 2.1 can be interpreted in terms of a simplified elec-
tric circuit diagram (Figure 2.2). The excitation coil with a supplied alternating current
can be seen as an AC source. Consider the excitation coil as inductor L1 and the measur-
ing coil as inductor L2. The measured voltage on L2 due to induction is U˙2. The properties
of the imaging subject can be simplified using a R C circuit representation. As the eddy
current is induced around the object, the imaging subject can be seen as a voltage source
U˙3, whereby the inductance of the object is L3. The mutual inductance among L1, L2 and
L3 are M12, M13 and M23 respectively. The goal is to derive a relationship between the
primary voltage and the secondary induced voltage using this circuit diagram.
Figure 2.2: Equivalent circuit of mutual inductance theory.
Adapted from [21].
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2 , then combining the above equations 2.2 to 2.6:




where U˙i and I˙i are the voltages and currents passing through the inductors, and Li andMi j
are the self inductance and mutual inductance coefficients for the inductors respectively.
Equation 2.7 suggests that the induced voltage is dependent on the frequency and the
properties of the imaging subject.
U˙2
U˙1
µ w(  j 1
R
+wC) (2.8)
It is well known that both the resistance and capacitance of a given material (in this case,
the imaging subject) can be defined using the electrical conductivity or permittivity of a
uniform specimen of the material.
The conductivity of a given specimen can be defined using the resistance of a given section
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where l is the length of the section and A is the cross-sectional area of the section.
Similarly, the permittivity of a given specimen can be defined using the capacitance of a





where A is the area of overlap of the two plates and d is the separation between the plates
for a given cross section of the material.
As both lA and
A
d can be considered constant for a specimen with given dimensions, then
equation 2.8 can also be formulated in the following manner:
U˙2
U˙1
µ w(  js +we0er) (2.11)
This indicates that if the imaging subject is highly conductive, the real part can therefore
be neglected. The induced voltage can be considered proportionate to the amplitude of the
conductivity |s |. For biomedical applications, focusing on living tissue, this conductivity
is usually very low. As such, the imaginary part cannot be ignored as the induced voltage
depends on both the amplitudes and the phase shift of   js +we0er.
In [13], the authors considered theMIT problem from the point of view of electromagnetic
field interaction, i.e., using a single channel MIT system to derive the relationship between
the primary magnetic field generated by an excitation coil and the secondary magnetic
field induced by the eddy currents, and also reached the same conclusion as shown in
equation 2.11.
2.2 Forward Problem
For an electromagnetic tomography imaging system, two problems need to be solved,
namely the forward and inverse problems. Given the distribution of conductivity (or other
passive electromagnetic properties) with an excitation current, the forward problem is to
solve the estimated measurement signals from the sensors [4, 22, 23]. This can be written




f (Eˆ, Hˆ)dv (2.12)
where F is a function of the electric and magnetic fields at a given point. The fields are
themselves implicit functions of the system parameters: the conductivity s , the perme-
ability µ , the permittivity e , or any combination of the previous. The MIT forward model
can be illustrated using Figure 2.3. In general, the fields and the system will take on dif-
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ferent values at each point in space, which are determined by the eddy current induced in
the system. Therefore, the forward problem is often called the eddy current problem.
Figure 2.3: Illustration of MIT forward model.
2.2.1 Maxwell’s Equations
The forward problem is solved under the condition of a quasi-static electromagnetic field.
In this condition, a few assumptions need to be made. First, the displacement current
is neglected; second, the material is considered to have an isotropic character; third, the
eddy current effect in the current source is also neglected. Note that there are two regions
in the quasi-static electromagnetic field, the non-conducting region and the eddy current
region (shown in Figure 2.4).
Figure 2.4: Eddy current region.
Using the time-harmonic notation of Maxwell’s equations, in the eddy current region We:
—⇥H = Jeddy (2.13)
—⇥E =  jwB (2.14)
— ·B= 0 (2.15)
In the non-conducting region Wn:
—⇥H = Js (2.16)
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— ·B= 0 (2.17)
In each region, the B and H fields satisfy that the normal component of the B field is zero
and the tangential component of the H field is zero. On the boundary between the two
regions Gne:
Be ·ne+Bn ·nn = 0 (2.18)
He⇥ne+Hn⇥nn = 0 (2.19)
where Jeddy is the eddy current density inWe, Js is the current density due to the excitation
in the non-conducting region Wn, n is the normal vector on the boundary, and Be, He, ne,
Bn, Hn, nn refer to the the magnetic flux, magnetic field and normal vectors in regions of
We and Wn respectively. The uniqueness of B and E are therefore ensured.
2.2.2 Eddy Current Formulation
Various eddy current formulations in three dimensions have been studied, using a combi-
nation of the magnetic vector potential, magnetic scalar potential and electric scalar po-
tential [25, 26, 27, 28, 29, 30, 31]. Regardless of the formulation, it has to comply to the
uniqueness of the fields and the boundary conditions. The work presented in this thesis is
based on reduced magnetic vector potential formulations (Ar,Ar f ) to avoid modelling
the structure of the coils using edge finite element method (FEM) [32, 33, 34, 35].
—⇥ 1
µ
—⇥A+ jswA= Js (2.20)
where the current density, Js, can be prescribed by the magnetic vector potential according
to the Biot-Savart Law.
The magnetic potential, A, is the sum of two parts: As, the impressed magnetic vector
potential as result of current source Js, and Ar the reduced magnetic vector potential in
the eddy current region We.
In the non-conductive region Wn:
—⇥Hs = Js (2.21)
where Hs is the magnetic field generated by an excitation coil, which can be directly





4p | rQP |3 dWQ (2.22)
where rQP is the vector pointing from the source point Q to the field point P.
The impressed magnetic vector potential As can be written as:
—⇥As = µ0Hs (2.23)
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4p | rQP |2dWQ (2.24)
In the entire region Wn+We, the magnetic flux density can be expressed by:
B= µ0Hs+—⇥Ar (2.25)
According to Faraday’s Law of induction, ignoring the displacement current, the induced
electric field can be written in the following form:
—⇥E =  jw—⇥A (2.26)
The induced electric field can also be written using a magnetic vector potential and an
electric scalar potential:
E =  jw(A+—f) (2.27)
The eddy current arises when a conductor is exposed in a time-varying magnetic field;
therefore, in the eddy current region We:
Jeddy = sE (2.28)
In the region of Wn+We, the magnetic field can be expressed by:
—⇥H = Jeddy+ Js (2.29)
It is known that:
B= µH (2.30)
where µ is the permeability of the medium.
Combining equations 2.21, 2.25, 2.27,2.29 and 2.30:
—⇥ ( 1
µ





In MIT, the inductive coils are considered magneto-static not antennas; as such the wave
propagation effect can be ignored. Edge FEM is a useful technique to solve such problems
by approximating the system as a combination of linear equations in small elements with
appropriate boundary conditions. In edge FEM on a tetrahedral mesh, a vector field is
represented using a basis vector function Ni j associated with the edge between nodes i
and j :
Ni j = Li—Lj Lj—Li (2.32)
where Li is a nodal shape function. Applying the edge element basis function to Galerkin’s
approximation [36, 37, 38, 39], one can obtain:
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—⇥ (N · 1
µ
µ0—⇥As)dv (2.33)
where N is any linear combination of edge basis functions, We is the eddy current re-
gion, and Wc is the coil region. The right hand side in equation 2.33 can be solved by
equations 2.22 and 2.24. The only unknown variable is the reduced vector potential Ar.
By applying edge FEM, the second order partial differential equations can be computed
by a combination of system linear equations, which can then be solved. The Ar can be
obtained using the BiConjugate Gradients Stabilized Method to solve the system linear
equation [40, 41, 42, 43]:
SAr = b (2.34)
where S is system matrix and b is the right hand side current density. Assuming the
medium has a constant permeability characteristic, equation 2.34 can be written as a linear
system matrix form as:
[
—⇥ ( 1µ—⇥ ())+ jws() jws— · ()







The boundary equation is satisfied by:
n · ( jws— · (A+—f)) = 0 (2.36)
By solving the reduced magnetic vector potential Ar, one is able to evaluate the induced





A · J0dv (2.37)
where A= As+Ar, and J0 is a virtual unit current density passing through the coil.
The sensitivity matrix is essential in MIT as it realises the linearisation between the con-
ductivity and the induced voltages. The elements of the Jacobian matrix can be expressed









where Vmn is the measured voltage, sk is the conductivity of pixel k, Wk is the volume of
the perturbation (pixel k), Am and An are, respectively, solutions of the forward problem
when the excitation coil m is excited by I0 and when the sensing coil n is excited with unit
current.
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2.3 Inverse Problem
For a given mapping J: X ! B equation - for each b 2 B, w x 2 X , such that Jx= b is not
always true - the solution is neither unique nor stable. A small arbitrary perturbation of the
data can create an arbitrarily large perturbation of the solution. This is often referred to as
an ill-posed problem. There are many inverse studies in MIT, where the sensitivity map
computations and various image reconstruction algorithms are reported [18, 45, 46, 47,
48, 49, 50, 51, 52, 53, 54, 55, 56]. In this section, several well-known linear algorithms
will be used for solving the MIT inverse problem. These algorithms are used for the later
chapters based on the specific inverse problem one wishes to solve.
The inverse problem can usually be formulated in terms of optimising an object function.
F represents physical measurements and the goal is to solve the distribution of conduc-
tivity (or the other passive electromagnetic properties) while the measurement signals are
given [57, 58]. Solving the inverse problem includes starting with a trial configuration of
the system parameters and subsequently modifying this configuration using iterative or
non-iterative optimisation algorithms. The inverse problems can be illustrated in Figure
2.5.
Figure 2.5: Illustration of MIT inverse model.
The MIT inverse problem usually makes use of the forward model as part of the solving
process, and it can be defined as:
Jx= b (2.39)
where b is a column vector consisting of M induced voltages (measurements from sen-
sors), x is a column vector representing K pixels in a 2D case, and J is aM⇥K matrix of
the sensitivity map, which can be computed from the forward model. In most cases, b is
far less than x, (i.e.,M<K), with the consequence that J is non-reversible and non-unique,
and the solution x is neither unique nor a continuous function of the data b. Therefore, the
MIT inverse problem is an ill-posed problem. In addition to the ill-posedness of the MIT
inverse problem, there are several difficulties associated with the inverse of the sensitivity
matrix J such as having no direct inverse for the sensitivity matrix J, and a correlation
between measurements and the pixels. Note that the sensitivity matrix is also known as a
Jacobian matrix; in this thesis, both terms are used.
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2.3.1 Linear Back Projection
Linear back projection (LBP) is a commonly used image reconstruction algorithm [59,
60, 61, 62, 63]. It can be interpreted as projecting the measured mutual inductance back
to each pixel using the same weights as it contributed to the mutual inductance [63]. This
approach is simple and effective for hard field tomography as the transmitting signal is
in a straight line, i.e., if the sensitivity matrix has a rapidly oscillating sign. However the
sensitivity map in a MIT problem usually varies slowly across the image region due to the
correlation between the measurements and the pixels. As such, the reconstructed image
using LBP is generally blurred. As discussed in equation 2.39, the J is non-reversible.
The LBP takes the transpose of J as an approximation. As such it is a poor image recon-
struction method and is simply written as:
x= JTb (2.40)
2.3.2 Newton One Step Error Reconstruction
The non-iterative methods are commonly used for image reconstruction, which are based
on the assumption that the conductivity does not differ very much from a constant. They
are widely applied due to their simple computation and real time performance [17, 22, 49,
50, 52, 64]. The Newton one step error reconstruction (NOSER) method approximates
linearisation. As a consequence, errors will occur. Let the errors be e. The problem is
therefore formulated as:
b= Jx+ e (2.41)
The goal is to minimise the sum of the squared errors which arise from the approximate
linearisation. According to the least squares solution (LSS) [65], it takes the following
manner to solve the ill-posed inverse problem:
minkb  Jxk2 = (b  Jx)T (b  Jx) (2.42)
∂
∂x
[(b  Jx)T (b  Jx)] = JT (b  Jx) = 0 (2.43)
x= (JT J) 1JTb (2.44)
From equation 2.44, it can be seen that the inverse of the sensitivity map can be approxi-
mated as:
J 1 = (JT J) 1JT (2.45)
The LSS guarantees the uniqueness and existence, but not the stability, of the solution,
therefore a constant needs to be applied to ensure the stability [66]. According to the
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regularisation approach, the solution can be formulated as the constrained minimisation:
min[aW(x)+kb  Jxk2] (2.46)
where W(x) is called a stabilising function and a is a constant known as a regularisation
parameter. The NOSER algorithm uses W(x) = JT J for the constraining matrix, thus the
equation 2.44 becomes [67]:
x= (JT J+aJT J) 1JTb (2.47)
2.3.3 Tikhonov Regularisation
In order to overcome ill-posedness, it is common practice to regularise the problem by im-
posing additional information about the solution. As a nonlinear ill-posed inverse prob-
lem, it is often first simplified via linearisation. A simple choice for the regularisation
penalty term is Tikhonov regularisation [45, 46, 53, 68, 69, 70]. The aim of this regu-
larisation is to dampen the contribution of smaller singular values to the solution. The
Tikhonov regularisation method uses a universal regularisation technique for solving the
ill-posed inverse problem and it has better performance and produced sharper images than
LBP [71]. The solving process of Tikhonov regularisation is similar to that of NOSER,
apart from using an identity matrix as a constraining matrix.
x= (JT J+aI) 1(JTb) (2.48)
Similarly with NOSER, this is also referred to as a one-step Tikhonov regularisation
method, but note that the image quality is expected to be improved when an iterative
process is introduced. This often requires a priori information for the initial estimate of
the distribution of properties for the imaging subject. In this context only the conductivity
distribution is considered. Assuming the initial estimate of the conductivity distribution is
xi, then inputting this into the forward model, one can calculate the simulated voltage mea-
surements bi and the corresponding sensitivity map J. The next step is to use Tikhonov
regularisation to calculate the estimated conductivity distribution, i.e., an estimation of
the image.
4xi = JT (4bi) (2.49)
Incorporating equations 2.45 and 2.48 into equation 2.49, then:
4xi = (JT J+aI) 1JT (btrue bi) (2.50)
where the btrue is the measured voltages. The final step is to correct the image:
4xi+1 = xi+4xi (2.51)
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The iteration process stops when a predefined condition is met, otherwise it goes to the
first step for the next iteration, as shown in Figure 2.6.
Figure 2.6: Flow chart for the solving process of an iterative Tikhonov method.
2.3.4 Landweber Iteration Method
The Landweber iteration method is widely used in optimisation theory. A good way of
understanding it is that it is a method that looks for the steepest gradient descent [72].
Recall the problem in equation 2.42, the Landweber iteration method searches the direc-
tion in which f (x) decreases most quickly as the new direction for the next iteration. As
such instead of calculating the gradient of the whole equation, as, for instance, in equation




[(b  Jxi)T (b  Jxi)] (2.52)
xi+1 = xi+aJT (b  Jxi) (2.53)
where the constant a is known as the gain factor and is used to control the conver-
gence rate. When initialized with zero, i.e., xi = 0, the iteration process converges to
the minimum-norm least-squares solution. A suitable convergence criterion is provided
by k aJT J k2 < 2 , from which a suitable size of the gain factor can be estimated as
a = 2/lmax, where lmax is the maximum eigenvalue of JT J [73]. The initial estimate can
also be made by using a LBP algorithm.
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2.3.5 Laplacian Regularisation Method
The Laplacian regularisation matrix adds smoothness to the solution of equation 2.46.
Consider that the image region is formed by pixels at each point. The Laplacian regulari-








where L(i, j) =  1 when j is a neighbouring pixel to pixel i, and zero otherwise. Note
that i 6= j. Incorporating equation 2.54 into equation 2.46:
x= (JT J+aL) 1(JTb) (2.55)
An additional regularisation matrix can also be added alongside with Laplacian matrix
according to the target solution, i.e.,
x= (JT J+aL+bR) 1(JTb) (2.56)
where a and b are the parameters of the regularisation matrix L and R respectively. This
is sometimes also called the hybrid image reconstruction method [75, 76]. This algorithm
offers a certain degree of flexibility. The algorithm equation 2.56 can be formulated into
either equation 2.47 or equation 2.48 based on the selection of the regularisation parame-
ters and matrices.
2.3.6 Selection of Regularisation Parameters
There are many methods can be used to select the regularisation parameters for a given
inverse problem, such as generalised cross-validation method [77, 78, 79], discrepancy
principles method [80], and L-curve method [81]. Among which, the L-curve method is
the most recent and commonly used technique in electrical tomography research.
The underlying concept of L-curve accomplishes a trade-off between the two quantities of
the objective function (2.41): the solution norm value versus the corresponding residual
error norm for each of the regularisation parameter values. Figure 2.7 shows such a plot
for a general inverse problem, where for larger values of regularisation parameter (i.e.,
more filtering), the residual increases without a significant reduction in the norm of the
solution, and for smaller values of regularisation parameter (i.e., less filtering), the norm
of the solution increases rapidly without prominent decrease in the residual. The best fit
regularisation parameter lies in the corner of the curve [82]. However, one should note
that not all curves have a pronounced corner to determine the best fit parameter, in which
case the selection process is usually done empirically with the guidance from a L-curve
plot.
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Figure 2.7: L-curve for selecting the regularisation parameter.
2.4 MIT Systems
Regardless of its intended application, a generic MIT system consists of (i) an array of
inductive coils, (ii) a data acquisition component to obtain measurements from these coils,
and (iii) a host PC for reconstructing images based on these measurements (Figure 2.8).
Throughout this thesis, two in-house MIT systems, Bath MK-I and MK-II, are used for
experimental work. The design of both systems have been reported in [83, 84]. One of the
key differences between the two systems is that the MK-I system uses amplitudes of the
induced voltages for image reconstruction, and as such is designed to image materials with
high conductivity (s > 105S/m), whereas the MK-II system uses phase perturbations for
image reconstruction, and as such is designed to image materials with low conductivity
(s < 10S/m). This distinction is made because for s >> we , the phase change caused
by eddy currents can be ignored for highly conductive imaging subjects. It can also be
seen from the literature review that for applications relating to metallic structures, the
operational frequencies were chosen in the range of 5 500kHz, whereas for biomedical
imaging applications, the operational frequencies are usually much higher, varying from
1  30MHz [85]. As shown in equation 2.11, the conductivity of biological tissue is
usually many orders of magnitude lower than that of metals. In these cases, the field
perturbation caused by eddy currents has a phase lag of 90 degrees; as such, amplitude
detection (i.e., use of the MK-I system) would lack sensitivity. Therefore it is common
practice to supply higher frequencies for a MIT system for biomedical applications in an
attempt to increase the signals [3]. Here we briefly introduce the architectures of both
systems.
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Figure 2.8: Generic MIT system architecture.
2.4.1 MK-I System
The MK-I system system consists of (i) a topward 8112 digital function generator, (ii) an
array of inductive coils arranged around the object periphery, (iii) a National Instrument
(NI) based data acquisition system and (iv) a host computer.
The data acquisition component consist of two parts, a multiplexer circuit for channel
switching and a data acquisition card. An ADG406 multiplexer is used in this system to
accomplish the channel switching process. The ADG406 is a monolithic CMOS analog
multiplexer which switches one of the sixteen inputs to a common output that is controlled
by a 4-bit binary address and control latches. An EN input on the device is used to enable
the device. When disabled, all the channels are switched off. The ADG406 is designed on
an enhanced LC2MOS process that provides low power dissipation yet gives reasonable
switching speed. Each channel conducts equally well in both directions when in the
ON condition and has an input signal range which extends to the supplies. In the OFF
condition, the signal to the supplies are blocked. All channels exhibit break-before-make
switching action, preventing momentary shorting when switching channels.
An NI6295 data acquisition device is connected through USB ports to interface between
the ADG406 multiplexer and a host PC. This device aims to collect individual data ef-
ficiently, combine data effectively and display data in images to suit the needs of the
imaging process. The NI6295 contains 32 analog input channels and 4 analog output
channels. The data acquisition card has 48 bi-directional digital I/O which can be used to
control the ADG406 multiplexers. The built-in LabVIEW program is used to control the
multiplexer and to acquire the signal outputs from NI6295. It measures the amplitudes
of the induced voltages from the coils. The channel switching process is controlled by a
table of binary codes written within the LabVIEW program.
Figure 2.9 shows the MK-I MIT system with an eight channel coil array. The coil array
can be designed according to the intended application. Once designed, each of the in-
ductive coils is in turn supplied with a 15V peak at a selected frequency from the signal
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generator, while the remaining coils are floated as receivers. For a system with N coils, the
unique coil pairs are: 1 2,1 3, ...,1 N, 2 3,2 4, ...,(N 1) N, giving a full data
set consisting of M = N(N 1)/2 independent measurements. The image reconstruction
module extracts M independent measurements, performs the reconstruction algorithms,
then displays and updates the images.
As this system is designed to image materials with high conductivity (s > 105S/m), under
the condition of s >> we , the phase change caused by eddy currents can be ignored
(equation 2.11). Therefore MK-I MIT system uses the amplitudes of | js | (i.e., induced
voltages) for image reconstruction. Figure 2.10 shows the induced voltages measured
from an eight channel coil array.
This system is employed in the applications presented in chapters 3 to 5. A missing data
effect study is also conducted based on this system (chapter 6). Although the same system
architecture is used in these chapters, their difference lies in the geometry of the coil array,
which will be studied in more details in later chapters.
Figure 2.9: MK-I MIT system with 8 channel coil array.
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Figure 2.10: MK-I MIT system signals, measured from a 8-channel coil array.
2.4.2 MK-II System
The MK-II system consists of (i) a coil array of equally spaced 16 air-core sensors, (ii) a
National Instrument (NI) based data acquisition system and (iii) a host computer (Figure
2.11). The sensing zone has a diameter of 25cm. Each coil has 6 turns, a side length of
1cm, and a radius of 2cm. The coil resonance frequency is 45MHz. Among 16 coils,
8 coils are dedicated for transmitting signals, and the remaining 8 coils are used for re-
ceiving signals. The total number of independent measurements is therefore 64. Noting
that the neighbouring measurements are eliminated to reduce the capacitive coupling ef-
fect between the excitation and receiving coils,therefore 48 measurements are used in the
inverse model to passively map the distributions of the imaging subject.
Unlike the MK-I MIT system, this system measures the phase change caused by imaging
substances and uses that change for image reconstruction. Figure 2.12 shows the phase
measurements collected from a free space background using this system. As the phase
perturbation resulting from a conductive imaging subject is usually very low, it is essential
to ensure low noise performance. A grounded aluminium shield is designed to ensure low
noise perturbation by reducing the susceptibility to external magnetic field interference,
undesired electric fields and the coupling between the coils.
Buffering electronics are also required between the sensors and the NI instrumentation
devices for amplifying the signals. A fully differential amplifier THS4500 is selected to
amplify the transmitting output amplitude from 0.5Vp–p single-ended to 8Vp–p differen-
tial signal in order to improve the field strength and phase stability. For the receivers, a
low-noise, high-speed amplifier THS4275 is chosen to buffer the receiving signals due
to its wide bandwidth, low voltage noise and high slew rate. It is worth noting that this
buffer has a weak temperature coefficient, although this can be addressed for further sys-
tem improvement.
As the signal perturbation caused by the secondary magnetic field is usually low, the mea-
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surement system requires accurate measurement devices to improve the sensitivity. In
addition to this, three additional criteria are considered to choose the appropriate devices.
Firstly, the device is required to have the capability to generate a range of frequencies for
operational purposes. Secondly, a high-speed direct digitization device is desirable for
taking measurements from receiving coils without the need to down-convert the signal
into a lower frequency range in order to reduce the system complexity. Thirdly, the de-
vices need to be capable of expanding the system beyond 16 channels. Based on these, a
NI5781 is chosen for signal generation. It has the ability to generate frequencies ranging
from a few kHz to up to 20MHz. The sampling rate is 100MS/s. A NI2953 is employed
to realise the multi-channel switching process. The NI2953 is a 500MHz 16 : 1 multi-
plexer that controls all the channel switching tasks for the system. In order to improve the
system efficiency, a NI7951 FlexRIO board is utilised to accelerate the data acquisition
process. The driving frequency is 13MHz, with a 15V peak driving voltage and a driving
current of 0.39A, the coil resonance frequency is 45MHz. The maximum thermal drift
observed is 85 millidegrees over a period of 5 hours. The application proposed in chapter
7 is based on this system.
Figure 2.11: MK-II MIT system with 16 channel coil array.
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Figure 2.12: MK-II MIT system signal levels.
2.5 Literature Review
The historical development of MIT demonstrates its increasing versatility in terms of
potential applications, illustrated by this overview of key studies in the field.
The first MIT imaging system was reported in [59]. The system consist of an 203mm
diameter imaging space with 21 coils. An inner ferrite magnetic-confinement screen and
an outer conducting electromagnetic screen were designed to prevent noise perturbation.
The system operated at a frequency of 500kHz. The cross-sectional images of a copper
bar and aluminium foil were obtained using a back projection algorithm.
A feasibility study of electromagnetic imaging for biological tissues was reported in [60].
An operational frequency of 2MHz was chosen to drive the excitation coil. Preliminary
results presented in this study showed that objects with electrical conductivities corre-
sponding to fat and fat-free tissues can be differentiated and that the internal and external
geometry of simple objects can be sensed. The reconstructed images were obtained from
the two coil system using a simple back projection algorithm.
A multiple pole MIT system with 16 coils arranged around an imaging space of 150mm
diameter was studied in [86]. This system employed a frequency of 100kHz and a total
of 480 measurements were achieved. It was shown to distinguish metallic objects (high
conductivity, low permeability) from ferrite (low conductivity, high permeability) using
the sign of the signal. The images were reconstructed using linear algorithms.
In [21], the authors presented a MIT measuring system mainly designed for biomedical
applications. This system contained 16 inductor and detector coils, and was operated
at a frequency of 20MHz. The image of a saline bottle in the measuring region was
reconstructed.
An overview study of electromagnetic imaging was discussed in [61]. The authors pre-
sented a theoretical background to MIT and a general overview of MIT systems. The
study reports that system developments were the focus of earlier MIT studies [59, 45].
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Back projection algorithms were used for image reconstructions as they can be run almost
in real time, although the quality of reconstructed images was modest. Later MIT studies
started to address more specific issues, including sensor design [46, 47, 87], development
of conditioning electronics [18], methods [88, 89], algorithms [57] and applications [90].
A number of coil designs were investigated in [46], including parallel, planar and ferrite
core coils. The design of each type, and its advantages and limitations, were discussed.
In the parallel coil design, the excitation coils surround the object space, which provides
equally distributed excitation density. However, the independent measurements are lim-
ited. A planar coil design can avoid the background coupling between adjacent coils
by overlapping the excitation and detection coils. Ferrite core coils have relatively high
sensitivity compared to air core coils, but they experience flux loss due to ferromagnetic
materials and eddy currents induced in conductive materials.
In [18], a MIT system with 8 coils for a high contrast metal process application was
introduced. Eight coils were evenly spaced along the circumference of a 160mm diameter
imaging space. This system operated at a frequency of 5kHz. Images of copper and
aluminium rods located in various places of the imaging space were reconstructed using
the Tikhonov regularisation method.
A 16 channel MIT system was presented in [91], where a low conductive object was
imaged under an excitation frequency of 1MHz. This system researched the sensitivity
and stability of a single sensor unit and the phase sensitivity of the system by simulating
a human brain with oedema and haematoma.
A National Instrument-based MIT system with an excitation frequency of 13MHzwas de-
veloped and proposed for biomedical applications [83], where 8 coils were used as trans-
mitters and the remaining 8 coils were used as receivers. This system was later adapted
for a feasibility study of cryosurgical monitoring using electromagnetic measurements
[92].
A study of a digital MIT system based on half cycle demodulation was examined in [93].
This system employed 8 sensors to form an imaging region of 150mm diameter. The
system performance was verified through experimental results. Images of various shaped
metal objects were reconstructed.
A fast deterministic algorithm was applied to obtain optimum receiver array designs for
a given specific excitation [94]. This design strategy was based on the iterative exclu-
sion of receiver locations, which realises a regionally focused MIT to increase the image
resolution in a particular region.
A rotational scheme based MIT (RMIT), where a 8 sensor coil array can be rotated with
respect to a central axis perpendicular to the plane of the coil array was implemented in
[95]. It was shown that the rotational scheme can increase the image quality through both
simulation and experimental data. This paper presented a comparison of reconstructed
images for two closely located screws under different rotation schemes. The images were
reconstructed using Tikhonov regularisation through experimental data. The main contri-
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bution of this paper is the adaptation of several image quality measures for MIT image
quality evaluation.
A volumetric MIT (VMIT) system was developed to realise 3D imaging in [96]. In this
paper, both the system architecture and the forward 3D sensitivity modeling were pre-
sented. Figure 2.13 gives an indication of the 3D visualisation of MIT using experimental
data. This VMIT study was the first experimental volumetric study in the field and pro-
vided the fundamental background for a four dimensional MIT reconstruction study[97].
(a) (b)
Figure 2.13: Reconstructed images for (a) an aluminium rod lying diagonally across the




Structural Inspection of Pipelines
3.1 Introduction
Pipelines are one of the most widely used and important apparatus in industry. They can
be used to transport water, chemicals, petroleum oil, gas and so on. Pipelines are suscep-
tible to internal and external corrosion, cracking, third party damage and manufacturing
flaws. Damaged crude oil or chemical pipelines can have a catastrophic impact upon the
environment and on public safety, alongside resulting in financial loss. As such, inspec-
tion during both the initial manufacturing stage and in subsequent operation is invaluable.
The structural health monitoring of pipelines has become a great engineering challenge
since the 1950s [98]. The majority of pipeline inspection techniques require direct contact
or pre-installed devices inside the pipes to carry out the investigation, especially when the
pipelines are covered by cladding. Consequently, the inspection can be costly, necessi-
tating highly skilled technicians. Developing a rapid, efficient and low cost technique for
this application therefore has significant engineering importance.
In this chapter, MIT is proposed for pipeline inspection as a NDE technique. This chap-
ter also reviews some of the most commonly used NDE techniques, summarising their
respective strengths and weaknesses. It is argued that because of the low cost, contact-
less and non-invasive nature of MIT, MIT could provide a great advantage over existing
techniques. The feasibility of MIT in this respect is demonstrated by the Bath MK-I MIT
system using metallic pipe samples.
3.2 Overview of Existing NDE Techniques
Traditionally, pipeline inspections were carried out visually, although there has been an
increasing reliance upon automated techniques. Visual inspection is the simplest and most
cost-effective approach, however it is obvious that it has limited practicality. During the
initial pipeline manufacturing stage, many pipelines are covered by layers of coating for
protective purposes, along with a final layer of insulation. These usually amount to up to
27
3.2. OVERVIEW CHAPTER 3. PIPELINE INSPECTION
10  16mm of thickness outside the pipes (Figure 3.1). In these cases, inspecting pipes
using direct visual inspection becomes impossible. Pipeline inspection engineers later
developed a way of dealing with this problem by sending a device inside the pipe to carry
out the inspection. This device is called a pipeline inspection gauge, often called pigs or
a pigging device in the field. Pigs travel inside the pipe to inspect, maintain and clean
the pipeline, and have been widely applied using various NDE techniques including eddy
current (EC) testing, magnetic flux leakage (MFL), remote field testing (RFT), ultrasonic
inspection (UI), radiograph (X-ray), and electromagnetic acoustic emission transducer
(EAMT) techniques.
Figure 3.1: Structure of a pipeline.
The eddy current (EC) testing technique uses the interaction between the electromagnetic
field and the electrical properties of the testing sample for inspection [99]. Eddy currents
arise when applying alternating electromagnetic fields to a conductor through the use
of probes or coils. The eddy currents thread around the conductor and in turn produce a
secondary electromagnetic field. The conductor can be inspected by analysing the voltage
measurements collected from the EC coils. This type of EC testing is also known as the
conventional EC testing and is frequently recommended for crack detection on metallic
structures [100, 101, 102, 103]. The applicability of this technique has also been further
expanded to pipelines [104, 105, 106]. The advantages of this technique are that it is
versatile and cost effective; however, it is not commonly used as an in-line inspection
(ILI) tool for pipeline inspection due to speed limitations. Pulsed eddy current testing
is a specialised eddy current method which overcomes the difficulties associated with
the conventional eddy EC testing method, which is that the EC probes require intimate
contact with the pipelines [107, 108, 109]. As such, pulsed eddy current testing has
become a popular method for detecting corrosion under insulation. However, it has the
drawback of not being as reliable for detecting ultra-localised corrosion, such as pitting
[110].
Pigging devices based on the magnetic flux leakage (MFL) technique are the most widely
used in-line inspection tools and have been used for oil and gas pipes since the 1960s
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[111, 112, 113, 114, 115, 116, 117]. The operating principle of MFL is simple and
straightforward. A strong magnetic field is established in the pipe wall using either per-
manent magnets or by supplying an electrical current into the steel. Damaged areas of
the pipe cannot support as much magnetic flux as undamaged areas, and as such magnetic
flux leaks out of the pipe wall at the damaged sites. This means that the MFL technique
also replies upon electromagnetic induction, and as a consequence this technique would
not work on non-ferromagnetic materials [118]. A typical MFL pig consists of a mag-
net, hall sensors and a data acquisition component. There are some external parts that
are designed to hold the hall sensors against the inside of the pipe (fingers), which are
essential as MFL requires intimate contact between the sensors and the pipe wall in order
to achieve adequate sensitivity to defects. Therefore it is understandable that the fingers
may get damaged when the pig passes through branches, valves and tees [98].
The technique of remote field testing (RFT) is relatively new, only having been commer-
cialised since the late 1980s [98]. The basic principle of operation of a RFT tool is by
energising the pipe with an AC sine wave at frequencies between 1Hz and 1kHz. The
electromagnetic wave passes through the pipe wall near an exciter and re-enters the tube
at various distances from the exciter. At approximately 3 tube diameters, the field inside
the tube is reduced to near zero, while the external field remains fairly strong. In areas
of metal loss, the field arrives at the detector with a faster travel time (greater phase) and
greater signal strength (amplitude) due to the reduced path through the pipe wall. Hence
the dominant mechanism of RFT is through-transmission. It is because of this two-wall
transmission path that RFT has gained its reputation of equal sensitivity to outside defect
(O.D.) and inside defect (I.D.) wall loss [119, 120, 121]. One distinct disadvantage of
RFT is its inability to measure wall thickness through scale, coatings and liners, with ap-
proximately equal sensitivity to O.D. and I.D. wall loss. The most common applications
include the inspection of heat exchangers and boiler tubes using internal probes connected
to an external instrument. In more recent years, larger tools have been developed for ap-
plications such as pipelines and water well casting [121].
Ultrasonic inspection (UI) is a useful and versatile NDE technique for pipeline inspec-
tion, which also became available in 1980s [122]. Ultrasonic inspection uses an array of
transducers that emits a high frequency sound pulse perpendicular to the pipe wall and
receives echo signals from the inner surface and the outer surface of the pipe. This tech-
nique measures the total time travelled between the arrival of the reflected echoes from
the inner and outer surfaces in order to calculate the wall thickness. It can be used for
flaw detection, flaw evaluation, dimensional measurements and material characterisation
[123, 124, 125, 126].
X-ray inspection uses a source of radiation for material inspection. As the radiation can
produce good penetration, it can be used to detect pipeline corrosion without requiring
insulation removal; this is arguably the biggest advantage of this technique [127, 128,
129, 130, 131]. One distinct disadvantage is that X-rays, by definition, are radioactive,
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and the precautions that need to be implemented during an inspection may be impractical
in many environments. In addition, X-ray inspection does not detect cracking and pitting;
however, it can be very useful for inspecting other kinds of defects.
Electromagnetic acoustic transducer (EMAT) inspection is a relatively new technique for
pipeline inspection. It uses a magnet and an electric coil. The magnet can be a permanent
magnet or an electromagnet, which produces a static or a quasi-static magnetic field. The
electric coil is driven with an alternating current at ultrasonic frequency, typically in the
range of 20kHz to 10MHz. Based on the application requirements, the signal can be a
continuous wave, a spike pulse, or a tone-burst signal. The electric coil, if supplied with
AC current, also generates an AC magnetic field. Ultrasonic waves are generated close to
the test material by the interaction of the two magnetic fields.
Each technique has its advantages and disadvantages, and as such there is no universally
agreed approach in the field of pipeline inspection. Many factors need to be taken into
consideration when choosing an appropriate technique, such as the material, dimensions
and locations of the pipes under inspection, as well as the expected outcomes. Some
combined methods have also been proposed in this area in an attempt to mitigate the
disadvantages of one individual technique [132, 133]. So far, the techniques of MFL and
X-ray have reached commercial standards in terms of their accuracy, resolution and wide
applicability. As such, other NDE techniques also used in industrial environments are
often evaluated by comparison to MFL or X-ray techniques. Table 3.1 lists the widely
used NDE techniques for pipeline inspection.
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Technique EC testing MFL RFT























































Technique UT X-ray EMAT
ILI Yes Yes Yes/No
Material All materials All materials Metallic and magnetic
































Need for close contact
Restrictions on
high frequency
Table 3.1: Comparison of the existing NDE techniques for pipeline inspection.
In this chapter, pipeline inspection using MIT is proposed. From the above, it can be
seen that MIT, EC testing, MFL and RFT have the same origins. Their fundamental
principles are all based on the Michael Faraday’s discovery of electromagnetic induction.
All these techniques rely on voltages being generated and measured by sensors. There
are several influencing factors on the induced voltages: the change in strength of the
magnetic fields, the speed of the coil or device passing through a static magnetic field, the
driving frequency, the volume of the metal loss and the proximity of the sensing device
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to the source of the change in the magnetic field. These factors manifest in different ways
for each technique. In this chapter, the author will investigate the feasibility of MIT for
pipeline inspection through these factors and evaluate how MIT can be beneficial in this
area.
3.3 Eight-channel Coil Array
Figure 3.2: MK-I MIT system with an eight-channel coil array.
The MK-I system is used for pipeline inspection. It consists of (i) an array of eight equally
spaced inductive coils arranged around the object periphery, (ii) a National Instrument
(NI) based data acquisition system and (iii) a host computer, as shown in Figure 3.2.
Each coil has a diameter of 42mm, a side length of 14mm and 50 turns. Eight air core
coils were constructed manually to form a 100mm diameter imaging region. Figure 3.3
shows a top view of the eight-sensor coil array. Each one of the eight inductive coils in
turns is supplied with an excitation signal, while the remaining coils are used as receivers.
A list of specifications of this system is shown in Table 3.2. The signal to noise ratio
in this MIT system is between 34dB (for measurement between two opposite coils) and
56dB (for measurement between two neighboring coils) at a frequency of 20kHz. Figure
3.4 shows the signal to noise ratio of first cycle measurements when the first coil used as
excitation.
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Figure 3.3: Top view of an eight-sensor coil array.
Number of sensors 8
Number of measurements 28
Inner diameter of coil array (mm) 100
Coil side length (mm) 14
Coil diameter (mm) 42
Number of turns for each coil 50
Operational frequency (kHz) 20
Coil type Air-core coil
Table 3.2: Specifications of eight-channel MIT system.
Figure 3.4: Signal to noise ratio of first cycle measurements when first coil used as exci-
tation.
3.4 Forward Model Validation
In the simulated MIT system, eight coils are uniformly distributed around the imaging
region. In order to enhance the mesh density, three solid cylinders are simulated inside
the imaging region. The radius of the cylinders are 50mm, 30mm, 10mm respectively. The
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length of the cylinders are 40mm. The centre of the cylinders locate in (0,0,0) to match
the centre of the coil array. The system is simulated in free space, which has 317768
tetrahedral elements. In the actual imaging region, the number of tetrahedral elements is
168072. Each one of the eight coils in turn is supplied with an sinusoidal current under
20kHz, while the induced voltages are measured in the remaining coils. The total number
of independent measurements is therefore 28. The mesh model is shown in Figure 3.5.
Figure 3.5: Mesh model of an eight-channel MIT system.
In order to validate the forward model, a test scenario is generated by simulating a full
pipe in the centre of the region of interest (ROI). The induced voltage is compared with
experimental data. In this forward model, the pipe sample with inner radius of 25.40mm
and outer radius of 31.60mm is simulated in the mesh geometry, which consists of 3814
tetrahedral elements. The centre of the simulated pipe is located in the centre of the ROI.
The induced voltages in the measuring coils due to this full pipe sample can be calculated
from equation 2.37. Figure 3.6 shows the comparison of the induced voltage between
experimental and simulation data.
Figure 3.6: Comparison of induced voltages due to full pipe sample using simulation and
experimental data.
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3.5 Narrowband Pass Filtering Method
Research show that MIT is capable of imaging conductive materials. However, it is chal-
lenging to use the traditional MIT pixel based reconstruction method (PBRM) for pipeline
inspection because of the limited resolution. In order to improve the MIT resolution, a
novel narrowband pass filtering method (NPFM) is developed as a more suitable image re-
construction method. This proposed method can overcome the resolution limitations and
produce useful information of the pipe structures. This chapter presents the comparative
results of pipeline inspection using both novel NPFM and traditional PBRM. The MIT
image reconstruction problem is a challenging ill-posed inverse problem. A priori infor-
mation is key to successful reconstruction process. In pipe imaging, a priori knowledge
of geometry will be fully explored in our NPFM.
The traditional PBRM is a searching algorithm looking for the best fit of imaging values
to create an estimated measured data that matches the real measurements. In PBRM, the
imaging domain is divided into small elements by uniform pixels in Cartesian coordinate
system. The concept of applying NPFM can be implemented by transferring pixels from
the Cartesian coordinate system (x,y) to the polar coordinate system (r,q). As we are
specifically looking at a pipe geometry using NPFM, it is important to notice that only the
pixels in the ROI contribute to the final image. In this case, the ROI is limited to a narrow
band region only; as shown in Figure 3.7 (a). We then filter the r component pixels that
are excluded in the ROI by defining the estimated size of pipe sample in terms of inner
radius ri and outer radius ro as shown in 3.7 (b). The filtering process takes place before
the image reconstruction stage. The filtering process will improve the image quality in
the pipe region by allowing the information to be extracted from a limited region.
(a) (b)
Figure 3.7: (a) Narrowband region, (b) Narrowband pass filter applied to the radius.
Figure 3.8 shows the comparative results of pipe inspection using both PBRM and NPFM.
It can be seen that the NPFM can produce an image reflecting the shape of the pipe taking
advantage of targeted ROI for the imaging reconstruction. Note that the location of the
pipe sample is crucial to the imaging process, the sample is placed in the centre of the
imaging region in order to obtain equal sensitivity from all coils. The narrowband region
is selected to be exactly the same size as the pipe. This choice is suitable if we know that
the centre of pipe matches that of the exact centre of the coil array. In practical terms,
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assuming a larger ROI will compensate any inaccuracy between the actual centre of the
pipe and the centre of the coil array.
(a) True sample (b) PBRM result (c) NPFM result
Figure 3.8: Comparative results using PBRM and NPFM for a full pipe inspection.
It is also shown in Figure 3.9 that under an operational frequency of 20kHz, a small piece
of metal is placed inside the pipe sample does not affect the recorded signal as under this
selected frequency the skin depth is very limited. This indicates that oil/gas (very low
conductivity) would not affect the imaging process under the same experimental setup,
the pipe inspection could be therefore carried out without causing disruption of the fluids
flowing inside.
(a) (b) (c)
Figure 3.9: (a) Hollow pipe inspection, (b) Inspection of pipe with a metal inside, (c)
Reconstructed images for (a) and (b).
3.6 Experimental Results
3.6.1 Inspection of External Structural Damage
Three aluminium pipe samples with the same inner radius of 25.40mm are used in the
following experiments. The thickness of the pipe sample is 6.20mm. A full pipe sample
is shown in Figure 3.10 (a). A pipe sample with a large region with external damage is
shown in Figure 3.10 (b), where the thicknesses of the removed metal is 4.34mm. A pipe
with a large region of damage and one small region of damage on the external surface
of the pipe wall is shown in Figure 3.10 (c), the thicknesses of the removed metal are
4.34mm and 1.10mm. respectively.
As the measured voltages remains the same for PBRM and NPFM, any resolution im-
provement achieved is due to the filtering process. It is known that only singular values
36
3.6. EXPERIMENTAL RESULTS CHAPTER 3. PIPELINE INSPECTION
that are above the noise level contribute to the final images [81]. Figure 3.11 shows the
singular value decomposition for both NPFM and PBRM. This provides an useful tool in
terms of information content. In the 100mm imaging region, PBRM employs 41 by 41
uniform pixels located in the Cartesian coordinate system, each pixel represents a con-
ductivity value. It is demonstrated in Figure 3.11 that there are 26 singular values above
an assumed 1% noise level using PBRM, where the number of singular values above an
assumed 1% noise level is 25 using NPFM. However, as the pipe sample does not occupy
the entire imaging region, which means the number of singular values that contributes
to the pipe region is less than 26. The NPFM accomplished a tradeoff between singular
values and pixels. The pixels that are not in the ROI are excluded by the filtering pro-
cess. The result of implementing the NPFM is that 1125 pixels are excluded from the
imaging domain, leaving 556 useful pixels to reconstruct the final image, which indicates
that a total of 25 singular values above the noise level are fully employed in the image
reconstruction.
Full pipe sample One damaged region Two damaged regions
PBRM result PBRM result PBRM result
NPFM result NPFM result NPFM result
(a) (b) (c)
Figure 3.10: Aluminium pipe inspection results showing true samples and reconstruction
of external metal losses: (a) a full pipe sample, (b) 4.34mm thickness of wall loss, (c) a
4.34mm thickness of wall loss on one side and a 1.10mm thickness of wall loss on the
other side.
37
3.6. EXPERIMENTAL RESULTS CHAPTER 3. PIPELINE INSPECTION
Figure 3.11: Singular value decompositions for PBRM and NPFM.
Figure 3.10 presents comparative results of pipe inspection using both PBRM and NPFM.
While the PBRM fails to detect damages in outer structure of the pipe, the NPFM can
successfully identify these damages. The advantage of this novel method is verified using
experimental data from challenging test samples. It is well known that using a coil array
with an imaging region of 100mm, the PBRM based MIT can retrieve information with
accuracy of 10mm (about 10%). With the proposed NPFM, a resolution of 2mm (which
is about 2%) is achieved using the same measured data.
3.6.2 Further Enhancement of Structural Inspection
In this section, more challenging pipe inspection results will be presented, including in-
spection of both pipe external and internal wall losses. The NPFM takes advantage of a
priori knowledge of the original pipe dimensions as reference information for one step
calibration. The pipe must be central to the sensors in order to acquire equal sensitivity
from the coils; the position of the pipe sample is crucial to the inspection. We suggest
that this inflexibility caused by the location of the pipe samples can be partly avoided by
choosing a slightly larger narrowband, which can tolerant the inaccuracy of the central
position of the pipe sample.
Experimental results based on internal and external structure of aluminium pipes are pre-
sented in Figure 3.12. The inner radius of the aluminium pipe is 25.40mm; the wall thick-
ness is 6.20mm. The thicknesses of the removed metal are 4.34mm, 1.10mm, 4.30mm and
1.90mm for pipes in Figure 3.12 (a), (b), (c), and (d) respectively. The imaging results
are post-processed within a confident threshold range. Of particular interest is the recon-
struction of the internal losses, which are successfully detected using the proposed NPFM
based MIT system.
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(a) (b) (c) (d)
Figure 3.12: Aluminium pipe inspection results showing true samples and reconstruction
of metal losses for internal and external parts: (a) 4.34mm thickness of external wall loss,
(b) 1.10mm thickness of external wall loss, (c) 4.30mm thickness of internal wall loss,
and (d) 1.90mm thickness of internal wall loss.
There is strong industrial interest in steel pipe inspection. It is considered that inspection
of steel pipes would be more difficult than aluminium or stainless steel pipes, but theoret-
ically possible. In this section, a steel pipe inspection is carried out. The steel pipes are
smaller and thinner compared to the aluminium pipes presented in Figure 3.12, each with
an inner radius of 20.38mm and a thickness of 5mm.
Figure 3.13 shows the reconstruction of external damages from a cold steel pipe using
the NPFM. As the permeability affects the skin depth, and the skin depth affects the
penetration, the internal structure of the same steel pipe can not be detected reliably under
the same operational frequency of 20kHz. The thickness of the external wall losses are
3.44mm shown in Figure 3.13 (a) and 2.13mm shown in Figure 3.13 (b).
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(e) (f)
Figure 3.13: Steel pipe inspection results showing true samples and reconstruction of
metal losses for external parts: (e) 3.44mm thickness of external wall loss, and (f) 2.13mm
thickness of external wall loss.
The induced voltages can provide indication in terms of information content. Figure
3.14 demonstrates the induced voltage for cases a to f (listed in Figure 3.12 and 3.13).
It is shown that the amplitude of the induced voltage decreases as the dimension of the
defect becomes smaller. It is also clear that the induced voltages from internal defects are
generally lower compared to the induced voltages from external defects. This is broadly
due to the skin depth effect. This issue could be addressed by implementing a multi-
frequency MIT system, which will be discussed in chapter 8.
Figure 3.14: Comparison of induced voltages due to different testing profiles.
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3.7 Discussion
This chapter investigates pipeline inspection using NPFM based MIT system as a case
study of limited region tomography. The imaging region is limited to a pipe geometry and
a novel localised algorithm NPFM is specifically developed for this geometry to improve
MIT resolution. The experimental results demonstrate the capability of the proposed
NPFM as a more suitable image reconstruction method compared to traditional PBRM.
Experimental results demonstrate that external and internal wall losses of aluminium pipes
as well as external wall losses of steel pipes can be successfully inspected. It is shown that
a resolution of 10 15% of the thickness of the pipes can be achieved using this proposed
MIT methodology. More work is needed to remove the need for calibration against a full
pipe dimensions, sensitivity to the locations of pipes and to further enhance the internal
structure inspection of metallic pipelines.
The proposed NPFM can also be used to enhance the resolution of electrical capacitance
tomography (ECT) for plastic pipelines. Due to the choice of the frequency and the skin
depth effect, a resolution of 2% of the imaging region is the highest that can be achieved
using aMIT system. However, as there is no eddy current effect in ECT, using this method
could significantly improve the ECT image resolution.
There are two plastic pipe samples used in the following experiments; a small pipe sample
with an external diameter of 88mm and an internal diameter of 76mm, and a larger pipe
with an external diameter of 110mm and an internal diameter 90mm. The larger pipe is
made from polybutylene, a thermoplastic with good mechanical properties and chemical
resistance, and it is widely used for heating and plumbing applications in many properties.
The smaller pipe is manufactured from polyethylene, commonly used in the corrosion-
resistant piping and natural gas pipe system. The length of the small pipe and large pipe
are 300mm and 113mm respectively. The schematic representations of the pipe samples
can be seen in the first row in Figure 3.15. The schematic on the left contains defect of
25mm in length along the interior circumference and 2.5mm in depth, the 110mm diameter
pipe in the middle has 2 defects, one defect spans 50mm on the interior circumference and
the other 20mm, located opposite one another both with a 3mm depth. The 88mm diameter
pipe on the right hand side has a defect of 1.5mm depth. The pictures of the samples are
shown in the second row in Figure 3.15, the sensor array has a diameter of 150mm. The
reconstructed images using both PBRM and NPFM for each case are shown in the third
and fourth rows in Figure 3.15 respectively.
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Figure 3.15: Inspection of defected plastic pipelines using NPFM based ECT system.
In terms of the size of sensor, the smallest measured defects when using a sample with
two defects on is 0.29% of the cross sectional area of the imaging region. It can be seen
that for the smaller pipe with 12mm thickness, a defect of 1.5mm can be reliably detected,
this has a spatial area resolution of 0.195% of the imaging region. In all these cases, the
PBRM could not give any useful information about the wall loss, and in all these cases
the NPFM successfully locates the wall loss with the imaging defect size similar to the
true wall loss. It is worth noticing that the ECT is sensitive to fluid inside of the pipe, so
the same results can not be achieved if an accurate assumption can not be made about the
distribution of permittivity inside of the pipe under inspection. At this stage the proposed
method can only be used when the pipe system is empty. A wall loss covering only
0.195% of the ECT imaging area could be reliably detected. The resolution of 1.5mm
depth in a tomography array of 150mm in diameter can be described as high definition
imaging.
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For the same NPFMmethod, the resolution achieved using ECT is approximately 10 times
higher compared to the resolution achieved using MIT. This further validates the point
made earlier that the proposed NPFM is an effective way of enhancing the resolution. The
limitation associated with it when implementing pipeline inspection using MIT lies with
the fundamental physics rather than the capability of this algorithm. However, there are
several remaining issues need to be studied in this particular topic. How to obtain a priori
information of the pipe in order to predefine the parameter in the NPFM algorithm remains
a challenge. In oder to implement this pipeline inspection process, the sensitivity of the
algorithm to the location of the pipe needs to be addressed. Moreover, the correct design
and careful production of MIT sensors is the key in obtaining valuable measurement.
Many parameters like coil size, wire gauge, number of turns, measurements frequency
and source gain are important parameters to be determined. In particular there are many
eddy current coil types each suited for a specific inspection task. It requires a certain level
of experience to determine the right configuration.
In order to overcome the difficulties associated with the eddy current, the author propose
the magneto-static permeability tomography (MPT) approach [44, 134]. MPT can recon-
struct the permeability distribution of an object using magneto-static measurements. The
data for image reconstruction are external magnetic field measurements on the surface of
the object due to an applied magneto-static field. As there is no alternating current, there
is no eddy current generated in the imaging object, the skin depth effect would not exist
in this case. The permeability can be therefore reconstructed. The internal defect and
corrosion in pipe with ferromagnetic materials could be potentially inspected.
In addition to our existing MK-I MIT system, we will aim to develop a 16 and a 32
sensor coil array, which can be used for inspection of large scale pipelines. Furthermore,
a planar geometry based MIT study will be carried out as a limited access tomography for
pipeline inspection. Both computational and experimental evaluations will be conducted




Hidden Defect Identification in Carbon
Fibre Reinforced Polymer
Carbon fibre reinforced polymer (CFRP) materials pose new challenges to the non-destructive
evaluation (NDE) techniques. This study addresses the issue of large defect identification
in CFRP plates using electromagnetic measurements. A dual plane magnetic induction to-
mography (MIT) technique is proposed as a method for damage localisation in composite
parts, where two arrays of planar sensors are utilised to measure the changes in induced
voltages due to the changes in electrical conductivity properties. This geometry meets the
requirements of damage inspection in plate structures and thus makes the imaging pro-
cess feasible. The electrical voltage measurements are used as input to inversely map the
spatial resolution of the samples in the region of interest. The stability and detectability
of the dual plane system is examined using small metallic cubes. Both individual and
multiple instances of damage embedded in CFRP samples are created as a representation
of possible manufacturing defects. Experimental study shows that the presence of dam-
age can be identified in both cases using dual plane MIT system. With advanced sensing
design, rapid data collection unit and improvement in resolution, MIT could become a
rapid NDE technique for the integrity inspection of the composite structures.
4.1 Introduction
A new breed of high strength material, CFRP, has found widespread application in com-
mercial aircraft, industrial and transportation markets, where strength, stiffness, a lower
weight, and outstanding fatigue characteristics are crucial requirements. Structural health
monitoring of the CFRP such as missing carbon-fibre bundles, lanes, suspensions, fringes,
missing sewing threads, angle errors and hidden manufacturing defects is an invaluable
quality control. Many non-destructive evaluation techniques have been applied in this
area to CFRP, including low frequency vibration [135], ultrasonic methods [136, 137,
138, 139], radiography [140, 141, 142], thermography [143, 144] and eddy current test-
ing [145, 146, 147, 148, 149]. More recently, soft field tomography techniques have also
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been used for damage detection in CFRP using electrical impedance tomography (EIT)
[150, 151, 152]; however, the MIT-based research in this area remains very limited [153].
Although the image resolution of MIT is relatively low due to the fact that MIT image
reconstruction is an ill-posed problem, this technique benefits from its contact-less, non-
invasive nature and high temporal resolution. Firstly, there is no requirement for direct
contact with the material being tested, such as with gels (various ultrasonic methods),
specially designed probes (injected current thermography) or electrodes attached to the
composite parts (EIT). Secondly, MIT, in using electromagnetic induction to map the
spatial resolution, has a non-hazardous data collection process, whereas compared to X-
ray computed tomography, radiation safety precautions need to be considered, which can
in certain circumstances be impractical. In addition, using MIT alongside Kalman filters
and 4D temporally correlated imaging permit rapid changes in electrical conductivity to
be captured [96, 154], potentially enabling the functional analysis of CFRP structures,
which is not currently feasible with any of the existing techniques.
As the carbon fibres in CFRP exhibit electrical conductivity, MIT could be a potential
NDE technique providing a tomographic approach to traditional eddy current testing.
MIT uses inductive coils to measure the induced voltages, which are associated with the
passive electromagnetic properties non-linearly. The fundamental physics of MIT derive
from the mutual inductance and eddy current theories. By passing an alternating current
into an exciting coil, the sensing coil experiences a time-varying magnetic field. If ma-
terials with electrical properties are presented between this coil pair, the eddy currents
arise in the conducting region, resulting in a perturbation in the magnetic field that can
be sensed by the receiving coil. As such, the electrical properties can be revealed and the
characteristics of the material presented in a reconstructed image, where the quality can
be assessed visually. This technique has been applied in both biomedical and industrial
processes [13, 19, 21, 155]. Overall, both MIT and eddy current testing techniques share
many similarities - both arose from the same theoretical background (that of Faraday’s
law of induction, and subsequent eddy current theories) and as such have similar mea-
surement principles, and both are used to image conductive or ferromagnetic materials.
Nevertheless, the techniques differ in their operations and data processing. The MIT tech-
nique is a tomographic approach, utilising an array of sensors to provide a unifying tool
to analyse the data, which makes the operation more robust, whereas eddy current test-
ing targets a localised position using a pair of coils and requires a non-destructive testing
specialist to carry out the testing.
In this study, a dual plane MIT is proposed for the identification of large area hidden dam-
age in CFRP. This dual plane sensor arrays realise the imaging process in 3D, providing
informtion about the geometry of the testing samples. This geometry can be potentially
used in the inspection of production line at the manufacturing stage. The system resolu-
tion is evaluated through both simulation and experiments. Results of the inspection of
embedded defects in CFRP are presented. With advanced excitation and sensing topology
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[156], a fast data collection component and improved resolution, MIT could evolve to a
rapid NDE technique for the structural health monitoring of CFRP.
4.2 Dual Plane Array
The dual plane array has been developed using two planar sensor arrays. The separa-
tion between the two arrays is 4cm. Each array consists of 9 air-core cylindrical coils,
which are arranged in a 3⇥3 matrix form. A non-conductive plate with a surface area of
14⇥14cm2 is used to hold the sensors in place. Each coil has 100 turns, a side length of
3.4cm, and the inner and outer diameters of the coils are 3.9cm and 4.1cm respectively
(Figure 4.1a). The coil sequence of the first plane is shown in Figure 4.1b, the second
planar array follows the same numbering system. It has previously been shown that slight
misalignments between the receivers in the MIT system and the simulation model can
cause up to 20% deviations in the conductivity perturbation [157]. Therefore, the dimen-
sions of the coil and dual planar arrays are modeled according to the sensor design to
ensure accuracy. The MIT measurement system block diagram is shown in Figure 4.2.
(a) (b)
Figure 4.1: (a) Dual plane sensor array, and (b) the coil sequence of the first planar array.
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Figure 4.2: Block diagram of the dual plane MIT system.
4.3 System Analysis
This MIT system was initially developed for imaging materials with high electrical con-
ductivity, such as metal. There are 153 unique coil pairs: 1-2, 1-3, . . . , 1-18, 2-3, 2-4, . . . ,
17-18, resulting in a total of 153 independent measurements. The image reconstruction
module extracts these measurements, performs the reconstruction algorithms, displays
and updates the images. The signal to noise ratio (SNR) is taken to indicate the signal
level of the system to the background noise level, which can be defined using an ampli-





where US is the mean signal amplitude and UN is the standard deviation of the measured
signal amplitude. Due to the geometry of this system, the system SNR also depends on the
separation of the two planar arrays. Figure 4.3 shows the SNRmeasurements with the first
excitation coil when two planar arrays are separated at 2,4,6,8 and 10cm respectively, i.e.,
when coil 1 is excited with an alternating current, the voltage measurements are obtained
from coil pairs 1 2, 1 3, ... 1 18, and the corresponding measurements index are 1,
2, 3, ... 17.
47
4.3. SYSTEM ANALYSIS CHAPTER 4. CFRP INSPECTION
Figure 4.3: Signal to noise ratio, after the excitation of coil 1, for measurements obtained
when the dual planes are separated by distances of 2,4,6,8 and 10cm.
Several measurements are defined to analyse the system detectability, namely the neigh-
bouring, opposite and diagonal measurement. The neighbouring measurement is used to
describe the induced voltage measured from a pair of neighbouring coils that are in the
same planar array (Figure 4.1b coil pair 1  2 and coil pair 1  4). The induced volt-
age measured from the coils directly facing each other is called the opposite measurement
(coil pair 1 10). The diagonal measurement refers to the induced voltage measured from
any pair of coils that are located diagonally. This can be coil pairs either from the same
planar array (Figure 4.1b coil pair 1 6) or different planes (coil pair 3 16). In this MIT
study, the sensitivity maps demonstrate the relationship between the change in electrical
properties and the voxel perturbation for a selected excitation/detection coil pair. It pro-
vides a visual approach to evaluate the system detectability in addition to the system SNR
[61, 87, 24]. From a numerical point of view, the sensitivity map can be represented in a
matrix form, which is also called the Jacobian matrix (equation 2.38).
Both front and side views of the sensitivity map for selected measurement pairs are shown
in Figure 4.4, where Figure 4.4a shows the sensitivity contour for a neighbouring mea-
surement, Figure 4.4b shows the sensitivity contour for an opposite measurement, and
Figure 4.4c and 4.4d show the sensitivity contours for two diagonal measurements. In all
cases, the sensitivity maps shown below are calculated for the free space scenario, i.e.,
there is no conductive materials presented in between. The mean sensitivity for each case
is used for the isosurface contour plot. The level of sensitivity varies according to the
orientation and distance of the coil pair, and the mean value gives an overall indication of
the sensitivity across the region of coil coupling. The mean sensitivity value for coil pairs
1 2, 1 10, 1 9, and 1 18 are 52.76, 30.78, 8.61 and 1.38 respectively.
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front view (a) side view (b) front view (c) side view (d)
Figure 4.4: Sensitivity maps for (a) a neighbouring measurement from coil 1 and 2, (b)
an opposite measurement from coil 1 and 10, (c) a diagonal measurement from coil 1 and
9, and (d) a diagonal measurement from coil 1 and 18.
The neighbouring measurement has a higher SNR due to a closer distance between a
neighbouring coil pair. The opposite measurements capture the material property change
from a different plane. Compared to the neighbouring and opposite measurements, the
diagonal measurements have relatively lower induced voltages and as such, result in lower
SNR. However, the diagonal measurements contribute to the depth detection, which is an
important parameter to characterise the properties underneath the surface. The higher
SNR usually comes from the coils in the same plane (Figure 4.3), providing that the
distance between neighbouring coils is smaller than the distance between opposite coils;
as is the case in this study. This can be illustrated in Figure 4.5, showing the induced
voltages from two planes 4cm apart. Taking the first cycle as an example, the strongest
signal is due to the two neighbouring measurements   measurements 1 and 3, where the
induced voltages of both are approximately 0.5V   and the highest measured voltage is
induced between an opposite measurement   measurement 9, where the induced voltage
is just over 0.1V   is almost 5 times lower than measurement 1.
Figure 4.5: Measurements obtained from a dual plane of coils when coil 1 is excited, and
the remaining coils are used as receivers.
To allow the signal to penetrate the material under testing, an appropriate operating fre-
quency and separation between two planes of planar coils are required. It was pointed out
in [159] that for a single planar MIT system with a similar experimental setup, one can
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expect a maximum of 3  4cm of depth detection underneath the array. The driving fre-
quency is an important factor in a MIT system. Lower frequency measurements penetrate
the surface of the material and high frequency measurements thread around the surface of
the material. In order to determine the suitable driving frequency, one needs to take the
skin depth into consideration. In the quasi-steady electromagnetic field, the skin effect
depth of general CFRP can be approximated by equation 4.2 [160]. As CFRP composites






where f is the driving frequency, s is the electrical conductivity, and µ0 is the unity
permeability. With frequencies in the range of 104Hz , the skin depth of widely used
CFRP is between 50  100mm [160], providing the electrical conductivity of the CFRP
sample is within 103  104S/m. For the normal conductance of a metallic material, the
electrical conductivity is higher than that of CFRP, which suggests that for the same given
frequency, the skin depth of CFRP is larger than the eddy current penetration for metal.
For a MIT system designed for metal detection, the driving frequency is usually around
5  100kHz [3]. This is a suitable operational range for the damage identification of
composite material, in fact, if the system hardware allows, the driving frequency can be
increased to the MHz range in an attempt to increase the system SNR. In the lower MHz
frequency range, laminated CFRP composites can be assumed to be a homogeneous con-
ductive material [161], and as such, it is feasible to use this dual plane MIT system for
this application. In this study, the conductivity and the thickness of the CFRP samples are
2.1⇥104S/m and 10mm respectively (Figure 4.7), as derived from equation 4.2. The up-
per threshold of the operational frequency, necessary to allow the signal to fully penetrate
the samples, is 241.24kHz. Based on the nature of our in-house low frequency MIT sys-
tem, design specification of the dual planar arrays, the SNR analysis, and the properties
of the CFRP samples used in this study, a separation of 4cm between two planes and an
operational frequency of 50kHz are determined for experimental evaluation.
Three metallic cubes are used in the following experiments to test the stability and de-
tectability of the this system (Figure 4.1a). The top two rows in Figure 4.6 show the
detection of two metallic cubes in three different locations in relation to each other. The
dimensions of the cubes are 1.4⇥1.4⇥1.2cm3 and 1.2⇥1.2⇥1.4cm3 respectively. The
remaining two rows in Figure 4.6 show the experimental results of a smaller individ-
ual sample under testing. The dimension of the cube is 1.2⇥ 1.2⇥ 1cm3. In all cases,
the samples are placed between two planar coils. The samples have a conductivity of
1.45⇥106s/m and a relative permeability of 4000.
We use both slice visualisation and a 3D contour visualisation to present the reconstructed
volumetric images (NOSER algorithm, equation 2.47), as shown in Figure 4.6. As the
slice visualisation only provides a cross-section of the 3D image at a given location, this
50
4.4. RESULTS CHAPTER 4. CFRP INSPECTION
does not entirely reflect the 3D shape of the reconstructed inclusion. As such, a 3D con-
tour visualisation tool is developed to visually represent additional information about an
inclusion. This visualisation takes the mean values of the raw reconstruction data and
projects those values onto a mesh consistent with both the coil and the dual planar geom-
etry. Only those values which exceed a threshold are highlighted, such that the artifacts
are not represented. The threshold is variable and is informed by a priori knowledge
of the tested material’s location with respect to the sensor arrays. For the 3D contour
images, the dual planar coils are simulated in addition to the reconstructed inclusion to
demonstrate the positions of the inclusion in relation to the coils in free space. The same
visualisation approaches are used for the remaining experimental results in this chapter.
Figure 4.6: Detection of steel samples in different locations.
4.4 Inspection of Hidden Defect in CFRP
The CFRP samples used in this study are made of HexPly M21 epoxy matrix, which is
a high performance, toughened epoxy resin system supplied in primary aerospace struc-
tures. The physical properties of the epoxy matrix are listed in Table 4.1. The hidden
damages are created using polytetrafluoroethylene (PTFE) rings and embedded in the
10mm thickness samples. The core is comprised of 35 layers of laminates CFRP , and
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is surrounded at each side by a further 10 layers of the same. An additional 10 layers
are used to expand the sample to its final dimension of 10mm. Finally, a peel ply finish
is applied to each side. The schematic representation of the CFRP samples are shown in
Figure 4.7, where 4.7a shows a CFRP sample with one hidden defect in the centre, and
4.7b shows a CFRP sample with four hidden defects.
Fibre Mass (g/m2) 194
Nominal Prepreg Mass (g/m2) 294
Theoretical Calculated Cured Ply Thickness (mm) 0.184
Theoretical Calculated Fibre Volume (%) 59.2
Resin Density (g/cm3) 1.28
Fibre Density (g/cm3) 1.78
Theoretical Calculated Laminate Density (g/cm3) 1.58
Table 4.1: Physical properties of the HexPlyM21 epoxy matrix.
(a) (b)
Figure 4.7: CFRP samples with (a) one hidden defect, and (b) four hidden defects.
The reconstructed images for both CFRP samples are shown using sliced image and 3D
contour images (Figure 4.8). The background measurement is taken from an undamaged
CFRP sample with the same dimensions. This is the first step of calibrating of the input
measurements in the inverse solver. The damages occur on the subsurface within the lam-
inate architecture of the composite, which makes them invisible to inspectors. Therefore,
in both Figure 4.8a and 4.8d, an approximation of the defected areas are marked in dashed
line. In Figure 4.8b and 4.8e, the colour blue represent the CFRP samples with all other
colours representing the damaged areas. For 3D contour images in Figure 4.8c and 4.8f,
the highlighted red areas are the CFRP samples.
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(a) (b) (c)
(d) (e) (f)
Figure 4.8: CFRP samples with one and four defects (a and d, respectively), alongside
their reconstructed images using slice visualisation (b and e, respectively), and 3D contour
visualisations (c and f, respectively).
4.5 Discussion
A dual plane MIT system is proposed for the identification of hidden defects in CFRP. The
MIT system used in this study is initially tested using metallic samples. The fundamental
physics and the mathematical solving process of MIT are studied to extend this technique
in the area of CFRP inspection. The system stability and detectability is analysed through
both simulation and experiments. Metallic samples as small as 1.2⇥ 1.2⇥ 1cm3 can be
imaged using this dual planar MIT system in an imaging region of 14⇥ 14⇥ 4cm3, i.e.,
we can detect samples that constitute 0.18% of the total region of interest. The exper-
imental results show that different sizes and locations of hidden damage in CFRP plate
can be identified using the proposed MIT system with the given sensor geometry and ex-
perimental setup. A hidden defect as small as 0.74% of the total volume of the CFRP
plate under inspection can be achieved, which is 0.14% of the imaging region. The CFRP
samples used in this study are considered to have isotropic conductivity. The skin depth
calculation shows that higher frequencies (up to a maximum of 241kHz in this case) can
be used to improve the system SNR and consequently lead to a higher imaging resolution.
However, due to the low resolution of this technique, the size differences of the defects
cannot be distinguished at this stage of the research. Nevertheless two samples are not
sufficiently representative to cover all possible manufacturing defects or impact damage
which may occur in real industrial environment. For examples, the impact damage could
result in an altered electrical conductivity, which might not be as high contrast as the con-
ductivity changes shown in this work. This study represents the proof of principle for MIT
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as a viable means to be developed as an in-service structural health monitoring technique
for CFRP. Further development in this application are needed, including the study of MIT
sensor array topology, the development of multifrequency excitation, the design of a rapid
data handling unit and computational modeling of the forward and inverse problems for
anisotropic eddy currents. These will be subjects of our follow up studies, in addition, the
high temporal resolution MIT will be investigated for the functional analysis of the real
time imaging of the CFRP structures.
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Chapter 5
Planar 3D Near Subsurface Imaging
Eddy current methods are widely used for non-destructive evaluation (NDE) in inspection
of metallic structures. Eddy current based NDE uses a single coil or a pair of coils to scan
the samples. As an emerging NDE technique, MIT scans the sample with a coil array
through an eddy current based tomographic approach. In this chapter, a planar array MIT
system (PMIT) is proposed for 3D near subsurface imaging. This is of great importance
as there are large numbers of potential applications for MIT that allow limited access to
the materials under testing. The system development, practical implication, capability and
limitations of PMIT are discussed. The fundamental principles are demonstrated through
simulations. Experimental data are used to evaluate the capability and detectability this
system as a potential 3D subsurface imaging tool.
5.1 Introduction
Magnetic Induction Tomography (MIT) is an emerging non-destructive evaluation tech-
nique that is able to map passive electromagnetic properties without causing material
damage. In recent years, MIT has had applications ranging from biomedical imaging to
industrial inspection. Many previous MIT systems were developed using coils that are
arranged around the imaging periphery [18, 59, 61, 162]. This type of coil arrangement
has a circular geometry and free access around the complete periphery, thus full access
tomography can be achieved. However, there are numerous applications where access
is restricted and non-invasive measurements can only be taken from one surface [87].
Consequently, the imaging process cannot be carried out by using a MIT system with
a circular or near circular sensor array. Planar geometry can overcome this difficulty.
As such, recent research has focused on developing planar sensors and estimating near-
surface material properties using them [163, 164]. Inspecting product quality using planar
sensors is also possible [165, 166]. A simulation study of planar MIT was reported in [87],
where the 2D cross-sectional images of conductive bars were obtained using a simultane-
ous iterative reconstruction technique. Paper [167] presented a planar MIT system for the
detection of conductivity inhomogeneity on the surface of a metallic plate. The sensors
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were placed in a circular shape with their axes perpendicular to the plate. The 2D images
were reconstructed using experimental data. It was shown that a spatial distinguish ability
of 10 20% of the array diameter was possible. In this chapter, a planar MIT (PMIT) is
developed as a type of limited access tomography, which realises 3D reconstruction for
near subsurface imaging. Recently, we have developed a 3D volumetric MIT system [83],
and the techniques developed in 3D MIT enabled the development of a 3D PMIT, which
offers an insight into the structures underneath the sensors by depth detection. The obser-
vations in this chapter can be extended to other types of tomography and inverse problems
[168, 169, 170, 171, 172, 173, 174, 175]. The development of planar sensor model and
system setup are presented, followed by simulation results and experimental evaluation.
The chapter presents the first 3D PMIT study for subsurface imaging. The PMIT has
two main advantages over traditional scanning based eddy current NDE methods. Firstly,
PMIT employs an array of coils so that the scanning speed can be improved. Secondly,
measurements from non-neighboring coils offer greater depth detection compared to sin-
gle coil or double coil based eddy current scanning techniques, which will help to gain
information about the materials under testing.
5.2 Planar Sensor Array
The planar sensor array consists of 16 air core cylindrical coils. 16 coils are arranged in a
4⇥4 matrix array and placed on a plastic square board with a surface area of 18⇥18cm2.
The thickness of the plastic board is t = 0.3cm. The distance between each coil is 0.3cm.
The important parameters for this sensor model are listed in Table 5.1. Figure 5.1 (a)
shows the coil dimensions and Figure 5.1 (b) shows the arrangement of coil sequence.
A top view of the planar sensor array is shown in Figure 5.2. The block diagram of this
system is shown in Figure 5.3.
Parameters Value
Number of coils 16
Number of turns for each coil 100
Inner diameter for each coil: di (cm) 3.9
Outer diameter for each coil: do (cm) 4.1
Coil height: H (cm) 5
Coil side length: l (cm) 3.4
Self-inductance of each coil (µH) 380
Table 5.1: Sensor model parameters.
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(a) (b)
Figure 5.1: (a) coil dimensions, (b) coil sequence.
Figure 5.2: Top view of a 4⇥4 planar coil array.
Figure 5.3: Block diagram of the proposed PMIT system.
The signal to noise ratio (SNR) is taken to indicate the signal level of this system to the





WhereUS is the mean signal amplitude andUN is the standard deviation of the measured
signal amplitude. It can be seen from Figure 5.4 that for the coil arrangement showing in
Figure 5.1 (b), the highest SNR of this PMIT system is 63.1dB (for measurement between
coil 1 and coil 2) and the lowest SNR is 33.4dB ( for measurements between coil 1 and
coil 16).
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Figure 5.4: Signal to noise ratio of first cycle measurements when first coil used as exci-
tation.
5.3 Method
In the previous section, the SNR is shown to indicate the signal level of the PMIT sys-
tem. In this part, the sensitivity map will be used to evaluate how a pair of coils couple
with each other. The sensitivity map of the electromagnetic imaging problem describes
the system response to every voxel perturbation for a selected excitation/detection coil
pair [61, 87, 24]. When the coils are close together, the system is sensitive to the surface
layers, and as the coils become further apart, the sensitivity penetrates deeper underneath
the object under testing [87]. This can be demonstrated by Figure 5.5, where a selection
of sensitivity maps of this system are shown. When receiving coils are at an increased
distance from excitation coils, a relatively larger sensitive region and a greater penetra-
tion can be observed in the system response. A decreased sensitive contour can also be
observed due to the decreased strength of signals from the receiving coils. This can be
seen in Figure 5.5 (c), showing a pair of coils with the greatest distance between them.
The sensitive contour in Figure 5.5 (c) has the deepest penetration and the largest area,
but the sensitivity in the middle is lower compared to other patterns, as shown in Figure
5.5 (a) and Figure 5.5 (b).
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(a) (b) (c)
Figure 5.5: Sensitivity map coupling between: (a) coil 1 and coil 2, (b) coil 1 and coil 11
and (c) coil 1 and coil 16, the coil number sequence can be seen in Figure 5.1 (b).
In this study, a standard Tikhonov regularisation method (equation 2.48) is used as an
inverse solver to calculate the conductivity distribution according to equation 2.48. Note
that the column vector consisting of 120⇥1 changes of induced voltages, the conductivity
column vector representing changes in 193⇥1 voxels, the sensitivity map is a 120⇥193
matrix of the sensitivity field, which can be calculated using equation 2.38.
5.4 Simulation and Experimental Evaluation
5.4.1 Detectability of PMIT System
The PMIT is a challenging 3D inverse problem, in particular, because of limited access
to the object. The simulations presented in this section are used to study the underlying
inverse problems in the context of a linear model. The end view of a number of simulation
models are presented in Figure 5.6 to evaluate the capability and detectability of the PMIT
system. The planar sensor array is simulated in (x,z) plane at y = 0. The first column in
Figure 5.6 shows the simulated inclusions in different locations. The second column in
Figure 5.6 includes the reconstructed images for each simulated case. The reconstructed
3D contour images in the third column in Figure 5.6 provide an insight as to where the
inclusion is with respect to the planar sensor array.
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Inclusions Sliced images 3D contour images
Figure 5.6: Detectability of PMIT using simulated data.
Aluminium rods of diameter 40mm are used as test samples in our experiments to validate
the simulations. These rods have a high electrical conductivity of 3.5⇥ 107S/m and a
relative permeability of 1. The first column in Figure 5.7 shows the positions of true
aluminium rods in relation to the planar sensor array. The second column in Figure 5.7
shows the reconstructed images for each selected position. The reconstructed 3D contour
images are included in the third column in Figure 5.7, where the end view of the rod
positions with respect to the planar sensor model are shown. In these experiments, the
aluminium rods are located against the planar sensor array with a fixed distance to the
sensors. This fixed distance can be written as: Df = (H  l)/2+ t = 1.1cm, where H and
l are the height and the side length of each coil sensor, and t is the thickness of the board
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(Table 5.1).
True samples Sliced images 3D contour images
Figure 5.7: Detectability of PMIT using experimental data.
5.4.2 Depth Detection of PMIT System
In the previous section, we investigated the detectability of the PMIT system in terms
of different positions using simulations and experiments. It was shown that this PMIT
system is capable of detecting objects that are close to the sensors. For subsurface imag-
ing, the imaging depth is a key parameter to assess the capability and detectability of
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this PMIT system. Therefore, a series of simulations and subsequent experiments are
completed for this purpose.
In Figure 5.8, the top view of the simulation models are shown to demonstrate the princi-
ple of near subsurface imaging using PMIT system. The planar sensor model is simulated
in (x,z) plane at y = 0. The first row in Figure 5.8 shows one simulated inclusion with
highlighted lines indicating the distance between the sensors and the inclusion at four se-
lected depths: y= 3, y= 5, y= 8, and y= 10. The second row in Figure 5.8 presents the
reconstruction of one inclusion at each selected depth. The same simulation procedures
are adopted for simulating two inclusions, as shown in the third row in Figure 5.8. The
reconstructed images are demonstrated in the bottom row in Figure 5.8. It can be seen
from Figure 5.8 that the image quality degrades as the depth increases.
Figure 5.8: Depth detection using simulated data.
We have solved the inverse problem and detect a maximum imaging depth of 8  10mm
using simulations. In order to verify the simulation models and evaluate the detectable
depth of the PMIT system using measured data, two sets of experiments are completed.
Same aluminium rods are used as test samples.
Figure 5.9 presents the experimental setup and the reconstructed images using one rod for
subsurface imaging. The first row in Figure 5.9 shows the top view of the true samples
with respect to the planar sensors.
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As mentioned in section 5.4.1, there is a fixed distance of Df = 1.1cm between the sensor
array and the samples due to the construction of the sensor model and the thickness of
the board. Although short, it is crucial to take this distance into consideration when
evaluating the depth of this system, as it poses an additional barrier for eddy current
in MIT, particularly as the skin depth is limited under a driving frequency of 50kHz.
Therefore, it cannot be neglected. The structure and layout of the sensor model need to be
considered carefully if a highly accurate system is required. The moving distances from
the planar sensors Dm are: 0cm, 1cm, 2cm, 3cm and 4cm respectively. Therefore, the total
distance between the true sample and the front of the sensor array is D = Df +Dm. The
sliced images and 3D contour images for each depth are presented in the second and third
row in Figure 5.9.
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Figure 5.9: Depth detection using one object.
The same experimental procedures are repeated using two rods, as shown in Figure 5.10.
The distance between two aluminium rods is 4cm. The true samples, sliced images and 3D
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contour images are shown in the first, second and third rows of Figure 5.10 respectively.
Figure 5.10: Depth detection using two objects.
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5.4.3 Quantitative Evaluation of Depth Detection
Both simulations and experiments produce satisfactory reconstructions for object(s) close
to the sensor array. In this section, we introduce an image quality parameter: volume
deformation ratio (VDR) to examine the image quality degradation using experimental
data for object(s) distanced from the sensor array.
It can be seen from Figure 5.9 and Figure 5.10 that image reconstruction algorithms usu-
ally reconstruct a circular image to match the true object, and display it in a position that
matches the true position of the target. As the object is distanced from the planar sensors,
the system becomes less sensitive, and the measurements become less accurate. In this
case, image algorithms will create a larger spherical image to represent the true target, re-
sulting in artifacts around the boundary of the reconstructed image [176]. Therefore, the
volume changes in reconstructed images due to the distance between sensors and objects
under testing can be used to assess the image quality.
In order to calculate the VDR, a reference volume and a threshold are required. Both sim-
ulations and experiments have shown that this PMIT system can detect object(s) close to
the sensors, and can reconstruct satisfactory images. Therefore, we take the reconstructed
image at this state (i.e., Dm = 0cm) as a reference image, and calculate the total volume
of the inclusion(s) in the reconstructed image as a reference volume. The volume change
4v in the reconstructed image is proportional to the distance change4d between the test
sample(s) and the planar sensors within certain range. Finally, the slope 4v4d can be used
to represent the deformation rate. Let the threshold of VDR be 50%. If VDR is greater
than 50%, we consider the reconstructed image to be too distorted to be of use.
The definition of VDR can be written in the following manner:
VDR=| vi  vre f
vre f
| (5.2)
where vi is the volume of the inclusion(s) in the reconstructed image with the object(s)
placed at i cm away from the planar array. The vre f is the reference volume, which is
taken from the volume of the reconstructed inclusion(s) with the object(s) placed are very
close to the sensors (i.e., Dm = 0cm).






where 4sk represents a voxel which has an amplitude greater than one-fourth of the
maximum amplitude in the reconstructed image. Note that in the numerator, a threshold
of one-fourth is chosen, which is the total number of voxels that contribute to most of the
significant visual effects in the reconstructed image [176]. The denominator is the total
number of voxels in reconstructed image. As each voxel has the same volume, the total
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volume of voxels can be calculated using the total number of the voxels.
It can be seen that from equation 5.2 that if a reconstructed image is severely ill-posed,
the VDR can be inaccurate as the total volume of the voxels might be extremely large
(vi = +•) or small (vi =  •), or just happen to be the same as the reference volume
(vi = vre f ). In these cases, the VDR is not representative any more and cannot be taken
into consideration for image quality assessment.
A threshold of 50% is chosen as the purpose of the experiments is to find the object(s)
under testing rather than to examine the accuracy of the depth detection of our PMIT
system. The threshold can be set lower if a higher sensitivity and accuracy are required.
Moving distance 1cm 2cm 3cm 4cm
VDR
one object 1.54% 15.74% 41.48% 53.60%
VDR
two objects 12.01% 42.55% 51.45% 56.13%
Table 5.2: Volume deformation ratio.
Figure 5.11: Graph of volume deformation.
5.5 Discussion
It can be seen from Figure 5.6 and Figure 5.7 that the PMIT system is capable of detecting
both single and multiple conductive objects, which are placed with an approximate fixed
distance of 1cm away from the sensors. However, the reconstructed images using exper-
imental data showing in Figure 5.7 are generally compromised compared to the results
presented in Figure 5.6.
A number of simulation models in Figure 5.8 demonstrate the principles of near sub-
surface imaging using a PMIT system. It can be seen from Figure 5.8 that a depth of
8  10mm can be achieved through simulations. This further validates our system sensi-
tivity analysis, as presented in Figure 5.5, where the sensitive contour does not penetrate
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more than 10cm into the imaging region. The experimental results presented in Figure 5.9
and Figure 5.10 reveal that the PMIT system can detect a depth of approximately 3 4mm
beneath the planar array.
It is clear from the 3D contour images shown in Figure 5.9 that the true sample can only
be detected partially as the distance from the sensors increases. Moreover, comparing
the reconstructed images from two sets of experiments for evaluating depth detection, a
rapid degradation in image quality can be observed in Figure 5.10 compared to the re-
sults in Figure 5.9. This image degradation is also quantitatively evaluated through an
image quality measure VDR, as shown in Table 5.2 and Figure 5.11. The VDR of the
reconstructed image at incrementally increased distance of 1cm for one object is 1.54%,
while the VDR for two objects at the same distance away from planar sensors is 12.01%,
significantly higher. As the distance is increased to 3cm, the VDR for two objects exceeds
the threshold of VDR, which means the reconstructed image is severely degraded. How-
ever, this degradation in image quality is not associated with the number of objects under
testing. The system detectability depends on the distribution of the sensitive region and
the locations of the object(s) under testing.
In general, uniform detectability can be observed in the region that is close to the sen-
sors. As the imaging depth increases, the sensitivity degrades from uniform detectability.
The detectable area can be considered similar to a spherical region due to the decreased
signals between coil pairs that are further away. It is shown in Figure 5.5 (c) that the mea-
surement from the furthest coil pair contribute to most of the significant depth. However,
the furthest coil pairs also have the lowest SNR, as shown in Figure 5.4, which means the
sensitivity of such a coil pair is reduced compared to the sensitivity of neighbouring coil
pairs. As the object moves further away from the planar sensors, the overall sensitivity
decreases. The areas that are close to the edge of the planar array is comparatively less
covered by the sensor array. Hence, the sensitive region tends to have a trapezoidal or
spherical shape, as shown in Figure 5.12.
The level of detectability between simulated and measured data differs for two reasons:
noise in measured data, and the skin depth effect. In this study, at a driving frequency
of 50kHz, aluminium has a skin depth of approximately 366µm [18], which is far less
than the diameter of the aluminium rod. This results in the eddy current threading on the
surface of the object. As such, very little information can be obtained from the back of the
test sample. The simulated models do not have issues associated with depth penetration
as a linear model is assumed.
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Figure 5.12: The distribution of sensitive region against the imaging depth.
This chapter investigates the capability and detectability of a novel PMIT system. This
geometry makes it possible to study the near subsurface imaging using an eddy current
method. It is a very challenging imaging setup as access to the targeted object is limited
to one surface only. The fundamental principles are verified through simulation studies.
Experimental results detect a limited depth in this PMIT system. Nevertheless, it demon-
strates the potential this system has as a non-invasive subsurface imaging tool. In our
future work, we will aim to improve the depth detection by developing a multi-frequency




Evaluation of the Missing Data Effect
6.1 Introduction
Pipeline inspection using traditional MIT system with a circular coil array is studied in
chapter 3. The circular coil array provides a circular geometry and free access around the
complete periphery, where full access tomography can be achieved in laboratory condi-
tions. However, in real life situations, there are situations where access is highly restricted,
consequently the imaging process can hardly be implemented by using a traditional MIT
system with circular or near circular sensor array.
In this chapter, a new 32-sensor coil model is developed to study the effect of the missing
data on the quality of reconstructed images in MIT [177]. Missing data can be caused
by undersampling measurements in order to achieve fast speed tomography process or
because of limited angle/access to the targeted object(s) being imaged. The MK-I MIT
system with 32 sensors provides a data set consisting of 496 measurements, where some
of the data might be missing due to the nature of the imaging objectives. To examine
a range of missing data sets, two experimental scenarios are completed: undersampling
measurements and limited angle imaging. The former is carried out by evenly activating
4, 8, and 16 sensors from 32 sensors and the latter is investigated by using limited angles
of 45 , 90 , 180 , and 270 , compared to 360  full angle imaging. An edge finite element
method is used to calculate the forward problem and a linear algorithm is implemented as
an inverse solver to reconstruct images. An image quality measure is adopted to quantify
the effect of missing data on MIT image quality through experimental evaluation. The
results are evaluated qualitatively and quantitatively.
This chapter gives an insight to what to expect from limited angle imaging and highlights
the challenges related to this. For pipeline inspection, we propose a combination of lim-
ited angle and limited region tomography, which could improve the MIT reconstructions.
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6.2 MIT System with 32 Sensors
The MK-I system with a 32-channel coil array is shown in Figure 6.1. Each coil has a
diameter of 20mm, a side length of 34mm and 205 turns. 32 air-cored and double layered
coils are constructed to form a region of interest (ROI) of 210mm diameter. Figure 6.2
shows a top view of the 32-sensor coil array. The SNR in this MIT system is between
40dB (for measurement between two opposite coils) and 56dB (for measurement between
two neighbouring coils) at an operation frequency of 50kHz. Figure 6.3 shows the SNR
of first cycle measurements.
Figure 6.1: MK-I MIT system with a 32-sensor coil array.
Figure 6.2: Top view of the 32-sensor coil array.
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Number of sensors 32
Number of measurements 496
Inner diameter of coil array (mm) 210
Coil side length (mm) 34
Coil diameter (mm) 20
Number of turns for each coil 205
Operational frequency (kHz) 50
Coil design Air core and double-layer coil
Table 6.1: Specifications of 32-channel MIT system.




It is known that for an array of N transceivers (coil modules functioning as either exciter
or sensor) fixed in position, N(N  1) measurements will be possible. As these consist
of reciprocal pairs, the number of independent measurements will be M = N(N  1)/2.




In scenario one, the missing data profile is generated by undersampling measurements
from a full data set of 496 measurements. Evenly spaced 4, 8 and 16 sensors are under-
sampled individually from a 32-sensor coil array. This way, the dimension of the ROI
remains unchanged, the only changing parameter is the number of sensors, which links
the image quality directly to the missing data profile. Table 6.2 shows the relationship
between the number of sensors and the missing data profile, as well as the sensor layout
for each undersampled case.
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Number of sensors (N) 4 8 16 32
Measurements (M) 6 28 120 496
Missing data (M
0
) 490 468 376 0
ROI in diameter (mm) 210 210 210 210
Coil layout
Table 6.2: Scenario one: Undersampling measurements.
In scenario two, we consider missing data through limited angle imaging, which could
happen due to limited access to imaging samples. In this study, several limited angles are
systematically considered to evaluate the effect of missing data has on the imaging pro-
cess and image quality. Physical angles of 45 , 90 , 180  and 270  angles are evaluated
respectively and compared to the 360  full access imaging. In this scenario, 4, 8, 16, 24
and 32 sensors are implemented to realise the imaging process. It is worth noticing that
the sensors are activated in sequence to form an arc of selected angle. This is the funda-
mental difference between undersampling scenario and limited angle scenario. Table 6.3
shows the relationship between limited angle and the missing data profile, as well as the
coil layout for each selected angle.
Number of sensors (N) 4 8 16 24 32
Measurements (M) 6 28 120 276 496
Missing data (M
0
) 490 468 376 220 0
Angle (degree) 45  90  180  270  360 
Coil layout
Table 6.3: Scenario two: Limited angle imaging.
In scenario one, the distance between neighbouring coils increases as the number of un-
dersampled sensors decreases; which means the measured voltages between neighbouring
coils become lower compared to full data case. The measured voltages between opposite
coils however remain the same for all undersampled cases due to unchanged dimension
of ROI. The undersampling process results in the sensitive area being shifted towards the
central area and consequently the boundary area becomes less detectable.
For scenario two, limited angle imaging, the ROI varies according to the selected angle,
which provides an unequal sensitivity compared to full angle imaging. However, with the
boundary areas being closer to the sensing coils, these areas become more sensitive and
detectable compared to the central location.
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6.3.2 Undersampled Data Imaging
A large aluminium rod of 88mm diameter is used in the central location for single object
imaging, while smaller aluminium rods of diameter 64mm are used in other locations
in multiple objects imaging. The aluminium rods have high electrical conductivity of
3.5⇥ 107S/m and relative permeability of 1. For single object detection, a large rod is
placed in the centre of the ROI in order to obtain equal sensitivity from undersampled
sensors. For multiple objects detection, smaller rods are uniformly distributed in the
ROI for the same reason. The reconstructed images presented in Figure 6.4 show high
conductivity contrast between air and metal. In this chapter, the inverse problem is solved
using a linear Newton one step error reconstruction (NOSER algorithm, equation 2.47).
The chosen regularisation parameters are included in Figure 6.4 for all cases.
It can be seen from column 4 in Figure 6.4 that the MIT system with 32 sensors is capable
of detecting a single object and separating multiple objects. This is under the circumstance
of zero missing data; all 496 measurements are used to reconstruct images. Column 3 in
Figure 6.4 shows the reconstructed images from the MIT system with undersampled 16
sensors, where only 120 measurements are undersampled to reconstruct images. The
undersampling process makes the channel switching and data collection operation faster
compared to the full data case. Moreover, comparing the reconstructed images of one and
two rods using undersampled 16 sensors and 32 sensors (shown in the second and fourth
row in Figure 6.4), the image quality degradation due to undersampling data process can
hardly be observed. However, as the number of imaging objects increases, the image qual-
ity starts to degrade. For the reconstruction of three and four rods using undersampled 16
sensors, the images are blurred. As the number of measurements from the missing data
profile increases to 468 in the case of undersampling 8 sensors, the system can not map
the conductivity distribution accurately. Although the time consumption for image recon-
struction is reduced, the final images are not favorable as shown in the second column in
Figure 6.4. The first column of Figure 6.4 shows the reconstructed images, where only
4 sensors are undersampled, the number of missing data is increased to 490. There is no
useful information but noise gained.
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Column1 Column 2 Column 3 Column 4
a=1e2 a=1e2 a=1e2 a=1e2
a=1e1 a=1e1 a=1e1 a=1e1
a=1e1 a=1e1 a=1e1 a=1e1
a=1e1 a=1e1 a=1e1 a=1e1
Figure 6.4: Single and multiple objects detection using undersampling data.
It is known that only singular values that are above the noise level contribute to the final
images [81]. In order to compare the number of singular values above the noise level,
the most noisy scenario is considered, which is the measurement with lowest SNR for
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all cases. The singular value decay combined with the noise level provides a useful tool
in terms of information content. Figure 6.5 indicates the level of information loss due
to undersampling of the measured data. The number of singular values above the noise
level for cases of 32, 16, 8 and 4 sensors are 101, 48, 21 and 6 respectively. It is proved
that as the amount of missing data increases, the number of singular values contributing
to the final image reduces and hence the degradation in image quality that can be seen
qualitatively in Table 6.4.
Figure 6.5: Singular value decay for undersampled measurements.
In this study we have filled the available surrounding area with 32 coils so that we can
study the effect of missing data and the undersampled cases are chosen from the same
coil array. This should not be confused with how a MIT system with 8 or 16 sensors
could have performed in different scenarios with different dimensions of sensor and ROI
[86, 178].
To further quantify the resolution loss due to missing data, an image quality parameter
resolution (RES) is adopted to assess the image quality numerically. The RES measures
the ratio of the image pixel amplitudes that contribute to the most visually significant







where aq = Âk[xk   14max(xk)], xk represents each pixel in the reconstructed image, and
a0 is the total image pixel amplitudes in reconstructed image. A square-root is taken so
that RES gives length ratios rather than area ratios, RES should be close to 1 in order for
the technique to more accurately represent the true area of the conductivity distribution
[83]. This is a useful measure when the image quality improvement or degradation can
not be observed directly from the reconstructed images. For example, the reconstruction
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of one and two objects using undersampled 16 sensor and full 32 sensors shown in Fig-
ure 6.4. Note that the RES value is valid and can be used to analyse the image quality
numerically under the condition of an acceptable image being reconstructed from a MIT
system. It is shown in the first and second column in Figure 6.4 that the MIT system with
undersampled 4 and 8 sensors cannot accurately map the conductivity distribution of the
test materials, there is only noise obtained. The RES values under these cases are not valid
and therefore not shown in Table 6.4. The RES values are compared between the case of
undersampled 16 sensors and 32 sensors case. Table 6.4 shows that the values of RES
decreases as the quantity of missing data increases from 0 to 376 for both single and mul-











32 0 0.9412 0.9484 0.9233 0.8991
16 376 0.9389 0.9374 0.8855 0.8537
8 468 - - - -
4 490 - - - -
Table 6.4: Image quality parameter with respect to undersampled measurements.
In addition to seeing the effect of missing data on image quality, 1D graphs of conductivity
distribution are plotted, taking two objects detection as an example. The conductivity in-
tensity values are normalized against the maximum value for each case. Figure 6.6 shows
the 1D graphs using undersampled 16 sensors, 32 sensors, compared to the true case. Sim-
ilar 1D plots for undersampled 4 and 8 sensors are not shown here because of the highly
inaccurate images that result. As we are using a linear one step reconstruction algorithm,
the 1D graph is used to show the separation of two inclusions in the reconstructed images.
It can be seen from the graph that both the MIT system with undersampled 16 sensors
and the full set of 32 sensors are capable of separating two inclusions side by side. This
indicates that for this particular case, undersampling 16 sensors can achieve a reasonable
image quality. Although undersampling 16 sensors has an advantage of reducing the data
collection time, the conductivity distribution of the reconstructed image using 32 sensors
is more closer to the true case. This shows the compromise between image quality and
hardware complexity as well data collection time.
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Figure 6.6: Graph of 1D conductivity distribution for undersampled 16 sensors and full
32 sensors; referring to two objects detection in Figure 6.4.
6.3.3 Limited Angle Imaging
This section studies the missing data effect due to limited angle imaging. 32 sensors
form a circular imaging region with 360  coverage, where all the measurements are im-
plemented to reconstruct images. For limited angle imaging, 4, 8, 16 and 24 sensors are
arranged in arcs to form 45 , 90 , 180  and 270  respectively. Comparing to undersam-
pling data scenario, where the ROI remains unchanged for all cases; the ROI in a limited
angle scenario is confined to a limited angle coverage and it varies according to the se-
lected angle. Aluminium rods of 64 mm diameter are used in the following experiments.
Figure 6.7 includes reconstructed images using different angles and the chosen regularisa-
tion parameters for each case. The fifth column in Figure 6.7 shows that both single and
multiple objects can be successfully detected through 360  imaging. As the number of
missing data is increased to 220, imaging of four objects can not be reconstructed with an
angle of 270 , however, limited angle of 270  has demonstrated its capability of imaging
up to three objects, shown in the fourth column in Figure 6.7. The results presented in the
third column in Figure 6.7 show that imaging of one or two objects is possible through
180  imaging. With the number of missing data further increases to 468 and 490, it can
be seen from the second and first column in Figure 6.7 that limited angle of 90  and 45 
can only image one object.
This experiment validates a hypothesis that the object is detectable under the condition
that the object is placed in the ROI, which is the area within a limited angle. Of particular
interest is the rod detection using 45  imaging, where one object placed in the ROI is
successfully detected, which would be otherwise impossible for traditional MIT system
with equally spaced 4 sensors coil array. Furthermore, comparing the image results in-
cluded in the second column in Figure 6.4 and the second column in Figure 6.7, where
limited angle of 90  is shown capable of detecting one object within its coverage, while
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undersampling 8 sensors does not provide useful information. Noticing that the number
of sensors and the number of measurements are the same for both cases. Limited angle
tomography is required when there is limited access to the object to be imaged, however,
this comparison indicates that if a priori knowledge about the position of the object was
known, limited angle imaging could be useful as it allows more sensors to be populated
around the ROI.
Column1 Column2 Column3 Column4 Column5
a=1e2 a=1e2 a=1e2 a=1e2 a=1e1
a=1e2 a=1e2 a=1e1 a=1e1 a=1e1
a=1e2 a=1e2 a=1e1 a=1e1 a=1e1
a=1e2 a=1e2 a=1e1 a=1e1 a=1e1
Figure 6.7: Single and multiple objects detection using limited angle imaging.
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The singular value decay for limited angle imaging is shown in Figure 6.8. The system
responses differently to each limited angle imaging, which means the system noise level
varies accordingly. In here, the worst SNR scenario is considered to compare the number
of singular values above the noise level. The number of singular values above the noise
level decreases from 141 to 98, 60, 24 and 6 as the angle decreases from 360  to 270 ,
180 , 90  and 45 , which causes the information loss.
Figure 6.8: Singular value decay for limited angle imaging.
It is difficult to assess the image quality visually for the case of single object detection
using different angles, as shown in the second row in Figure 6.7. Using image quality
measure RES, we can assess the resolution loss due to missing data numerically. It can
be seen from Table 6.5 that the RES value gradually decreases as the number of missing
data increases. For limited angle imaging of 45  and 90 , only one object placed in the
ROI is successfully detected. When there is more than one object under inspection, there
is still only one object is shown in the reconstruction. Therefore, the RES values for
multiple objects detection remain the same as the RES values for one object detection.
This principle also applies to imaging three and four objects using limited angle of 180 ,
as well as imaging four objects using 270 . In these cases, the calculated RES values do
not reflect the pixel amplitudes ratios anymore. Therefore, they are not shown in Table










360  0 0.9677 0.9355 0.9077 0.8791
270  220 0.9596 0.9332 0.8932 -
180  376 0.9547 0.9278 - -
90  468 0.9543 - - -
45  490 0.9543 - - -
Table 6.5: Image quality parameter with respect to different angles.
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Figure 6.9 shows 1D graphs of conductivity distribution of the reconstruction of two rods
from limited angle imaging. The values of conductivity intensity are normalised against
the maximum value for each angle. It is shown in Figure 6.9 that 360 , 270  and 180 
are capable of separating two objects placed in a row, while limited angle of 90  and
45  fail to do so. Comparing to the true case, 360  imaging provides the most accurate
conductivity distribution of two inclusions. A good reconstruction is also produced using
270  imaging compared to 180  imaging. It is clear from the graph that limited angle of
90  and 45  can only map the conductivity distribution of one inclusion. This is consistent
with the results presented in Figure 6.7.
Figure 6.9: Graph of 1D conductivity distribution using limited angle imaging of 45 ,
90 , 180 , 240  and full angle of 360 ; referring to two objects detection in Figure 6.7.
6.4 A 3D Case Study
This section presents a 3D case study for the purpose of evaluating the missing data effect
on the quality of MIT image reconstruction. A cube coil model is designed for this study,
with each plane consisting of 5 coils. There are 30 coils in total. We systematically re-
move one plane of coils at a time to investigate the effect of missing data in limited access
tomography. A variety of geometries can be established during the removal process. All
geometries are assessed using experimental data. The effect of missing data is evaluated
using singular value decomposition (SVD) and a matrix resolution analysis.
6.4.1 3D MIT Sensor
A cube MIT sensor model is developed for this case study (Figure 6.10). The sensor
model consists of 6⇥5 sensors in total. The dimension of the cube model is 14⇥14⇥14
cm3. Each inductive coil has a radius of 2cm, a side length of 3cm, and 100 turns.
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Figure 6.10: Schematic representation of a 3D cube sensor model.
6.4.2 Experimental Results
A steel cube sample is used for the following experiments. This cube has dimensions
of 3.8⇥ 3.8⇥ 3.8 cm3 and a conductivity of 3.5⇥ 107S/m. The experimental procedure
is carried out by removing a plane of coils to create a missing data effect which can be
compared to the full data scenario. The removal process will result in different sensor
geometries in different cases. In order to compare the reconstructed images in all cases, a
cube sample is placed in the centre of the imaging region.
Five cases are established representing situations whereby there are zero, one, two, three,
or four planes of coils removed from the cube model (cases 1 to 5, respectively). Figure
6.11 shows, by column, the geometry of the sensing array, a cross-sectional slice of a 3D
reconstructed image of the metallic cube sample, and a reconstructed image in Mayavi
visualisation.
The first row in Figure 6.11 shows the reconstructed images using a complete cube sensor
geometry. In this case, an image of the metal cube is successfully reconstructed, shown as
both a sliced image and a Mayavi visualisation. The second row shows the reconstructed
image of a cube sample after one plane of coils is removed, leaving five planes of coils
for imaging. Although compared to the full data case, removing one plane of coils re-
sults in 135 missing measurements, the reconstructed image quality does not seem to be
compromised. Removing two planes of coils could lead to a variety of coil geometries,
however, in this study, we only investigate the case whereby two parallel planes of coils
are removed, as other geometries are neither common nor widely used. In this case, the
location of the metal cube can still be accurately detected in the centre (third row in Fig-
ure 6.11). Nevertheless, there is a noticeable shifting of the reconstructed inclusion, i.e.,
the inclusion seems to be stretched towards the locations where two planes of coils are
absent. A similar observation was also found in a 3D electrical capacitance tomography
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study in a limited data scenario, described as a sphericity effect on a reconstructed image
[179]. The fourth row in Figure 6.11 shows the reconstructed images using three planes
of coils. The quality of the reconstructed images are noticeably degraded. In addition,
there is also a strong sphericity effect of the inclusion in the reconstructed images. After
removing four planes from the cube model, there are only two planes of coils for mea-
surement acquisition, which again, can form a variety of sensor geometries. In this study,
we only study the case whereby two planes of coils are facing opposite each other, i.e., as
two parallel planes. The distance between two parallel planes is 14cm due to the dimen-
sion of the cube model. In an ideal case, an optimum distance can be chosen based on
the SNR level of the system and the practical application one wishes to pursue [180]. The
application of this parallel planar geometry is studied in chapter 4. The sphericity effect
is further enhanced in this case, although the location of the inclusion can still be reliably
imaged in the centre. The removal of five planes of coils from a cube model results in a
planar array for testing. The study and application of this particular geometry is presented
in chapter 5.
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Geometry Sliced image Mayavi visualisation
Figure 6.11: Reconstructed images of a metal cube under different missing plane scenar-
ios. The number of missing planes, by row, is 0, 1, 2, 3, 4 respectively.
6.4.3 Evaluation of the Missing Planes
Figure 6.12 shows the sensitivity contours between pairs of coils in Mayavi visualisation.
From left to right: the sensitivity contour for a central coil in the bottom plane and a
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central coil in the plane perpendicular to the bottom plane, two central coils opposite to
each other, and a diagonal pair of coils located in the same plane.
Figure 6.12: Sensitivity maps.
The singular value decomposition (SVD) is also adopted for analysis. The concept of
SVD has been introduced in the previous section. Figure 6.13 shows the decay of SVD
for Jacobian matrices under different missing plane cases (listed in Figure 6.11).
Figure 6.13: Decay of the normalised singular value of sensitivity matrices for five cases:
case 1-full data scenario, case 2-five planes, case 3-four planes, case 4-three planes, case
5-two parallel planes.
The aim of the inverse problem is to solve the distribution of passive electromagnetic
properties of the imaging subject. Recall the Tikhonov regularisation formulation 2.48:
x= (JT J+aI) 1JTb (6.2)
The true distribution of b can be written as:
btrue = Jxtrue (6.3)
A model distribution of the conductivity is therefore:
xmodel = (JT J+aI) 1JT Jxtrue (6.4)
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A resolution matrix is defined by:
Rm = (JT J+aI) 1JT J (6.5)
This suggests that the closer the resolution matrix is to the identity matrix, the more stable
and reliable the inverse model is [181]. The resolution matrix is a column vector, and the
sum of the diagonal component of the resolution matrix reflects how close the value is
to that of an identity matrix. Figure 6.14 show the sum of the diagonal components
of the resolution matrix for five cases. The value decreases as the number of missing
planes increases. This is expected, and also consistent with the observations found in the
previously discussed 2D MIT study.
Figure 6.14: Sum of the diagonal components of the resolution matrix at five missing
plane cases.
6.5 Discussion
This chapter evaluates the effect of missing data through undersampling measurements
and limited angle imaging using experimental data. This is carried out in a systematic
manner and the images are assessed using an image quality measure RES and graphs of
1D plots. It is important to distinguish this study from the optimisation of the number of
sensors in MIT. Here we choose a 32-channel MIT system, which produces acceptable
quality images, and systematically remove coil sensors to study the effect of missing
data through undersampling and limited angle tomography. The quality of reconstructed
images are assessed to indicate the resolution loss caused by missing data in MIT. It is
worth noticing that the proposed MIT system uses a sequential data collection strategy.
In this context, the data acquisition in undersampled cases becomes faster but results in
lower image quality. The limited angle could happen when there is only limited access to
the imaging subject. The results of this study illustrate what to expect from limited angle
situations and highlight the challenges related to this. The future direction of this study
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is to develop a compressed sampling technique to undersample MIT data, in particular
with a very large number of coils (for example, 256 coils [182]). A large number of
coils can result in a large number of measurements, which could pose great difficulty
to system hardware by slowing the data acquisition and image reconstruction processes
significantly. Unlike the systematic removal of coils in the 32-channel system presented
here, we aim to find an optimal trade-off between the image quality and data acquisition
time. This study provides a fundamental background for such work.
The 3D case study further investigates the effect of missing data on the quality of recon-
structed images in a volumetric scenario. It is expected that removing planes of coils
results in image quality degradation. This is validated by analysing the singular value
decomposition and resolution matrix, and is consistent with our findings in a 2D case.
Furthermore, among the missing plane cases, the parallel plane and single plane geome-
tries have direct appeal in practical applications, as shown in chapters 4 and 5.
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Chapter 7
Experimental Evaluation of Two-phase
Flow Imaging
Multi-phase flow imaging is a challenging topic in industrial process tomography. In
this chapter, we present a non-invasive imaging technique for the electrically conductive
phase of a multi-phase flow problem. Magnetic induction tomography (MIT) is sensitive
to the conductivity of the target, and as such has the potential to be used as an imaging
technique to visualise the conductive components in a multi-phase flow application. The
MK-II MIT system is used for this study, among which eight excitation coils are supplied
with a 15V peak, 13MHz sinusoidal signal in sequence from a signal generator, while the
remaining eight coils are floated as receivers. The imaging region of this MIT system has
an inner and outer diameter of 190mm and 200mm respectively. Static fluid distribution
patterns are produced using several fluids with different conductivities and placed inside
the imaging region to form conductivity phase contrasts. Experimental results show that
the smallest conductivity contrast that can be imaged is 0.06S/m for an inclusion that
occupies 8.69% of the imaging region. An in-depth experimental evaluation of the system
response towards various fluid measurements is shown for the first time, as are results for
quasi-static fluid experiments showing that a non-homogenous flow of gas bubbles can
be imaged in various conductive backgrounds. In sum, the analyses presented investigate
the feasibility and capability of MIT for this application, while also reporting some of the
first flow rig tests in this field.
7.1 Introduction
Magnetic Induction Tomography (MIT) is also known as electromagnetic induction to-
mography or eddy current tomography. It is a relatively low cost technique, although due
to its soft-field nature, the resolution of MIT has not yet met the standards for widespread
commericalisation. The underlying principles of MIT is that a magnetic field is excited
and registered by inductive coils arranged around the imaging region; the spatial distribu-
tion of magnetic field and the mutual coupling between the coils is then altered by material
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presented in the imaging region. Materials can be either ferromagnetic or conductive. In a
typical 2D phantom study case, the cross-sectional images of the properties of the object
can be reconstructed using the voltage or phase measurements collected from the induc-
tive coils. Because of the non-hazardous, non-invasive and contactless natures of MIT,
its use has been proposed for numerous applications, including geological exploration
[3], foreign material monitoring [183], non-destructive evaluations [153, 167, 177], and
biomedical imaging [13, 90, 178, 184, 185, 186, 187, 188, 189, 190].
It is also considered more advantageous to use MIT in flow imaging compared to electri-
cal resistance tomography techniques [191, 192, 193]. Due to the low resolution of this
technique, the realisation of MIT as a smart imaging device for industrial process tomog-
raphy remains a challenging topic. There have been reported cases where MIT is used
for metal visualisation and solidification [18, 19, 194]; however, the experimental valida-
tion in two-phase or multi-phase flow imaging using MIT is still limited. It is considered
that MIT could be complementary to existing techniques for multi-phase flow imaging as
MIT is sensitive to the conductive component of the flow mixtures [195, 196]. A feasibil-
ity study of electromagnetic imaging in distinguishing two type of conductivities: fat and
water-bearing fat free tissues was presented in 1993. This study was primarily focused on
the imaging of biomedical tissue, however, the concept of MIT be used in flow process
was introduced and validated for the first time [60]. Albrechtsen et al [197] proposed a
single channel MIT system to measure the water content in multi-phase flow using ex-
perimental phantom recordings. Based on the observations, the authors concluded the
correlation between the position of the coil and the water/oil interface could be overcome
by a full tomographic system. Similar conclusions have also been drawn by Hammer et
al [198]. Liu et al [199] proposed a parallel excitation structure for MIT in an attempt to
image conductive or ferromagnetic properties in two phase flow. However, this work was
limited in scope, focussing a simulation of the sensing field, and as such experimental
results were not included in the publication. It was not until 2008 that a full MIT system
had demonstrable feasibility for two phase flow imaging. Watson et al [200] studied a
phantom simulated multi-phase flow in an oil pipeline, with the imaging conductivity of
the system found to be below 10S/m. More recently, Wei et al [201] demonstrated an ex-
perimental based two phase flow imaging using a 16 channel MIT system. Nevertheless
the experimental results were promising, showing that a conductivity contrast as small as
1.58S/m can be imaged, the authors did not pursue further analysis of the results.
This chapter presents a critical evaluation of MIT for two phase flow imaging. Both static
and quasi-static experiments are presented to evaluate the MIT in variety of conditions.
The practical difficulties, fundamental limitation, and potential improvement of this tech-
nique are discussed.
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7.2 Static Fluid Test Results
7.2.1 Experimental Setup
The MK-II MIT system is used for this study, which consists of 16 coils arranged around
the imaging periphery. The inner diameter, outer diameter and the length of the imaging
region are 190mm, 200mm and 90mm respectively. The driving frequency is 13MHz, with
a 15V peak driving voltage and a driving current of 0.39A. The coil resonance frequency
is 45MHz, and the sampling rate of the system is 100MS/s [83].
A series of systematic experiments are conducted to demonstrate the likely conditions of
an industrial process environment using static fluid distribution patterns. Several terms
are used throughout this study, hence it is worth giving the description for each term.
• Imaging region: the region of interest where the static fluid distribution pattern is
measured using 16 inductive coils on the periphery.
• Background conductivity: the conductivity of the contents of the imaging region,
excluding any inclusions.
• Inclusion: an area of differential conductivity within the imaging region, as com-
pared to the background conductivity. As this study utilises fluids, the background
material and the inclusion(s) of interest can both be fluid distribution patterns. In
this case, the inclusion is kept distinct from the background by being bottled in a
non-conductive object.
• Conductivity contrast: the difference between the conductivity of the background
and the inclusion.
• Area ratio: ratio of the cross-sectional area of the inclusion to the area of the total
imaging region.
• Norm value of phase difference: the norm value of the phase shift measurement be-
tween the background and the inclusion (millidegrees), and it is calculated directly
from the raw measurements with no calibration. As a difference imaging is used in
this study, the norm value presents the phase shifts in a single value.
Two scenarios are considered to demonstrate the conductivity contrasts in the imaging
region, i.e., conductive inclusion(s) in a non-conductive background and non-conductive
inclusion(s) in a conductive background. A static fluid distribution pattern is introduced to
the background by bottling the fluid in a non-conductive cylindrical container. In each sce-
nario, the inclusion is measured in three dimensions (28.70mm, 56.00mm and 72.52mm,
hereafter small, medium and large respectively). As the fluid is bottled in a closed area
in the imaging region, it is feasible to calculate the ratio of the cross-sectional area of the
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inclusion to the total imaging region (i.e., area ratio). The area ratios of a single inclu-
sion in the imaging region for small, medium and large dimensions are 2.28%, 8.69%
and 14.57% respectively. For each experiment, both single and multiple inclusions of the
same size are tested. In the case of a single inclusion, the experiment is conducted in three
different positions to assess the spatial homogeneity of the system response (marked as
pos1, pos2 and pos3 in Figure 7.1). Similarly, when two inclusions are tested in the imag-
ing region, pos1 and pos2 are selected as a representative example; when three inclusions
are tested, all three positions are used (Figure 7.1). In total, over 600 sets of experiments
are conducted to evaluate the MIT system for imaging two phase distributions of static
fluid in the imaging region. The aim of the static fluid distribution tests is to identify the
smallest conductivity contrast that can be reconstructed and the area ratio for that contrast.
Figure 7.1: The experimental setup, in this case showing three inclusions within the imag-
ing region.
7.2.2 Fluid Distribution Patterns in a Free Space Background
Three saline solutions with different conductivity values are used, of 1.52S/m, 4.06S/m
and 5.94S/m (low, medium and high) respectively. Each solution is bottled in the afore-
mentioned non-conductive containers (small, medium and large). These containers are
placed within the imaging region in each experiment as the only inclusion.
Figure 7.2 shows the standard deviation of the norm values of the phase difference result-
ing from the position change (i.e., whether the single inclusion is at pos1, pos2 or pos3)
versus the area ratio for fluids of three conductivity levels (red, blue and magenta for, re-
spectively, low, medium and high conductivity). For each conductivity level, standard de-
viations are calculated from data independently obtained at all three positions (pos1, pos2
and pos3). Three standard deviations are calculated in total, one per area ratio (small,
medium and large).
We can draw two conclusions from this figure. Firstly, the standard deviations reflect
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both the stability and repeatability of the data obtained for a given conductivity level,
with lower standard deviations associated with more stable and more highly repeatable
data. Secondly, the standard deviations of the three conductivity levels are highly variable
depending on area ratio. Standard deviations for all three conductivity levels are similar
for small and medium area ratios, and highly divergent for large area ratios, suggesting
that in the latter case different conductivity levels are more readily distinguished.
Furthermore, the difference in standard deviations between the three area ratios reflects
their distinguishability from each other - for instance, small inclusions (i.e., with small
area ratio) have not only comparatively high standard deviations but their standard de-
viations at each conductivity level are relatively similar. As such, small inclusions have
the most unstable measurements and accordingly are more difficult to distinguish by con-
ductivity. For medium inclusions, the standard deviation for all three conductivity levels
is far lower than that of either small or large inclusions, reflecting that they have both
the highest stability of all the measurement data but also that they are the most difficult
to distinguish by conductivity. In addition, the standard deviation of the norm value for
a large inclusion of the highest conductivity is the greatest among all other cases, sug-
gesting that although this represents a poorly-repeatable measurement, it unambiguously
distinguishes high conductivity from medium or low. Thus, there is a trade-off between
the stability of the system and its ability to distinguish inclusions by their conductivity.
Figure 7.2: Standard deviation of the norm value of the phase difference resulting from the
position change of a single inclusion versus the area ratio of that inclusion (2.28%, 8.69%
and 14.57% respectively). Data is shown for fluids with three conductivities (red, blue
and magenta for, respectively, conductivity values of 1.52S/m, 4.06S/m and 5.94S/m).
Figure 7.3 shows the reconstructed images for, by row, one, two and three inclusions of,
by column, small, medium and large area ratios. In all cases, the conductivity of the
inclusion(s) is 1.52S/m. It can be seen that for small inclusions, conductivity contrasts
cannot be reliably reconstructed regardless of the position of the inclusion or the num-
ber of inclusions in the imaging region (first row in Figure 7.3). For both medium and
large inclusion, images of one, two or three inclusions can be reliably reconstructed. This
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suggests that in this scenario, for a given conductivity contrast, if the inclusion cannot be
imaged, increasing the number of inclusions does not contribute to any significant gain
in information. However, by increasing the dimension of the inclusion, this could result
in an improved resolution in the reconstructed image. This suggests that in this case, the
dimension of the inclusion is more informative with regard to image reconstruction than
the number of inclusions being imaged. This phenomenon can be explained by reference
to the sensitivity distribution of the MIT system: areas nearer sensors are comparatively
more sensitive than regions farther away [40]. Furthermore, although the area ratio cov-
ered by a small inclusion is, by definition, less than that of a medium or large inclusion,
and increasing the number of inclusions further introduces a field perturbation into the
imaging region, small inclusions still cover a less sensitive area compared to medium of
large counterparts, resulting in unsuccessful image reconstruction.
Figure 7.3: Reconstructed images of one, two and three inclusions in a free space back-
ground are shown in the first, second and third column; the first, second and third row
shows the reconstructed images of small, medium and large dimensions of inclusions in
a free space background respectively. The conductivity of the inclusion is 1.52S/m in all
cases.
In this section, the aim of the experiments is to investigate whether for the same number
of inclusions, of the same dimension and at the same testing positions, the conductivity of
the inclusion affects its detectability. The first row in Figure 7.4 shows the reconstructed
images for a single inclusion in the same testing position for conductivities of 1.52S/m,
4.06S/m and 5.94S/m (low, medium and high) respectively. Each column refers to a dif-
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ferent inclusion size (small, medium or large). It can be seen that for a single, individual
inclusion, an image cannot be reconstructed for at low or medium conductivities and that
at high conductivity, the reconstructed image contains multiple, notable artifacts. For two
or three inclusions, at all three levels of conductivity, the image reconstructions are suc-
cessful. By comparing the reconstructed images of multiple medium and multiple large
inclusions, we observe more uniform colouration (i.e., similar values) amongst medium-
sized compared to large inclusions. This is consistent with the observations shown in
Figure 7.2 which suggest that for all three levels of conductivity, medium-sized inclu-
sions are optimal in terms of the stability of their measurements.
Figure 7.4: Reconstructed images of small, medium and large dimensions of inclusions in
a free space background are shown in the first, second and third column; the first, second
and third row shows the reconstructed images of one, two and three inclusions in a free
space background respectively. The conductivities of the inclusions in the first, second
and third columns are 1.52S/m, 4.06S/m and 5.94S/m respectively.
Figure 7.5 contains two sets of plots, showing the norm value of the phase difference
against either the change in area ratio (left, in black) or the change in conductivity level
(right, in brown). Both sets of plots are produced using one, two or three inclusions (top
to bottom, respectively). The norm value of the phase difference against the change in
area ratio behaves similarly in all cases: there is a low variance for the size change from
small to medium, increasing substantially when the dimensions change from medium to
large. This is consistent with the results shown in Figures 7.2 and 7.3. By contrast, for
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medium and large inclusions, there is a linear correlation between conductivity level and
the norm value of the phase difference. For small dimension, the plots for one, two and
three inclusion(s) are inconsistent with each other due to the low stability of the data, as
also shown in Figure 7.2. This also explains the unsuccessful image reconstruction shown
in the top row of Figure 7.3.
Figure 7.5: The norm value of the phase difference against the change in area ratio (left,
in black) and the change in conductivity level (right, in brown). Both sets of plots are
produced using one, two or three inclusions (top to bottom, respectively).
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7.2.3 Fluid Distribution Patterns in a Silicone Oil Background
The silicone oil used in this study has an electrical insulation property, and as such can
be used as a non-conductive background. Figure 7.6 shows the reconstructed images of
one to three inclusions of a 1.52S/m saline solution in a silicone oil background (columns
left to right, respectively), of either small, medium or large dimensions (first, second and
third rows, respectively). We show that the image quality increases as the dimension
of the inclusion increases, and that furthermore the ability to distinguish the location of
multiple inclusions become more pronounced as their dimensions increase.
Figure 7.6: Reconstructed images of one, two and three inclusions of saline solution in a
free space background are shown in the first, second and third column; the first, second
and third row shows the reconstructed images of small, medium and large dimensions of
saline solution in a free space background respectively. The conductivity of the saline
solution is 1.52S/m in all cases.
7.2.4 Fluid Distribution Patterns in a Saline Solution Background
In this section, two phase liquid imaging is investigated using silicone oil to represent
a non-conductive inclusion and saline solution (conductivity 1.52S/m) as a conductive
background. Figure 7.7 shows the reconstructed images of three sizes of inclusions -
small, medium and large, as shown in the first, second and third rows, respectively. Al-
though the conductivity contrast is the same as presented in Figure 7.6, the reconstructed
images notably differ. For instance, it appears that the dimension of the inclusion carries
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comparatively little informative weight with regard to the quality of the image - this is
in contrast to Figure 7.6, whereby increases in inclusion size from small to medium can
noticeably isolate the area of interest.
Figure 7.7: Reconstructed images of one, two and three inclusions of silicone oil in a
saline solution background are shown in the first, second and third column; the first, sec-
ond and third row shows the reconstructed images of small, medium and large dimensions
of silicone oil in a saline solution background respectively. The conductivity of the saline
solution background is 1.52S/m.
Figure 7.8 shows the standard deviation of the norm value of the phase difference re-
sulting from position change for conductive inclusions in a non-conductive background
(saline solution with 1.52S/m conductivity in a silicone oil background; dashed blue line)
and non-conductive inclusions in a conductive background (silicone oil in saline; dashed
red line). Unlike Figure 7.2, the effect of inclusion size differs in both cases. This sug-
gests that the MIT imaging system shows a different response to different backgrounds.
It can be seen that the standard deviation of the norm value increases more sharply for
larger area ratios in the case of conductive inclusions in a non-conductive background,
compared to a more steady increase for non-conductive inclusions in a conductive back-
ground. This supports the previous suggestion that inclusion dimension carries greater
informative weight for the image reconstruction of conductive inclusions against a non-
conductive background. This would also explain the substantial improvement in image
quality as the inclusion dimension increases in Figure 7.6, compared to Figure 7.7, where
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the improvement in resolution is less discernible.
Figure 7.8: Standard deviation of the norm value of the phase difference resulting from the
position change of a single inclusion versus the area ratio of this inclusion (2.28%, 8.69%
and 14.57% respectively) for two cases: silicone oil in a saline background (dashed red
line), and saline solution (conductivity 1.52S/m) in a silicone oil background (dashed
blue line).
7.2.5 Fluid Distribution Patterns in a Tap Water Background
Compared to the other conductive fluids previously discussed, tap water is not only more
common but has comparatively low conductivity. As such, we repeated the above exper-
iment using tap water as a background and silicone oil as an inclusion, in order to de-
termine the smallest conductivity contrast at which image reconstruction is still feasible.
Figure 7.9 shows the reconstructed images of one, two and three inclusion(s) of silicone
oil in a tap water background. Although image quality is poor in comparison to previous
results, this is nevertheless an encouraging finding, as it suggests the smallest conductiv-
ity contrast at which image reconstruction is possible is 0.06S/m, for an inclusion that
occupies 8.69% of the total imaging region.
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Figure 7.9: Reconstructed images of one, two and three inclusions of silicone oil in a
tap water background are shown in the first, second and third column; the first, second
and third row shows the reconstructed images of small, medium and large dimensions
of silicone oil in a tap water background respectively. The conductivity of the tap water
background is 0.06S/m.
7.2.6 Non-homogenous Conductive Fluid Imaging in a Free Space
Background
A stratified flow regime is one of the classic flow regimes in industrial process tomogra-
phy. A core aspect of this regime is the differentiation of multiple liquid flows, of variable
conductivity, into strata. Our experimental setup does not allow the direct testing of flow,
although it is nevertheless of interest to determine whether strata can be distinguished for
non-homogenous, albeit in this case static, liquids. The aim of this experiment is to im-
age different volumes of conductive fluid within the imaging region to determine whether
they can be distinguished by strata. In this experiment, a conductive fluid is used with a
conductivity of 6.20S/m. This fluid is bottled in plastic containers with outer diameter
of 37mm and a height of 79mm. Each container is fully filled with 50ml fluid. Strata
are created within the imaging region by aligning multiple containers as shown in Figure
7.10 (marked by dashed lines). As the conductivity and volume of fluid in each bottle is
constant, varying the number of bottles allowed us to vary the total volume of conductive
fluid in each stratum. As the bottles are surrounded by free space, each strata is a non-
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homogenous mix of both conductive and non-conductive material. Three strata are tested,
varying by total volume of conductive fluid (4, 8, and 13 containers, i.e., 200ml, 400ml
and 650ml, respectively). Reconstructed images shown from the left to the right in the
bottom row of Figure 7.10.
Figure 7.10: Experimental setup (top) and reconstructed images (bottom) of three strata,
each of non-homogeous conductive fluids in a free space background. By volume, strata
are 200ml, 400ml and 650ml, from the left to the right respectively.
7.3 Quasi-static Fluid Measurements
This section investigates the feasibility of gas bubble imaging in a flow rig. The inner
diameter, outer diameter and the length of the flow rig are 190mm, 200mm and 800mm
respectively. The flow rig is positioned centrally in the imaging region with a 16 channel
coil array on the periphery (Figure 7.11).
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Figure 7.11: Bubble testing setup.
Five different conductive fluids are used in this experiment, with conductivities of 0.06S/m,
1.81S/m, 3.20S/m, 5.13S/m and 12.64S/m respectively. The background data are taken
from the empty flow rig, and the fluid measurements are taken when the flow rig is filled
with different volumes of fluids, from 4, 6, 7, 8, 9, 10, 11, 12, 13 to 15 litres. Repeated
measurements are also taken as the rig is drained. The aim of these tests is to assess both
the sensitivity of the system, and the optimal range of conductivity range that can be ac-
curately measured. In total, 95 sets of data are collected for evaluation. As the phase shift
caused by the fluid is determined by both the conductivity value and the volume of the
fluid, the phase shift varies accordingly. Figure 7.12 shows the norm value of the phase
difference against the volume of fluid, when the total volume of the fluid increases from
4 to 15 litres at five different conductivity values. There is an increase in the norm value
when the fluid begins to reach the bottom of the coil array, and as the volume of the fluid
increases, the norm value decreases. Further increases in the volume result in consistent
increases in the norm value of the phase difference, with eventual saturation of the phase
perturbation after 12 litres of fluid.
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Figure 7.12: The norm value of the phase difference against the volume of the fluid for
backgrounds with five different conductivities (top). Shown in blue, red, magenta, black,
and brown are conductivities of 0.06S/m, 1.81S/m, 3.20S/m, 5.13S/m and 12.64S/m
respectively. The norm value of the phase difference against the volume of the fluid for a
tap water background is shown in the bottom half of the figure.
The fluid reaches the centre of the imaging region when the flow rig is filled with 9 litres
of fluid. Figure 7.13 shows the norm value of the phase difference for five different
conductivity backgrounds when the flow rig is filled with 9 litres of fluid. There is a
consistent increase in the norm value as the conductivity increases, which reaches its
peak value at a conductivity of 5.13S/m.
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Figure 7.13: The norm value of the phase difference for five difference conductivity back-
grounds (0.06S/m, 1.81S/m, 3.20S/m, 5.13S/m and 12.64S/m respectively) when the
flow rig is filled with 9 litres of fluid, measurements were made between the coil pair Tx2
and Tx6.
Once the flow rig is filled with 15 litres of fluid, a stream of bubble gas is injected on
the periphery at 2 points opposite each other (labelled position 1 and position 2 in Figure
7.14) to introduce the perturbation to the electromagnetic field. The aim of the experiment
is to test whether the system can reconstruct an image of the bubbles. A snap shot of the
bubble testing is reconstructed to show the average bubbles along the axial direction. The
imaging results are shown in Figure 7.14; note the value of the scale decreases as the
conductivity of the background decreases. Although the gas bubbles are themselves non-
conductive, they are injected into a conductive background; as such, the areas that are
injected with gas bubbles in fact have a non-homogenous non-conductive feature. This
experiment can be considered the opposite of the experiment shown in Figure 7.10, where
the results show the reconstructed images of a non-homogenous conductive medium in a
non-conductive background.
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Bubble position 1 Bubble position 2
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Bubble position 1 Bubble position 2
Figure 7.14: Reconstructed images of bubble flow in various backgrounds. Background
conductivities are, by row, 12.64S/m, 5.13S/m, 3.20S/m, 1.81S/m and 0.06S/m respec-
tively.
Figure 7.15 shows the experimental setup and the reconstructed images of silicone oil
within a saline solution. The silicone oil is bottled in a non-conductive container of height
180mm and outer diameter 130mm. The basal position of the container is initially placed
at the bottom of the flow rig and raised by 5cm until it surpasses the fluid level. The
experiment is performed twice, with a background conductivity of 1.81S/m and 12.64S/m
respectively.
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side-view top-view
(a) (b)
Figure 7.15: Experimental setup of a silicone oil inclusion in two conductive back-
grounds, with associated images. (a) silicone oil inclusion within a 1.81S/m background,
(b) silicone oil inclusion within a 12.64S/m background.
Figure 7.16 shows the norm value for the phase difference resulting from the movement
of the silicone oil along the axial direction within the conductive background. The dis-
tance whereby the silicone oil container is placed within the imaging region is set to be
the reference distance, i.e., 0cm along the axial direction. For a background with 1.81S/m
conductivity, the norm value of the phase difference initially decreases; from  15cm and
greater, however, the value starts to increase. This is also called the fringe effect of the
sensing region as the sensing area in the axial direction depends on the conductivity con-
trast between the background and the inclusion [202], consistent with the observations in
Figure 7.12. The norm value of the phase difference reaches its peak when the silicone oil
container arrives in the imaging region. Further increasing the distance, the value starts
to decrease again. As the distance surpasses 15cm, the silicone oil does not seem to cause
any distinct perturbation in the phase difference. For the background with conductivity
12.64S/m, the overall norm value of the phase difference does not change as sharply as
that for 1.81S/m. At  20cm, the norm value of the phase difference caused by back-
ground conductivities of 1.81S/m and 12.64S/m are 10.94 and 12.83 respectively. As
106
7.4. DISCUSSION CHAPTER 7. TWO-PHASE FLOW IMAGING
the norm value of the phase difference caused by a higher conductive background already
exceeds its counterpart, at this point, the fringe effect is not observed between  20 to
 10cm.
Figure 7.16: The norm value of the phase difference resulting from the movement of the
silicone oil along the axial direction within two conductive backgrounds, 1.81S/m and
12.64S/m respectively.
7.4 Discussion
The visualisation of conductive phase flow is a challenging problem in industrial pro-
cess tomography, with a need to develop a cost-effective, non-invasive yet robust imaging
technique in this area. This study investigates the feasibility of MIT for this application
and also highlights the difficulties associated with it. Four background measurements are
collected by contrasting both non-conductive (free space and silicone oil) and conduc-
tive fluids (saline solution and tap water, with conductivities of 1.52S/m and 0.06S/m,
respectively) to represent a range of scenarios of potential interest in industrial process
tomography. The results of static fluid tests confirm the viability of MIT in visualising
the conductivity contrasts. We also found that the MIT phase measurements show a linear
response with respect to electrical conductivity for a given dimension and location of an
inclusion, while the phase changes arising from the changing dimensions of an inclusion
have a non-linear relationship.
In addition, it is commonplace to have fluids separated into different layers by density,
weight or conductivity in industrial process tomography. Tests of non-homogenous con-
ductive fluids suggest that different strata of conductive fluids can be distinguished, and
although in this case the distribution of eddy currents could differ from an industrial flow
environment, we nevertheless show the potential of MIT in this respect. In industrial
environments, there may be bubble flows of gas in the uppermost part of the flow pipe,
and water only in the lowest part. The quasi-static experiments demonstrate the capabil-
ity of MIT in obtaining a 2D image of bubble flow along the axial dimension of various
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conductive backgrounds, including water.
These quasi-static experiments also reveal that there is a strong fringing field effect of
the MIT sensing region, consistent with similar observations in [203]. This suggests
that a 3D MIT system might be more robust compared to a 2D system, particularly in
obtaining the axial information of the fluid. Future studies will focus on this aspect with
the purpose to design a cost effective 3D system, and subsequently develop real time
3D reconstruction algorithms. For any conductivity contrast lower than the conductivity
contrast presented in this study, other contactless imaging techniques such as electrical
capacitance tomography might be able to operate. A combined capacitance and inductive
tomographic system will be studied in order to image both dielectric and conductive phase
contrasts. In our continued effort, we will develop a more robust MIT hardware capable of
working in industrial environments, including both the mechanical design of the sensors
and improvement in hardware electronics.
Finally, it is worth mentioning that in principle, the inverse problem needs to be solved ac-
cording to each specific imaging case. As such, the image reconstruction algorithm needs
to be applied according to each individual imaging subject. This would introduce addi-
tional parameters (i.e., the number of iterations, the regularisation parameters or matrices)
to this study, alongside the number, size and position of inclusions, and the conductivity
contrast. Therefore, in this study, a universal linear inverse algorithm is used to recon-
struct images with pre-calculated regularisation parameters for all cases (equation 2.56).
This way, it is guaranteed that any change in the image reconstruction is in fact due to
the change in the fluid distribution patterns rather than the image reconstruction software
model, although this does suggest that the inverse model might not be optimal for certain
cases. In future studies, a nonlinear image reconstruction algorithm might be necessary to
enhance the resolution of the two phase contrasts, if it can be developed in such a manner





This thesis studies the feasibility and capability of MIT in non-destructive evaluation and
process tomography applications. Topic of interests include the inspection of pipelines,
identification of hidden defects in carbon fibre reinforced polymers, 3D subsurface imag-
ing of metallic structures and visualisation of two-phase flow. The applications proposed
in chapters 3 to 6 are based on the Bath MK-I MIT system, which was designed for imag-
ing materials with conductivity higher than 105S/m. The application of two-phase flow
imaging is presented in chapter 7, which is based on the Bath MK-II MIT system. This
system was designed for imaging subjects with conductivity lower than 10S/m. Although
each chapter studies a specific research topic, they are consistent in several ways. Firstly,
the coil arrays are designed specifically for the geometries of the imaging subjects in or-
der to employ the flexibility of MIT in this respect. Secondly, each chapter presents an
experimental evaluation of MIT for the proposed application; as such the viability and
capability of MIT for its intended use can be demonstrated through experimental results.
Thirdly, each chapter provides an insight as to how MIT can be used and further devel-
oped towards a commercial technique in each field for the purpose of expanding the wide
applicability of MIT.
8.2 Remarks
Chapter 3 shows that MIT is capable of imaging structural damage to pipe samples, an
application never before attempted. Both external and internal wall losses on aluninium
pipe walls and external damage to steel pipes are inspected using the proposed MIT sys-
tem. A novel image reconstruction method is developed specifically for this application,
which achieves an unprecedented resolution in the field of 2%. The simulated voltages
obtained from the forward model are validated against the experimental measurements,
ensuring the accuracy of the software model. Altogether, these results demonstrate the
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applicability of MIT as an NDE technique for industrial pipeline inspection, as a proof of
principle.
Chapter 4 presents a means by which MIT could be employed as a NDE technique for
carbon fibre reinforced polymers (CFRPs). This extends the employability of MIT from
traditional metallic structures to new composite materials. A dual planar coil array is de-
signed to accommodate the geometry of the imaging subject. The experimental results
demonstrate that both single and multiple hidden defects can be inspected, with recon-
structed images of sufficient accuracy. It is worth noting that in this study, only CFRPs
with an isotropic character are investigated. In a follow up study, one should modify the
forward model to accommodate materials with anisotropic characteristics in order to ex-
pand the employability of MIT. In addition, further studies should also focus on improving
the system imaging speed for real time inspection. These suggest that with continued ef-
fort, MIT could evolve be become a rapid inspection tool during the initial manufacturing
stage of CFRPs.
In both chapters 3 and 4, the imaging subjects are accessible to the MIT system. Chapter
5 aims to address a challenge whereby there is only limited access to the imaging tar-
get, i.e., if the measurements can only be obtained from one surface, as is the case with
3D surface imaging. By developing a planar array to provide volumetric and penetrable
measurements beneath the imaging subject, this study provides a means by which 3D sur-
face imaging is demonstrably viable. The detectable depth is shown to be approximately
3  4cm underneath the imaging surface. Although seemingly limited, this chapter rep-
resents the first 3D experimental planar work in the field, and opens up opportunities for
MIT to be used as a subsurface inspection tool. Implementing a multi-frequency MIT
could be a solution to improve the penetration depth, which will be studied in a future
work.
It is apparent that in a MIT system, limited access to the imaging target results in a re-
stricted number of measurements. As such, chapter 6 explores the relationship between
image quality and the number of available measurements in both a qualitative and quanti-
tative manner, the latter by systematically creating missing data scenarios experimentally
in 2D. Two scenarios are established by undersampling the data and using limited angle
tomography. The interest of this work lies in the fact that these findings could offer insight
into how, for large scale MIT with a large quantity of data, undersampling of data may be
an efficient means by which rapid data processing can be achieved without compromising
image quality. We also extend the limited data concept to 3D imaging, with consistent
observations.
Chapter 7 presents an experimental evaluation of MIT in conductive phase flow imag-
ing. Experiments are conducted covering as broad a range of conductivity contrasts as
possible, so as to encompass several scenarios of potential interest in industrial flow en-
vironments. The fluid experiments include (a) the smallest conductivity contrast in which
image reconstruction in various non-conductive and conductive backgrounds is possible,
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(b) distinguishing three strata of non-homogenous conductive fluids in free space, and (c)
imaging a flow of non-homogenous bubbles of gas in various conductive backgrounds.
Taken together, this study demonstrates various capabilities of an MIT system in conduc-
tive phase imaging.
8.3 Limitations and Immediate Research
Further development on pipeline inspection using MIT in chapter 3 should focus on sys-
tem improvement in three aspects. Firstly, the system development should draw attention
to the design of an agile MIT sensing array in order to adapt to various pipeline geome-
tries and accurately obtain the measurements for reconstruction. Secondly, a rapid data
collection and image reconstruction module are essential to ensure real time inspection.
Thirdly, the overall system should be developed so as to be suitable for more diverse
industrial environments, such as those characterised by a high temperature, radiation or
pressure, undersea conditions or buried pipelines.
As to the future study of the hidden defect identification in carbon fibre reinforced poly-
mers (CFRPs) using MIT in chapter 4, an in-depth study of anisotropic characteristics of
CFRP is necessary in order to expand this applicability of MIT to various structures. It
is also worth investigating if the impact damage in CFRP can be inspected by MIT. This
could require a MIT system that is capable for real time inspection.
In addition to further improve the depth penetration of planar MIT (PMIT) system in
chapter 5, the author will investigate what is the smallest volume of metallic structure in
an imaging subject that can be detected underneath the sensing array, and the maximum
detection depth under these circumstances. To improve the penetration depth, implement-
ing a multi-frequency MIT system could be a suitable approach.
The conclusions made in chapter 6 can be used to provide a guidance as to what extent
undersampling the data is viable for achieving fast data collection without compromising
the image resolution. In the absence of a large scale MIT system, the author will develop
a simulation model of a large scale MIT system - for instance, with 256 coils - to validate
the predications made in chapter 6.
Experimental investigation of conductive flow imaging using MIT in chapter 7 reveals
that 3D MIT could be the future direction in terms of system design in order to improve
the system’s ability and to be more efficient in capturing the axial dimension of the flow
information. In addition, a classification work is needed to establish the boundaries of
MIT in imaging the conductive flow, as well as attempting to carry out testing on industrial
flow regimes. This would also require the system to be equipped with real time data
collection capability.
The methodologies needed to achieve these goals are summarised in 8.5.
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8.4 Contributions to Knowledge
Considering the novel elements of the research undertaken, the following contributions to
knowledge are claimed:
• The first proposed use of MIT for industrial pipeline inspection, after establishing
the feasibility and capability of MIT in imaging the structures of pipelines.
• The development of a novel image reconstruction algorithm, the narrow pass filter-
ing method, which enables an unprecedented MIT resolution of 2% compared to
the traditional resolution of 10-15%.
• The first experimental work conducted on 3D planar MIT for near subsurface imag-
ing, which demonstrates the ability of MIT as a limited access tomographic tech-
nique to offer volumetric and penetrative measurements.
• The first experimental characterisation of the missing data effect in MIT based on
researching various coil array geometries both qualitatively and quantitatively, and
in both 2D and 3D scenarios.
• A demonstration of the capability of MIT in inspecting hidden defects in carbon
fibre reinforced materials using 3D experimental results.
• The first experimental evaluation of static fluids, quasi-static fluids and flow rig
testing in the field ofMIT research, reporting the feasibility ofMIT at distinguishing
two-phase conductive flow.
During the course of this PhD, the outcomes of this research have been published in 9
journal articles, and presented at several relevant national and international conferences.
Detailed publications are attached in appendix A.
8.5 Future Work
8.5.1 Forward and Inverse Problems
MIT resolution suffers from poor spatial resolution as the inverse problem inMIT is inher-
ently an ill-posed problem. In this respect, it is desirable to improve the image resolution
of MIT in order to expand the applicability of this technique. Chapter 3 presents pipeline
inspection using a narrowband pass filtering method (NPFM) for image reconstruction.
This is a case study of limited region tomography. The imaging region is limited to spe-
cific pipe geometries by implementing a NPFM. This is an effective approach to improve
MIT image resolution by increasing the number of useful pixels in the region of interest.
However, this method requires the centre of the pipe to match the centre of the imaging
region. This is the main disadvantage of this method, which needs to be addressed if a
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priori information of the pipe is unknown. As discussed in chapter 6, missing data can
further result in a degraded image quality. However, it is also shown that the targeted
objects are detectable as long as they are placed within the region of interest, as is the
case in several limited angle scenarios. This suggests that limiting the imaging region can
compensate for information loss, especially if access to the imaging subject is restricted.
Based on the observation obtained from both chapters, it is anticipated that for limited
access scenarios, limiting the region could help to improve the image quality.
In future work, the author will aim to overcome the inflexibility of NPFM by using a level
set method [48, 168, 170]. The level set method can be used to establish the boundary of
the conductive inclusion, and as such, it can provide an estimate of the location and the di-
mension of the imaging subject. Implementing the level set method would require the use
of a non-linear iterative method to solve the forward model, which could be computation-
ally expensive. This also applies when modeling CFRPs with anisotropic characteristics
- the forward problem needs to be solved according to a specific case in order to ensure
the accuracy of the sensitivity maps. The author proposes that the computational cost can
be overcome by implementing graphics processing units (GPUs) for high performance
computing [204, 205, 206, 207, 208].
In addition, various MIT geometries such as planar and arc, as well as the limited data in
both 2D and 3D cases have been investigated in this thesis. These geometries are studied
as each of them has its own potential uses and interests. These geometries have limited
measurements, which consequently weakens the MIT resolution. In a future study, the au-
thor will aim to develop more sophisticated algorithms specifically for these geometries,
which could be of benefit to MIT resolution. More importantly, developing algorithms
that can be run in real time is crucial in order to use MIT in an industrial environment.
8.5.2 System Improvements
One should note that there is no universal design approach for all MIT applications, and
that the hardware of a MIT system should be catered to its proposed application. Although
there are few studies which focus on the specific design of a MIT coil array [94, 209, 210,
211, 212, 213], there is no study reported that covers the design of all sub-components of
a MIT system. Although hardware development is not the focus of this thesis, there are
several improvements that can be made to the existing systems.
The MK-I system is designed for imaging material with conductivity above 105S/m. The
system was initially designed to accommodate 16 channels, and later expanded to 32
channels by adding an additional multiplexer and an inverter for data switching. This
suggests that for an array with more than 32 coils, this system will no longer be suitable,
although this is not considered a pressing issue - currently used systems do not exceed 24
coils. In addition to its channel capacity, one disadvantage of this system is that it is not
ideal for real time imaging, especially if all 32 channels are utilised. The measurement
data has to be collected and stored off-line for image reconstruction. This limitation
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needs to be overcome in order to expand the applicability of MIT in NDE applications
and process tomography. Furthermore, in this thesis, all the coil arrays, pin connections
and cabling were hand made. In an ideal case, these have to be designed in a sophisticated
manner to ensure low noise perturbation and better transmission of the signals [214].
The MK-II MIT system was designed for material with conductivity value lower than
10S/m, therefore it was proposed for conductive flow imaging, a challenging topic in
industrial process tomography. In chapter 7, it is shown that there is a strong fringing
effect in the sensor region. This suggests that a 3D MIT system might be more robust
compared to a 2D system, particularly in obtaining the axial information of the fluid.
Future studies will focus on this aspect with the purpose of designing a cost effective 3D
system, and subsequently develop real time 3D reconstruction algorithms, in conjunction
with section 8.5.1.
8.5.3 Multi-frequency MIT
The electrical conductivity s = s(x) contributes important functional information for
many MIT applications. Although for a given system and a targeted problem the fre-
quency is fixed, one should note that the conductivity is frequency dependent, i.e., s =
s(x,w). Developing an excitation source capable of providing multiple frequencies could
enhance the detectability of a MIT system [19, 184, 185]. In chapter 3, inspection of inter-
nal damage was found particularly challenging as the chosen frequency cannot penetrate
the steel pipe wall. This issue will become more prominent with increasingly thick pipe
walls. This issue is also presented in chapter 5 for subsurface imaging. Decreasing the fre-
quency will increase the skin depth, which is used to describe the penetration of magnetic





where w is angular frequency, µ0 and µr are unity and relative magnetic permeability, s
is electrical conductivity. High frequency measurements give information regarding the
properties adjacent to the surface, whereas low frequency testing probes deeper inside
the test sample [19, 185]. For non-magnetic, electrically conductive metals, i.e., µr = 1,
a single selected frequency might meet the skin depth requirement. However, for other
materials such as steel, where both conductivity and permeability play important roles,
using a single selected frequency cannot satisfy the image reconstruction demand. A
selection of frequencies for excitation in MIT could improve the information from a MIT
system and make it more robust against the depth of the anomaly.
The major challenges of implementing multi-frequency MIT fall on both conditioning
electronics and software control. It is desirable to design an excitation channel which
provides a selection of frequencies. The signal demodulation also needs to be capable
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of demodulating one selected frequency to be fed into an excitation coil from a multi-
frequency system. Additionally, enhancing the MIT software to be able to collect multi-
frequency data as well as developing a spectral and frequency difference reconstruction
are equally important, especially for anisotropic composite structures [215, 216]. Of par-
ticular interest is frequency difference imaging, which could be useful if the test subjects
show different responses to frequency variation. This study will be carried out in con-
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