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ABSTRACT 
Autism Spectrum Disorder (ASD) is a neurological disorder. It refers to a wide range of behavioral 
and social abnormality and causes problems with social skills, repetitive behaviors, speech, and 
nonverbal communication. Even though there is no exact cure to ASD, an early diagnosis can help 
the patient take precautionary steps. Diagnosis of ASD has been of great interest recently, as 
researchers are yet to find a specific biomarker to detect the disease successfully. For the diagnosis 
of ASD, subjects need to go through behavioral observation and interview, which are not accurate 
sometimes. Also, there is a lack of dissimilarity between neuroimages of ASD subjects and healthy 
control (HC) subjects which make the use of neuroimages difficult for the diagnosis. So, machine 
learning-based approaches to diagnose ASD are becoming popular day by day. In the machine 
learning-based approach, features are extracted either from the functional MRI images or the 
structural MRI images to build the models. 
In this study at first, I created brain networks from the resting-state functional MRI (rs-fMRI) 
images, by using the 264 regions based parcellation scheme. These 264 regions capture the 
functional activity of the brain more accurately compared to regions defined in other parcellation 
schemes. Next, I extracted spectrum as a raw feature and combined it with other network based 
topological centralities: assortativity, clustering coefficient, the average degree. By applying a 
feature selection algorithm on the extracted features, I reduced the dimension of the features to 
cope up with overfitting. Then I used the selected features in support vector machine (SVM), K-
nearest neighbor (KNN), linear discriminant analysis (LDA), and logistic regression (LR) for the 
diagnosis of ASD. Using the proposed method on Autism Brain Imaging Data Exchange (ABIDE) 
I achieved the classification accuracy of 78.4% for LDA, 77.0% for LR, 73.5% for SVM, and 
73.8% for KNN. 
Next, I built a deep neural network model for the classification and feature selection using the 
autoencoder. In this approach, I used the previously defined features to build the DNN classifier. 
The DNN classifier is pre-trained using the autoencoder. Due to the pre-training, there has been a 
significant increase in the performance of the DNN classifier. I also proposed an autoencoder based 
feature selector. The latent space representation of the autoencoder is used to create a discriminate 
and compressed representation of the features. To make a more discriminate representation, the 
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autoencoder is pre-trained with the DNN classifier. The classification accuracy of the DNN 
classifier and the autoencoder based feature selector is 79.2% and 74.6%, respectively. 
Finally, I studied the structural MRI images and proposed a convolutional autoencoder (CAE) 
based classification model. The T1-weighted MRI images without any pre-processing are used in 
this study. As the effect of age is very important when studying the structural images for the 
diagnosis of ASD, I used the ABIDE 1 dataset, which covers subjects with a wide range of ages. 
Using the proposed CAE based diagnosis method, I achieved a classification accuracy of 96.6%, 
which is better than any other study for the diagnosis of ASD using the ABIDE 1 dataset. 
The results of this thesis demonstrate that the spectrum of the brain networks is an essential feature 
for the diagnosis of ASD and rather than extracting features from the structural MRI image a more 
efficient way is to use the images directly into deep learning models. The proposed studies in this 
thesis can help to build an early diagnosis model for ASD. 
KEYWORDS: Functional Magnetic Resonance Imaging, Brain Network, Feature, Machine 
Learning, Deep Neural Network, Autoencoder 
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CHAPTER 1 
INTRODUCTION 
1.1  Background 
 
1.1.1 Autism Spectrum Disorder 
Autism spectrum disorder (ASD) is a neurobehavioral disorder. It refers to a broad range of 
conditions characterized by impaired social skills, co-occurring behaviors, reduced speech, and 
nonverbal communication, depression, anxiety, attention deficit, and a limited extent of interests 
and activities that are carried out differently. There isn’t any particular type of ASD but many 
because of the different combinations of genetic and environmental impact. The term “spectrum” 
in ASD is due to the variation of the conditions of the patients, as it affects different individuals 
differently. 
The subjects suffering from ASD are 2.5 times more likely to have a premature death than the 
healthy controls (HC), i.e., people who don’t have ASD [1]. According to [2], the mean age of 
death for the ASD subjects is 36.2 years (±20.9 years) compared to the 72.0 years (±19.2 years) 
for HC subjects. 1 in 66 children in Canada between the ages 5 to 17 years has ASD. Males are 
four times more likely to suffer from ASD than females [3]. In the USA, one-third of the subjects 
suffering from ASD remain nonverbal, and around 50,000 teens grow up and lose their school-
based autism services, each year [4]. So, ASD is more common in today’s society than we think. 
In the past, for a child suffering from ASD, the parents would get little to no help at all. But it has 
changed recently. Now, there are organizations that fund the education of the ASD patients, 
schools that are designed especially for ASD patients, social support groups, and clinics for better 
understanding of the disease. Even though there is no cure for ASD, a timely and accurate 
diagnosis can help the family take preliminary and effective steps to ensure the normal life of the 
patient. 
1.1.2 Diagnosis of Autism Spectrum Disorder 
Patients start to show symptoms of ASD during the first three years of life. But sometimes they 
grow normally and then start showing symptoms at the age between 18 to 36 months. Despite the 
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extensive research into the diagnosis of ASD, it has been a difficult task to accomplish. Apart from 
monitoring the behavior and development of the patient, there are no other signs for effective 
diagnosis of ASD. The traditional diagnosis process includes Autism Diagnostic Observation 
Schedule [5] and Autism Diagnostic Interview [6]. But, these diagnosis processes are time-
consuming and can be at fault sometimes, as there are no specific behaviors that can be described 
as ASD. So, it is necessary to invent ways that can diagnose ASD more accurately and more 
efficiently without relying on the behavioral pattern. 
Recently, using machine learning algorithms for the diagnosis of ASD has become popular. It is 
necessary to define features to train a machine learning classifier. The features need to be 
discriminative, for the classifiers to work efficiently. There are different ways to determine the 
features. The structural property of the brain can be used as features where the property of different 
regions are studied and if there is any change due to a particular disease the change is used as a 
feature [7], [8], [9]. The phenotypic information of the patients [10], [11] and the behavioral 
attributes [12] can also be incorporated into the study and used as features. However, the features 
used in the mentioned studies to diagnose ASD aren’t discriminative and competent enough as 
they lack having a satisfactory classification result over a larger dataset. So, a better approach for 
the diagnosis of ASD is to use machine learning classifiers where the features are extracted from 
the neuroimages [13], [14], [15]. 
1.1.3 Neuroimage 
There are different ways for the acquisition of neuroimages, such as magnetic resonance imaging 
(MRI), computerized tomography (CT) and positron emission tomography (PET). However, MRI 
images are preferable for the study of the brain because it is better at imaging the soft tissues of 
the body. MRI images can differentiate between the white and grey matter better than other 
neuroimaging techniques. MRI images don’t require the use of x-ray or other radiation for image 
acquisition, which makes it safer compared to other image acquisition techniques. Also, it provides 
more accurate information about the structural and functional activity and composition of the brain 
[16]. 
In MRI, a strong magnetic field is applied through the patient’s body, which forces the protons in 
the body to align with the magnetic field. Now, if a radiofrequency (RF) current is applied, the 
protons start to spin out of their equilibrium. When the current is turned off, the protons go back 
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to their actual position, which takes time and causes them to release energy. Based on the emission 
of energy and the time, the sensors in the MRI scanner can create images [17].  
The two basic types of MRI images based on the RF current are T1-weighted MRI images and T2-
weighted MRI images. The acquisition of the T1-weighted images depend on the time it takes for 
the spins to align to its equilibrium state after the current is removed. In the T1-weighted images, 
the fatty tissues, melanin, and protein-rich fluids are brighter. T2-weighted imaging reflects the 
time it takes for the spins to decay to its equilibrium state in the transverse plane. Tissues 
containing water are brighter in the T2-weighted images [18]. Both T1-weighted and T2-weighted 
images can be used to build structural networks. The structural network is a representation of the 
structural integrity of the brain [19]. 
Apart from the T1-weighted and T2-weighted images, there is another MRI imaging technique 
called functional MRI (fMRI). The fMRI looks into the functional activity of the brain by using 
the temporal similarity of the blood oxygenation level-dependent (BOLD) signals from the 
different regions of the brain. If the patient is resting while the images are collected, then they are 
called resting-state functional MRI (rs-fMRI). A functional network can be built from the fMRI 
images as the similarity between the BOLD signals in each region illustrates that the regions are 
communicating with one another [20]. As a result, the rs-fMRI provides information about the 
neural activity of the brain [21], [22]. 
1.1.4 Related Studies 
Due to the lack of a definite biomarker for the diagnosis of ASD, researchers have been trying to 
locate one. A biomarker is a medical sign, that can help identify a disease accurately [23]. A 
medical sign can be a medical symptom, biological fluid, and so on. In the search for biomarkers, 
the researchers looked into the abnormality of the chromosomes [24], studied 
magnetoencephalography (MEG) to define MEG related biomarkers [25], used quantitative 
electroencephalography (QEEG) to understand the brain function and connectivity abnormality 
[26], investigated the regional and global growth of brain in early childhood [27], studied the 
hyper-activation and hypo-activation of cortical regions [28], [29]. However, a more popular 
approach is the study of neuroimages for the detection of brain disease. The neuroimages are 
studied not only for the diagnosis of ASD but also for other brain diseases such as Alzheimer's 
disease [30], [31] and schizophrenia [32], [33], [34]. 
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The combination of machine learning algorithms and MRI images has allowed performing a better 
diagnosis of ASD. A study has found a lack of a pattern of brain activation in the MRI images of 
the ASD subjects, compared to the HC subjects [35]. Another study has achieved a classification 
accuracy of 76.7% by dividing the brain into 7266 regions of interest (ROIs), the pairwise 
correlation between each ROI is calculated in [36] to fit a general linear model for each type of 
subject (ASD and HC) to diagnose the ASD accurately. 
A popular approach for studying neuroimages is based on graph theory or network theory [37], 
[38]. In the network theory, a network is a combination of nodes and edges, where the nodes are 
connected with each other through the edges. In this approach, a network is created from the MRI 
images by dividing the brain into different ROIs. A connectivity matrix can be constructed from 
the brain network, where every ROI is the node, and the Pearson correlation coefficient (PCC) 
between any two ROIs is the edge. There are different ways to use the connectivity matrix for the 
classification. One approach is to use every correlation coefficient as a feature for the machine 
learning classifiers [13]. Another method is to measure the strength between different ROIs to find 
the ROI responsible for ASD [39]. In [36], a brain network is created by defining every voxel of 
gray matter as ROIs and then analyzing the networks. The network-based studies [40] have found 
that functional integration and segregation are altered in ASD. The brain becomes more integrated 
and segregated for the HC subjects compared to ASD subjects. Also, lower intrinsic functional 
connectivity [41] and lower default mode network connectivity  [42] is reported for the ASD 
patients. During the development of the HC subjects, the integrity of the white matter also 
increases [43]. Changes in brain networks due to the development over different ages are studied 
in [44]. 
In the study [45], features are extracted from the brain networks for the classification of ASD. The 
features include different centralities, which are measured directly from the brain networks. The 
brain networks are created from the rs-fMRI and T1-weighted images. So, both structural and 
functional images are used. Based on the features, machine learning classifiers are trained for the 
diagnosis of ASD. The local and global graph-theoretical matrices are measured in [19]. They have 
also studied the relation and difference between the structural and functional properties of the brain 
between the ASD subjects and HC subjects. Machine learning classifiers are incorporated with 
functional brain network analysis in [46] to find biomarkers for the diagnosis of ASD.  
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Apart from the traditional machine learning algorithms, deep neural network (DNN) is also used 
to develop better methods for the classification of brain diseases. In [47], seven brain states have 
been classified based on the neuroimages using the DNN. The prospect of DNN for the disease 
classification is thoroughly studied in [48], where schizophrenia is detected from the controlled 
subjects using T1-weighted images. A more direct approach is implemented in [49]. The authors 
have created a connectivity matrix from the brain network, which is then used in a DNN model for 
classification of ASD. Structural brain networks are studied in [50] using a fully-connected 
autoencoder. The brain networks are also used in the convolutional neural network (CNN). A very 
basic CNN containing four convolutional layers and one fully-connected layer is used in [51]. The 
study acquired a classification accuracy of 73.0% using CNN. CNN can also be applied for the 
analysis of the data over the graphical domains [52]. The fact is further proved in [53], where the 
connectivity matrix is treated as an image to train a CNN model. In [54], the brain is divided into 
90 ROIs, and the connectivity matrix is created based on these ROIs. The connectivity matrix is 
then applied to a modified CNN model, which works by assigning weights to the edges of the 
network. After reducing the dimensionality of the features, a fully connected layer is applied for 
the final classification. Using a combination of recurrent neural network and long-short term 
memory on the rs-fMRI, the authors classified ASD from the HC [55]. A bootstrapped version of 
the graph-CNN is implemented in [56] for the classification of ASD. They proposed graph-based 
predictive modeling, which relies on the ensemble of the population graphs. In [57] at first a graph-
CNN is used to extract features from the images, then the features are combined with phenotypic 
information in the final layer to build a classifier to diagnose ASD. So, both traditional and 
advanced machine learning algorithms can be used to develop methods to diagnose ASD more 
efficiently. 
1.2  Problem Formulation 
There have been a number of researches for the detection of a biomarker for the diagnosis of ASD. 
However, the accuracy of the researches isn’t satisfactory due to the use of inefficient features. A 
group of studies that achieved good accuracy using supervised ML and brain imaging data used a 
relatively small number of participants. A reliable result of ML studies is obtained using fewer 
than 100 subjects [58]. There is a significant drop in the classification accuracy for larger sample 
size and also for the data collected from different sites [36]. 
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In [15], a large dataset containing 871 subjects from the ABIDE database are used. The data is 
collected from 17 different sites. Applying the DNN, they achieved an accuracy of 71.1%. There 
have been more studies using the same 871 subjects [57], [59], where they obtained a classification 
accuracy of 68.0% and 69.5%, respectively. Using an almost similar number of subjects, an 
accuracy of 70.9% is acquired in [56]. Applying DNN on 1035 subjects from the ABIDE dataset 
[49] had a classification accuracy of 70%. Two problems can be identified from these studies. First 
of all, the inconsistency of data. Because of the inconsistency, it is very hard to make the ASD 
based studies comparable with each other. The second problem is, even though researchers have 
obtained a good accuracy of around 70.0%, but it still isn’t satisfactory. 
In brain network-based approaches, the complexity of a network depends on how the nodes and 
edges are defined in the MRI images [60], [61]. If the nodes and edges aren’t defined correctly, 
the network will become too complex to study [62]. So, the ROIs should be able to capture as 
much as information possible, and the information needs to be discriminative. 
To train a machine learning classifier, it is necessary to define features. The features have to be 
independent and discriminative. The features that are used in previous studies aren’t discriminative 
enough for the classification of ASD, as they couldn’t achieve a satisfactory classification result 
for a large dataset. So, it is necessary to define some new features that can classify ASD from HC 
with good classification accuracy. 
As the size of the brain networks is large, the dimension of the feature vector is also large. 
However, not all the features in the feature vector are necessary. Unnecessary features make the 
classification model complicated and inefficient. So, a feature selection algorithm is required to 
reduce the dimension of the selected features and also find the discriminative features that will 
help the classification. Feature selection also solves the problem of overfitting by reducing the 
dimension of the features and removing the noise in the features, which tend to overfit the model. 
ASD covers a wide range of behavioral abnormality. So, the findings of different studies to locate 
structural abnormality for the diagnosis are also heterogeneous, and the findings differ for different 
studies [63]. However, recent studies of structural MRI images for the diagnosis of ASD have 
shown that there are some abnormalities in the grey matter for both children and adults who have 
ASD [64]. Also, for children with ASD, there is overgrowth in the frontal cortex [65], and there is 
variation in the cortical thickness, which is also dependent on the age [66]. Decreased grey matter 
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volume in the cerebellum [67], decreased mid-sagittal area of the brainstem [68], dissimilarity in 
the cortical volume, cortical thickness, the surface area of the brain [69] is also found in the ASD 
subjects compared to the HC subjects. 
In most of the structural brain imaging studies for the classification of ASD, a particular age group 
is used for the analysis, and the effect of age is ignored [63]. However, age plays a vital role in the 
development of ASD. In [67] it is reported that there is an overgrowth of the brain in early age 
followed by abnormal slowed growth. The overgrowth of the brain for children under the age of 2 
years is reported in [70]. A longitudinal study in [71] shows a brain overgrowth in early age for 
ASD subjects and then convergence with average volume around ten years of age. 
The advantage of using CNN for the analysis of the images is that there is no need to define hand-
crafted features. The CNN model searches for features in the images. When using the hand-crafted 
features of the structural MRI images (grey matter and white matter ratio, cortical thickness), the 
focus in only on a particular ROI of the image. The relation of the ROIs with each other is ignored 
in this case. In the CNN model relationships between the ROIs is also considered. However, there 
hasn’t been any study related to the diagnosis of ASD, where the structural images are used in the 
CNN model for classification. 
1.3  Objectives 
The main focus of this research is to develop better, consistent, and reliable machine learning based 
diagnosis processes for ASD using structural and functional MRI images. The objectives that are 
to be achieved for this are presented in the following. 
Firstly, brain networks are created from the rs-fMRI images of the ABIDE 1 database by focusing 
on the ROIs that creates a better representation of the functional activity of the brain. The spectrum 
of the Laplacian matrix of the brain network is proposed as a feature to enhance the performance 
of the machine learning classifiers. 
Secondly, the effectiveness and robustness of the proposed feature (spectrum of the Laplacian 
matrix of the brain network) are proved by experimenting with different traditional machine 
learning algorithms. Also, deep learning based models are studied to improve the classification 
accuracy. 
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Thirdly, a convolutional autoencoder (CAE) based ASD diagnosis method is proposed where the 
raw images are used for the diagnosis. Finally, the findings of the proposed studies in this thesis 
are compared with state-of-the-art methods. 
1.4  Thesis Organization 
In Chapter 1, I have presented the background of this thesis, along with a discussion of the related 
works. In this chapter, I have also formulated the problem that I am trying to solve and mentioned 
the objectives that I am trying to achieve. In Chapter 2, a brief introduction is given about the 
dataset that I have used in this thesis. Besides talking about the dataset, I have also described the 
pre-processing steps of the rs-fMRI images and the process of building brain networks from 
images in this chapter. Chapter 3 starts with the description of the features I have used in this study 
and also the process of extracting the features from brain networks. Then I have discussed the 
feature selection process. The performance of different machine learning classifiers is discussed 
at the end of this chapter. In Chapter 4, I have proposed the use of an autoencoder based classifier 
and feature selector for the diagnosis of ASD. After introducing the autoencoder, I have discussed 
in brief the architecture of the proposed models. I have shown that there is an increase in the 
performance due to the pre-training of the DNN classifier and feature selector. Chapter 5 is about 
the study of the structural MRI images for the diagnosis of ASD. In this chapter, I have shown that 
a classification model can be built to classify ASD subjects from the HC subjects using the CAE. 
Finally, in Chapter 6, concluding remarks about this study are presented along with the indication 
of possible future directions.  
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CHAPTER 2 
MRI IMAGE DATASET AND DATA PROCESSING 
2.1 Introduction 
This chapter provides a preliminary discussion about the dataset and preprocessing steps. In this 
chapter at first, I will introduce the database that I have used in my thesis study. I will also discuss 
the challenges with the database. Next, I will discuss different techniques of creating brain 
networks from the MRI images. I will also discuss the method that I have implemented in my 
study, where I will describe the preprocessing steps of the MRI images and then describe the 
process of creating brain networks. Finally, I will explain the different matrix representations of 
the brain networks and then conclude the chapter. 
2.2 Autism Brain Imaging Data Exchange 
To date, one of the most consistent dataset for the study of ASD is the Autism Brain Imaging Data 
Exchange (ABIDE, http://fcon_1000.projects.nitrc.org/indi/abide/) [72]. There have been a 
number of researches for the detection of ASD. However, the pace and clinical impact of the 
improvement still isn’t remarkable. The major hurdle in the direction of a suitable diagnosis 
process is the complexity and diversity of ASD. To establish a diagnosis process, it is necessary 
to have a strategy that works on different types of ASD patients, covering different age, sex, and 
so on. If neuroimages are used, then the proposed approach should work for different scanners and 
scanning parameters. Thus, a large dataset is needed. It is tough to obtain this sort of data from a 
single source. So, with the ultimate goal of advancement in the diagnosis of ASD, the ABIDE 
dataset is created. In the ABIDE dataset, there are two large-scale collections of the MRI images 
named ABIDE 1 and ABIDE 2. Both the datasets are created by collecting data separately and 
independently from 24 different neuroimaging laboratories all over the world studying ASD. 
In this thesis, I have worked on the ABIDE 1 [73] dataset for all the studies. It is the first initiative 
of the ABIDE. There are data from 17 different sites in this dataset. The data includes functional 
MRI images (rs-fMRI), structural MRI images (T1-weighted MRI), and also phenotypic 
information. There are data of a total of 1112 subjects in ABIDE 1. Among the 1112 subjects, 539 
subjects have ASD and 573 subjects are HC. ABIDE 1 covers ages from 6.5 to 64 years, median 
14.7 years. As the data are acquired independently and separately, the scanner and scanning 
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parameters are different. The details about the scanner and scanning parameters are provided in 
Table 2-1. From Table 2-1, it can be seen that along with the scanners, the different pulse sequences 
(TR and TE), flip angle and voxel size differed for different sites over the whole dataset. 
Not only the scanner and scanning parameters but also the scanning process are different for 
different sites. The subjects of some sites participated in a mock scan session before the actual 
scan session. During the acquisition of MRI images, some sites allowed the participants to fall 
asleep, where some sites ensured the participants are awake. Also in some sites, the participants 
 
Sites 
 
MRI 
Scanner 
 
TR (ms) 
 
TE (ms) 
Flip 
Angle 
(Degree) 
 
Voxel Size (mm) 
S F S F S F S F 
CALTECH SIEMENS 1590 2000 2.73 30 10 75 1.0×1.0×1.0 3.50×3.50×3.50 
CMU SIEMENS 1870 2000 2.48 30 8 73 1.0×1.0×1.0 3.00×3.00×3.00 
KKI PHILLIPS 8 2500 3.70 30 8 75 1.0×1.0×1.0 3.05×3.15×3.00 
MAX_MUN SIEMENS 1800 3000 3.06 30 9 80 1.0×1.0×1.0 3.00×3.00×4.00 
NYU SIEMENS 2530 2000 3.25 15 7 90 1.3×1.0×1.3 3.00×3.00×4.00 
OLIN SIEMENS 2500 1500 2.74 27 8 60 1.0×1.0×1.0 3.40×3.40×4.00 
OHSU SIEMENS 2300 2500 3.58 30 10 90 1.0×1.0×1.0 3.80×3.80×3.80 
SDSU GE 11.08 2000 4.3 30 45 90 1.0×1.0×1.0 3.40×3.40×3.40 
SBL PHILLIPS 9 2200 3.50 30 8 80 1.0×1.0×1.0 2.75×2.75×2.72 
STANFORD GE 8.4 2000 1.80 30 15 80 0.8×1.5×0.8 3.12×3.12×4.50 
TRINITY PHILLIPS 8.5 2000 3.80 28 8 90 1.0×1.0×1.0 3.00×3.00×3.50 
UCLA SIEMENS 2300 3000 2.84 28 9 90 1.0×1.0×1.2 3.00×3.00×4.00 
LEUVEN PHILLIPS 9.6 1656 4.6 33 8 90 0.9×0.9×1.2 3.59×3.59×4.00 
UM GE 250 2000 1.8 30 15 90 1.0×1.0×1.0 3.43×3.43×3.00 
PITT SIEMENS 2100 1500 3.93 25 7 70 1.1×1.1×1.1 3.10×3.10×4.00 
USM SIEMENS 2300 2000 2.91 28 9 90 1.0×1.0×1.2 3.40×3.40×3.00 
YALE SIEMENS 1230 2000 1.73 25 9 60 1.0×1.0×1.0 3.40×3.40×4.00 
S: Structural, F: Functional, CALTECH: California Institute of Technology, CMU: Carnegie Mellon 
University, KKI: Kennedy Krieger Institute, MAX_MUN: Ludwig Maximilians University Munich, 
NYU: NYU Langone Medical Center, OLIN: Olin, Institute of Living at Hartford Hospital, OHSU: 
Oregon Health and Science University, SDSU: San Diego State University, SBL: Social Brain Lab 
BCN NIC UMC Groningen and Netherlands Institute for Neurosciences, STANFORD: Stanford 
University, TRINITY: Trinity Centre for Health Sciences, UCLA: University of California, Los 
Angeles, LEUVEN: University of Leuven, UM: University of Michigan, PITT: University of 
Pittsburgh School of Medicine, USM: University of Utah School of Medicine, YALE: Yale Child 
Study Center. 
 
Table 2-1: Scanning parameters of different sites of ABIDE 1 
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are asked to keep their eyes closed during the image acquisition. However, in some sites, the 
participants are asked to keep their eyes open and focus on a particular object. So, the ABIDE 1 
covers different scanner, scanning parameters, and scanning process over different sites [74].  
A major problem related to the study of ASD is the inconsistency of the dataset. The researchers 
don’t use a consistent dataset to make their work comparable with others. Rather than using a 
diverse dataset, they prefer to work with subjects within a specific age range or sex. So, the datasets 
aren’t large or generalized enough to validate their proposed methods. So, to make my thesis work 
consistent and comparable with other studies [15], [57], [59], I have worked with the same 871 
subjects out of the 1112 subjects of the ABIDE 1 dataset. 403 subjects of the 871 subjects are 
diagnosed with ASD and the 468 subjects are the HC. In [59], it is mentioned that the subjects are 
selected after three experts examined the images of the subjects and excluded the rest of the 
subjects due to incomplete brain coverage, high movement peaks, ghosting, and other scanners. 
Sites Age 
(Years) 
Count Total 
ASD HC 
CALTECH 17.0 - 56.2 5 10 15 
CMU 19.0 – 40.0 6 5 11 
KKI 8.0 - 12.8 12 21 33 
MAX_MUN 7.0 – 58.0 19 27 46 
NYU 6.5 - 39.1 74 98 172 
OLIN 10.0 – 24.0 14 14 28 
OHSU 8.0 - 15.2 12 13 25 
SDSU 8.7 - 17.2 8 19 27 
SBL 20.0 – 64.0 12 14 26 
STANFORD 7.5 - 12.9 12 13 25 
TRINITY 12.0 - 25.9 19 25 44 
UCLA 1 8.4 - 17.9 37 27 64 
UCLA 2 9.8 - 16.5 11 10 21 
LEUVEN 1 18.0 – 32.0 14 14 28 
LEUVEN 2 12.1 - 16.9 12 16 28 
UM 1 8.2 - 19.2 34 52 86 
UM 2 12.8 - 28.8 13 21 34 
PITT 9.3 - 35.2 24 26 50 
USM 8.8 - 50.2 43 24 67 
YALE 7.0 - 17.8 22 19 41 
Total 403 468 871 
 
Table 2-2: Phenotypic information of the subjects of this study 
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Information about the age of the subjects and the number of subjects from different sites are 
recorded in Table 2-2. Analyzing Table 2-1 and Table 2-2, it can be said that ABIDE 1 is a dataset 
with variable scanners and scanning parameters covering a wide range of ages. 
2.3 Brain Network Analysis 
2.3.1 Resting State Functional MRI Preprocessing 
The slices in the MRI images sometimes suffer from variation in the signal intensity, random noise 
spikes, and data glitches. There are different reasons for this discontinuity in individual slices. So 
some preprocessing of the MRI images is required before creating brain networks. There are 
various tools and software available for the analysis and preprocessing of the images. However, in 
my study, I have used the Analysis of functional neuroimages (AFNI) [75] and FMRIB's software 
library (FSL) [76] for the analysis of the MRI images. Both the software have a wide range of 
toolboxes for the study of neuroimages. To create brain networks from the neuroimages, I have 
only used the rs-fMRI images. However, for the preprocessing, I have used both T1-weighted MRI 
images and rs-fMRI images. The only purpose of the T1 weighted images is to register the rs-fMRI 
images to the standard space. 
The first step of the preprocessing is to remove the spikes from the images due to the head 
movement of the subject. I have used 3dDespike of AFNI to remove the spikes, as the motion 
correction algorithms aren’t capable of eliminating these movements. The next step is called skull 
stripping, which removes the non-cerebral tissues like skull, eyes, scalp, etc. The skull stripping 
helps to identify the ROIs by segmenting only the brain tissue [77]. I have used 3dAutomask and 
3dSkullStrip of AFNI to remove the skull tissues. Head motion is one of the most significant 
causes of error in the MRI images. The head is strapped with belts and heavy paddings, so it 
remains still during the image acquisition process. Still, there are motions in the captured images. 
So, after skull stripping, I motion-corrected the images using MCFLIRT of FSL [78]. The motions 
are corrected in the functional volumes on specific time series, and then the mean functional 
volume is calculated. Now for the MCFLIRT, the cost function is the normalized correlation ratio. 
To increase the resolution of the images sinc interpolation is used for resampling. Now, to make 
the images of different subjects to be comparable with each other, it is necessary to register the 
images to a standard space. The registration is required because the slices of the MRI images are 
acquired one by one. So, it is highly likely the MRI of two different subjects may not align with 
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each other. As a result, the comparison becomes very hard. I have used FLIRT of FSL for the 
image registration purpose. At first, for every patient I have registered the rs-fMRI images to the 
T1 weighted MRI images. Then I have registered the T1 weighted images to the MNI 152 standard 
space [78], [79]. The MNI 152 is the average of the nonlinearly registered 152 T1 weighted MRI 
images. MNI 152 exhibits the best resolution and detail to date. So, it is called to be a representative 
of the average brain of the population. 
Spatial smoothing is a prevalent preprocessing step for the neuroimages. It helps reduce the 
resampling related artifacts after image registration [80]. So, I have applied a full width half 
maximum (FWHM) Gaussian kernel of 5mm for the spatial smoothing. Then I have rotated, 
translated, scaled, and skewed the images in X, Y, and Z directions of the MNI 152 space to align 
the volumes of each time series. To minimize the effect of body movement, I have also regressed 
out the six rigid body movement parameters, which are rotation and translation in X, Y, and Z 
direction. Along with the six rigid movements, the white matters (WM) and cerebrospinal fluids 
(CSF) are also regressed out of the images, because WM and CSF reflect non-neural fluctuation 
rather than neural activities. So at first, the FLIRT of FSL is used to segment the WM and CSF 
from the T1 weighted images. Then 3dmaskave of AFNI is used to calculate the average time 
series. Finally, the regression is done by 3dConvolve and 3dREMLfit of AFNI. Heartbeat and 
respiration sometimes cause fluctuation in the images acquired. To get rid of the effects of 
heartbeat and respiration, a bandpass filter is used with a passband of 0.01Hz to 0.1Hz. 
2.3.2 Defining Nodes and Edges 
After processing the rs-fMRI images, the next step is to create a network representing the brain. A 
network is a collection of nodes and edges. There are different ways to define the nodes and edges. 
It is the most crucial step in creating a brain network from the neuroimages [60]. If the nodes and 
edges are not appropriately defined, the network might become too complicated for analysis [62].  
Each voxel in the neuroimages can be defined as a node to create a network from the MRI images 
[13], [81], [82]. The connection between the voxels are the edges, where the connection is 
measured in different ways (e.g. PCC). This approach is called the voxel-based parcellation 
scheme. Voxels are individual array elements of a volume in the three-dimensional space. It is the 
smallest building block of the MRI images. However, in this approach, it is ignored that the human 
brain is a complex macroscopic network. Particular ROIs contribute more to the functionality of 
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the brain, compared to a small portion of the brain, such as voxel [83]. So, rather than using the 
voxel as a node, ROI based parcellation scheme is a better approach. 
In ROI based parcellation scheme, the brain is divided into different ROIs. An ROI is a form of 
annotation, and in neuroimages, it is considered to be a reference point. In this approach, each ROI 
is regarded to be a node, and the connection between the ROIs are the edges. There are different 
ways to define ROIs. Defining the anatomical structures, such as sulci, gyri, cortex, amygdala [60], 
[84], [85], [86] as ROIs is one of the popular ways. However, an anatomical ROI is substantial in 
volume, and it might contain several sub-regions. Hence, the activity of individual regions cannot 
be captured. This problem can be solved if the ROIs represent small structures of the brain. So, 
researchers have defined different parts of the brain through coordinates. Along with the 
coordinates, an approximate volume is given. Thus the volumes around the coordinates together 
from the predefined atlas. Automated anatomical labeling (AAL), Desikan, DKT 40, Destrieux are 
some of the predefined atlases. 
The mentioned predefined atlases focus on the structural property of the brain. So, if the brain goes 
through structural changes due to a disease, then the atlas should be able to detect the difference 
by analyzing the structural changes of the ROIs in the atlases. However, in [87], it is mentioned 
that the size of the ROIs in these atlases are very large. So, the ROIs might contain small functional 
ROIs within them. Creating a functional brain network using the structural ROIs, the network will 
become too complex to analyze. The complexity will arise because we will need a different method 
to define the small functional ROIs and integrate them with the bigger ones. 
In my study, I have used the atlas defined in [87], where the brain is divided into 264 ROIs. These 
264 ROIs are based on the functional activity of the brain.  During the analysis of the rs-fMRI and 
task-based fMRI, 322 ROIs are identified to be active. The activity is measured by asking the 
subjects to perform specific tasks. Also for rs- fMRI, the images show an obvious transition of 
fMRI signal correlation, which forms boundaries that partition the cortex into ROIs. Combining 
these two methods and excluding the overlapped ROIs, in [87] finally, 264 ROIs are defined. These 
264 ROIs are coordinate points in the MNI 152 standard space. Around the coordinate points, a 
sphere of 5mm radius is considered. 
So, I have used the 264 ROIs based parcellation scheme in this study. These 264 ROIs are the 
nodes of my network. Now, the nodes need to be connected with each other through the edges. 
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Edges in a network can be either weighted or unweighted. In a weighted edge, a numerical value 
is assigned to the edges. Edge weights can be represented as a function 𝜔 = 𝐸 → 𝑅 that assigns 
each edge 𝑒 ∈ 𝐸 a weight 𝜔(𝑒) in a network with 𝑉 number of nodes and 𝐸 number of edges. The 
edge weight can be the travel time or distance between nodes, capacity, the strength of interaction, 
similarity, etc. An unweighted edge represent only a connection between nodes where 𝜔(𝑒) = 1 
for all 𝑒 ∈ 𝐸. For the structural MRI images, the number of fibers between two ROIs is the 
weighted edge of the network [19]. However, the calculation is a bit different for the functional 
images. In a functional image, the Pearson Correlation Coefficient (PCC) of the time series 
measurement between two ROIs is the edge of the network [88]. The PCC is a measurement of the 
linear correlation between any two variables. The PCC, 𝑟𝑥𝑦 of any two time series is calculated as 
follows 
1
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where 𝑠 is the length of time series, 𝑥𝑏 and 𝑦𝑏  are the 𝑏-th component of 𝑥 and 𝑦, respectively, 𝑥 
and 𝑦 are the mean of 𝑥 and 𝑦, respectively. The range of PCC is from +1 to -1. In this study, a 
positive PCC represents that, both the ROIs have a similar activity during the same time point, i.e. 
the stimulation between the regions are more or less similar at that particular time point. On the 
other hand, a negative PCC represents that the stimulation between the ROIs doesn’t have 
similarity, i.e., the ROIs have a difference in the activation during the stimulation. So, a positive 
PCC represents the similarity of activation, and a negative PCC represents the dissimilarity of the 
activation. 
2.3.3 Matrix Representation of Brain Networks 
2.3.3.1 Thresholding the Connectivity Matrix 
There are 264 nodes in the brain network defined in this study. The PCC of any two nodes is the 
edge in the network. Using this information, I have created a connectivity matrix of size 
264 × 264 for every patient from the brain network. Each row and column represent one of the 
264 ROIs (node of the network), and every element of the matrix is a PCC of the time series 
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measurement of the corresponding ROIs (edge of the network). A graphical representation of the 
connectivity matrix is shown in Figure 2-1. 
  
 
Figure 2-1: A graphical representation of the connectivity matrix, (a): ASD, (b): HC 
To train the machine learning classifiers for the diagnosis of ASD, the next step is to define features 
from the connectivity matrix. The features have to be independent and discriminant. Rather than 
extracting features directly from the connectivity matrix, I have applied thresholding to the 
connectivity matrix. Thresholding the connectivity matrix means to use only the values in the 
matrix that meet a particular condition. Previous studies that are related to the thresholding of the 
connectivity matrix removed the edges with negative PCC and worked with only the edges with 
positive PCC [89], [90]. This is because the positively correlated regions tend to cluster together 
more. However, a negative PCC doesn’t mean the ROIs don’t have any connection or correlation 
between them. Instead, it means they have an anti-correlation [91], [92]. It indicates the activation 
of the ROIs is dissimilar or opposite to each other. There are a significant number of negative PCC 
values in every connectivity matrix. If the edges with negative PCC values are discarded, then a 
large amount of information will be lost. So, I have used both positive and negative PCC values. 
Now, thresholding can be applied to remove weak edges or edges with small PCC values (both 
positive and negative). As mentioned, the range of PCC is in between +1 to -1, where +1 indicates 
the maximum correlation and -1 indicates the maximum anti-correlation between two ROIs. The 
(a)                                                                                       (b) 
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values close to zero for both positive and negative PCC represent decreased correlation and anti-
correlation. In practice, the removal of weak edges plays a crucial role while extracting features. 
If no thresholding is applied, then all the nodes in the network will be connected to every other 
node in the network. As a result, the network will be very complex to analyze. Also, the 
contribution of the edges representing small PCC and the edges representing large PCC will be the 
same, which is not reasonable. So in this study, I have applied thresholding to remove weak edges 
(edges representing small PCC). I have also varied the thresholding values to find the optimal 
threshold. 
2.3.3.2 Adjacency Matrix 
In network theory, the adjacency matrix is a representation of a finite network. The elements of 
the matrix (i.e., edges of the network) indicate whether the nodes are adjacent to each other or not. 
In this study, for 𝑛 nodes, I have calculated the adjacency matrix, 𝐴 = (𝑎𝑖,𝑗)𝑛×𝑛 by thresholding 
every element of the connectivity matrix, 𝐶𝑀 = (𝑐𝑚𝑖,𝑗)𝑛×𝑛 using different threshold values 𝑇 >
0, as follows 
𝑎𝑖,𝑗 =
{
 
 
 1,          𝑖𝑓 𝑐𝑚𝑖,𝑗 ≥ 𝑇
−1,        𝑖𝑓 𝑐𝑚𝑖,𝑗 ≤ −𝑇
0,                 𝑖𝑓 𝑖 = 𝑗
0,           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
  (2.2) 
2.3.3.3 Laplacian Matrix 
To calculate the Laplacian matrix, at first, I have calculated the degree matrix. The degree matrix 
is a diagonal matrix that contains information about the degree of each node. From the adjacency 
matrix, the degree matrix, 𝐷 = (𝑑𝑖,𝑗)𝑛×𝑛 is calculated as follows 
,
1
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i i j
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=
= , 𝑖𝑓 𝑖 = 𝑗   (2.3) 
The Laplacian of an undirected graph 𝐺 = (𝑉, 𝐸) is a 𝑛 × 𝑛 matrix and is defined as follows 
𝐿(𝐺) = 𝐷(𝐺) − 𝐴(𝐺)    (2.4) 
where 𝐷(𝐺) is the degree matrix and 𝐴(𝐺) is the adjacency matrix. So, the Laplacian matrix is the 
difference between the degree matrix and adjacency matrix. The Laplacian matrix, 𝐿 = (𝑙𝑖,𝑗)𝑛×𝑛 
is calculated as follows 
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𝑙𝑖,𝑗 = {
𝑑𝑖,,            𝑖𝑓 𝑖 = 𝑗
−𝑎𝑖,𝑗,        𝑖𝑓 𝑖 ≠ 𝑗
   (2.5) 
I have extracted features from these matrices to train the machine learning classifiers. Specifically, 
topological centralities are calculated from the adjacency matrix, and the eigenvalues are 
calculated from the Laplacian matrix. 
2.4 Summary 
In this chapter, I have discussed in brief about the ABIDE dataset. Because of the difference of the 
scanner, scanning parameters, and phenotypic information over different sites, it is a very complex 
dataset. I have also described the preprocessing steps of the MRI images. I have used FSL and 
AFNI for the preprocessing. I have also described the process of defining nodes and edges to create 
brain networks. I have used the 264 ROI based parcellation scheme to create a brain network. For 
the simplicity of calculation, I have used different matrix representation of the brain networks, 
which I have described at the end of the chapter. 
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CHAPTER 3 
DIAGNOSIS OF ASD USING EIGENVALUES OF BRAIN 
NETWORK: A MACHINE LEARNING BASED APPROACH 
3.1 Introduction 
The diagnosis of ASD is still based on interviews and observation. In the observation-based 
diagnosis, the patients perform a series of task and a clinician observe the social and 
communication skills of the patient. The clinician then scores the patient based on the observation. 
In the interview-based diagnosis, the parents of the patients are interviewed. They are asked 
different questions about the patient’s behavior. Based on the answers, the clinician decides 
whether the patient has ASD. In both techniques, the diagnosis can be biased by the clinician and 
the parents. As ASD covers a wide range of symptoms, it is very hard to define a baseline for the 
tasks. Also, it is very hard for the parents to detect the abnormality of the behavior if they don’t 
know what they are looking for. Hence, it is necessary to establish a diagnosis method that can 
diagnose ASD without human intervention. 
Recent developments in machine learning have allowed researchers to look into the machine 
learning based diagnosis process of ASD using brain networks. In [13], [93], the weight of the 
edge is used as a feature to train machine learning classifiers. Also, features from the images have 
been used for classification. In [94] concavity, curvature, folding of the cortex is measured from 
the MRI images as features. Also, the spatial gradient among voxels is used for the classification 
of ASD in [95]. Morphological features, such as cortical thickness, subcortical volume, change in 
cortical thickness, are used to train machine learning classifiers in [96]. However, most of the 
studies either have a good classification accuracy on a small dataset or a poor classification 
accuracy on a large dataset. 
The use of feature selection techniques is very common in machine learning based approaches. 
The feature selection algorithm tries to reduce the dimension of the feature vector so that only 
discriminating and independent features are used to train the machine learning classifiers. In [97], 
a simple feature selection method is described, where at first all the features are ranked and then 
the low ranked features are removed. In [98], a deep learning based feature selection model is 
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proposed. Another advantage of using feature selection algorithm is that it ensures overfitting 
doesn’t occur while training the machine learning models. 
In this chapter, I will discuss the features I have extracted from the brain networks. I will describe 
in brief how the features are extracted. I will also be proposing the use of the spectrum of the 
Laplacian matrix of the brain network as a raw feature. The feature set defined in this study 
contains the spectrum along with three other topology centralities. To solve the problem of 
overfitting, I will also propose a feature selection algorithm. Finally, I will discuss the results I 
have achieved through experiments where I have used the proposed features on some traditional 
machine learning classifiers. The main aim of this chapter is to focus on the effectiveness, 
robustness, and efficiency of the proposed features. 
3.2 Feature Extraction 
A feature is a measurable independent, informative, non-redundant, and discriminating property 
or characteristic of a data being observed [99]. Feature extraction, the process of defining features 
of a dataset, is crucial for machine learning classifiers. The features need to be sufficient enough 
to be able to classify. The efficiency of the classifiers largely depends on the defined features. In 
the case of well-defined features, the classification algorithms will be able to classify different 
classes of data more accurately. There are studies to extract features from the brain networks for 
the analysis of ASD [45]. However, the features defined in the previous studies fail to produce an 
acceptable classification result. So in this study, I am proposing the spectrum of the Laplacian 
matrix of the brain networks as a feature. The spectrum is combined with three topological 
centrality based features named assortativity, clustering coefficient and average degree of a 
network. 
3.2.1 Spectrum of Brain Network 
The set of all eigenvalues of a matrix is called its spectrum. The eigenvalues λ of a matrix M can 
be obtained by solving its following characteristic equation  
𝑃(𝜆) = det(𝑀 − 𝜆𝐼) = 0    (3.1) 
where I is an identity matrix with the same size of M. The spectrum of the Laplacian matrix of the 
brain networks is used as features. Spectrum is a unique representation of a particular matrix. The 
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spectrums are different for different matrices. However, in [100], it is shown that the eigenvalues 
can be used as a measure of similarity. It implicates, the similarity between two matrices can be 
captured using the spectrum. If two matrices are strongly correlated, the spectrum of the matrices 
is also strongly correlated. 
As mentioned, the Laplacian matrix is calculated after applying a threshold to the connectivity 
matrix. So after threshold, the network represents edges with higher positive and negative PCC. 
The higher (positive and negative) PCC indicates the regions are more correlated with each other. 
The reason behind using spectrum is, if there is any relation in the activations of the ROIs of the 
ASD subjects then the Laplacian matrix will be able to represent it. Therefore, spectra of the 
Laplacian matrix calculated from the brain networks of the ASD subjects will have more similarity 
than the spectra of the HC subjects. As a result, the spectrum of the Laplacian matrix can be used 
as a feature. 
3.2.2 Topology Centralities 
Topological centrality reflects the topological position of nodes and edges in a network. It is the 
measure of the importance of nodes in the network. In the network theory there several topological 
centralities that can be measured to get an idea about the importance of different nodes. Through 
the centralities, it is possible to find out ROIs that are responsible for any particular disease, based 
on ROI’s importance in the network. In [45], the authors studied different centralities, such as 
modularity, eccentricity, minimum and maximum global efficiency, strength, triangles, minimum 
and maximum path length for the machine learning based classification of ASD. Also, in [19] 
clustering coefficient, characteristic path length, local efficiency, global efficiency, normalized 
clustering coefficient, and normalized characteristic path length are studied for the detection of 
ASD. 
In this study, I have measured global and local efficiency, average path length, graph strength, 
assortativity, clustering coefficient, and the average degree of a network as features for the machine 
learning classifiers. However, after applying feature selection algorithm (in Section 2.5) on all the 
available features, along with a part of the spectrum only assortativity, clustering coefficient and 
the average degree of a network are included in the final feature set. So in the following sections, 
I will only discuss selected topology centralities. 
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3.2.2.1. Assortativity 
Assortativity (denoted by 𝜌) is the measurement of the tendency of the nodes to associate with 
each other based on their degree [101]. It is calculated as the cross-correlation of the degree of 
every pair of nodes connected through an edge. To measure the assortativity at first the adjacency 
matrix 𝐴 for 𝑛 nodes is transformed to 𝐴 = (𝑎𝑖,𝑗)𝑛×𝑛 as follows 
𝑎𝑖,𝑗 = {
1,          𝑖𝑓 𝑎𝑖,𝑗 > 0
0,           𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   (3.2) 
Then the assortativity is calculated as follows 
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where for a network G = (V, E) with 𝑉 set of nodes and 𝐸 set of edges let 𝑖 and 𝑗 be any two nodes 
in the upper triangle of 𝐴 connected through an edge and 𝑖, 𝑗 ∈ 𝑉, 𝑘 is the number of total non-
zero elements in the upper triangle of 𝐴, 𝑑𝑖 and 𝑑𝑗 be the respective degree of the node 𝑖 and 𝑗. 
The assortativity is computed by using the MATLAB function defined in [102]. 
In some networks, similar nodes tend to connect with each other more [103]. There are different 
indices to measure the similarity, but most of the nodes connect to the nodes that have a similar 
degree [104]. In our brain network, nodes with similar degree mean they have a high correlation 
with other nodes, so they are more or less similarly active during the resting state. 
3.2.2.2. Clustering Coefficient 
In simple words, the clustering coefficient of a node is the fraction of triangles around it [105], a 
triangle in a network is a structure where three vertices are connected with each other. Clustering 
coefficient is the measurement of the local connectivity of a network. To measure the clustering 
coefficient at first, the adjacency matrix 𝐴 is transformed to 𝐴 using Eq. 3.2. Then the number of 
triangles of each node (denoted by 𝛽𝐺) is calculated as follows 
𝛽𝐺 = 𝒅𝒊𝒂𝒈 (𝐴 × 𝑈(𝐴) × 𝐴)    (3.4) 
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where 𝑑𝑖𝑎𝑔 is the MATLAB function which returns the diagonal elements of the matrix and 𝑈(𝐀) 
is the upper triangular matrix of 𝐴. Finally the clustering coefficient, 𝐶 is calculated as follows 
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where for a network G = (V, E), 𝑓 is the total number of nodes in the network and 𝑑𝑖 is the degree 
of node 𝑖. 
Clustering coefficient is a prominent feature of the network that shows small-world properties. 
According to [106], brain networks show small-world network properties. A study for Alzheimer 
disease detection [107] using network analysis on fMRI showed that the high average clustering 
coefficient of a network could be interpreted as densely connected local clusters. Also, in [19], it 
is mentioned that the ASD subjects have lower clustering coefficient than the HC subjects. So, 
using this topological centrality as a feature, the classifiers might perform better. 
3.2.2.3. Average Degree of a Network 
The average degree (denoted by Q) of a network is the ratio of the number of all the edges to the 
number of all nodes in a network, and it can be calculated from the adjacency matrix 𝐴 = (𝑎𝑖,𝑗)𝑛×𝑛  
as follows 
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1 1
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where for a network G = (V, E), 𝑓 is the total number of nodes in the network. 
The average degree of a network is an overall representation of the number of edges in a network. 
So, the average degree of a network is similar for similar networks. Various studies have shown 
that there is some similarity in the functional activity of the brain for ASD subjects [28], [29], 
[108]. Due to the similarity of the functional activity, the adjacency matrix representing the 
connection (edges) in the brain networks also have a similarity. However, due to the difference in 
the functional activity of the ASD subjects and HC subjects, the average degree of the network 
proves to be a discriminating feature for the machine learning classifiers. 
24 
 
3.3 Feature Normalization 
Feature normalization is a vital data preprocessing step. Feature normalization is necessary when 
the magnitude and range of the features are different from each other. In the experiments, the range 
of assortativity and clustering coefficient is 0 to 1, and the range of the spectrum and the average 
degree of network is +∞ to -∞. In some machine learning classifiers, the higher ranged features 
influence the classification results due to its large value. So to resolve this issue, the spectrum and 
Figure 3-1: Flowchart of the feature selection algorithm 
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average degree of the network are normalized before applying the feature selection algorithm. The 
features are normalized independently as follows 
𝑧𝑖′ =
𝑧𝑖 − min (𝑧)
max(𝑧) − min (𝑧)
    (3.7) 
where 𝑧𝑖  𝑎𝑛𝑑 𝑧𝑖
′, 𝑖 = 1,… , 𝑓 are original values and normalized values, respectively and f is the 
dimension of feature vector z. 
3.4 Feature Selection 
Feature selection is the process of selecting a subset of relevant features (variables, predictors) for 
use in machine learning classifiers [109]. The machine learning classifiers can achieve a better 
performance if the features are discriminate. The performance tends to increase as the features are 
more discriminant. Unnecessary features make the model complex, reduce the efficiency of the 
machine learning classifiers. It also overfits the model. These problems can be solved by using a 
feature selection algorithm [110]. The main purpose of the feature selection algorithms is to find 
the minimal subset of the most discriminate features [111] while improving the prediction accuracy 
of the model [112].  
Out of different feature selection algorithms, the most popular one is the sequential feature 
selection. The algorithms are called sequential because of the iterative nature. The main component 
of the feature selection algorithm is the objective function. The feature selection algorithms try to 
minimize this objective function through different criteria, such as mean squared error, 
misclassification rate. So, in the forward sequential feature selection, initially, there is an empty 
feature set. In the first step, one feature is added from the available features, which give the highest 
value for the objective function [113]. In the next steps, new features are added sequentially, and 
the new subset is evaluated. If adding a feature to the subset increase the value of the objective 
function, then the feature is added permanently to the subset. This process continues, until adding 
a new feature doesn’t change or reduce the value of the objective function. There is another variant 
of the feature selection algorithm, backward sequential feature selection. Rather than an empty set, 
it starts with a set of all the features. Then during each step, features are removed sequentially. 
This process continues until removing any features doesn’t increase the value of the objective 
function. I have used the backward sequential feature selection algorithm in this study. Specifically 
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MATLAB function “sequentialfs” is used to perform the backward sequential feature selection 
algorithm with linear discriminant analysis (LDA) and 10 fold cross-validation. 
The “sequentialfs” select a subset of features from the available features that does the best 
prediction by sequentially removing features until removing more features reduce the prediction 
accuracy [114]. So, the “sequentialfs” starts with a feature set of all the features. For each step, 
candidate feature subsets are created by sequentially removing features from the original feature 
set. After that, 10-fold cross-validation is performed on each feature subset. During the cross-
validation step, the data is divided into training and testing set. The data are trained and tested on 
the linear discriminant analysis (LDA), which is a machine learning classifier. The classification 
accuracy of LDA is the objective function. So to optimize the objective function, it is necessary to 
maximize the classification accuracy. For any particular feature subset, for each fold of the 10-
fold, the classification accuracy is measured. The average classification accuracy over all the folds 
is the accuracy of that feature subset. So, the classification accuracy is measured for all the subsets. 
After each step, the feature subset for which the classification accuracy is the maximum is the 
selected feature subset of that step. In the next step, the selected feature subset of the last step is 
the original feature set, and features are removed from that set. This process continues until 
removing more features does not increase the classification accuracy. 
Table 3-1: Number of features selected after using the feature selection algorithm 
Thresholding Condition Number Of Selected Features After Feature 
Selection 
All edges with positive PCC 88 
All edges with negative PCC 76 
𝑻 = 𝟎 66 
𝑻 = 𝟎. 𝟏 103 
𝑻 = 𝟎. 𝟐 62 
𝑻 = 𝟎. 𝟑 78 
𝑻 = 𝟎. 𝟒 77 
𝑻 = 𝟎. 𝟓 111 
𝑻 = 𝟎. 𝟔 37 
The “sequentialfs” algorithm divides the data only once at the beginning of the computation and 
tries to optimize the classification accuracy with those sets. This algorithm stops before reaching 
the optimal feature subset. To resolve this problem, I have implemented an iterative backward 
sequential feature selection algorithm. During each iteration, at first, a feature subset is created 
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using the “sequentialfs” by removing redundant features from the previously remaining feature 
subset. Then, 10-fold cross-validation with LDA is performed on the remaining feature subset. 
The 10-fold cross-validation is repeated ten times using the same feature subset. The average 
classification accuracy over each step is the classification accuracy of that subset. The purpose of 
using the 10-fold cross-validation multiple times is to ensure the classifier isn’t biased by any 
particular set of data. Now, if the accuracy of the current step (new accuracy) after the cross-
validation, is lower than the accuracy of the previous step then features are further removed using 
“sequentialfs” from the newly remained feature subset. The removal of features is performed three 
times, and each time “sequentialfs” is used on the previously remaining feature subset. This step 
is used because sometimes even though the accuracy of the next step is lower than the current step, 
but the accuracy of the consecutive steps is better than the current step. Measuring the accuracy of 
the following three steps ensured the algorithm wouldn’t stop before reaching a minimum subset 
of features with the maximum accuracy. Again, for measuring the accuracy of each step of three 
steps, I have used the 10-fold cross-validation ten times mentioned previously. Now, if the 
accuracy of any of the three steps is higher than the new accuracy, then the feature subset of that 
step is considered as the feature subset for the next iteration. However, if the new accuracy is lower 
than the previous accuracy and the accuracy of the future three iterations are also lower than the 
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new accuracy, the current feature subset is considered to be the final set of features for the 
classifiers. The mentioned feature selection algorithm is illustrated in Figure 3-1. 
I have implemented the feature selection algorithm to define independent and discriminating 
features and to avoid the overfitting issue. One of the reasons that machine learning algorithms are 
overfitted is due to the high dimensionality of features. Most times, the study of the neuroimages 
includes a high dimensional feature set due to the use of a large number of voxels, or ROIs. As a 
result, there are noisy or unnecessary features in the feature set. The noises in the feature set 
profoundly bias the performance of the machine learning algorithms. Machine learning algorithms 
try to find a pattern in the feature set. However, if there are too many noises in the feature set then 
machine learning algorithms search for a pattern in the noises, which isn’t an actual representation 
of data. So, excessive features overfit machine learning algorithms by introducing noises into the 
feature set.  
It can be summarized from Table 3-1 that the number of selected features has reduced significantly 
from 267 raw features after applying the feature selection algorithm. Figure 3-2 shows a 
comparison of the classification accuracy before and after applying the feature selection algorithm 
for different thresholding conditions. From the results in Figure 3-2 it can be seen that the 
classification accuracy has increased for all the thresholding conditions after applying the feature 
selection algorithm, which indicates that the method has avoided the overfitting by reducing the 
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dimension of the feature set. Figure 3-3 shows the change of the classification accuracy during 
each iteration of the feature selection algorithm. From Figure 3-3, it can be seen that the 
classification accuracy has increased by removing noises from the feature set.  
3.5 Results and Discussion 
3.5.1 Effect of Threshold 
One of the crucial steps of defining the matrices from the brain networks is applying the threshold. 
The threshold is applied to the connectivity matrix to create the adjacency matrix, from which the 
degree matrix and the Laplacian matrix is calculated. Now, strong edges (both positive and 
negative large PCC) in the connectivity matrix imply that the corresponding ROIs are similarly 
activated during the same time point, where weak edges (both positive and negative small PCC) 
indicate that the ROIs are active, but the difference or dissimilarity of the activation is large. 
According to Eq. 2.2, if the positive PCC value is larger than the threshold value 𝑇 then it is 
replaced by +1 in the adjacency matrix, and if the negative PCC value is smaller than the negative 
of the threshold 𝑇 then it is replaced by -1. In this approach, the contribution of both large and 
small (positive and negative) PCC values are considered to be the same. Because either large PCC 
or small PCC both are replaced by a +1 or -1, respectively. Applying the threshold will remove 
the weak edges from the connectivity matrix. However, large threshold values will make nodes of 
the brain network sparse. On the contrary, weak edges also carry some information about the 
relation of the ROIs. So, applying a high threshold value, more information will be lost. It is 
necessary to find a threshold value, which will remove a sufficient number of weak edges to make 
the network sparse without losing too much information. 
In this study, I have experimented with different threshold values 𝑇 from 0 to 0.6, with an 
increment of 0.1. For, threshold values greater than 0.6, most of the edges are removed. As a result, 
there is too little information in the adjacency matrix to extract. So, I have experimented with only 
the mentioned threshold conditions. Along with these, I have also conducted the study with the 
edges with only positive PCC values and only negative PCC values. The purpose is to prove that 
rather using than one type of edges (positive or negative PCC values), combining the edges 
perform better. 
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The adjacency matrix, 𝐴 = (𝑎𝑖,𝑗) (Eq. 2.2) is modified for the calculation of edges with only 
negative PCC values as follows 
𝑎𝑖,𝑗 = {
0,          𝑖𝑓 𝑐𝑚𝑖,𝑗 > 0
1,          𝑖𝑓 𝑐𝑚𝑖,𝑗 < 0
  (3.8) 
Also for edges with only positive PCC and edges with only negative PCC, the first eigenvalue is 
discarded before applying the feature selection. Because there is no variance in them. 
The process of classification is different for different machine learning algorithms. As I have 
proposed eigenvalues of the brain network as raw features, I have experimented with different 
machine learning algorithms to find out which machine learning algorithm performs the best for 
the proposed set of features. I have used LDA, logistic regression (LR), support vector machine 
(SVM), K-nearest neighbor (KNN) and neural network (NN) to classify ASD and HC subjects. 
MATLAB is used to implement LDA, LR, SVM, and KNN. NN is implemented in PyCharm with 
python.  
I have used the KNN classifier with cosine as the distance metric. The SVM is used with the 
medium Gaussian kernel. The LR with the default value is used on the classification learner app 
Table 3-2: Comparison of performance of different machine learning classifier for different 
thresholding values 
Thresholding 
Condition 
LDA 
(%) 
LR 
(%) 
SVM 
(%) 
KNN 
(%) 
NN 
(%) 
ACC AUC ACC AUC ACC AUC ACC AUC ACC AUC 
All edges with 
positive PCC 
70.8 76.0 70.1 75.0 
66.8
8 
71.0 67.3 76.0 66.0 72.0 
All edges with 
negative PCC 
70.5 74.0 69.2 74.0 65.1 70.0 63.9 71.0 64.4 68.7 
𝑻 = 𝟎 72.1 77.0 71.4 78.0 63.0 77.0 61.7 71.0 66.0 73.0 
𝑻 = 𝟎. 𝟏 76.3 82.0 76.5 81.0 72.2 77.0 73.2 80.0 71.3 77.5 
𝑻 = 𝟎. 𝟐 78.4 83.0 77.0 83.0 73.5 77.0 73.8 81.0 71.7 78.7 
𝑻 = 𝟎. 𝟑 74.6 78.0 73.6 78.0 67.4 72.0 71.2 78.0 68.3 74.5 
𝑻 = 𝟎. 𝟒 77.2 82.0 75.2 81.0 71.6 76.0 72.7 80.0 71.3 77.1 
𝑻 = 𝟎. 𝟓 77.0 81.0 75.4 81.0 72.7 78.0 73.2 80.0 70.1 76.9 
𝑻 = 𝟎. 𝟔 76.2 81.0 76.0 81.0 71.8 77.0 72.9 80.0 68.4 75.5 
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of MATLAB [115]. The NN is built with the TensorFlow. An NN consisting of one input layer, 
one hidden layer, and one output layer is used. In the input layer, the number of neurons equals 
the number of selected features. “Softmax” is used as the activation function after the input layer. 
Then a fully connected hidden layer with 2 neurons is used. Rather than using the stochastic 
gradient descent, I have used the adam optimizer to update the weights. For the machine learning 
algorithms, I have used 10-fold cross-validation to measure accuracy (ACC) and area under the 
receiver operating characteristic (ROC) curve (AUC). However, for the NN I have split the data 
into a training set (80%), testing set (10%), and validation set (10%). I have used the training set 
and testing set to create the NN model and the validation set to measure the final accuracy. To 
show the stability of the classification process, I have repeated the experiments 10 times for the 
Table 3-3: Classification accuracy and AUC of the different sites of ABIDE 1 
Sites ASD 
Subjects 
HC 
Subjects 
Total 
Subjects 
Features 
After 
FS 
LDA 
(%) 
LR 
(%) 
ACC AUC ACC AUC 
PITT 24 26 50 15 100 100 100 100 
OLIN 14 14 28 14 100 100 92.9 99 
OHSU 12 13 25 2 100 100 100 100 
SDSU 8 19 27 7 92.6 96 96.3 99 
TRINITY 19 25 44 19 97.7 100 97.7 100 
UM 1 34 52 87 79 97.7 97 87.2 90 
UM 2 13 21 34 14 100 100 97.1 99 
UM 47 73 120 54 92.5 98 94.2 95 
USM 43 24 67 24 98.5 100 97.0 99 
YALE 22 19 41 5 100 100 100 100 
CMU 6 5 11 3 100 100 100 100 
LEUVEN 1 14 14 28 11 96.4 100 96.4 100 
LEUVEN 2 12 16 28 13 100 100 100 100 
LEUVEN 26 30 56 27 100 100 96.4 100 
KKI 12 21 33 7 97.0 100 93.9 99 
NYU 74 98 172 5 99.4 100 100 100 
STANFORD 12 13 25 12 100 100 100 100 
UCLA 1 37 27 64 13 100 100 96.9 100 
UCLA 2 11 10 21 9 100 100 100 100 
UCLA 48 37 85 17 100 100 100 100 
MAX_MUN 19 27 46 24 100 100 100 100 
CALTECH 5 10 15 6 93.3 100 93.3 100 
SBL 12 14 26 1 100 100 100 100 
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machine learning algorithms and NN. The average of the ACC and AUC, along with the standard 
deviation (stdv) of the experiments are shown in Table 3-2.  
It is evident from Table 3-2 removing the weak edges produce a better result than either all the 
edges with positive PCC or all the edges with negative PCC. The results are even better for 
including all the edges than either type of edges. For the threshold value 𝑇 = 0.2, all the machine 
learning classifiers and NN achieve their best performance. In most of the cases, LDA outperforms 
other machine learning classifiers. The best classification accuracy of 78.4% is achieved for the 
threshold value of 0.2 and LDA as the classifier. Using the simplest NN, I have achieved the 
highest classification accuracy of 71.7%, which is better than the study in [15]. 
3.5.2 ASD Classification for Different Sites of ABIDE 1 
The inter-site variation of ABIDE 1 dataset is very prominent, as it covers a wide range of age 
groups, sexes, scanning parameters, and scanner types (Table 3-1 and Table 3-2). This represents 
the real-world scenario, where the scanner or scanning parameters cannot be controlled uniformly 
at different sites or institutions. However, for a particular institution, it is very unlikely for them to 
have a prominent difference in the scanner or the scanning parameters. Therefore, the classification 
of the intra-site classes is also important. Therefore I have conducted the experiments on 17 sites 
of ABIDE 1 database separately. For intra-site experiments, I have kept the threshold value T= 0.2 
to be consistent. I have applied the feature selection method to the dataset from each site, 
separately. In all the cases, the number of selected features is smaller than the number of subjects 
in the dataset, which again illustrates the efficiency of the feature selection algorithm to avoid the 
overfitting issue. The ACC and AUC are calculated based on the 10-fold cross-validation with 
LDA and LR and are shown in Table 3-3. UCLA, UM, and LEUVEN sites have two different 
datasets. I have calculated the accuracy based on each dataset separately and, as well as the entire 
dataset. From Table 3-3, it can be seen that defined and selected features do an excellent job for 
classifying ASD and HC subjects in case of the intra-site dataset. Specifically, the proposed 
process can diagnose ASD with an average ACC of 98.5% ± 2.5% and an average AUC of 99.6% 
± 1.1% for all the sites using LDA. At some sites, the accuracy and/or the AUC have reached 
100%. The efficiency of the defined and selected features is illustrated by not only LDA but also 
LR, which also has the average ACC of 97.3% ± 3.3% and the average AUC of 99.1% ± 2.3%.  
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3.6 Summary 
The main objective of this chapter is to describe the features and a feature selection process for the 
diagnosis of ASD. I have explained in detail the spectrum and topological centralities of the brain 
network. I have also presented my modified feature selection algorithm in this chapter. Using the 
selected features, I have trained different machine learning classifiers. The results of the 
classification are reported in this chapter. In the results, the effect of changing threshold value is 
also described. Along with inter-site classification, intra-site classification is also carried out and 
reported. Using my proposed features and feature selection algorithm, I have achieved a 
classification accuracy of 78.4% using LDA, which is better than the state-of-the-art studies.  
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CHAPTER 4 
DEEP LEARNING METHODS TO DIAGNOSE ASD USING 
BRAIN NETWORKS 
4.1 Introduction 
In Chapter 3, I have discussed the use of traditional machine learning classifiers for the diagnosis 
of ASD. The recent development in neural network algorithms has inspired new approaches to 
study brain diseases. As mentioned, in ASD studies, deep learning has been used as both feature 
extractor and classifier. In this chapter, I will discuss the use of autoencoders for the diagnosis of 
ASD. 
An autoencoder is a type of artificial neural network, where the training of the network is done in 
an unsupervised manner. Autoencoder compresses the data and creates an encoded representation 
of the data. Then from the compressed data, autoencoder tries to regenerate the actual data. In 
[116], CNN is proposed where they have used the autoencoder to detect the structural shape 
variation from the MRI scans for the classification of Alzheimer’s Disease (AD). The AD-based 
study [117] used stacked autoencoder for unsupervised feature learning for AD diagnosis. In an 
ASD based study [49], a stacked denoising autoencoder is used in the pre-training step for the 
extraction of the lower-dimensional data representation of the whole dataset. Another use of 
stacked autoencoders for feature extraction is described in [118], where they have extracted 
features from the brain networks and used two stacked autoencoders connected to a softmax 
function for classification. 
The autoencoder can be used both as a feature extractor and classifier for the diagnosis of ASD. 
Deploying the autoencoder as feature extractor, the latent view representation of the data that is 
being created through the encoder is considered to be the compressed features, and these features 
are then analyzed for diagnosis [116]. On the other hand, using the autoencoder as a classifier, the 
information learned from the autoencoder is incorporated into a classifier model for the 
classification [118]. 
In the case of feature extractor, the popularity of autoencoder is because it can approximate the 
nonlinear relation of features. Filter, wrapper, and embedded are some of the common feature 
selection methods. In the filter method, the features are selected based on their scores in various 
statistical tests for their correlation with the outcome variables. Filter methods don’t use any 
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classifier algorithms to predict performance. In the wrapper method, the selection of features is 
done through a searching process. In this method, subsets of features are selected from the actual 
feature set, and the subset which produces the maximum performance for the classifier algorithm 
is considered to be the final feature set. The feature selection process described in the previous 
chapter (Chapter 3) use the wrapper method. In the embedded method, a model tries to learn the 
features that best contribute to the accuracy of the model while the model is being created. 
Regularizations are most common embedded feature selection method. However, all these 
methods can only find the linear relation among the features. The embedded method can be used 
to find the nonlinear relationship of the features by using a nonlinear kernel, but the learning of 
the model greatly depends on the kernel [119]. Autoencoder can analyze the nonlinear relation 
among the features using the nonlinear activation functions. Also, in [119], the authors have shown 
that an autoencoder based feature extraction scheme works better than the traditional feature 
selection algorithms.  
In this chapter, at first, I will discuss the dataset and data pre-processing. Then I will talk in brief 
about the autoencoder and how it works. I will describe the autoencoder that I have used in this 
study, and I will also show that the learning of the autoencoder can be used in a DNN classifier for 
the diagnosis of ASD. After that, I will describe the autoencoder based feature extraction method. 
There is a significant increase in the performance of the traditional machine learning classifiers by 
using the autoencoder based feature extraction, which I will describe in this chapter. Finally, I will 
discuss the results of different experiments and conclude the chapter. 
4.2 Materials and Methods 
4.2.1 Data Preprocessing 
To be consistent and make the study comparable with other studies, I have worked with the same 
871 subjects from the ABIDE 1 dataset mentioned in the previous chapters. There are 403 ASD 
subjects and 468 HC subjects out of a total of 871 subjects. Using the rs-fMRI images of the 
subjects, I have divided the brain into 264 ROIs and then extracted the time-series measurement 
of the ROIs. The 264 ROIs are the nodes, and the PCC of the time-series measurement between 
any two nodes are the edges. So, using these nodes and edges, I have created brain networks from 
the rs-fMRI images. The processing steps are the same as mentioned in chapter 2. 
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4.2.2 Feature Extraction 
The feature extraction process is the same as described in Chapter 3 (Section 3.2). At first, I have 
created a connectivity matrix from the brain networks for individual subjects. Then from the 
connectivity matrix, I have created the adjacency matrix, degree matrix, and Laplacian matrix. I 
have used the same spectrum, assortativity, clustering coefficient, and average degree of the 
network as features.  
4.2.3 Feature Normalization 
The feature normalization is an important step for machine learning classifiers as uneven features 
may bias results. Therefore, I have normalized features before applying them to the DNN. I have 
used MATLAB to calculate the spectrum of the Laplacian matrix. As the size of the Laplacian 
matrix is 264 × 264, so there are 264 eigenvalues for each subject. The eigenvalues are sorted in 
Figure 4-1: Example of a simple autoencoder 
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ascending order for each subject and they can range from −∞ 𝑡𝑜 + ∞. However, when 
eigenvalues (say the first eigenvalue of each subject) are normalized, the contribution of each 
eigenvalue is measured over all the subjects. The contribution of that eigenvalue for that subject 
is ignored in this scenario. So, in this study, I have normalized the eigenvalues for a particular 
subject rather than normalizing each eigenvalue over all subjects by Eq. 3.7. After this 
normalization, the maximum value and the minimum value in the spectrum of each Laplacian 
matrix are 1 and 0, respectively, which are excluded from the raw feature set. I haven’t applied 
normalization to the assortativity and the clustering coefficient, as these are normalized when 
calculated. However, the average degree of the network is normalized over all the subjects using 
Eq 3.7. 
4.2.4 Autoencoder 
4.2.4.1. Introduction 
In simple words, an autoencoder is a neural network that learns to replicate its input. Figure 4-1 
shows the architecture of a simple autoencoder. There are three main components of the 
autoencoder. They are described as follows 
• Encoder: The main work of this component is to compress the input data and create a 
latent view representation. There might be one or more hidden layers in the encoder. 
Usually, the number of neurons is reduced in consecutive hidden layers, limiting the 
amount of information that can flow through the network. As a result, the network learns 
the most important features of the input data. 
• Latent space representation: This is the compressed representation of the input data. 
• Decoder: The last part is the decoder. Decoder tries to reconstruct the input data from the 
latent space representation. Usually, in the decoder, the number of neurons gradually 
increases in the consecutive layers. The number of neurons in the output layer of the 
decoder is the same as the number of neurons in the input of the encoder. 
The autoencoder is trained by comparing the reconstructed data with the actual input data and then 
trying to minimize the prediction error. The autoencoder uses unsupervised training, i.e. no label 
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of the input data is required for the training of the network. Rather than using the autoencoder to 
copy the input information to the output, the latent space is used to teach the network the useful 
attributes of the data. This is done by constraining the learning of the network. As the dimension 
(the number of neurons) is reduced in the latent space, the autoencoder is forced to learn the salient 
features of the training data. 
4.2.4.2. Proposed Autoencoder 
The block representation of the autoencoder I have used in this study is shown in Figure 4-2. There 
is a total of four hidden layers, one input layer, and one output layer in my proposed autoencoder. 
The encoder part of the proposed autoencoder is the input layer and the hidden layer 1. The hidden 
layer 2 creates the latent space representation of the input data. Hidden layer 3 and the output layer 
is the decoder of this model. 
Figure 4-3 shows the layers and neurons of the proposed autoencoder. In the consecutive layers of 
the encoder, I have decreased the number of neurons from 267 (input layer) to 200 (hidden layer 
1). Then the information learned by the encoder is projected into the latent space representation 
through 10 neurons (hidden layer 2). So, these ten neurons are learning to represent the input data 
Figure 4-2: Block representation of the proposed autoencoder architecture 
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(267 features). Then in the decoder, I have increased the neurons from 200 (hidden layer 3) to 267 
(output layer). The decoder will reconstruct the data from the latent view representation. So, the 
autoencoder is trying to recreate 𝑥′ from the input data 𝑥 by minimizing the reconstruction error, 
𝐿(𝑥, 𝑥′), where 𝐿 is the measurement of the difference between original input and the consequent 
reconstruction. The network is trained to minimize 𝐿(𝑥, 𝑥′). The description of the layers are as 
follows 
• Input Layer : Neurons = 267 (number of features) 
• Hidden Layer 1 : Neurons = 200, Activation = ‘relu’ 
• Hidden Layer 2 : Neurons = 10, Activation = ‘relu’ 
• Hidden Layer 3 : Neurons = 200, Activation = ‘relu’ 
• Output Layer : Neurons = 267 (number of input features), Activation = ‘sigmoid’ 
I chose the layers after experimenting with different layers and activation functions. A well-trained 
autoencoder should be sensitive to the input data so that it can create an accurate reconstruction. 
Figure 4-3: Architecture of the proposed autoencoder 
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Also, it should be insensitive enough so that it doesn’t copy the data from the input to the output. 
These two aspects are controlled by the reconstruction error (𝐿(𝑥, 𝑥′)) and the number of neurons 
in the network. The reconstruction error controls how sensitive the network will be to the input, 
and the number of neurons ensures the network doesn’t copy the information. 
4.2.4.3. Autoencoder Based Classifier 
In case of a simple autoencoder (one input layer, one hidden layer, and one output layer), in 
response to an input 𝑥 ∈ 𝑹𝑛, the activation of each neuron, ℎ𝑖 , 𝑖 = 1,… . ,𝑚 is 
ℎ(𝑥) = 𝑓(𝑊1𝑥 + 𝑏1)    (4.1) 
where 𝑓(𝑎) is the nonlinear activation function applied to every neuron, ℎ(𝑥) ∈ 𝑹𝑚 is the neuron 
activation, 𝑊1 ∈ 𝑅
𝑚×𝑛 is a weight matrix and 𝑏1 ∈ 𝑹
𝑚, is a bias vector. 
The output of the network is as follows 
𝑥′ = 𝑓(𝑊2ℎ(𝑥) + 𝑏2)    (4.2) 
where 𝑥′ ∈ 𝑹𝑛 is the output of the network, 𝑊2 ∈ 𝑅
𝑚×𝑛 is a weight matrix and 𝑏2 ∈ 𝑹
𝑚, is a bias 
vector. 
During the training for a set of 𝑝 input data 𝑥𝑖 , 𝑖 = 1,… . , 𝑝, the weight matrices 𝑊1 and 𝑊2, the 
bias vector 𝑏1 and 𝑏2 are updated in the backpropagation so that the reconstruction error, 𝐿(𝑥, 𝑥
′) 
is minimized while creating a set of 𝑝 output data 𝑥′𝑖 , 𝑖 = 1,… . , 𝑝. The reconstruction error is 
calculated as follows 
2
1
( , ') '
p
i i
i
L x x x x
=
= −    (4.3) 
So in the proposed autoencoder (Figure 4-3), The weight matrices 𝑊𝑘, 𝑘 = 1,… ,3 and bias 
vectors 𝑏𝑙, 𝑙 = 1,… ,4 are updated by calculating the activation of the neurons ℎ𝑖,𝑗 , 𝑖 = 1,… ,3 
and 𝑗 = 1,… , 𝑟 in each layer using Eq. 4.1, where 𝑟 is the number of neurons in each layer. The 
objective of the network is to minimize Eq. 4.3 and the output is calculated using Eq. 4.2. 
As mentioned, the decoder recreates the input data in the output from the latent space 
representation. So, if the reconstruction error is minimum, it means the latent space have learned 
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the salient features of the input data. These features can be used in a classifier for the purpose of 
classification between ASD subjects and HC subjects.  
The architecture of my proposed DNN classifier is in Figure 4-4. The proposed model is chosen 
as it produces the most accurate and stable classification results. The architecture of the DNN from 
the input layer to hidden layer 2 is the same as the encoder and latent space representation of the 
autoencoder (Figure 4-3). However, after the latent space representation instead of the decoder I 
have used two new layers (hidden layer 3’ and hidden layer 4’). Finally, the probability of data 
belonging to a particular class is shown through the output layer. The description of the new layers 
are 
• Hidden Layer 3’ : Neurons = 25, Activation = ‘tanh 
• Hidden Layer 4’ : Neurons = 10, Activation = ‘tanh’ 
• Output Layer : Neurons = 2, Activation = ‘softmax’ 
In the proposed classification process at first, the autoencoder is trained to reconstruct the input 
data. After completing the training of the autoencoder the DNN is trained. The first two hidden 
layers of the DNN are pre-trained using the weights and biases of the first two hidden layers of the 
autoencoder. The assumption behind this approach is, as the latent space representation has learned 
Figure 4-4: Proposed deep neural network classifier 
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to find the salient features of the input data, these features should be able to classify between ASD 
and HC subjects more accurately.  
4.2.4.4. Autoencoder Based Feature Extractor 
The autoencoder is trained in an unsupervised manner. So, no label information is used to train the 
autoencoder. When training the autoencoder, I have used the data from both ASD and HC subjects. 
Even though the latent space representation created a discriminate and salient representation of the 
input data, the difference in the features between different classes is minimal. So, the features in 
the latent space representation don’t produce a satisfactory result when used for classification. 
However, when the DNN classifier model is trained, the weights in the latent space representation 
Figure 4-5: Feature selector part of the autoencoder 
Figure 4-6: Illustration of the main steps of using autoencoder as feature extractor 
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is updated in such a manner so that it can create a representation of the input data which is 
discriminate enough to classify between two classes.  
After training the DNN classifier, the first three hidden layers of the DNN model which are also 
the encoder and latent space representation part of the autoencoder is used as a feature extractor. 
Because when training the DNN classifier, the latent space is forced to create a representation that 
will help the DNN model to classify better. So along with creating a compressed representation of 
the input, it is also creating a representation that is discriminate for different classes. As a result, 
this model can be used to create a compressed and discriminate representation of the features from 
the available feature set. The feature selector model is shown in Figure 4-5.  
4.3 Results and Discussion 
At first, I have implemented an autoencoder based feature extraction method. As mentioned, the 
decoder reconstructs the input data in the output from the latent space representation. Therefore, 
if the reconstruction error is small enough, it means the latent space have learned the salient 
features of the input data. Thus, the latent space can produce discriminate and salient representation 
(high-level features) of the input data. These features can be used in machine learning algorithms 
for the purpose of classification between ASD subjects and HC subjects. To evaluate the 
performance of the autoencoder based feature extractor, I have divided the entire dataset into 80% 
training data (697 subjects) and 20% testing data (174 subjects). Then I have trained the 
autoencoder using only the training data. After completing the training, the autoencoder is used to 
extract features from the testing data. Then using the extracted features of the training data I have 
trained all the machine learning algorithms available in the classification learner toolbox in 
MATLAB. However, SVM and KNN with different kernels, and subspace discriminant of the 
ensemble method have better and consistent results. Therefore, I have included the results of only 
Figure 4-7: Illustration of the main steps neural network based classifier using autoencoder 
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machine learning algorithms mentioned above. The illustration of the framework is shown in 
Figure 4-6. I repeat this process 10 times to ensure the results aren’t biased by the data. Also, I 
carry out the experiments varying the threshold value T from 0 to 0.6 and using all the edges with 
positive PCC values and all the edges with negative PCC values. I use the ACC and AUC to 
evaluate the performance and standard deviation to evaluate the stability. The results of the 
experiments are shown in Table 4-1.  
From Table 4-1, it can be seen that higher classification results are achieved when a threshold is 
applied to the connectivity matrix. Both ACC and AUC are the highest for the threshold value of 
T = 0.4. However, a significant amount of information is lost when applying a large threshold, 
which is evident from the results of thresholds T=0.5 and T=0.6. Also, the results are 
comparatively better when the information of both edges with positive PCC values and edges with 
negative PCC values are combined.  
Apart from using the autoencoder as a feature extractor, I also develop a neural network based 
classifier combined with an autoencoder. To develop the DNN based classifier at first I train the 
autoencoder (Figure 4-3) in a similar way as the previous method. After completing the training 
of the autoencoder, I train the DNN (Figure 4-4). The first two hidden layers of the neural network 
are pre-trained using the weights and biases of the first two hidden layers of the autoencoder. I use 
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the 10-fold cross-validation to train and evaluate the performance of the DNN classifier. In this 
training process, the DNN classifier is trained on 784 subjects, and the performance of the model 
is evaluated on the testing set of 87 subjects. The classification accuracy of the testing set is 
considered to be the accuracy of a particular fold. Finally, the average accuracy over all the folds 
is the accuracy of the model. I have repeated 10 times the process of training the autoencoder and 
10-fold cross-validation of the DNN. Each time the subjects are selected randomly. The process is 
illustrated in Figure 4-7.  
The results in Figure 4-8 are the average ACC and AUC achieved after repeating the autoencoder 
based classification process ten times. From Figure 4-8, it can be seen that the highest classification 
accuracy is achieved for the threshold value T=0.2. The classification ACC is the least when all 
edges (both edges with positive PCC values and edges with negative PCC values) are used. 
Analyzing Figure 4-8 it can be said that rather than using all edges for analysis it is better to remove 
some edges, as the results are comparatively better for threshold values greater than 0.2. However, 
removing too many edges could lose a significant amount of information, which is evident from 
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All edges 
with positive 
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(2.1) 
54.7 
(1.9) 
57.5 
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(2.0) 
68.1 
(3.1) 
74.8 
(2.5) 
59.9 
(1.4) 
58.2 
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54.3 
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(3.2) 
69.3 
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63.7 
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67.9 
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54.9 
(1.6) 
57.7 
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Table 4-1: Performance analysis of the autoencoder based feature selector 
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the less accuracy for threshold value T=0.6. Also, from the standard deviation bars in Figure 4-8, 
it can be seen that the results are very stable as the standard deviations are small. 
To illustrate the effect of pre-training I also develop a DNN classifier without the pre-training. 
Apart from pre-training, everything else is kept the same. I repeat the 10-fold cross-validation ten 
times for the classifier. The comparison of the performance of the DNN with and without the pre-
training is shown in Table 4-2. 
From Table 4-2 it can be seen that the DNN without pre-training can achieve a classification ACC 
of only 76.2%. However, the ACC increases to 79.2% when pre-training is applied to the DNN. 
There is an increase in the classification ACC for every thresholding condition. From the standard 
deviation (stdv) in Table 4-2, it can be seen that the DNN with pre-training is more stable. 
However, in both cases, there is an increase of ACC and AUC after applying some thresholds, 
rather than using all edges in the brain network and the results are maximum for the threshold of 
T = 0.2.   
I use the data from both ASD and HC subjects when training the autoencoder. Even though the 
latent space representation creates a discriminate and salient representation of the input data, the 
difference in the features between different classes is not satisfactory (Table 4-1). However, when 
the DNN with pre-training is trained, the weights and biases of the hidden layers are updated to 
classify between ASD and HC subjects. As a result, the weights and biases of the encoder and 
latent space representation are also updated to create a more discriminate representation of the 
data. After completing the training of the DNN, the first two hidden layers can be used to extract 
 
Threshold Values 
ACC (%)(stdv) AUC (%)(stdv) 
Without 
Pre-training 
With 
Pre-training 
Without 
Pre-training 
With 
Pre-training 
All edges with positive PCC 69.1 (7.4) 74.4 (1.4) 70.9 (10.3) 77.3 (1.3) 
All edges with negative PCC 69.5 (0.6) 73.6 (1.1) 72.4 (1.0) 76.9 (0.9) 
𝑻 = 𝟎 69.4 (5.2) 73.8 (1.7) 70.8 (7.0) 75.2 (2.1) 
𝑻 = 𝟎. 𝟏 70.3 (3.4) 74.3 (1.3) 72.1 (4.1) 76.7 (0.9) 
𝑻 = 𝟎. 𝟐 76.2 (4.1) 79.2 (0.8) 79.7 (0.7) 82.4 (0.8) 
𝑻 = 𝟎. 𝟑 72.9 (1.0) 76.7 (1.1) 76.6 (1.4) 79.8 (1.2) 
𝑻 = 𝟎. 𝟒 74.6 (1.1) 77.1 (1.8) 77.7 (0.9) 80.9 (1.4) 
𝑻 = 𝟎. 𝟓 75.5 (1.2) 77.5 (1.1) 80.4 (1.4) 82.2 (0.9) 
𝑻 = 𝟎. 𝟔 75.8 (1.7) 77.3 (1.5) 80.7 (1.9) 81.7 (3.4) 
 
Table 4-2: Performance comparison of the DNN classifier with and without pre-training 
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a more discriminate representation of features. To enhance the performance of the feature 
extraction at first, I train the autoencoder. Then, I train the DNN with pre-training using the 
autoencoder. After completing the training of the DNN, I use the first two hidden layers to extract 
features and train different machine learning algorithms. Table 4-3 shows the performance of 
machine learning algorithms. Comparing Table 4-1 and Table 4-3 it can be seen that there is an 
increase in performance due to pre-training. The highest accuracy of 74.6% is achieved using the 
KNN classifier with the cosine kernel and the threshold value of T=0.2.  
4.4 Summary 
In this chapter, I have explained in brief the use of autoencoder for the diagnosis of ASD. I have 
proposed an autoencoder based classifier, where autoencoder is used to pre-train a DNN classifier. 
I have shown that the performance of the DNN classifier has increased due to the pre-training. In 
this chapter, I have also proposed an autoencoder based feature selection method. In this method, 
I have demonstrated that the learning of the DNN classifier can be incorporated in the autoencoder 
for dimensionality reduction. I have used traditional machine learning classifiers to evaluate the 
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(2.5) 
71.4 
(2.7) 
66.1 
(2.9) 
69.9 
(3.1) 
67.7 
(1.3) 
72.4 
(1.2) 
60.7 
(4.3) 
63.3 
(6.2) 
All edges 
with negative 
PCC 
66.0 
(2.1) 
71.4 
(3.6) 
66.6 
(1.4) 
74.2 
(2.1) 
63.7 
(4.8) 
68.1 
(4.8) 
66.8 
(2.6) 
72.4 
(1.5) 
66.7 
(3.6) 
72.3 
(2.9) 
67.2 
(2.2) 
73.8 
(2.3) 
66.6 
(2.7) 
70.9 
(3.7) 
𝐓 = 𝟎 
67.2 
(4.4) 
71.8 
(4.8) 
68.3 
(2.1) 
71.9 
(2.2) 
64.4 
(6.7) 
68.3 
(7.0) 
67.0 
(2.6) 
70.5 
(3.1) 
66.1 
(3.4) 
70.5 
(2.5) 
65.6 
(2.9) 
70.3 
(3.0) 
64.9 
(4.1) 
68.9 
(5.3) 
𝐓 = 𝟎. 𝟏 
67.0 
(3.2) 
71.2 
(2.9) 
69.1 
(2.0) 
74.7 
(2.4) 
66.6 
(3.7) 
71.2 
(2.8) 
68.4 
(2.6) 
74.5 
(2.3) 
67.9 
(2.8) 
76.0 
(2.2) 
67.9 
(3.9) 
75.1 
(3.0) 
67.1 
(2.3) 
71.1 
(2.5) 
𝐓 = 𝟎. 𝟐 
72.8 
(2.9) 
76.3 
(3.4) 
73.7 
(1.6) 
76.7 
(1.6) 
73.0 
(2.5) 
77.9 
(1.4) 
73.2 
(1.7) 
77.7 
(2.1) 
74.6 
(1.9) 
78.7 
(2.1) 
72.7 
(2.2) 
77.2 
(2.0) 
74.4 
(1.1) 
77.8 
(1.5) 
𝐓 = 𝟎. 𝟑 
66.1 
(3.3) 
71.7 
(3.3) 
66.4 
(2.9) 
71.9 
(2.0) 
63.0 
(6.1) 
67.7 
(5.5) 
67.1 
(2.6) 
72.8 
(2.6) 
66.9 
(3.6) 
72.1 
(2.8) 
66.4 
(3.3) 
72.9 
(3.4) 
67.8 
(1.7) 
71.6 
(3.8) 
𝐓 = 𝟎. 𝟒 
71.1 
(4.7) 
75.9 
(3.8) 
73.4 
(1.1) 
78.8 
(1.0) 
67.3 
(3.1) 
73.4 
(3.1) 
73.2 
(2.5) 
78.2 
(1.8) 
73.5 
(1.2) 
78.8 
(1.1) 
73.6 
(1.5) 
78.5 
(1.5) 
69.8 
(3.8) 
75.6 
(2.8) 
𝐓 = 𝟎. 𝟓 
64.4 
(7.7) 
69.9 
(7.0) 
70.3 
(1.3) 
73.1 
(1.7) 
60.2 
(6.9) 
64.9 
(6.3) 
67.7 
(3.1) 
72.5 
(3.2) 
67.2 
(3.7) 
72.8 
(3.6) 
70.6 
(3.6) 
76.7 
(3.0) 
64.0 
(7.5) 
68.5 
(7.8) 
𝐓 = 𝟎. 𝟔 
63.8 
(3.1) 
64.4 
(3.2) 
65.2 
(3.8) 
71.2 
(3.0) 
61.6 
(2.8) 
59.0 
(1.9) 
63.7 
(1.8) 
70.5 
(1.5) 
64.7 
(1.9) 
70.0 
(2.2) 
64.9 
(2.6) 
71.1 
(2.5) 
60.4 
(3.0) 
60.1 
(1.9) 
 
Table 4-3: Performance analysis of feature extracted from the combination of the pretrained 
autoencoder and the DNN 
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performance of the autoencoder based feature selection method. I have achieved a classification 
ACC of 79.2% using the autoencoder as a classifier and a classification ACC of 74.6% using the 
autoencoder as feature selector. 
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CHAPTER 5 
DIAGNOSIS OF ASD WITH CONVOLUTIONAL 
AUTOENCODER AND STRUCTURAL MRI 
5.1 Introduction 
In the previous chapters, I have discussed different diagnosis processes of ASD using traditional 
machine learning classifier and DNN. I have used the rs-fMRI images of ASD and HC subjects to 
create brain networks and analyzed the networks for the diagnosis. The analysis only considered 
the functional activity of the brain, based on which the features are extracted. 
In most of the neuroimage (either structural or functional) based studies related to ASD, different 
aspects of the brain are analyzed. The aspects are related to the time-series information of 
functional images [49], [121], deficiency in the white matter [122] and grey matter [63] of the 
structural images. In the structural MRI image based study, the researchers have used voxel-based 
morphology (VBM), surface-based morphology (SBM), tensor-based morphology (TBM), 
volume-based analysis, ROI based morphology, etc. According to [123], ROI based studies have 
reported increased total brain volume of young children, VBM based studies have revealed 
increased grey matter volume but decreased grey matter density, SBM based studies have shown 
increased cortical thickness for the ASD subjects compared to the HC subjects. So, there is 
dissimilarity in the structural images of an ASD subject and HC subject. However, the studies 
conducted so far are based on the different extracted properties of the brain. They haven’t used the 
raw image for the analysis. 
In this chapter, I will look into the raw structural MRI images (T1-weighted) for the diagnosis of 
ASD. For the analysis, I have used a convolutional autoencoder (CAE) based classifier. A CAE is 
a type of deep neural network where the convolutional neural network is used in the autoencoder. 
The main difference between an autoencoder and CAE is that the CAE uses convolutional layers 
rather than the fully connected layers. In this study, I have trained the CAE on the raw MRI images. 
After completing the training, I have used the autoencoder to reconstruct the images. Then I have 
measured the similarity of the input images and reconstructed images. To measure the similarity 
between images, I have used structural similarity index measure (SSIM), peak signal to noise ratio 
50 
 
(PSNR), and mean squared error (MSE). Using the similarity indices as features, I have trained 
different machine learning classifiers for the diagnosis of ASD. 
In this chapter at first, I will discuss the data I have used along with the pre-processing steps. Then 
I will describe in detail the CAE. In this part, after introducing CAE, I will describe the model I 
have used in this study. Finally, I will compare the results of this study with the previous studies 
of my thesis and also state-of-the-art methods. 
5.2 Materials and Methods 
5.2.1 Data Preprocessing 
In ABIDE 1 dataset, both rs-fMRI and T1-weighted MRI images are available for every subject. 
The details about the scanners and scanning parameters to acquire the structural images are given 
in Table 2-1. By analyzing the phenotypic information of the subjects (Table 2-2), it can be seen 
that this study covers a minimum age of 6.5 years to a maximum of 64 years.  Working with this 
wide range of ages will help to combat the problem of the effect of age on ASD subjects. 
In the functional images, the activity of the brain is measured through the change in the blood flow. 
The functional images do not contain any structural information. Only the functional activity is 
captured for different time points. So, the analyses are based on the time-series measurement 
acquired from different ROIs. Figure 5-1 shows some examples of the rs-fMRI images of a subject 
captured at different time points for a particular slice. It is very hard to predict the structure of the 
brain for the images in Figure 5-1. 
Figure 5-1: rs-fMRI images of a subject for different time point 
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The structural (T1-weighted) images are more concentrated to capture the structural integrity of 
the brain. The T1-weighted MRI images are three dimensional (3D) in nature. The image of the 
whole brain is captured into slices. Stacking all the images together can generate a 3D view of the 
brain. The resolution of the T1-weighted images of every subject in ABIDE 1 is 176×265, and for 
every subject, there are 256 slices of images. One way to train the CAE is to feed it with all 256 
slices of images of every subject. From Figure 5-2, it can be seen that there are some similarities 
in the images for consecutive slices, but moving away from a particular slice the similarities are 
very few. So, in this study out of the 256 slices of images for every subject, I have chosen the 
Figure 5.3: Example of the T1-weighted images used in the study 
 Figure 5-2: Example of two consecutive slices of T1-weighted MRI images of a subject which are 10 
slices apart 
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images of slices 138 to 141. The similar slices of images are selected for every subject. Figure 5-
3 shows the example of the slices of images for a particular subject. I have used the raw images 
for analysis, and no other pre-processing is applied to the images. 
5.2.2 Convolutional Autoencoder 
An autoencoder is a type of neural network where the input is reconstructed in the output. This is 
done by creating a latent space representation by compressing the input data. Whereas a 
convolutional neural network is a type of deep learning algorithm where the input to the model are 
images. The model then assigns importance to various objects or aspects in the image, based on 
which further analysis (such as classification, feature extraction) is done. So, in the CAE input 
images are reconstructed in the output, and the model is built using convolutional layers. Using 
convolutional layers rather than fully connected layers allow the model to extract visual features 
of the images and obtain more accurate latent space representation [124]. 
Figure 5-4 shows a simplified design diagram of the CAE. The basic building blocks (encoder, 
latent space representation, and decoder) are the same as the normal autoencoder. However, the 
input and output are images in the CAE. The main limitation of the normal autoencoder is that it 
cannot capture the local connectivity in the image [125]. As a result, the normal autoencoders 
removes local information of the images. However, as this study is focused on analyzing the 
differences in the structures in the brain images between ASD subjects and HC subjects, removing 
local structures will have a loss of information. So, to resolve this issue convolution autoencoders 
Figure 5-4: Block diagram of a simple CAE 
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are used. The main advantage of the convolution autoencoders is that spatial locality is preserved 
by sharing the weights among all locations in the input, similar to a CNN [126]. For images with 
𝑟 rows and 𝑐 columns the reconstruction error 𝐿(𝑥, 𝑥′) of the CAE is calculated for every pixel in 
the image as follows 
2
'
1 1
( , ')
r c
i i
i j
L x x x x
= =
= −    (5.1) 
where 𝑥 and 𝑥’ be the input image and the reconstructed image, respectively, and 𝑖, 𝑗 be the position 
of any pixel in the image. 
As in the CNN, CAE also uses convolutional layers, pooling layers, and upsampling layers. The 
description of the different layers is given in the subsequent sections.  
5.2.2.1.  Convolutional Layer 
A convolutional layer is the main building block of a CNN. It contains a set of filters (or kernel) 
whose parameters are to be learned by the model throughout the training. The size of the filters is 
Figure 5-5: A graphical example of the convolution process 
Figure 5-6: An example of the maxpooling operation using a 2×2 filter 
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usually smaller than the actual image. Each filter convolves with the image and creates an 
activation map. For convolution, the filter slid across the height and width of the image and the 
dot product between every element of the filter, and the input is calculated at every spatial position. 
Figure 5-5 shows an example of the convolution process. The first entry of the activation map 
(marked blue in Figure 5-5) is calculated by convolving the filter with the portion marked blue in 
the input image. The activation map is generated by repeating this process for every element of 
the input image. The output volume of the convolutional layer is generated by stacking the 
activation maps of every filter along the depth dimension. Every component of the activation map 
can be thought to be the output of a neuron. So, each neuron is connected to a small-local region 
in the input image, and the size of the area equals the size of the filter. All the neurons in an 
activation map also share parameters with each other. Because of the local connectivity of the 
convolutional layer, the network is forced to learn filters which have the maximum response to a 
local region of the input [127]. The initial convolutional layers capture the low-level features (e.g., 
lines) of the image, while the later layers extract the high-level features (e.g., shapes, specific 
objects) [128].  
Figure 5-7: Architectural details of the proposed CAE 
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5.2.2.2.  Pooling Layer 
The convolutional layers effectively outline the features of the input in the activation map by 
applying learned filters. However, the precise location of a feature is not important. Because, if the 
position of the feature is changed in the input, the activation map will also change. It will make 
Figure 5-8: The proposed CAE architecture schematic 
Layer Name Layer Type Activation 
Filter 
Dimension 
Dimension 
(Depth×Height×Width) 
E
n
co
d
er
 
CONV1 Convolutional Relu 3 × 3 16 × 128 × 128 
MAXPOOLING1 Maxpooling - 2 × 2 16 × 64 × 64 
CONV2 Convolutional Relu 3 × 3 32 × 64 × 64 
MAXPOOLING2 Maxpooling - 2 × 2 32 × 32 × 32 
CONV3 Convolutional Relu 3 × 3 64 × 32 × 32 
CONV4 Convolutional Relu 3 × 3 128 × 32 × 32 
D
ec
o
d
er
 
CONV5 Convolutional Relu 3 × 3 64 × 32 × 32 
CONV6 Convolutional Relu 3 × 3 32 × 32 × 32 
Upsampling1 Upsampling - 2 × 2 32 × 64 × 64 
CONV7 Convolutional Relu 3 × 3 16 × 64 × 64 
Upsampling2 Upsampling - 2 × 2 16 × 128 × 128 
CONV7 and Output Convolutional Relu 3 × 3 1 × 128 × 128 
 
Table 5-1: Description of each layer of the proposed CAE 
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the model ineffective. To overcome this problem, pooling layer is used. The pooling layer reduces 
the spatial size of the representation. It also reduces the parameters and hence, the amount of 
computation in the network. Using the pooling layer makes the model translation invariant. The 
pooling layers operate on each activation map separately. For pooling, the input is divided into 
non-overlapping rectangular sub-regions, which equals the size of a filter, and information is 
extracted from every sub-region. In this study, I have used the maxpooling layer. Figure 5-6 shows 
the example of maxpooling using a 2 × 2 filter. The filter is applied to the activation map in a non-
overlapping manner, and the maximum value in each sub-region is the output of the filter. The 
output of the maxpooling will be the new activation map on which further operations will be 
conducted [129].  
5.2.2.3.  Upsampling Layer 
A compressed representation of the input is created in the latent space representation of the 
autoencoder. The dimension of the input is reduced in the encoder part using the maxpooling 
layers. However, in the decoder, it is necessary to increase the dimensions again to recreate the 
input in the output. So, the decoder needs an inverse of the maxpooling layer. I have used the 
upsampling layer in my model to increase the dimension of the input. It simply repeats the rows 
and columns provided as input in the output to increase the dimension. Similar to the maxpooling, 
the upsampling is applied to individual activation maps.  
Figure 5-9: Block representation of the experimental setup of CAE based ASD diagnosis 
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5.2.3 Proposed Convolutional Autoencoder 
The architecture with details of the proposed CAE is shown in Figure 5-7, and the schematic of 
the architecture is shown in Figure 5-8. I have experimented with different combinations of layers 
and hyperparameters. However, the proposed model is chosen as the results are stable and the 
performance is also better. All images are resized to a dimension of 128 × 128 before applying 
Epochs 
CAE Trained on ASD Subjects CAE Trained on HC Subjects 
ACC (%) 
(STDV) 
AUC (%) 
(STDV) 
ACC (%) 
(STDV) 
AUC (%) 
(STDV) 
SVM LDA SVM LDA SVM LDA SVM LDA 
10 
76.1 
(14.0) 
79.1 
(13.3) 
75.6 
(13.5) 
78.6 
(13.0) 
80.1 
(13.2) 
83.6 
(15.7) 
80.8 
(13.2) 
83.8 
(15.6) 
20 
79.6 
(15.3) 
82.1 
(14.9) 
79.6 
(14.4) 
82.2 
(14.7) 
82.9 
(19.2) 
84.8 
(14.3) 
83.2 
(19.2) 
84.7 
(14.3) 
30 
85.4 
(10.3) 
90.1 
(9.3) 
85.6 
(10.9) 
90.5 
(9.2) 
90.2 
(13.1) 
92.8 
(8.3) 
90.2 
(12.9) 
92.8 
(8.3) 
40 
83.3 
(16.0) 
88.6 
(15.0) 
83.4 
(15.6) 
88.4 
(15.1) 
85.4 
(20.5) 
93.1 
(14.6) 
85.2 
(20.7) 
93.2 
(14.5) 
50 
84.1 
(17.5) 
88.8 
(16.5) 
84.7 
(17.3) 
88.3 
(16.5) 
83.9 
(15.3) 
87.6 
(10.7) 
83.3 
(15.3) 
87.5 
(10.6) 
60 
88.6 
(13.5) 
85.3 
(17.8) 
88.5 
(13.6) 
85.2 
(17.7) 
79.5 
(21.8) 
87.0 
(16.5) 
78.0 
(23.9) 
86.5 
(17.3) 
70 
76.9 
(18.4) 
82.1 
(24.2) 
75.7 
(19.4) 
82.2 
(24.9) 
78.4 
(15.8) 
82.6 
(15.1) 
78.5 
(16.2) 
82.7 
(15.5) 
80 
84.8 
(17.7) 
90.9 
(13.5) 
84.8 
(17.7) 
90.8 
(13.6) 
93.2 
(12.7) 
96.6 
(8.3) 
93.1 
(12.9) 
96.5 
(8.3) 
90 
86.0 
(14.8) 
90.0 
(11.6) 
86.0 
(14.7) 
89.5 
(12.3) 
86.6 
(17.3) 
94.0 
(6.9) 
86.7 
(17.4) 
93.5 
(7.3) 
100 
85.1 
(18.3) 
90.4 
(13.6) 
85.4 
(18.1) 
90.2 
(13.9) 
87.1 
(18.8) 
90.0 
(14.3) 
88.2 
(17.0) 
89.8 
(14.7) 
110 
77.2 
(24.3) 
87.9 
(13.3) 
77.8 
(23.7) 
87.8 
(13.3) 
79.1 
(20.7) 
89.4 
(14.9) 
78.2 
(20.8) 
89.2 
(15.0) 
120 
83.9 
(19.1) 
88.0 
(13.3) 
83.8 
(18.5) 
87.8 
(13.2) 
85.9 
(19.1) 
94.9 
(12.8) 
85.8 
(19.3) 
94.9 
(12.5) 
130 
83.7 
(18.0) 
90.6 
(13.0) 
83.6 
(18.6) 
90.9 
(13.0) 
87.1 
(17.7) 
90.6 
(14.0) 
86.9 
(17.9) 
90.4 
(14.1) 
140 
78.9 
(20.0) 
85.1 
(19.4) 
78.2 
(20.7) 
84.9 
(19.7) 
85.1 
(19.7) 
92.3 
(9.6) 
85.0 
(19.5) 
92.6 
(9.4) 
 
Table 5-2: Performance of the CAE based ASD diagnosis for different training epoch 
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them to the CAE. I have resized the images to decrease the training time. I have also performed 
the analysis with the actual size of the images. There isn’t much difference in the performance due 
to the resizing. In the proposed CAE each convolutional layer is followed by a batch normalization 
layer, except the last convolutional layer as it is used to generate the output image. The batch 
normalization layer ensures all the data are in the same range throughout the network. It also 
reduces covariance shift (change in the distribution of the input variables) of the hidden units. In 
the encoder part of the CAE, there are total 4 convolutional layers. The first convolutional layer 
has 16 filters of size 3 × 3, followed by a maxpooling layer with a filter size of 2 × 2. The 
maxpooling layer downsamples the input by a factor of 2. The second convolutional layer has 32 
filters of size 3 × 3, again followed by a maxpooling layer with a filter size of 2 × 2. The filter 
size of the third and fourth convolutional layers is 3 × 3 with 64 and 128 filters, respectively. 
However, there is no maxpooling layer after the third and fourth convolutional layers.   
Figure 5-10: Accuracy curve of the CAE based ASD diagnosis for training the CAE with varying epochs, 
(a) CAE trained on ASD subjects, (b) CAE trained on HC subjects 
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The decoder of the CAE reconstructs the input. There is a total of 4 convolutional layers in the 
decoder. In the first three convolutional layers, the filter size is 3 × 3, and there are 128, 64, and 
32 filters, respectively. After the second and third convolutional layers, there are upsampling 
layers. The upsampling layers increase the dimension of the input by a factor of two. There is only 
one filter of size 3 × 3 in the final convolutional layer to reconstruct the input having a single 
channel. Table 5-1 summarizes the details of each layer of the CAE.  
5.3 Experimental Setup 
 Out of 256 slices of T1-weighted MRI images from 871 subjects of the ABIDE 1 dataset, I have 
selected four slices (138 to 141) for each subject. There isn’t enough information in the first and 
last few slices of images. So, those are discarded. The image of the whole brain is only clear in 
slices 125 to 184. However different regions of the brain are more clearly visible in slices 135 to 
156. I have experimented with different numbers of slices and the results are better for slices 138 
to 141. After selecting the slices of MRI images, I have trained the proposed CAE. However, when 
training the autoencoder, rather than using the images of both types of subjects, I have used the 
images of only one type of subject (for example, HC). This is because, when training the CAE 
with the images of HC subjects, it is learning to recreate different structures and shapes in the brain 
images of the HC subject. Now, compared to the images of HC subjects if there is any variation in 
the structure or shape of the ASD subjects, the CAE will not be able to recreate that variation in 
the reconstructed image. Due to this, the reconstructed images of the ASD subjects will have more 
dissimilarity than the reconstructed images of the HC subjects using the same model. 
The diagnosis process used in this study is illustrated in Figure 5-9, where the autoencoder is 
trained using the images of HC subjects. At first, I have randomly divided the images of HC 
subjects into 80% training set and 20% testing set. Then I have trained the CAE using the data in 
the training set. After completing the training, I have used the trained CAE model to reconstruct 
the images in the testing set. I have also randomly selected 20% data from the images of ASD 
subjects and used the trained CAE model to reconstruct images. So, for every input image, I have 
a reconstructed image. Next, I have measured the similarity between the reconstructed image and 
the input image using SSIM, MSE, and PSNR. Then I have used SSIM, MSE, and PSNR as 
features, and trained LDA and SVM. I have used 10-fold cross-validation for LDA and SVM. The 
similarity indices (SSIM, MSE, and PSNR) are described in the subsequent sections.  
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5.3.1 Structural Similarity 
SSIM is a measurement of the similarity of the structures in two images. To measure the SSIM the 
image is divided into different windows of the same shape. The SSIM between two image windows 
A and B are measured as follows 
( )( )
( )( )
1 2
2 2 2 2
1 2
2 2
( , )
A B AB
A B A B
c c
SSIM A B
c c
  
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+ +
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  (5.2) 
where 𝜇𝐴 is the average of window A, 𝜇𝐵 is the average of window B, 𝜎𝐴
2 is the variance of window 
A, 𝜎𝐵
2 is the variance of window B, 𝜎𝐴𝐵 is the covariance of two windows A and B, 𝑐1 = (𝑘1𝐿)
2, 
𝑐2 = (𝑘2𝐿)
2, L is the ratio of the largest and smallest pixel values of the image, 𝑘1 = 0.01, and 
𝑘2 = 0.03. The SSIM of an image is the average of SSIM of all windows. 
SSIM can capture the difference in the local luminance and structure. So, if there are any structural 
dissimilarities, the SSIM will be able to detect it.  
5.3.2 Mean Squared Error 
The MSE between the input image 𝑥 and reconstructed image 𝑥′ with 𝑟 rows and 𝑐 columns is 
measured as follows 
( )
2
1 1
1
( , ') ( , ) '( , )
r c
i j
MSE x x x i j x i j
rc = =
= −   (5.3) 
where 𝑖, 𝑗 is the position of any pixel in the image. 
5.3.3 Peak Signal to Noise Ratio 
The PSNR between the input image 𝑥 and reconstructed image 𝑥′ is measured as follows 
10( , ') 10log
IMAXPSNR x x
MSE
 
=  
 
  (5.3) 
where 𝑀𝐴𝑋𝐼 is the largest possible intensity in the image data type, 𝑀𝑆𝐸 is the mean squared error 
between the images.  
5.4 Results and Discussion 
To evaluate the performance of the CAE based ASD diagnosis process, I have trained the CAE 
with a single subject type. Then, I have used the trained CAE to reconstruct the images of both 
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classes. Figure 5-10 shows the accuracy curve of diagnosis process for training the CAE for 
different epochs. A detailed view of the experiments is in Table 5-2. The results in Table 5-2 and 
Figure 5-10 are the averages of repeating the experiments ten times. I have collected the results by 
training the CAE models separately for every mentioned epoch in Table 5-2. Also, all the results 
are for the validation sets. The validation set is used only once for measuring the performance of 
the model. It helps to avoid overfitting as much as possible. I have repeated the experiments for 
the training of the CAE using ASD subjects and HC subjects.  
From Table 5-2 and Figure 5-10 it can be seen that the performance is better when the CAE is 
trained with images of HC subjects. ASD covers a wide range of characteristics. So, due to 
different behavioral abnormalities, the changes in the structure of the brain might be different. As 
a result, it is hard to establish a baseline for the ASD. However, for HC subjects the similarities in 
Figure 5-11: Similarity indices for the reconstructed images of the CAE, (a) SSIM, (b) MSE, (c) PSNR 
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the regions of the brain are high. The results also support the statements, as a higher classification 
ACC of 96.6% and AUC of 96.5% is achieved when the CAE is trained with images of HC subjects 
and LDA is used as the classifier. The maximum classification ACC of 90.9% and AUC of 90.8% 
is achieved when the CAE is trained with images of ASD subjects and LDA is used as the 
classifier. Analyzing the standard deviation it can be seen that the results are more stable when the 
CAE is trained with images from HC subjects.  
Figure 5-11 shows the plot of the average of different similarity indices along with the standard 
deviation for training the CAE with HC subjects. Analyzing the similarity indices from Figure 5-
11, it can be said the CAE creates a better reconstruction of the images from the HC subjects 
compared to the images from the ASD subjects. The low MSE and high PSNR indicates there is 
minimal difference between the input image and the reconstructed image. The range of both MSE 
and PSNR for HC subjects and ASD subjects are also apart from each other, which indicates the 
effectiveness of the features. There is some overlap between the SSIM of ASD and HC subjects. 
However, when the features are combined together, the classifier produces better classification 
results.  
I have also experimented by varying the slices of T1-weighted MRI images. The results are in 
Table 5-3. The best classification results are acquired when slices 138 to 141 are used. Increasing 
the number of slices, the accuracy of the diagnosis process using both the classifiers have 
decreased. As mentioned, the images are similar around a particular slice. Moving away from the 
slice makes the images more dissimilar. As a result, the structure of different regions in the brain 
also changes. So, it becomes difficult for the convolutional layers to extract discriminating features 
Slice Numbers 
ACC (%) (STDV) AUC (%) (STDV) 
SVM LDA SVM LDA 
138 – 141 83.9 (15.3) 87.6 (10.7) 83.3 (15.3) 87.5 (10.6) 
138 – 142 68.3 (11.0) 67.3 (5.4) 67.9 (11.1) 66.6 (4.8) 
138 – 143 78.6 (10.1) 80.2 (11.4) 76.4 (13.0) 80.6 (11.7) 
138 – 144 62.3 (13.8) 71.4 (6.1) 61.9 (13.6) 71.2 (5.9) 
138 - 145 71.2 (10.5) 74.3 (5.2) 70.3 (10.0) 73.8 (5.2) 
 
Table 5-3: Comparison of accuracy and AUC for varying the number of slices 
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from the images. For the experiments in Table 5-3, the CAE is trained for 50 epochs on the HC 
subjects.  
One of the major problems of the ASD studies is the inconsistency of the dataset. There are some 
studies where a better classification result is acquired for a smaller dataset. The study in [130] has 
reported a classification accuracy of 85.0%. However, the study only included 74 ASD subjects 
and 107 HC subjects. Another study [131] has experimented with 24 ASD subjects and 26 HC 
subjects and reported an accuracy of 96.4%. Due to the small size of the data, methods are not 
generalizable across datasets [15], as it doesn’t cover different age ranges, scanning parameters, 
and other variables that can introduce an inconsistency in the dataset. So, to make the studies in 
this thesis comparable, I have used the same 871 subjects mentioned in [15]. This study has the 
highest accuracy using the ABIDE 1 dataset. 
Table 5.4 shows a comparison of the proposed studies and state-of-the-art studies using the ABIDE 
1 dataset. For the study of the rs-fMRI based ASD diagnosis, the maximum accuracy of 79.2% is 
achieved for the autoencoder based DNN classifier, where the DNN classifier is pre-trained using 
the autoencoder. However, using the T1-weighted MRI images in a CAE a classification accuracy 
Methods ACC (%) 
Dvornek et al. [11] 70.1 
Wong et al. [15] 71.1 
Heinsfeld et al. [49] 70.0 
Khosla et al. [51] 73.3 
Parisot et al. [57] 69.5 
Abraham et al. [59] 66.8 
Xing et al. [132] 66.8 
Traditional machine learning based 
classifier 
(Chapter 3) 
78.4 
Autoencoder based DNN classifier 
(Chapter 4) 
79.2 
Autoencoder based feature selector 
(Chapter 4) 
74.6 
CAE based classifier 
(Chapter 5) 
96.6 
 
Table 5-4: Comparison of the accuracy of the proposed studies and state of the art classification methods 
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of 96.6% is acquired. To the best of my knowledge, this is the highest accuracy achieved using the 
ABIDE 1 dataset. 
5.5 Summary 
In this chapter, I have looked into the T1-weighted MRI images for the diagnosis of ASD. Rather 
than extracting features from the structural MRI images, a better way is to use the images directly 
into the CAE. I have achieved an accuracy of 96.6% using the proposed method. The effect of age 
for the diagnosis of ASD is important, and the robustness of the proposed method is proved by 
experimenting with the ABIDE 1 dataset, which covers patients with an age range of 6.5-64 years. 
The process of training the CAE with a particular subject type and then using it for binary 
classification is a new approach, and it has proved to be efficient in the experiments. Also, instead 
of using the whole set of slices of MRI images, it is more convenient to focus on a particular area 
in the brain and use the relative slices for the analysis.  
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CHAPTER 6 
CONCLUSION AND FUTURE WORK 
 
6.1 Conclusion 
In this thesis, I looked into different machine learning approaches for the diagnosis of ASD using 
the MRI data. I started by building brain networks from the rs-fMRI image data by dividing the 
whole brain into 264 ROIs. Then I proposed the spectrum of the Laplacian matrix of the brain 
networks as a feature for the machine learning classifiers. The classification results achieved for 
different traditional machine learning classifiers using the proposed feature and the topological 
centralities are better than the state of the art methods. Then, I looked into DNN classifiers for the 
diagnosis of ASD. I used the same features (spectrum and topological centralities) for the DNN 
classifier. However, I have shown that the results of the DNN classifier can be further improved 
by pre-training the DNN classifier with an autoencoder. I also proposed an autoencoder based 
feature extractor where I used the latent space of the autoencoder to create a discriminate and 
compressed representation of the features. Finally, I looked into the T1-weighted MRI images and 
proposed a CAE based diagnosis process using the T1-weighted images. Rather than extracting 
features from the images, I used raw images for the diagnosis. 
In Chapter 2, I introduced the ABIDE 1 database. I showed why this is the most complicated 
dataset to work with for the study of ASD. Then, I described the pre-processing steps of the rs-
fMRI image along with the software used. After processing the rs-fMRI images, I defined 264 
ROIs and extracted the time-series information of the ROIs. I created connectivity matrices by 
calculating the PCC of the time series measurement between every pair of the 264 ROIs. The ROIs 
were the nodes and the PCCs were the edges of the brain network. Finally, I described how to 
calculate the adjacency matrix, the degree matrix, and the Laplacian matrix from the connectivity 
matrix. I used these matrices to extract features from the brain networks. 
In Chapter 3, I proposed the use of the spectrum of the Laplacian matrix of the brain network as a 
feature for the machine learning classifiers. I also described the topological centralities that I used 
in the studies. To overcome the problem of overfitting and finding the discriminate features from 
the available feature set, I used a feature selection algorithm. The feature selection algorithm was 
explained in this chapter. Using the selected features I trained different traditional machine 
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learning classifiers. I also discussed the effect of thresholding the brain network and compared the 
results for different thresholding conditions. To illustrate the efficiency of the proposed feature 
and feature selection algorithm, I trained the traditional machine learning classifiers on the 
individual sites of the ABIDE 1 dataset. The classification results for both multi-site and single-
site experiments are better than the state-of-the-art studies. 
I studied the DNN models in Chapter 4. I built a DNN classifier to diagnose ASD. To improve the 
classification results of the DNN classifier, I developed an autoencoder. The autoencoder was used 
to pre-train the classifier. I experimented using the same features defined previously and the same 
thresholding conditions. I showed that the classification results improved for all the thresholding 
conditions due to the pre-training. An autoencoder based feature selector was also proposed in this 
chapter. I used the latent space of the autoencoder to represent the initial 267 features using only 
10 features. I pre-trained the feature selector using the DNN classifier and showed that it increases 
the classification results for most of the traditional machine learning classifiers. 
In Chapter 5, I studied the CAE for the diagnosis of ASD using the raw T1-weighted MRI images. 
I explained the choice of slices of MRI images and described the CAE model in brief. I trained the 
CAE using the images of a single type of subject (ASD or HC). Then, I used the CAE to reconstruct 
the images of both types of subjects. I used different similarity indices to measure the similarity 
between the actual image and the reconstructed image. Then, I used the similarity indices as 
features to train SVM and LDA for the diagnosis of ASD. Training the CAE on a single class of 
data allowed it to learn different features of that class. So, when this trained CAE was used to 
reconstruct the image of a different class, it failed to generate a perfect reconstruction due to the 
absence of the features it has learned. As a result, the similarity between the input image and the 
reconstructed image was less for the different classes. The better classification results of this study 
proved that there is structural dissimilarity in the T1-weighted images of the ASD subjects and HC 
subjects. In this chapter, I also compared the results of my studies with state-of-the-art methods 
and showed that the proposed methods did a better classification. 
To be consistent with other studies and prove the effectiveness of my techniques, I used the large 
multisite ABIDE 1 dataset. In the case of the rs-fMRI data, using the spectrum of the Laplacian 
matrix and the topological centralities, I achieved a classification accuracy of 78.4% using LDA 
and 79.2% using DNN. I also developed a feature selection algorithm to avoid overfitting in the 
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traditional machine learning classifiers. However, I achieved a better classification accuracy of 
96.6% using the raw T1-weighted images. In summary, comparing the studies of this thesis with 
other state-of-the-art methods, I can say that the proposed studies can help diagnose ASD more 
accurately and reliably. 
6.2 Future Work 
• In Chapter 2, the ROIs of the brain network are defined using 264 ROI based parcellation 
scheme. However, there are also other brain atlases. A study can be carried to train different 
machine learning classifiers using the same features but different brain atlases. 
• The criterion of the feature selection algorithm in Chapter 3 is the accuracy of the LDA. It 
means the algorithm tries to find features that will increase the accuracy of the LDA 
classifier. The feature selection algorithm can be changed to optimize different traditional 
machine learning classifiers. It will help to find different feature sets for different 
classifiers. 
• I created the feature selection algorithm in Chapter 3 using the wrapper method. However, 
there are also other feature selection algorithms available such as filter method, embedded 
method. A feature selection algorithm using different methods can help increase the 
classification accuracy. 
• I did all the experiments in Chapter 3 and Chapter 4 using the ABIDE 1 database for the 
diagnosis of ASD. The next step of the study will be to use the data from different brain 
diseases such as AD, schizophrenia. Using the spectrum of the Laplacian matrix of the 
brain network as a feature to diagnose those diseases will help to improve the efficiency, 
effectiveness of the feature. 
• In Chapter 5, I only experimented with the axial view of the T1-weighted MRI images. 
Using the neuroimaging software, sagittal and corneal views of the MRI images can also 
be generated. In future experiments, the data from different views can be studied. 
• In Chapter 5, it would interesting to conduct the experiments using a holdout dataset. The 
dataset should not be used when designing the model. It will be used only once to measure 
the classification accuracy. 
• A major problem of studying medical images is the scarcity of data. There are different 
data augmentation techniques to create synthetic data. Recently, the use of Generative 
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Adversial Network (GAN) is becoming popular for data augmentation. Using the GAN to 
synthesize more data will help to build a better classification model. 
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APPENDIX A 
PERFORMANCE ANALYSIS OF AUTOENCODER BASED 
FEATURE SELECTOR 
 
Table A-1: Performance of different machine learning classifier before and after pre-training 
autoencoder based feature selector with DNN classifier 
Machine Learning 
Classifier 
ACC (%) (STDEV) AUC (%) (STDEV) 
Before 
Pre-training 
After 
Pre-training 
Before 
Pre-training 
After 
Pre-training 
Fine TREE 62.2 (3.0) 67.1 (2.6) 64.0 (4.0) 69.3 (3.2) 
Medium Tree 62.2 (2.9) 67.3 (2.6) 63.9 (4.3) 69.7 (2.9) 
Coarse Tree 68.5 (3.6) 71.3 (2.3) 67.5 (2.8) 71.2 (2.5) 
Logistic Regression 66.6 (1.4) 71.3 (2.1) 70.5 (1.4) 76.8 (1.8) 
Linear SVM 66.7 (1.7) 72.8 (2.9) 71.0 (1.2) 76.3 (3.4) 
Quadratic SVM 66.6 (2.2) 66.9 (3.9) 68.8 (2.9) 70.4 (6.5) 
Cubic SVM 64.9 (2.0) 65.2 (2.9) 65.1 (2.2) 65.6 (4.4) 
Fine Gaussian SVM 66.5 (1.9) 69.8 (1.8) 71.4 (3.0) 74.2 (3.0) 
Medium Gaussian SVM 69.3 (2.2) 73.7 (1.6) 73.3 (0.7) 76.7 (1.6) 
Coarse Gaussian SVM 67.6 (3.2) 73.0 (2.5) 71.6 (3.0) 77.9 (1.4) 
Fine KNN 63.8 (2.4) 66.7 (2.4) 64.4 (3.7) 66.8 (1.9) 
Medium KNN 66.1 (1.8) 73.2 (1.7) 72.9 (1.2) 77.7 (2.1) 
Coarse KNN 63.6 (1.7) 68.2 (3.4) 65.1 (3.8) 74.6 (3.2) 
Cosine KNN 68.5 (2.5) 74.6 (1.9) 74.7 (2.9) 78.7 (2.1) 
Cubic KNN 65.8 (1.5) 72.7 (2.1) 72.4 (1.0) 77.4 (2.0) 
Weighted KNN 66.6 (2.5) 72.7 (2.2) 74.3 (1.3) 77.2 (2.0) 
Boosted Trees 65.3 (2.9) 68.6 (2.0) 71.2 (3.1) 72.6(2.2) 
Bagged Trees 66.6 (2.0) 70.9 (1.9) 73.6 (1.8) 76.6 (2.2) 
Subspace Discriminant 68.9 (2.6) 74.4 (1.1) 72.2 (1.6) 77.8 (1.5) 
Subspace KNN 65.9 (3.5) 69.8 (2.0) 73.9 (3.3) 75.8 (2.4) 
RUSBoosted Trees 64.1 (2.5) 67.5 (2.3) 67.2 (2.7) 70.6 (1.5) 
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APPENDIX B 
LIST OF THE 264 ROIs 
 
Table B-1: List of the 264 ROIs with their structural and functional label 
ROI x, y, z coordinates in 
MNI152 space 
Structural label Functional label 
1 17 -91 -14 Right Occipital Pole Visual network 
2 8 -91 -7 Right Occipital Pole Visual network 
3 -7 -71 42 Left Precuneous Cortex Default mode network 
4 15 -63 26 Right Precuneous Cortex Visual network 
5 -12 -95 -13 Left Occipital Pole Visual network 
6 26 -79 -16 Right Occipital Fusiform Gyrus Visual network 
7 6 -72 24 Right Cuneal Cortex Visual network 
8 -40 -88 -6 Left Lateral Occipital Cortex 
inferior division 
Visual network 
9 11 -66 42 Right Precuneous Cortex Visual network 
10 -26 -90 3 Left Lateral Occipital Cortex 
inferior division 
Visual network 
11 -25 -98 -12 Left Occipital Pole Visual network 
12 27 -97 -13 Right Occipital Pole Visual network 
13 -24 -91 19 Left Occipital Pole Visual network 
14 37 -81 1 Right Lateral Occipital Cortex 
inferior division 
Visual network 
15 -33 -79 -13 Left Occipital Fusiform Gyrus Visual network 
16 -18 -76 -24 Left Occipital Fusiform Gyrus Visual network 
17 6 -81 6 Right Intracalcarine Cortex Visual network 
18 20 -86 -2 Right Occipital Fusiform Gyrus Visual network 
19 43 -72 28 Right Lateral Occipital Cortex 
superior division 
Visual network 
20 -8 -81 7 Left Intracalcarine Cortex Visual network 
21 24 -87 24 Right Lateral Occipital Cortex 
superior division 
Visual network 
22 -14 -91 31 Left Occipital Pole Visual network 
23 -3 -81 21 Left Cuneal Cortex Visual network 
24 33 -53 44 Right Superior Parietal Lobule Visual network 
25 27 -59 -9 Right Temporal Occipital Fusiform 
Cortex 
Visual network 
26 -28 -79 19 Left Lateral Occipital Cortex 
superior division 
Visual network 
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27 29 -77 25 Right Lateral Occipital Cortex 
superior division 
Visual network 
28 -27 -71 37 Left Lateral Occipital Cortex 
superior division 
Visual network 
9 -16 -77 34 Left Cuneal Cortex Visual network 
30 37 -84 13 Right Lateral Occipital Cortex 
superior division 
Visual network 
31 8 -72 11 Right Intracalcarine Cortex Visual network 
32 43 -78 -12 Right Lateral Occipital Cortex 
inferior division 
Visual network 
33 -42 -60 -9 Left Inferior Temporal Gyrus 
temporooccipital part 
Visual network 
34 15 -87 37 Right Occipital Pole Visual network 
35 27 -37 -13 Right Parahippocampal Gyrus 
posterior division 
Visual network 
36 58 -53 -14 Right Inferior Temporal Gyrus 
temporooccipital part 
Visual network 
37 15 -77 31 Right Cuneal Cortex Visual network 
38 20 -66 2 Right Intracalcarine Cortex Visual network 
39 -28 -58 48 Left Superior Parietal Lobule Visual network 
40 -47 -76 -10 Left Lateral Occipital Cortex 
inferior division 
Visual network 
41 -18 -68 5 Left Intracalcarine Cortex Visual network 
42 46 -47 -17 Right Temporal Occipital Fusiform 
Cortex 
Visual network 
43 42 -66 -8 Right Lateral Occipital Cortex 
inferior division 
Visual network 
44 -47 -51 -21 Left Inferior Temporal Gyrus 
temporooccipital part 
Visual network 
45 18 -47 -10 Right Lingual Gyrus Visual network 
46 -15 -72 -8 Left Lingual Gyrus Visual network 
47 -16 -52 -1 Left Lingual Gyrus Visual network 
48 -42 -74 0 Left Lateral Occipital Cortex 
inferior division 
Visual network 
49 4 -48 51 Right Precuneous Cortex Default mode network 
50 40 -72 14 Right Lateral Occipital Cortex 
inferior division 
Visual network 
51 22 -65 48 Right Lateral Occipital Cortex 
superior division 
Visual network 
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52 42 0 47 Right Precentral Gyrus Frontal-parietal 
network 
53 25 -58 60 Right Lateral Occipital Cortex 
superior division 
Visual network 
54 46 -59 4 Right Middle Temporal Gyrus 
temporooccipital part 
Visual network 
55 -38 -27 69 Left Postcentral Gyrus Somatosensory 
network 
56 -38 -15 69 Left Precentral Gyrus Somatosensory 
network 
57 -23 -30 72 Left Postcentral Gyrus Somatosensory 
network 
58 13 -33 75 Right Postcentral Gyrus Somatosensory 
network 
59 -13 -17 75 Left Precentral Gyrus Somatosensory 
network 
60 -40 -19 54 Left Precentral Gyrus Somatosensory 
network 
61 29 -17 71 Right Precentral Gyrus Somatosensory 
network 
62 2 -28 60 Right Precentral Gyrus Somatosensory 
network 
63 33 -12 -34 Right Temporal Fusiform Cortex 
posterior division 
Default mode network 
64 -16 -46 73 Left Postcentral Gyrus Somatosensory 
network 
65 -7 -33 72 Left Postcentral Gyrus Somatosensory 
network 
66 42 -20 55 Right Postcentral Gyrus Somatosensory 
network 
67 -7 -21 65 Left Precentral Gyrus Somatosensory 
network 
68 -21 -31 61 Left Postcentral Gyrus Somatosensory 
network 
69 66 -8 25 Right Postcentral Gyrus Somatosensory 
network 
70 10 -17 74 Right Precentral Gyrus Somatosensory 
network 
71 -37 -29 -26 Left Temporal Fusiform Cortex 
posterior division 
Somatosensory 
network 
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72 20 -29 60 Right Precentral Gyrus Somatosensory 
network 
73 -31 -10 -36 Left Temporal Fusiform Cortex 
anterior division 
Default mode network 
74 10 -46 73 Right Postcentral Gyrus Somatosensory 
network 
75 22 -42 69 Right Superior Parietal Lobule Somatosensory 
network 
76 3 -17 58 Right Precentral Gyrus Somatosensory 
network 
77 50 -20 42 Right Postcentral Gyrus Somatosensory 
network 
78 38 -17 45 Right Precentral Gyrus Somatosensory 
network 
79 -29 -43 61 Left Superior Parietal Lobule Somatosensory 
network 
80 29 -39 59 Right Superior Parietal Lobule Somatosensory 
network 
81 -16 -65 -20 Left VI Visual network 
82 52 -34 -27 Right Inferior Temporal Gyrus 
posterior division 
Frontal-parietal 
network 
83 22 -58 -23 Right VI Somatosensory 
network 
84 1 -62 -18 Vermis VI Somatosensory 
network 
85 -14 -18 40 Left Precentral Gyrus Somatosensory 
network 
86 -49 -11 35 Left Precentral Gyrus Somatosensory 
network 
87 -53 -10 24 Left Postcentral Gyrus Somatosensory 
network 
88 51 -6 32 Right Precentral Gyrus Somatosensory 
network 
89 -17 -59 64 Left Lateral Occipital Cortex 
superior division 
Somatosensory 
network 
90 -54 -23 43 Left Postcentral Gyrus Somatosensory 
network 
91 43 -23 20 Right Parietal Operculum Cortex Somatosensory 
network 
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92 -55 -40 14 Left Planum Temporale Somatosensory 
network 
93 36 -9 14 Right Insular Cortex Somatosensory 
network 
94 -56 -45 -24 Left Inferior Temporal Gyrus 
temporooccipital part 
Default mode network 
95 -45 -32 47 Left Postcentral Gyrus Somatosensory 
network 
96 -38 -33 17 Left Planum Temporale Somatosensory 
network 
97 44 -8 57 Right Precentral Gyrus Somatosensory 
network 
98 -53 -22 23 Left Central Opercular Cortex Somatosensory 
network 
99 0 -15 47 Left Cingulate Gyrus posterior 
division 
Somatosensory 
network 
100 11 -39 50 Right Precuneous Cortex Somatosensory 
network 
101 -49 -26 5 Left Planum Temporale Somatosensory 
network 
102 -55 -9 12 Left Central Opercular Cortex Somatosensory 
network 
103 -5 -28 -4 Brain-Stem Frontal-parietal 
network 
104 58 -16 7 Right Planum Temporale Somatosensory 
network 
105 32 -26 13 Right Insular Cortex Somatosensory 
network 
106 56 -5 13 Right Central Opercular Cortex Somatosensory 
network 
107 10 -62 61 Right Lateral Occipital Cortex 
superior division 
Visual network 
108 -7 -52 61 Left Precuneous Cortex Somatosensory 
network 
109 10 -2 45 Right Cingulate Gyrus anterior 
division 
Somatosensory 
network 
110 -10 -2 42 Left Juxtapositional Lobule Cortex Somatosensory 
network 
111 -30 -27 12 Left Insular Cortex Somatosensory 
network 
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112 59 -17 29 Right Postcentral Gyrus Somatosensory 
network 
113 19 -8 64 Right Superior Frontal Gyrus Somatosensory 
network 
114 -32 -55 -25 Left VI Visual network 
115 -60 -25 14 Left Planum Temporale Somatosensory 
network 
116 -52 -63 5 Left Lateral Occipital Cortex 
inferior division 
Somatosensory 
network 
117 47 -30 49 Right Postcentral Gyrus Somatosensory 
network 
118 6 -24 0 Right Thalamus Frontal-parietal 
network 
119 29 -5 54 Right Precentral Gyrus Somatosensory 
network 
120 -31 -11 0 Left Putamen Somatosensory 
network 
121 -16 -5 71 Left Superior Frontal Gyrus Somatosensory 
network 
122 -50 -34 26 Left Parietal Operculum Cortex Somatosensory 
network 
123 12 -17 8 Right Thalamus Somatosensory 
network 
124 -10 -18 7 Left Thalamus Somatosensory 
network 
125 31 -14 2 Right Putamen Somatosensory 
network 
126 54 -28 34 Right Supramarginal Gyrus 
anterior division 
Somatosensory 
network 
127 13 -1 70 Right Superior Frontal Gyrus Somatosensory 
network 
128 65 -33 20 Right Superior Temporal Gyrus 
posterior division 
Somatosensory 
network 
129 -33 -46 47 Left Superior Parietal Lobule Visual network 
130 -45 0 9 Left Central Opercular Cortex Somatosensory 
network 
131 -3 2 53 Left Juxtapositional Lobule Cortex Somatosensory 
network 
132 29 1 4 Right Putamen Somatosensory 
network 
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133 37 1 -4 Right Insular Cortex Somatosensory 
network 
134 7 8 51 Right Juxtapositional Lobule 
Cortex 
Frontal-parietal 
network 
135 49 8 -1 Right Central Opercular Cortex Frontal-parietal 
network 
136 -51 8 -2 Left Central Opercular Cortex Frontal-parietal 
network 
137 -34 3 4 Left Insular Cortex Frontal-parietal 
network 
138 36 10 1 Right Insular Cortex Frontal-parietal 
network 
139 -1 15 44 Left Paracingulate Gyrus Frontal-parietal 
network 
140 23 10 1 Right Putamen Frontal-parietal 
network 
141 -42 38 21 Left Frontal Pole Frontal-parietal 
network 
142 31 33 26 Right Middle Frontal Gyrus Frontal-parietal 
network 
143 36 22 3 Right Insular Cortex Frontal-parietal 
network 
144 -32 -1 54 Left Middle Frontal Gyrus Frontal-parietal 
network 
145 -35 20 0 Left Insular Cortex Frontal-parietal 
network 
146 47 10 33 Right Precentral Gyrus Frontal-parietal 
network 
147 15 5 7 Right Pallidum Frontal-parietal 
network 
148 -5 18 34 Left Cingulate Gyrus anterior 
division 
Frontal-parietal 
network 
149 -47 11 23 Left Inferior Frontal Gyrus pars 
opercularis 
Frontal-parietal 
network 
150 10 22 27 Right Cingulate Gyrus anterior 
division 
Frontal-parietal 
network 
151 -39 51 17 Left Frontal Pole Frontal-parietal 
network 
152 38 43 15 Right Frontal Pole Frontal-parietal 
network 
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153 -22 7 -5 Left Putamen Frontal-parietal 
network 
154 5 23 37 Right Paracingulate Gyrus Frontal-parietal 
network 
155 37 32 -2 Right Frontal Orbital Cortex Frontal-parietal 
network 
156 -21 41 -20 Left Frontal Pole Frontal-parietal 
network 
157 24 32 -18 Right Frontal Orbital Cortex Frontal-parietal 
network 
158 9 -4 6 Right Thalamus Frontal-parietal 
network 
159 -23 11 64 Left Superior Frontal Gyrus Frontal-parietal 
network 
160 43 49 -2 Right Frontal Pole Frontal-parietal 
network 
161 24 45 -15 Right Frontal Pole Frontal-parietal 
network 
162 49 -42 45 Right Supramarginal Gyrus 
posterior division 
Frontal-parietal 
network 
163 -41 6 33 Left Middle Frontal Gyrus Frontal-parietal 
network 
164 -11 26 25 Left Cingulate Gyrus anterior 
division 
Frontal-parietal 
network 
165 48 25 27 Right Middle Frontal Gyrus Frontal-parietal 
network 
166 48 22 10 Right Inferior Frontal Gyrus pars 
triangularis 
Frontal-parietal 
network 
167 34 16 -8 Right Insular Cortex Frontal-parietal 
network 
168 -15 4 8 Left Caudate Frontal-parietal 
network 
169 -42 25 30 Left Middle Frontal Gyrus Frontal-parietal 
network 
170 34 54 -13 Right Frontal Pole Frontal-parietal 
network 
171 31 56 14 Right Frontal Pole Frontal-parietal 
network 
172 26 50 27 Right Frontal Pole Frontal-parietal 
network 
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173 0 30 27 Left Cingulate Gyrus anterior 
division 
Frontal-parietal 
network 
174 -42 45 -2 Left Frontal Pole Frontal-parietal 
network 
175 55 -45 37 Right Supramarginal Gyrus 
posterior division 
Frontal-parietal 
network 
176 -3 26 44 Left Paracingulate Gyrus Frontal-parietal 
network 
177 -34 55 4 Left Frontal Pole Frontal-parietal 
network 
178 -28 52 21 Left Frontal Pole Frontal-parietal 
network 
179 12 36 20 Right Cingulate Gyrus anterior 
division 
Default mode network 
180 -2 38 36 Left Paracingulate Gyrus Default mode network 
181 -53 -49 43 Left Supramarginal Gyrus 
posterior division 
Default mode network 
182 40 18 40 Right Middle Frontal Gyrus Default mode network 
183 -3 42 16 Left Cingulate Gyrus anterior 
division 
Default mode network 
184 44 -53 47 Right Angular Gyrus Default mode network 
185 -42 -55 45 Left Angular Gyrus Default mode network 
186 34 38 -12 Right Frontal Pole Frontal-parietal 
network 
187 32 14 56 Right Middle Frontal Gyrus Frontal-parietal 
network 
188 -44 2 46 Left Precentral Gyrus Default mode network 
189 -10 11 67 Left Superior Frontal Gyrus Default mode network 
190 27 16 -17 Right Frontal Orbital Cortex Default mode network 
191 55 -31 -17 Right Inferior Temporal Gyrus 
posterior division 
Default mode network 
192 -49 25 -1 Left Frontal Operculum Cortex Default mode network 
193 53 33 1 Right Inferior Frontal Gyrus pars 
triangularis 
Frontal-parietal 
network 
194 -20 45 39 Left Frontal Pole Default mode network 
195 -11 45 8 Left Cingulate Gyrus anterior 
division 
Default mode network 
196 -2 -13 12 Left Thalamus Default mode network 
197 22 39 39 Right Frontal Pole Default mode network 
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198 65 -31 -9 Right Middle Temporal Gyrus 
posterior division 
Default mode network 
199 8 42 -5 Right Paracingulate Gyrus Default mode network 
200 49 35 -12 Right Frontal Pole Default mode network 
201 54 -43 22 Right Angular Gyrus Frontal-parietal 
network 
202 2 -24 30 Right Cingulate Gyrus posterior 
division 
Default mode network 
203 37 -65 40 Right Lateral Occipital Cortex 
superior division 
Default mode network 
204 -8 48 23 Left Paracingulate Gyrus Default mode network 
205 -2 -37 44 Left Cingulate Gyrus posterior 
division 
Default mode network 
206 -31 19 -19 Left Frontal Orbital Cortex Default mode network 
207 -16 29 53 Left Superior Frontal Gyrus Default mode network 
208 13 30 59 Right Superior Frontal Gyrus Default mode network 
209 9 54 3 Right Paracingulate Gyrus Default mode network 
210 -7 51 -1 Left Paracingulate Gyrus Default mode network 
211 56 -46 11 Right Middle Temporal Gyrus 
temporooccipital part 
Somatosensory 
network 
212 -20 64 19 Left Frontal Pole Default mode network 
213 65 -24 -19 Right Middle Temporal Gyrus 
posterior division 
Default mode network 
214 -35 20 51 Left Middle Frontal Gyrus Default mode network 
215 35 -67 -34 Right Crus I Default mode network 
216 23 33 48 Right Superior Frontal Gyrus Default mode network 
217 6 54 16 Right Paracingulate Gyrus Default mode network 
218 51 -29 -4 Right Middle Temporal Gyrus 
posterior division 
Default mode network 
219 13 55 38 Right Frontal Pole Default mode network 
220 -46 31 -13 Left Frontal Orbital Cortex Default mode network 
221 52 -33 8 Right Superior Temporal Gyrus 
posterior division 
Somatosensory 
network 
222 47 -50 29 Right Angular Gyrus Default mode network 
223 -56 -50 10 Left Middle Temporal Gyrus 
temporooccipital part 
Somatosensory 
network 
224 52 -59 36 Right Lateral Occipital Cortex 
superior division 
Default mode network 
225 -68 -41 -5 Left Middle Temporal Gyrus 
posterior division 
Default mode network 
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226 -58 -30 -4 Left Middle Temporal Gyrus 
posterior division 
Default mode network 
227 -10 39 52 Left Superior Frontal Gyrus Default mode network 
228 6 64 22 Right Frontal Pole Default mode network 
229 -39 -75 44 Left Lateral Occipital Cortex 
superior division 
Default mode network 
230 -2 -35 31 Left Cingulate Gyrus posterior 
division 
Default mode network 
231 -18 63 -9 Left Frontal Pole Default mode network 
232 8 41 -24 Right Frontal Medial Cortex Default mode network 
233 -49 -42 1 Left Middle Temporal Gyrus 
posterior division 
Default mode network 
234 -41 -75 26 Left Lateral Occipital Cortex 
superior division 
Default mode network 
235 17 -80 -34 Right Crus II Default mode network 
236 -58 -26 -15 Left Middle Temporal Gyrus 
posterior division 
Default mode network 
237 -10 55 39 Left Frontal Pole Default mode network 
238 -3 44 -9 Left Paracingulate Gyrus Default mode network 
239 8 48 -15 Right Frontal Medial Cortex Default mode network 
240 -44 -65 35 Left Lateral Occipital Cortex 
superior division 
Default mode network 
241 -68 -23 -16 Left Middle Temporal Gyrus 
posterior division 
Default mode network 
242 28 -77 -32 Right Crus I Default mode network 
243 -34 -38 -16 Left Temporal Fusiform Cortex 
posterior division 
Default mode network 
244 6 67 -4 Right Frontal Pole Default mode network 
245 -46 -61 21 Left Lateral Occipital Cortex 
superior division 
Default mode network 
246 -13 -40 1 Left Hippocampus Default mode network 
247 52 7 -30 Right Temporal Pole Default mode network 
248 49 -3 -38 Right Inferior Temporal Gyrus 
anterior division 
Default mode network 
249 17 -28 -17 Right Parahippocampal Gyrus Default mode network 
    posterior division  
250 65 -12 -19 Right Middle Temporal Gyrus 
posterior division 
Default mode network 
251 52 -2 -16 Right Superior Temporal Gyrus 
anterior division 
Default mode network 
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252 46 16 -30 Right Temporal Pole Default mode network 
253 6 -59 35 Right Precuneous Cortex Default mode network 
254 -26 -40 -8 Left Lingual Gyrus Default mode network 
255 8 -48 31 Right Cingulate Gyrus posterior 
division 
Default mode network 
256 -3 -49 13 Left Cingulate Gyrus posterior 
division 
Default mode network 
257 -21 -22 -20 Left Parahippocampal Gyrus 
anterior division 
Default mode network 
258 -50 -7 -39 Left Inferior Temporal Gyrus 
anterior division 
Default mode network 
259 -53 3 -27 Left Middle Temporal Gyrus 
anterior division 
Default mode network 
260 11 -54 17 Right Precuneous Cortex Default mode network 
261 -56 -13 -10 Left Middle Temporal Gyrus 
posterior division 
Default mode network 
262 -7 -55 27 Left Precuneous Cortex Default mode network 
263 -11 -56 16 Left Precuneous Cortex Default mode network 
264 -44 12 -34 Left Temporal Pole Default mode network 
 
