Abstract. It is well known that increasing functions do not preserve operator order in general; nor do decreasing functions reverse operator order. However, operator monotone increasing or operator monotone decreasing do. In this article, we employ a convex approach to discuss operator order preserving or conversing. As an easy consequence of more general results, we find non-negative constants γ and ψ such that A ≤ B implies
Introduction
Let B (H) be the C * -algebra of all bounded linear operators on a Hilbert space H and let 1 H be the identity operator in B (H). An operator A ∈ B(H) is said to be positive (written A ≥ 0) if Ax, x ≥ 0 holds for all x ∈ H.
If A is positive and invertible, A is said to be strictly positive and is written as A > 0. This positivity defines a partial order on the class of self adjoint operators, where we write B ≥ A in case B − A ≥ 0.
The Gelfand map f (t) → f (A) is an isometrical * -isomorphism between the C * -algebra C (σ (A)) of continuous functions on the spectrum σ (A) of a self adjoint operator A and the C * -algebra generated by A and the identity operator 1 H . This is called the functional calculus of A. If f, g ∈ C (σ (A)), then f (t) ≥ g (t) (t ∈ σ (A)) implies f (A) ≥ g (A). It is well known that a convex function is not necessarily operator convex and a monotone function is not necessarily operator monotone. The function f : R → R defined by f (t) = t The celebrated Choi inequality [2, 3] states that an operator convex function f : J → R and a unital positive linear mapping Φ satisfy
for any self adjoint operator A with spectrum in J.
Hansen et al. [9] extended Choi's inequality (1.1) and showed that if f : J → R is an operator convex function, A 1 , . . . , A n ∈ B (H) are self-adjoint operators with spectra in J, and
It is evident that a convex function (not operator convex) does not necessarily satisfy (1.1) nor (1.2). However, if f is convex, the following weaker inequality holds [5, Lemma 2.1]
for any unit vector x ∈ K. Such inequalities are called Jensen operator inequalities. We refer the reader to [10, 11, 12] for some references treating these inequalities.
The first goal of this article is to present convex versions of (1.1) and (1.2). Of course, this will imply weaker inequalities than those for operator convex functions.
Strongly related to this, we discuss operator order preserving or conversing under monotone functions that are not necessarily operator monotone.
Recall that the function f : 
where K (m, M, p) is the generalized Kantorovich constant defined by
The role of Theorem 1.1 is to present a Löwner-Heinz inequality for p > 1. However, this holds at the cost of an additional constant K (m, M, p) .
It is clear that Theorem 1.1 is an attempt to extend the relation
valid for the operator monotone function f to the context of a monotone function; namely
Elegantly, the relation (1.5) was extended in [13, Theorem 2.1] to a more general form that also extends Theorem 1.1; as follows. 
where
Of course, the case f (t) = t p (p ≥ 1) in Theorem 1.2 reduces to Theorem 1.1 (see [13, Remark 3.3] ). then for a given α > 0,
holds with β as in (1.7).
We here cite [4] and [8] as pertinent references to inequalities of types (1.6) and (1.8).
Pondering both Theorems 1.2 and 1.3 and their proofs we find the roles of both convexity and monotony of f . Further, we find the condition that σ(A), σ(B) ⊂ [m, M] for some finite scalars m, M are necessary.
In this article, we present convex and monotone versions of (1.1) and (1.2) without appealing to operator convexity or monotony, and naturally this will be at the cost of additional constants.
Further and as important, we present new versions of (1.6) and (1.8) for self adjoint operators
A and B, without having the restriction
For example, in Theorem 2.1, we find two quantities I 1 and I 2 such that
as an extension and reverse of (1.3). Then several consequences of the aforementioned inequalities are deduced.
The gradient inequality for convex functions stating that
for the differentiable convex f : J → R will be a main tool in our proofs. We emphasize that this approach is a new approach in obtaining such inequalities.
Main Results
We present our main results in two parts; where in the first part we present the operator order results without prior assumptions on the order between A and B. Then, in the second part we clarify how these results work when assuming an order like A ≤ B.
However, all results presented in this direction will follow from a very general result, that we prove first as a generalized form of (1.3). For the rest of this paper, the notation C 1 co (J) will stand for the class of differentiable convex functions defined on the interval J. 
Proof. Since f is convex and differentiable on J, it follows from (1.9) that
for any t, s ∈ J. This is equivalent to
Applying functional calculus for the operator A i (i = 1, . . . , n), we have
Applying the positive linear mappings Φ i and adding, we obtain
for any unit vector x ∈ K.
Applying again functional calculus for the operator
Thus, for any unit vector x ∈ K,
as required.
2.1. Function order without prior order assumptions. In this part of the paper, we employ Theorem 2.1 to obtain several order results for any set of certain operators. We begin with the following generalized version of (1.1) and (1.2) for different n−tuples of operators.
Corollary 2.1. Let all the assumptions of Theorem 2.1 be satisfied. Then
Proof. From (2.1), it follows that for any unit vector x ∈ K,
This implies the desired inequality.
If we let A i = B i in Corollary 2.1, we obtain the following convex version of (1.2). 
Further simpler, if we let n = 1 in Corollary 2.1, we reach the following order relation between f (A) and f (B) in general.
Corollary 2.3. Let A, B ∈ B (H) be self adjoint operators with spectra contained in the interval
Next, we show a reversed version of (2.4).
Corollary 2.4. Let all assumptions of Theorem 2.1 hold. Then
Proof. It follows from the relation (2.2),
for any unit vector x ∈ K. Thus,
yields the assertion.
Of course, (2.6) implies
which is a reverse of (1.2).
2.2.
Function order with prior order assumptions. To easily understand the discussion of this part of the paper, we begin with the following remark. The purpose of this remark is to discuss and answer this question. Applying functional calculus for s = A in (1.9), we obtain
Now replacing t by Ax, x and noting (1.3) (for n = 1 and Φ being the identity mapping), we obtain
Therefore, we have shown that if f ∈ C 1 co (J) and A is a self adjoint operator with spectrum in J, then
for any unit vector x ∈ H.
Consequently, replacing A by n i=1 Φ i (A i ), we infer that η ≥ 0 in Corollary 2.2. Furthermore, if A ≤ B and f ′ ≥ 0 (i.e., f is increasing), then Ax, x ≤ Bx, x and since
which shows that γ ≥ 0 in Corollary 2.3 when A ≤ B and f is increasing.
On the other hand, if A ≥ B and f ′ ≤ 0 (i.e., f is decreasing), then
≥ 0, which again shows that γ ≥ 0 in Corollary 2.3 when A ≥ B and f is decreasing.
, and assume that
, we infer that δ ≥ 0 in Corollary 2.1, when f is increasing. Of course, the question is still valid to ask if it is possible to have negative values for those quantities. The answer is yes! For example, if f (t) = t and if we have A ≥ B, then
showing that γ ≤ 0 in Corollary 2.3 for some cases. The other quantities can be treated similarly.
We conclude this article with the more elaborated versions of Corollary 2.3, which read as follows. In both results γ is still as in Corollary 2.3. 
