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Abstract
In this manuscript we consider the conjugate notion focused from consumer theory as an interesting tool. According to us, conjugate
notion remained undeveloped in economic theory because Fenchel’s conjugate notion was introduced exclusively for proper convex
lower semi continuous functions and convexity assumption is not natural in economic theory. Nevertheless, we introduce necessary
and sufficient optimality conditions for consumer problem. Also, we consider a particular version of Fenchel–Moreau conjugate
notion, for lower semi continuous functions recently introduced in the literature as a generalization of Fenchel’s conjugate. Finally,
we adapt it to closed functions in order to define a convex dual problem for consumer problem.
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Resumo
Neste artigo consideramos a noc¸ão de conjugada focalizada na teoria do consumidor como uma ferramenta interessante. Segundo
nosso entendimento, a noc¸ão de conjugada ainda não foi desenvolvida na teoria econômica, porque a Conjugada de Fenchel foi
introduzida exclusivamente para func¸ões próprias, convexas semi continuas inferiormente e a convexidade não é uma hipóteses
natural na teoria econômica. Mesmo assim, introduzimos condic¸ões necessárias e suficientes de otimalidade para o problema
do consumidor. Finalmente, considerando uma versão particular da Conjugada de Fenchel-Moreau para func¸ões semi continuas
inferiores, recentemente introduzida na literatura como uma generalizac¸ão da conjugada de Fenchel, e à adaptamos para as func¸ões
fechadas com o objetivo de definir um problema dual convexo para o problema do consumidor.
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.  Preliminaries
Respect to notions coming from convex analysis, used here, were adopted those from Rockafellar (1974) (convexity,
oncavity, inner product, lower (upper) semi continuity, proper functions, etc.).
It is well known that Fenchel’s conjugate plays an important role for instance in Functional Analysis, Convex
nalysis and Optimization theory. From mathematical point is view, there are a lot of works in the literature. For
xample in Rockafellar (1974) make a systematic study for Convex Analysis, the series of works (Singer, 1986, 1989,
991) treat the Duality Theory for Optimization Theory, in Martinez Legaz (2005) treat generalized convex duality
nd its economical applications, etc.
In Production Theory, “revenue minus production costs generate profit firm”, so Fenchel’s conjugate (Fenchel,
949) of a proper convex lower semi continuous function, which represent production cost of a firm is nothing else that
aximum profile (see Section 2). As this natural interpretation of Fenchel’s conjugate notion, there are many properties
f Fenchel’s conjugate, for considering it as an interesting tool in Economic Theory. For example, the involution
roperty for proper convex lower semi continuous functions. This involution property say that the biconjugate of a
roper convex lower semi continuous function is exactly the original function, because biconjugate is nothing else that
losed convexification of original function. This property is very important in Convex Duality Theory, because the
ptimal value of dual problem of a convex problem, when it is generated by a proper convex lower semi continuous
erturbed function, is exactly the optimal values of the original convex problem. When it occur, we say that there is
o duality gap. Unfortunately, Fenchel’s conjugate notion was introduced exclusively for proper convex lower semi
ontinuous functions and convexity (or concavity) is no a natural assumption in Economic Theory.
Twenty one years after to Fenchel contribution, Moreau generalized Fenchel’s conjugate (Moreau, 1970), but
his involution property no hold in general and dual problem may be no convex. Recently (2011), was introduced
 Fenchel–Moreau conjugate for lower semi continuous functions, where this involution holds and so we can again
aintain the economical interpretation of Fenchel’s conjugate. In particular, our work try to applied Fenchel–Moreau
onjugate to consumer problem.
Firstly, in Section 2, we make a briefly introduction to Fenchel and Fenchel–Moreau conjugate and its importance in
onvex duality. we finished Section 2 introducing upper, lower closed functions. Here, the family of lower (upper) semi
ontinuous functions are included strictly in the family of lower (upper) closed function. Moreover, Representation
heorem (Theorem I in Debreu et al., 1983, p. 108) establish that when Rn is completely ordered by the order we have
hat: If for any x′ ∈  Rn the sets {x  ∈  Rn : x    x′}  and {x  ∈  Rn : x′   x}  are closed, there exists on Rn a continuous,
eal, order preserving function. We point out that there exists a family of closed real order preserving functions (closed
unction is such that it is lower and upper closed simultaneously). For this reason we work with upper (lower) closed
unctions.
Then, in Section 3 we establish son results in order to characterize the solution set of consumer problem using
enchel–Moreau conjugate.
Finally, in Section 3.1 we build a dual problem for the consumer problem, adapting the conjugate for lower semi
ontinuous functions introduced in Cotrina et al. (2011) to lower closed functions.
.  Fenchel  and  Fenchel–Moreau  conjugate
In 1949, Fenchel introduced the conjugate notion for convex and lower semi continuous functions based on the
ell known fact that many inequalities used in functional analysis (such as Minkowski, Jensen, and Young) may be
onsidered as a consequence of the convexity of a pair of functions, which Fenchel called “conjugate functions.” In a
ore precise formulation, Fenchel’s result is the following: To each proper convex and lower semi continuous function
 : Rn →  R  ∪  {+∞}, there corresponds a function f ∗ : Rn →  R  ∪  {+∞}  with the same properties of f, such that
〈x,  y〉  ≤  f  (x) +  f ∗(y),
or all x  and y  in Rn. Here, functions f and f* are called conjugate functions, and f* is defined as follows:
f ∗(y) :=  sup{〈y,  x〉  −  f  (x) : x ∈  Rn}.
From economical viewpoint, taking f as a production cost, y as a production supply and p  as a vector
rice. Here, conjugate function f* represent maximum profile in the production. Unfortunately, these economical
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interpretations hold when f is convex and lower semi continuous, because f ∗∗ : Rn →  R  ∪  {+,  −∞}  defined by
f ∗∗(x) :=  sup{〈x,  y〉  −  f ∗(y) : y  ∈ Rn}  is the closed convexication of f (f** = f). When f  is no convex we loss all these
economical interpretations because f** /=  f.
The good news is that there exists in the literature extensions of Fenchel’s conjugate, for instance we have
Fenchel–Moreau conjugate for lower semi continuous functions introduced in Cotrina et al. (2011), defined by
f ∗(p) :=  sup
x ∈ Rn
{〈p(x),  x〉  −  f  (x)},
where f  : Rn →  R  ∪  {+∞}  is a lower semi continuous function and p : Rn →  Rn is a continuous operator. So,
f ∗ : C(Rn, Rn) →  R  ∪  {+∞}  when f  is proper and C(Rn, Rn) is the continuous operator space. Following Cotrina
et al. (2011), two functions f  : Rn →  R  ∪  {+∞}  and g  : C(Rn,  Rn) →  R  ∪  {+∞}  are conjugate functions if and only
if g  = f* and f  = f**. Moreover a linear subspace S  ⊂  C(Rn,  Rn) which contains all constant operators of C(Rn,  Rn), is
a dual conjugate space for f  if and only if
f  (y) =  f ∗∗(y) :=  sup
p ∈ S
{〈p(y),  y〉  −  f ∗(p)}.
For example in Bertrand oligopoly, firms compete for price and we can consider the price as a continuous operator
which depend of demand, so when cost functions are not convex, Fenchel–Moreau conjugate is welcome.
2.1.  Convex  duality
Without loss of generality, we can consider the consumer problem and its general model as follows:
(CP)
{
maximize u(x)
x ∈  BS (1)
where u  : Rn →  R  ∪  {−∞}  is an utility function and ∅  /=  BS  ⊂  Rn is a budget set.
Consumer problem is extremely difficult to solve as it has no structure. For example, utility functions are neither
differentiable nor convex, budget set is not convex.
If we define f  : Rn →  R  ∪  {+∞}  by
f  (x) :=
{−u(x) x  ∈  BS
+∞  x  /∈ BS
, the general model for consumer problem can be reduced to:
(PC)
{
minimize f  (x)
x ∈  Rn (2)
When f is convex and lower semi continuous (u  is concave and upper semi continuous on BS), Fenchel’s conjugate
is the key in order to build a dual problem for PC. The scheme (for built a dual problem) consider a convex lower
semi continuous function ϕ  : Rn × Rm →  R  ∪  {+∞}  satisfying ϕ(x, 0) = f(x) ∀x  ∈  Rn (ϕ  is called as perturbation
function), which generates the following dual problem:
(PCD)
{
maximize −  ϕ∗(0,  y∗)
y∗ ∈ Rm
(3)
If for each y ∈  Rm we consider the following optimization problem
(PCy)
{
minimize ϕ(x,  y)
x ∈  Rn (4)
The function value associated to the family of optimization problems is v  : Rm →  R  ∪  {+,  −∞}, defined by
v(y) =  inf{ϕ(x,  y) : x ∈  Rn}  (5)
We have that ϕ∗(0,  y∗) =  v∗(y∗) ∀y∗ ∈  Rm, and hence the optimal value is v∗∗(0). Note that v∗∗(0) =  v(0) and
v(0) is the optimal value of primal problem PC.
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Since ϕ∗(0,  y∗) =  v∗(y∗) ∀y∗ ∈  Rm, then dual problem PCD  is equivalent to
(PCD)
{
minimize v∗(y∗)
y∗ ∈  Rm
(6)
nd ϕ* is a perturbation function of v∗, following again this dual scheme we have that the dual problem of dual problem
CD is exactly the primal problem PC, so this duality theory is fully symmetric, when applied to problem with lower
emi continuous, proper, convex perturbed function ϕ.
In Martinez Legaz (2005), the author point out that “The above duality specializes very nicely in the case of inequality
onstrained minimization problem of the form
(MP)
{
minimize f  (x)
g(x) ≤  0 (7)
ith f  : Rn →  R  ∪  {+∞}  and g  : Rn →  Rm; the inequality ≤  in Rm is to be understood in the component wise
ense. The classical way to embed this problem into a family of perturbed ones is by introducing so-called vertical
erturbations, namely, one considers the perturbed function ϕ  : Rn ×  Rm →  R  ∪  {+∞}  given by
ϕ(x,  y) =
{
f (x) if g(x) +  y  ≤  0
+∞ otherwise (8)
This function is convex whenever f  and the components functions of g  are convex. Clearly, minimizing ϕ(x, 0) shows
hat, in this case, the dual problem reduce to
(MPD)
{
maximize inf{L(x,  y∗) : x  ∈  Rn}
y∗ ≥  0
(9)
 : Rn ×  Rm →  R  ∪  {+∞}  being the Lagrangian function defined by L(x, y*) : = f(x) + 〈g(x), y*〉. In this way, the
lassical Lagrangian duality theory becomes a particular case of the perturbational duality theory we have briefly
escribed.
It is worth mentioning that, historically, the first dual problems discovered in optimization theory were defined
ithout using any perturbation; the perturbational approach to duality proposed by Rockafellar (1974) later on provided
s with a unifying scheme for all those duals. In a series of papers (see Singer, 1986, 1989, 1991), Singer has shown that
he converse way also works, that is, some unperturbational dual problems induce the perturbational dual problems”.
Unfortunately, many texts, for instance, those related to microeconomics, firm theory, and production theory, leave
enchel’s conjugate tools undeveloped, because Fenchel’s conjugate was introduced exclusively for convex lower semi
ontinuous functions, but in general convex functions are not natural in economic theory.
.2.  Lower  and  upper  closed  functions
The following definition (which is equivalent to other one appears in Aliprantis and Border, 1999, p. 43) will be
sed in the sequel.
eﬁnition  1.  The function u  : Rn →  R  ∪  {−∞}  (u  : Rn →  R  ∪  {+∞}) is regarded as upper (lower) closed if the
pper level set U(u,  u(x)) :=  {y  ∈  Rn : u(y) ≥  u(x)}  (lower level set L(u,  u(x))) :=  {y  ∈ Rn : u(x) ≥  u(y)}  is closed
or all x  ∈  Rn.
If the function u  : Rn →  R  ∪ {+∞,  −∞}  is simultaneously upper closed and lower closed, we say that u  is a closed
unction.
It is well known that if X  is a completely ordered subset, with order denoted by , of a finite Euclidean space and
oth sets {y  ∈  X : y   x}  and {y  ∈  X  : x   y}  are closed in X, then there exists a continuous function u  : X  →  R  such
hat U(u, u(x)) = {y  ∈  X  : x   y}  and L(u, u(x)) = {y  ∈ X  : y   x}. But this representation is not unique, because there
xist infinite closed functions which represent the preference ordering. Note, that upper closed functions would be not
emi continuous functions. So, in this sense it is important to consider upper closed functions, and we use it instead of
pper semi continuous functions.
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3.  Existence  result  for  the  consumer  problem
Here we introduce a characterization of the solution set for the consumer problem (PC), using Fenchel–Moreau
conjugate.
(PC)
{
maximize u(x)
x ∈  BS (10)
If we define f  : Rn →  R  ∪  {+∞}  by f  (x) :=
{
−u(x) x  ∈ BS
+∞  x  /∈  BS (see previous section for more details), the following
results establish a necessary and sufficient optimality condition for this general model of consumer problem (without
assumptions for both u  and BS).
Theorem 1.  Problem  PC  has  solutions  if  and  only  if  the  following  set
{x  ∈  BS  : f ∗(0) =  u(x)}  /=  ∅ (11)
Moreover,  argmax{u(x) : x  ∈  BS}  = {x  ∈  BS  : f*(0) = u(x)}.
Proof.  We know that
f ∗(0) =  sup{〈0,  x〉  −  f  (x) : x  ∈  Rn}  =  sup{−f  (x) : x  ∈  Rn}
= sup{−f  (x) : x  ∈ BS}  =  sup{u(x) : x  ∈  BS}
Problem PC  has solutions if and only if argmax{u(x) : x  ∈ BS}  /=  ∅  if and only if {x  ∈  BS  : f*(0) = u(x)}  /=  ∅. 
The following results reveal that PC  has at least one solution if BS  is a compact and u is upper closed.
Theorem 2.  If  u  : Rn →  R  ∪  {−∞}  is  an  upper  closed  function  and  BS  is  a  compact  set,  then  {x  ∈
BS : f*(0) = u(x)}  /=  ∅.  Moreover,  the  solution  set  of  PC  is  nonempty  and  compact.
Proof. Taking a maximizer sequence {xk}  ⊂  BS  of u  without loss of generality, because BS  is compact, consider
that xk converges to x ∈ BS, ‖x −  xk‖  ≥  ‖x  −  xk+1‖ ∀k, u(xk) ≤  u(xk+1) ≤  λ ∀k, where λ = sup {u(x) : x  ∈  BS}  and
{u(xk)}  →  λ. The sequence of sets defined by Fk =  BS  ∩  U(u,  u(xk)) ∩  B(x, ‖x −  xk‖) are embedded closed sets,
and diam(Fk) →  0. By applying Cantor’s intersection theorem, we have that ∩k ∈ NFk /=  ∅, taking xˆ  ∈  ∩k ∈ NFk, then
u(xˆ) ≥ λ. Since f ∗(0) =  sup{u(x) : x ∈  BS}  ≥  u(xˆ), the statement follows. 
For each p  ∈  C(Rn, Rn) and ω ∈  Rn consider B(p,  ω) :=  {x  ∈ Rn : 〈p(x),  x〉  ≤  〈p(ω),  ω〉}. So, given ω  ∈  Rn
consider ℘(ω) :=  {p  ∈  C(Rn,  Rn) : B(p,  ω) is  compact}.
Corollary  1.  Given  ω  ∈  Rn.  For  each  p  ∈  ℘  (ω),  u upper  closed  and  BS  = BS(p, ω),  the  respective  PC  problem
always has  solution.
Proof.  Follows from Theorem 2. 
For example, consider p  : R2 →  R2 defined by p(x) : = Ax, where A  is a nonsingular, symmetric and positive definite
matrix (hence, a linear monotone operator) and ω  ∈  Rn such that 〈p(ω), ω〉>0, we have that for any upper closed utility
function and BS  = BS(p, ω), the respective Consumer problem has at least one solution, since Theorem 2.
As a consequence of Theorem 2, we obtain the following result, which improve Weierstrass Theorem (remember
that the family of closed upper functions contains the family of upper semi-continuous functions, but both families are
different). Similar result you can find in Aliprantis and Border (1999), Theorem 2.43.
nCorollary 2.  Every  upper  closed  function  u  : R →  R  ∪  {−∞}  obtains  its  maximum  value  in  any  compact  set
C ⊂  Rn.
When BS  is unbounded, we consider the following assumption:
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S For each {xk}  ⊂  BS  such that ‖xk‖  →  + ∞  when k→  + ∞, there exists m  such that BS∩  U(u, u(xm)) ∩  B(0,
‖ xm ‖) /=  ∅.
From optimization viewpoint, assumption WS, can be consider as a coercive condition. For more detailed see Sosa
2013) and references there in.
From consumer problem, assumption WS establish that for any sequence of choices {xk} ⊂  BS  going to +∞  in
easure, always there exist an element xm of the sequence and another one choice xˆ such that in measure xˆ  is strictly
ess than xm and u(xm) ≤  u(xˆ).
heorem 3.  Given  problem  PC,  where  u  is  upper  closed  and  BS  is  a  nonempty  closed  set,  the  set  {x  ∈  BS  : f*(0) = u(x)}
s nonempty  if  and  only  if  assumption  WS  holds.
roof. If {x  ∈  BS  : f*(0) = u(x)}  /=  ∅, then by Theorem 1, there exists x  solution of PC. We consider any
equence (fixed) {xk}  ⊂  BS  such that ‖xk‖  →  + ∞  when k→  + ∞. Taking m  such that ‖xm‖  >  ‖x‖, assumption
S holds. Conversely, by Theorem 2, argmax{u(x) : x ∈  BS  ∩  B(0,  m)}  /=  ∅, without loss of generality con-
ider that BS  ∩  B(0,  k)}  /=  ∅  ∀k  is nonempty. Taking xk ∈  argmax{u(x) : x ∈  BS  ∩  B(0,  k)}  such that ‖xk‖  ≤  ‖  x  ‖
x ∈  argmax{u(x) : x  ∈ BS  ∩  B(0,  k)}. Suppose that {xk}  is unbounded, then without loss of generality consider
xk‖  →  + ∞  when k→  + ∞. By assumption WS, there exists m  such that BS∩  U(u, u(xm)) ∩  B(0, ‖ xm ‖) /=  ∅. Taking
ˆ  ∈  BS  ∩  U(u,  u(xm)) ∩  B(0,  ‖xm‖), then xˆ  ∈  BS, ‖xˆ‖  <  ‖xm‖  and u(xˆ) ≥  u(xm). Since xm ∈  argmax{u(x) : x  ∈
S ∩ B(0,  m)}, then xˆ also belongs to argmax{u(x) : x  ∈  BS  ∩  B(0,  m)}. However, ‖xm‖  ≤  ‖ x  ‖ ∀x  ∈  argmax{u(x) :
 ∈  BS  ∩  B(0,  n)}, so ‖xm‖  ≤  ‖xˆ‖. This contradiction implies that {xk}  is bounded. Now, take any cluster
oint of {xk}, and without loss of generality, consider that {xk}  converges to x. Now, take x ∈  B as arbitrarily
xed. For any k> ‖  x  ‖, we have that u(xk) ≥  u(x) ∀k  such that ‖x  ‖ < k. It implies that {xk}k>‖x‖ ⊂  U(u,  u(x)), so
 ∈  U(u,  u(x)). Since x ∈  BS  was arbitrary, we have that u(x) ≥  u(x) ∀x ∈  BS. The statement follows because
(x) =  sup{u(x) : x ∈  BS}  =  f ∗(0). 
As a consequence of Theorem 3 we obtain the following result, adopting assumption WS for any function u  : Rn →
 ∪  {−∞}  and any set C  ⊂  Rn. We denote this assumption by WS(u,C).
orollary 3.  Let  u  : Rn →  R  ∪  {−∞}  be  an  upper  closed  function  and  C  ⊂  Rn be  a nonempty  closed  set.  The
unction u obtains  its  maximum  value  over  C  if  and  only  if  WS(u,C)  holds.
We finished this section with an academical example in order to understand condition WS. Consider PC  where
 is a Cobb–Douglas function defined by u(x,  y) =
{
xαy1−α,  (x,  y) ∈ ]0,  +∞[2
−∞,  (x,  y) /∈]0,  +∞[2 , and BS(p,  ω) =  {(x,  y) ∈  R
2 :
p, (x,  y)〉  ≤ 〈p,  ω〉}. Of course BS(p, ω) is unbounded. By applying Theorem 3, PC  has solution if and only if WS
olds. The question is: What does mean WS  in this academical example?. The answer is: If BS(p, ω)∩  dom(u) /=  ∅,
hen WS  is equivalent to p  ∈  dom(u). Of course, the reader can verify it without difficulties.
.1.  Duality  scheme  for  the  consumer  problem
In this section, we adapt the conjugate for lower semi continuous functions introduced in Cotrina et al. (2011) to
ower closed functions.
Given f  : Rn →  R  ∪  {+∞}  a lower closed function, we define f  (x) =  sup
>0
inf
y ∈ B(x,)
f  (y) for each x  ∈  Rn.
emma 1.  If  f  : Rn →  R  ∪  {+∞}  is  a  proper  lower  closed  function,  then  f : Rn →  R  ∪  {+∞}  is a  lower  semi
ontinuous function  and  f  ≤  f  .roof.  For each x ∈  Rn, f  (x) >  −∞  follows from Theorem 2, because f  is lower closed and the closed ball B(x, )
s compact for every   > 0. It implies that f  : Rn →  R  ∪  {+∞}  is well defined, lower semi continuous and f  ≤  f .
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Given f  : Rn →  R  ∪  {+∞}  a lower closed function, we define f ∗(p) = sup
x ∈ Rn
{〈p(x),  x〉  −  f (x)}, for each p  ∈
C(Rn, Rn).
Lemma  2.  If  f : Rn →  R  ∪  {+∞}  is  a  proper  lower  closed  function,  then  f ∗ : C(Rn, Rn) →  R  ∪ {+∞}  is  a  convex
function.
Proof. For each x  ∈  Rn and each λ  ∈ R  with λ  <  f  (x), from Lemma 4.5 in Cotrina et al. (2011), there exists
p  ∈  C(Rn,  Rn) such that f  (y) −  〈p(y),  y〉  >  λ  −  〈p(x),  x〉  for all y ∈  Rn. It implies that −∞  <  f ∗(p) <  +∞. The
convexity follows because f* is the supremum of affine linear functions.
Given the consumer problem PC and its associate function f, we indicate that φ  : Rn ×  Rm →  R  ∪  {+∞}  is
a perturbation function for f, if φ  is proper and lower closed and φ(x, 0) = f(x) ∀x  ∈  Rn. We define the conju-
gate function φ∗ : C(Rn+m, Rn+m) →  R  ∪  {+∞}  of φ  by φ∗(r) =  sup{〈r(z),  z〉  −  φ(z) : z =  (x,  y) ∈  Rn+m}  and
C(Rn, Rn) ×  C(Rm,  Rm) ⊂  C(Rn+m). So, for all x  ∈ BS(p,  w) and r ∈ C(Rm), we have φ*(0, r) ≥  u(x).
Deﬁnition 2.  The dual problem associated to PC is formulated as follows:
(DSCP) min φ∗(0,  r)
subject to r ∈ C(Rm). (12)
Note that the dual problem is an unrestricted convex problem. Unfortunately, it holds in infinite dimensional space
as a consequence of transforming a restricted problem in finite dimensional space without structure into an unrestricted
convex problem. We highlight that, in general, the gap is not zero. It is
sup{u(x) : x  ∈  B(p,  w)}  <  inf{φ∗(r) : r  ∈  C(Rm)}
The next definition will establish the involution of duality operation (it is, dual of dual is the original problem).
Deﬁnition 3.  Let f  : Rn →  R  ∪  {+∞}  be a proper lower closed function. We consider the subspace S  ⊂  C(Rn) as
the conjugate dual space of f if f ∗∗S =  f  , where
f ∗∗S (x) :=  sup{〈s(x),  x〉  −  f  (x) : s  ∈  S}
The following result reveals when the involution holds for the dual operation.
Theorem 4.  If  C(Rn) ×  C(Rm) is  the  dual  conjugate  space  of  perturbation  function  φ  of  PC, then  the  involution  holds
for dual  operation.
Proof. Given the perturbation function φ  of PC, we define the marginal function h : Rm →  R  ∪  {−∞,  +∞}  as
h(y) =  inf{φ(x,  y) : x  ∈  Rn}.  (13)
Thus, conjugate of the marginal function h  is given by h∗ : C(Rm) →  R  ∪  {−∞,  +∞}, where
h∗(r) =  sup{〈r(y),  y〉  −  h(y) : y  ∈  Rm}
= sup{〈r(y),  y〉  −  inf
x ∈ Rn
φ(x,  y) : y  ∈  Rm}
= sup{〈r(y),  y〉  −  φ(x,  y)(x,  y) ∈  Rn ×  Rm(x,  y) ∈  Rn ×  Rm}
= sup{〈(0,  r(y)),  (x,  y)〉  −  φ(x,  y) : (x,  y) ∈  Rn ×  Rm}
= φ∗(0,  r).
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Consider g  : C(Rn) →  R  ∪  {−∞,  +∞}  as a marginal function of φ*. We elucidate the primary points of duality
cheme between PC and DPC as follows:
PC
f  (x) =  φ(x,  0) ∀x  ∈ Rn
h(y) =  inf{φ(x,  y) : x ∈  Rn}
α :=  inf{f  (x) : x  ∈ Rn}
DPC
h∗(r) =  φ∗(0,  r) ∀r ∈  C(Rm)
g(q) =  inf{φ∗(q,  r) : r  ∈ C(Rm)}
β :=  inf{h∗(r) : r ∈  C(Rm)}
As φ* restricted to C(Rn) ×  C(Rm) is the perturbation function of h*, we claim that φ∗∗S will be a perturbation
unction of the objective function of the dual of DPC, where S  =  C(Rn) ×  C(Rm). Similar to previously outlined
cheme, primary points of duality scheme between DPC and its dual are as follows:
DPC
h∗(r) =  φ∗(0,  r) ∀r  ∈  C(Rm)
g(q) =  inf{φ∗(q,  r) : r  ∈  C(Rm)}
β =  inf{h∗(r) : r  ∈  C(Rm)}
DDPC
k(x) :=  φ∗∗S (x,  0) ∀x  ∈  Rn
j(y) :=  inf{φ∗∗S (x,  y) : x  ∈  Rn}
δ :=  inf{k(x) : x  ∈  Rn}
ince S  =  C(Rn) ×  C(Rm) is the conjugate dual space of φ, we have φ∗∗S =  φ. Hence, it follows that k = f, j  = h, and
 = α. Therefore, involution holds. 
As an example, consider an allocation time problem in the sense of Becker with a usual budget set and a linear
ransformation technology, which can be formulated as follows:
(PC)
⎧⎪⎨
⎪⎩
maximize u(x)
Ax  ≤  b
x  ≥  0
(14)
here u  : Rn →  R  ∪  {−∞}  is an upper closed utility function, A is a matrix with size m  ×  n and b  ∈  Rm. Following our
cheme, the function f  : Rn →  R  ∪  {+∞}  is defined by f  (x) =
{
−u(x) Ax  ≤  b,  x ≥  0
+∞  other  case . Now we define the per-
urbation function φ  : Rn ×  C(Rm,  Rm) →  R  ∪  {+∞}  by φ(x,  p) =
{
f (x) (b  −  Ax  −  s) ∈  Im(p),  x ≥  0,  s  ≥  0
+∞ other  case ,
here the set Im(p) =  {p(x) : x ∈  Rn}. Here, φ∗(0,  y) =
{
〈b, y〉  +  g∗(−ATy) y  ≥  0
+∞  y  /=  0 , where g : R
n →  R  ∪  {+∞}
efined by g(x) =
{
f (x) x ≥  0
+∞  othercase . It is, dual problem is a convex problem in R
m
.
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