In this paper, we use daily stock returns from the Stockholm Stock Exchange in order to examine their volatility. For this reason, we estimate not only GARCH (1,1) symmetric model but also asymmetric models EGARCH (1,1) and GJR-GARCH (1,1) with different residual distributions. The parameters of the volatility models are estimated with the Maximum Likelihood (ML) using the Marquardt algorithm (Marquardt [1] ). The findings reveal that negative shocks have a large impact than positive shocks in this market. Also, indices for the return of forecasting have shown that the ARIMA (0,0,1)-EGARCH (1,1) model with t-student provide more precise forecasting on volatilities and expected returns of the Stockholm Stock Exchange.
Introduction
The development of econometrics led to the invention of adjusted methodologies for the modeling of mean value and variance. Models of generalized conditional autoregressive heteroscedasticity (GARCH) are based on the assumption that random components in models present changes on volatility. These models were developed by Engle [2] , in a simple form, and they were generalized later by Bollerslev [3] .
The models of autoregressive conditional heteroscedasticity (GARCH) have a long and noteworthy history but they are not free of limitations. For example, Black [4] on his paper claims that stock market returns are negatively correlated with changes on volatility returns implying that volatility tends to rise in reHow to cite this paper: Dritsaki, C. (2017) An Empirical Evaluation in GARCH Volatility Modeling: Evidence from the Stock-sponse to bad news and fall in response to good news. On the other hand, on GARCH models we assume that only the size of return of the conditional variance is defined and not the positivity or negativity of volatility's return, which are unpredicted. Another crucial limitation of GARCH models is the non-negativity of parameters in order to ensure the positivity of the conditional variance. All these limitations cause difficulties in the estimation of GARCH models.
GARCH models were applied with great success on the modeling of changing variability or the variance volatility on time series for measuring financial investments. After the determination of an asymmetric relationship between conditional volatility and conditional mean value, econometricians focused their efforts on planning methodologies for modeling this phenomenon.
Nelson [5] suggested an exponential GARCH model (EGARCH) expressed in logarithms of the conditional variance volatility. The EGARCH model has become popular as it presents asymmetric volatility on positive and negative returns. A number of modifications on this model were made over the years.
Glosten, Jagannathan and Runkle [6] suggest another asymmetric model known as GJR-GARCH which deals with the limitations of the symmetric GARCH models.
The purpose of this paper is to quantify two asymmetric models using prices The remainder of the paper is organized as follows: Section 2 provides a brief literature review. Section 3 discusses the symmetric and asymmetric GARCH models. Section 4 summarizes the data. The results are discussed in Section 5 and Section 6 proposes the forecasting methodology. Finally, the last section offers the concluding remarks.
Literature Review
The ability of GARCH models that study the relationship between risk and return has been validated in many studies. For example, Donaldson and Kamstra [7] made a nonlinear GARCH model based on neural networks. They evaluated the model's ability in forecasting the volatility of returns on the stock markets of London, New York, Tokyo and Toronto. The results of their paper showed that neural network models captures volatility effects and forecasting better than GARCH, EGARCH and GJR models.
Nam, Pyun and Arize [8] used the asymmetric non-linear GARCH-M model for US market indices for the period 1926:01-1997:12. The results of their paper showed that negative returns on average reverted more quickly in the long term rather than positive returns.
Tudor [9] uses GARCH and GARCH-M models to examine the volatility of Using the GARCH-in-mean model they compare the volatility of companies in three phases. The results of their paper showed that persistency is more evident in the daily returns rather than in the weekly and monthly series. Furthermore, the GARCH-in-mean model failed to confirm that an increase in volatility leads to a rise in future returns.
Gao, Zhang and Zhang [11] use the Markov chain Monte Carlo (MCMC) method instead of the Maximum Likelihood Ratio method for the estimation of the coefficients of GARCH models. Using daily data from the stock market of China for the period 1 January 2000 until 29 April 2011, they compare the results of the volatility of the data with three different models and two different distributions. The results showed that the GED-GARCH model is better than the t-GARCH, and that the t-GARCH is better than N-GARCH.
Dutta [12] examined exchange rate parities of USA and Japan for the period 1 January 2000 until 31 January 2012. The data are estimated not only with symmetric but also with asymmetric GARCH models. Findings indicate that positive shocks are more common than the negative shocks in this return series. Also, asymmetric tests for volatility show a size effect on news, which is stronger for good news than for bad news.
Given the different backgrounds for each market it is expected that risk and return differ from country to country. This paper attempts to examine the volatility and return of the Stockholm stock market using symmetric and asymmetric models.
Methodology
One of the fundamental hypotheses for a stationary time series is the stable variance. But there are time series, mostly financial, that have intervals of large volatility. These series are characterized with periods of sharp increases and downturns during which their variance is varying. Thus, researchers are not interested in examining the variance of such series throughout the sample period but only interested in the varying or conditional variance. Based on this division between conditional and unconditional variance, we can characterize time series models with conditional variance as conditional heteroskedastic models. The notion of "conditional" heteroscedasticity was first introduced by Engle [2] . En- 
Symmetric GARCH Models
The traditional measuring methods of volatility (variance or standard deviation) are absolute and cannot conceive the characteristics of financial data (time series) like volatility clustering, asymmetries, leverage effect and long memory. The basic model suggested by Engel [2] is the following: This model shows that after a large (small) shock, it is likely that a large (small) shock will follow. In other words, a large (small) 
GARCH (p, q) Model
The generalized form of GARCH(p, q) is given as: The conditional variance of the returns of Equation (3) is defined from three outcomes:
• The constant given by ω coefficient.
• The variance part expressed from the relationship
• The part of predicted variance from past period expressed by variance of the previous period regarding the current value of volatility. This value is usually near to one and is regarded as a sign of increasing inactivity of shocks of the volatility of returns on the financial assets.
Asymmetric GARCH Models
The main disadvantage of GARCH models is their inappropriateness in the cases where an asymmetric effect is usually observed and is registered from a different instability in the case of good and bad news. In the asymmetric models, upward and downward trends of returns are interpreted as bad and good news. If the decline of a return is accompanied with an increase of instability larger than the instability caused by the increase then it is said to have a leverage effect.
Given that all terms in a GARCH model are squared, there will always be an asymmetric response in positive and negative periods. However, due to natural leverage in most companies, a negative shock is more damaging than a positive shock because it produces larger volatility.
Among the most widely known asymmetric models are the Exponential GARCH model (EGARCH) and the asymmetric GJR model.
One of the most popular asymmetric ARCH models is the EGARCH model proposed by Nelson [5] . The EGARCH (p, q) model is given by
where ω , i α , j β , and k γ are parameters which can be estimated using the maximum likelihood method. We should also point out that and has the following form:
For a positive shock log log
whereas for a negative shock 
The EGARCH model has many advantages when compared to the GARCH (p, q) model.
• The first is the logarithmic form which does not allow the positive constraint among parameters.
• Another advantage of EGARCH model is that it incorporates asymmetries in the change of volatility of returns.
• Parameters α and γ define two important asymmetries in the conditional variance. If 1 0 γ < then negative changes increase volatility (instability) more than positive changes of the same size.
• EGARCH model can successfully define the change of volatility.
The form of the EGARCH model denotes that the conditional variance is an exponential function of the examined variables which ensures a positive character. In other words, conditional variance ensures the exponential nature of the EGARCH model where external changes will have a stronger influence on the predicted volatility than TGARCH. An asymmetric influence is indicated by the no null value of γ 1 coefficient whereas the presence of leverage is indicated by the negative value of the same coefficient.
The GJR-GARCH Model
The GJR-GARCH(p, q) model is another asymmetric GARCH model proposed by Glosten, Jagannatahan and Runkle [6] . The generalized form of the GJR-GARCH (p, q) model is given in the following form: 
The GJR-GARCH (1,1) model is the one that is more often used for the estimation of 2 σ variance and has the following form: 
Estimation of the GARCH Model
The estimation of GARCH models can be done with the Ordinary Least Squares method. Due to the fact that error terms are not independently and identically distributed iid(0,1), it is better to avoid using the OLS method mainly on small samples. In this case, it is better to use the maximum likelihood method(see Greene, [16] ). The parameters of GARCH models maximize the log likelihood function. The estimation of parameters on the log likelihood function derives through nonlinear least squares using Marquardt's algorithm [1] . The log likelihood function is given below:
where θ is the vector of the parameters that have to be estimated for the conditional mean, conditional variance and density function, t z denoting their density function, The models GARCH assumed Gaussian innovations, but nonetheless imply non-Gaussian unconditional distributions. However, time-varying volatility models with Gaussian innovations generally do not generate sufficient unconditional non-Gaussianity to match certain financial asset return data (see, Poon
and Granger [14] ).
Conditional Distributions
In this section we describe the log-likelihood functions used for the estimation of parameters on volatility models for all theoretical distributions.
1) Normal Distribution
In the case of a standard normal distribution for the i.i.d. random variables { } t z , the following log-likelihood function needs to be maximized.
( )
where θ is the vector of the parameters that have to be estimated for the conditional mean, conditional variance and density function, T is observations.
2) Student-t Distribution
The Student-t distribution can handle more severe leptokurtosis. The loglikelihood function is defined as
where ( ) The t-Student is symmetric around zero. The Student-t distribution incorporates the standard normal distribution as a special case when υ = ∞ and the Cauchy distribution when 1 υ = . Hence, a lower value, υ yields a distribution with "fatter tails".
Generalized Error Distribution
Nelson [5] proposed the use of GED when estimating EGARCH since it is more appealing in terms of fulfilling stationarity compared tο the Student-t distribu- 
where υ > the distribution of the random variable z t will have thinner tails than normal distribution, and for υ = ∞ the distribution of the random variable z t will be a uniform distribution.
In our paper we estimate the conditional volatility using normal distribution, t-student and generalized error distribution. Engle [2] , who introduced ARCH models on the estimations of models used normal distribution. However, in the literature it is stated that the returns of assets do not follow a normal distribution thus Engle's estimations could have been biased on these models ignoring volatility. Many authors such as Brooks, Clare and Persand [17] and Vilasuso [18] proved that estimations on GARCH models following normal distribution had the lowest forecasting performance on models that reflected skewness and kurtosis in innovations. Bollerslev [19] , in order to measure the kyrtosis on assets returns, introduced a standardized Student's t distribution with 2 υ > degrees of freedom on GARCH models.
Data and Descriptive Statistics
The data in our study are collected from the official website 
where t I is the daily closing value of the stock market on day t, and t R is the daily stock return.
The daily closing values of OMX Stockholm 30 Index and its returns are displayed in Figure 1 and Figure 2 , respectively.
As it can be seen in Figure 1 , the closing values of OMX Stockholm 30 Index show a random walk.
As it can be seen in Figure 2 , the daily returns of OMX Stockholm 30 Index are stationary. The return data is tested for autocorrelation both in returns as well as in squared returns and are displayed in Figure 3 and Figure 4 , respectively.
The Ljung and Box Q-statistics [20] [21] on the 1st, 10th, 20th and 36th lags of the sample autocorrelations functions of the return series indicate significant serial correlations. When autocorrelation has been detected on data that we examine (Figure 3 ), we should find the autocorrelation form (ARMA (p, q)).
In addition, in Figure 4 (Squared Daily Stock Returns), the Ljung and Box Q-statistics [20] [21] on the 1st, 10th, 20th and 36th lags of the sample autocorrelations functions are statistically significant, thus indicating that there is an ARCH effect. Since we have detected that there is an ARCH effect (Figure 4) , we have to find the most suitable GARCH model which can adjust the data on the autocorrelation form. The summary of the descriptive statistics for the daily logarithmic stock index returns of the OMX Stockholm 30 Index is presented in Figure 5 .
The results in Figure 5 show that the daily return rates do not follow normal distribution. In other words, the returns of the Stockholm stock market present positive asymmetry and kurtosis (leptokurtic), suggesting that the return distribution is a fat-tailed one. In Figure 6 the Q-Q plot is presented, which displays the quantiles of return data series against the quantiles of the normal distribution. The Q-Q plot, which displays the quantiles of return data series against the quantiles of the normal distribution, shows that there is a low degree of fit of the empirical distribution to the normal distribution.
The leptokurtic behavior of the data is confirmed by the normal quintile and empirical density graph presented in Figure 7 .
The summary of the descriptive statistics, normality tests, ARCH tests and unit root tests for the daily stock index returns of the OMX Stockholm 30 Index is presented in Table 1 . After the detection of series stationarity, we define the form of the ARMA (p, q) model from the correlogram of Figure 3 . Parameters p and q can be determined from partial autocorrelation coefficients and autocorrelation coefficients respectively, compared to the critical value 2 2 0.023 7433 n ± = ± = ± . There-, fore the value of p will be between 0 3 p ≤ ≤ , and respectively, the value of q will be between 0 3 q ≤ ≤ . Thereafter, we create Table 2 with the values of p and q as follows:
The results from Table 2 indicate that according to the criteria of Akaike (AIC), Schwartz (SIC) and Hannan-Quinn (HQ), the most suitable model is the ARIMA (0,0,1) model.
After the estimation of the above model in Figure 8 , we test for the existence Figure 9 gives these results.
From the results of Figure 9 we can see that autocorrelation coefficients and partial autocorrelation coefficients are statistically significant. Consequently, the null hypothesis for the absence of ARCH or GARCH procedure is rejected.
Empirical Results
Since there are ARCH effects in the Stockholm stock return data, we can proceed with the estimation of the ARIMA(0,0,1)-GARCH models. Figure 9 . Q-statistics for the standardized squared residuals.
First of all, we estimate the symmetric ARIMA(0,0,1)-GARCH(1,1) model with normal distribution, t-student distribution as well as the Generalized error distribution (GED). The estimation of parameters is done with the maximum likelihood method using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) (see Press et al. [22] ) algorithm which is a repeating method for solving non-linear optimization problems without constraint. The parameters (coefficients) of estimated models and the residuals' test of normality, autocorrelation and conditional heteroskedasticity are provided in Table 3 . A higher log-likelihood value yields a better fit. We proceed with the following asymmetric (non linear) GARCH models such Table 4 .
From the results of Table 4 we can see that all the coefficients of non-linear GARCH models are statistically significant. These results show that asymmetry exists. Furthermore, diagnostics tests of non-linear GARCH models seem to be Table 3 . Estimated symmetric GARCH models for the daily returns of the OMX Stockholm 30 Index. t-student distribution. Thus, this model can be used for forecasting.
Asymmetric and Leverage Effects
Asymmetry tions that we used. In the following Table 5 , we present the models with the three distributions indicating that bad news have more impact on volatility. For example, on the ARIMA(0,0,1)-GJR-GARCH(1,1) model and t-student the effect of bad news on conditional volatility is 6.03 times higher than good news. [14] ).
Test of Asymmetries
If b 1 coefficient is statistically significant in positive and negative changes relatively to conditional variance then there is asymmetry on the GARCH model.
A test for sign bias can also be conducted using the following regression:
Like regression (15) , the statistical significance of b 1 coefficienton regression (16) indicates that the size of a shock will have an asymmetric impact on volatility. Regression (16) tests the negative bias size. For the positive bias size we use the following regression: (see Dutta [14] ) ( )
A joint test can be conducted through defining The null hypothesis for the joint test is that there is no asymmetric result. (see Brooks, [23] , pp. 474-475). Table 6 presents the results of the asymmetry and volatility tests.
The results of Table 6 show that the sign bias test is statistically significant on both models. Thus, there is asymmetry. This result is also confirmed from two size bias tests having large statistical significance. Also, from the results of the above table we can see that the size effect of bad news is stronger than that of good news.
Likelihood Ratio Tests
The Likelihood ratio (LR) tests consist of estimations on two models, (an unrestricted model and a restricted one). The null hypothesis that is examined is Table 7 presents the maximized values from all estimated models with the corresponding distributions. The results from Table 7 show that null hypothesis is rejected so asymmetry exists. Thus, we can use both models of forecasting due to existence of asymme- 
Forecasting the Volatility of the Stockholm Stock Exchange Index Returns ex Post
In this section we present the forecasting results from the two asymmetric models. In our paper we forecast for future values on rate of return and volatility on the Stockholm stock market using the static1-step ahead method based on esti- The above figures show that estimation intervals are stable on both models.
However, there are some indices that help us to test the forecast of a model. The first one is referred to as the Mean Square Error. According to Patton [25] this criterion is the most powerful for the evaluation of models. However, the mean square error has some constraints on the forecasting of variance. According to Vilhelmsson [26] , this index is sensitive to outliers. So, Vilhelmsson suggests the 
Conclusions
The modeling and forecasting of volatility in financial markets used to be a fun- To sum up, the results of our paper confirm previous findings that GARCH models with normal errors do not seem to fully capture the leptokurtosis in empirical time series (see, e.g. Kim and White [29] ). Contrary to t-student distribution and GED, which provide a better frame on conditional volatility, we can better test the time-varying heteroskedasticity, skewness and kurtosis of the series. This is accomplished by allowing the parameters of the two distributions to vary through time. Finally, the asymmetric models appear to better formulate the different responses to different past shocks and to explain conditional volatility.
