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Abstract
New numerical methods are developed for single phase compressible gas
ﬂow and two phase gas/liquid ﬂow in the framework of the discontinuous
Galerkin ﬁnite element method (DGFEM) and applied to Riemann prob-
lems. A residual based diﬀusion scheme inspired by the streamline upwind
Petrov-Galerkin method (SUPG) of Brookes and Hughes [15] is applied to
the Euler equations of gas dynamics and the single pressure incompressible
liquid/compressible gas ﬂow system of Toumi and Kumbaro [137]. A Roe
[119] based approximate Riemann solver is applied. To minimise unstable
overshoots, diﬀusivity is added in the direction of the gradient of the solution
as opposed to the direction of the streamlines in SUPG for the continuous
ﬁnite element method (CFEM).
The methods are tested on Cartesian meshes with scalar advection prob-
lems, the computationally challenging Sod shock tube and Lax Riemann
problems, explosion problems in gas dynamics and the water faucet test and
explosion problems in two phase ﬂow. An extension to two dimensions and
comparisons to existing methods are made.
A framework for the well posedness of two phase ﬂow equations is posited
and virtual mass terms are added to the two phase ﬂow equations of Toumi
and Kumbaro to ensure hyperbolicity. A viscous path based Roe solver
for DGFEM is applied mirroring the method of Toumi and Kumbaro in a
framework for discontinuous solutions.
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Nomenclature
subscripts
i value at two phase interface
j value at node j
k phase k
g gas phase
l liquid phase
m mixture
Pui partial derivative of pressure with respect to ui
ΦL value of Φ at the left hand side of a partition
ΦR value of Φ at the right hand side of a partition
ΦIN value of Φ inside a two dimensional region
ΦOUT value of Φ outside a two dimensional region
superscripts
Φ˜ Roe average of Φ
quantities
t time
ρ density
ν scalar diﬀusivity
u x-velocity
v y-velocity
α volume fraction
p pressure
e internal energy
E total energy
s entropy
i enthalpy
c concentration
T temperature
s numerical source
h element width
r residual
φ body source
Φ general quantity
σ shock speed
V material volume
A material surface
R universal gas constant
n unit normal
f ﬂux in the x-direction
g ﬂux in the y-direction
J eux
U state vector
W characteristic variables
coefficients
cvm coeﬃcient of virtual mass
χ coeﬃcient of diﬀusion
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matrices
A advective matrix
Ax advective matrix in the x-direction
Ay advective matrix in the y-direction
Σx diﬀusive matrix in the x-direction
Σy diﬀusive matrix in the y-direction
A(UL,UR) averaged advective matrix
space− time notation
axt advective matrix
ax spatial advective matrix
∇xt space-time gradient
a˜x(UL,UR) averaged spatial advective matrix
Nxti space-time basis function
3
Chapter 1
Introduction
1.1 Motivation
Two phase ﬂow has a wide range of applicability to various real world prob-
lems. It is relevant to almost all processing technologies including paper-
making, ﬂuid ﬂow in a nuclear reactor, detonation problems and transport of
granular material where the material may ﬂow [13]. Industrial applications
include ﬁltration, lubrication, ﬂuidized beds, spray processes, ﬂuid-particle
transport, biological processes, drug aerosol delivery, material manufactur-
ing, propulsion systems, food stuﬀ processing, vapor-particle deposition,
abrasive water jet cutting, oil exploration, groundwater ﬂow, natural gas
networks, nuclear reactor cooling and pollution control [77]. Speciﬁcally the
work in this thesis can be applied to modelling the ﬂow in pressurised water
reactor (PWR) cores as the two phase ﬂow considered exists in a mixture of
water and steam similar to those found in PWR cores [137].
In this work I aim to provide a robust and accurate method for solving
two phase ﬂow systems via characteristic upwind methods, methods which
are also known as Riemann methods. I also aim to provide a detailed math-
ematical framework for the well-posedness of two phase ﬂow models. Drew
[35] lays out the conditions for the well posedness of a general two phase
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system and gives a mathematical justiﬁcation for this. This work will follow
Drew's method [35] of including a virtual mass term for various two phase
systems.
The development of single phase ﬂow upwind methods mirrors that of
general hyperbolic problems. Control volume methods [119] were superceded
by ﬂux limiters [142] and discontinuous Galerkin methods [23]. Similarly,
ﬂux limiters have been applied to two phase ﬂow systems, and more recently
a space-time DGFEM formulation has been applied to the shallow water
equations [115] and depth averaged two phase ﬂow, [116] and DGFEM with
Runge-Kutta timestepping has been applied to Baer and Nunziato [6] type
two phase ﬂow [48].
Following the Riemann ﬁnite element approach introduced by Pain et al
[104], I consider an approach for applying non-linearity to the discontinuous
Galerkin ﬁnite element method (DGFEM) in order to control numerical os-
cillations for the solution of the Euler equations of gas dynamics and the two
phase ﬂow system of Toumi and Kumbaro [137]. Due to the discontinuities
in the initial conditions of Riemann problems, oscillations and instabilities
in the numerical solutions are inevitable and it is necessary to implement
stabilisation schemes. The methods adopted in this work aim to address
this.
1.2 Outline of the thesis
The focus of this work is on DGFEM with residual based diﬀusion applied
to hyperbolic problems, speciﬁcally the Euler equations of gas dynamics and
the two phase ﬂow system of Toumi and Kumbaro [137]. The theory of the
methods are developed and results are presented for the advection equation
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in one and two dimensions in Chapter 2. The methods are developed for the
Euler equations of gas dynamics with a Roe ﬂux [119] in Chapter 3. The
methods are applied to a two phase system [137] in Chapter 4. Conclusions
are drawn in Chapter 5.
Godunov was instrumental in the progress of ﬁnite volume methods for
hyperbolic problems. In a seminal paper [55] the Godunov method was
posited, to solve a general hyperbolic problem for a uniform mesh, solving
local Riemann problems in each element of a numerical scheme, which in
turn approximates a solution to a global Riemann problem. This method
can be applied to the Sod shock tube problem, Lax Riemann problem and
explosion problems for hyperbolic systems as will be seen in Chapters 3
and 4. Extending this approach, many techniques have been applied using
approximate Riemann solvers in place of an exact Riemann solution in order
to approximate a solution to a numerical scheme. The seminal example in
gas dynamics was Roe [119] who applied this technique, approximating the
value of ﬂow parameters at the boundary of an element based on values on
either side of the boundary.
Many two phase ﬂow systems are non-hyperbolic when originally posited,
and virtual mass terms are added to the system to ensure hyperbolicity
so that Godunov type methods can be applied. Similarly, non-conservative
terms are also present in the systems and the Roe averaging method depends
on the system being conservative, that is a ﬂux must exist as the diﬀerential
of the Jacobian with respect to the state vector. Toumi and Kumbaro [137]
implement a generalised condition which accounts for the non-conservative
character of the two phase system. Chapter 4 uses Roe based solvers with a
DGFEM discretisation in a novel approach to solving two phase ﬂow systems.
All systems solved in this thesis will have the same basic structure as the
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advection equation and advection diﬀusion equations as shown in section
1.4.
1.3 Introduction to conservation laws
To motivate the methods and as a precursor to their application to future
chapters, it is appropriate to consider the physical analogy of the equations
solved. A conservation law states mathematically, that a number of quan-
tities is conserved. In this thesis I will consider the conservation of mass,
momemtum and energy for single phase ﬂow as well as mass and momen-
tum for two phase ﬂow. A system of m conservation laws in d dimensions
in space can be written in diﬀerential form as
∂u
∂t
+
d∑
j=1
∂fj(u)
∂xj
= 0, x = (x1, · · · , xd) ∈ Rd, t > 0, (1.1)
where u = (u1, · · · , um)T is the vector of the state variables, and fj =
(f1j , · · · , fmj)T , 1 ≤ j ≤ d, is the vector of physical ﬂuxes. As the Riemann
problems I will consider often have discontinuous analytical solutions, it
is more practical to work with the integral form of the conservation laws.
Setting the domain to be Ω, and n = (n1, · · · ,nd)T the outward unit normal
to the boundary Γ of Ω, gives
d
dt
∫
Ω
udx+
d∑
j=1
∫
Γ
fj(u)njdS = 0. (1.2)
The integral form of the laws permit weak solutions, that is solutions which
are permitted to be discontinuous on the domain. Solutions which are al-
most everywhere continuous and satisfy the diﬀerential form of the equations
will satisfy the Rankine-Hugoniot jump conditions, for a speed of shock pro-
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pogation σ,
σ(uR − uL) = f(uR)− f(uL) (1.3)
which states that the shock speed across a discontinuity is equal to the
diﬀerence in ﬂux divided by the diﬀerence in the state vector across the
discontinuity.
For single phase ﬂow the integral conservation laws correspond to the
Euler equations of gas dynamics. An entropy solution is chosen in the gas
dynamics case in order to obtain a physically plausible solution. For two
phase ﬂow in this thesis the diﬀerential and integral form corresponds to the
Toumi and Kumbaro equations as stated in section 1.6.
1.4 Governing equations
In one dimension the scalar advection equation is,
∂u
∂t
+ a
∂u
∂x
= s, (1.4)
for (x, t) ∈ [xmin, xmax]× [0, tmax]. Rearranging this equation where a, the
advective velocity and s the source term are assumed constant,
∂u
∂t
+
∂(au)
∂x
= s, (1.5)
Introducing a diﬀusion term to equation (1.4) with a constant coeﬃcient of
diﬀusion ν leads to the advection diﬀusion equation,
∂u
∂t
+ a
∂u
∂x
− ν ∂
2u
∂x2
= s, (1.6)
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In two dimensions, the scalar advection equation is
∂u
∂t
+ a
∂u
∂x
+ b
∂u
∂y
= s, (1.7)
with velocity of advection a in the x-direction and b in the y-direction. The
advection diﬀusion equation is
∂u
∂t
+ a
∂u
∂x
+ b
∂u
∂y
− νx∂
2u
∂x2
− νy ∂
2u
∂y2
= s. (1.8)
with diﬀusion terms νx and νy introduced in the x and y directions respec-
tively.
System Equations
For multiple variables and extending to vector quantities, the advection
equation (1.7) above can be as
∂U
∂t
+ Ax
∂U
∂x
+ Ay
∂U
∂y
= S, (1.9)
or
∂U
∂t
+
∂F
∂x
+
∂G
∂y
= S. (1.10)
The advection diﬀusion equation can be recast as
∂U
∂t
+ Ax
∂U
∂x
+ Ay
∂U
∂y
+ Σx
∂2U
∂x2
+ Σy
∂2U
∂y2
= S. (1.11)
with advective and diﬀusivity matrices as in the extension to multiple vari-
ables in the one dimensional case.
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1.5 Single phase ﬂow
1.5.1 One dimension
In one dimension, the Euler equations of gas dynamics in conservative form
are analagous to the advection equation [86]:
∂ρ
∂t
+
∂(ρu)
∂x
= 0
∂(ρu)
∂t
+
∂(ρu2 + p)
∂x
= 0
∂E
∂t
+
∂[u(p+ E)]
∂x
= 0,
(1.12)
in which ρ is the density, u is the velocity, p is the pressure and E is the
total energy (given by the sum of internal and kinetic energy) of the gas.
The three equations represent conservation of mass, momentum and energy
for the gas. This system reduces to
∂U
∂t
+
∂f(U)
∂x
= 0, (1.13)
where
U =

ρ
ρu
E
 , f(U) =

ρu
ρu2 + p
u(p+ E)
 . (1.14)
For a Jacobian advection matrix of a ﬂux vector
A(U) = ∂f(U)/∂U =

0 1 0
γ−3
2 u
2 (3− γ)u γ − 1
−γuE + (γ − 1)u3 γE − 32(γ − 1)u2 γu
 ,
(1.15)
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the Euler equations can also be expressed in matrix form
∂U
∂t
+ A(U)
∂U
∂x
= 0, (1.16)
where the homogeneity property
f(U) = A(U)U (1.17)
applies. In the advective matrix, γ is the ratio of the speciﬁc heats (i.e. the
speciﬁc heat with constant pressure of the gas divided by the speciﬁc heat
with constant volume of the gas) and a is the is the speed of sound in the
gas deﬁned as
a =
√
γp
ρ
. (1.18)
The eigenvalues of A(U) are
λ1 = u, λ2 = u− a, λ3 = u+ a. (1.19)
The right eigenvectors of A(U) are (in matrix form)
V =

1 1 1
u− a u u+ a
H − ua 12u2 H + ua
 , (1.20)
where H is the total enthalpy
H = E + p/ρ. (1.21)
The system is completed by an equation of state ρ = ρ(p). This single phase
ﬂow system will be examined in further detail in Chapter 3.
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1.5.2 Two dimensions
In two dimensions the Euler equations are [1]
∂U
∂t
+ Ax(U)
∂U
∂x
+ Ay(U)
∂U
∂y
= 0, (1.22)
where
U =

ρ
ρu
ρv
E

(1.23)
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with horizontal velocity of the gas u, and vertical velocity of the gas v.
Furthermore,
Ax(1, 1) = 0
Ax(1, 2) = 1
Ax(1, 3) = 0
Ax(1, 4) = 0
Ax(2, 1) = −u12u02 + Rcv
u12+u22
2u20
Ax(2, 2) =
u1
u0
− Rcv u1u0
Ax(2, 3) = − Rcv u2u0
Ax(2, 4) =
R
cv
Ax(3, 1) = −u1u2u02
Ax(3, 2) =
u2
u0
Ax(3, 3) =
u1
u0
Ax(3, 3) = 0
Ax(4, 1) = −u1u3u02 −
u1
u02
R
cv
(u3 − u1
2+u22
2u0
) + u1u0
R
cv
u12+u22
2u02
Ax(4, 2) =
u3
u0
+ 1u0
R
cv
(u3 − u1
2+u22
2u0
)− Rcv u1
2
u02
Ax(4, 3) = − Rcv u1u2u20
Ax(4, 4) =
u1
u0
+ Rcv
u1
u0
(1.24)
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and
Ay(1, 1) = 0
Ay(1, 2) = 0
Ay(1, 3) = 1
Ay(1, 4) = 0
Ay(2, 1) = −u2u1u02
Ay(2, 2) =
u2
u0
Ay(2, 3) =
u1
u0
Ay(2, 4) = 0
Ay(3, 1) = −u22u02 + Rcv
u12+u22
2u20
Ay(3, 2) = − Rcv u1u0
Ay(3, 3) = 2
u2
u0
− Rcv u2u0
Ay(3, 4) =
R
cv
Ay(4, 1) = −u2u3u02 −
u2
u02
R
cv
(u3 − u1
2+u22
2u0
) + u2u0
R
cv
u12+u22
2u02
Ay(4, 2) = − Rcv u2u1u02
Ay(4, 3) =
u3
u0
+ 1u0
R
cv
(u3 − u12+u222u0 )− Rcv u2
2
u02
Ay(4, 4) =
u2
u0
+ Rcv
u2
u0
(1.25)
where R and cv represent the ideal gas constant and speciﬁc heat capacity
at constant volume of the gas respectively. In ﬂux form, the two dimensional
Euler equations of gas dynamics are
∂U
∂t
+
∂f(U)
∂x
+
∂g(U)
∂y
= 0, (1.26)
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where
U =

ρ
ρu
ρv
E

, f(U) =

ρu
ρu2 + p
ρuv
u(p+ E)

, g(U) =

ρv
ρuv
ρv2 + p
v(p+ E)

(1.27)
Finally in the two dimensional case the Ax(U) and Ay(U) are the Jacobians
of the ﬂux matrices,
Ax(U) =
∂f(U)
∂U
Ay(U) =
∂g(U)
∂U
, (1.28)
and the homogeneity property is given by
f(U) = Ax(U)U g(U) = Ay(U)U. (1.29)
In Chapter 3, a literature review of the development of numerical methods
for the Euler equations of gas dynamics will be made and diﬀusivity matrices
tailored to the direction of the gradient of the solution will be added to the
these systems based on the residual of a DGFEM calculation.
1.6 Two phase ﬂow
In Toumi and Kumbaro [137], the two phase ﬂow system is deﬁned as
∂(αgρg)
∂t
+
∂(αgρgug)
∂x
= Γg
∂(αlρl)
∂t
+
∂(αlρlul)
∂x
= Γl
∂(αgρgug)
∂t
+
∂(αgρgu
2
g)
∂x
+ αg
∂p
∂x
= Mg
∂(αlρlul)
∂t
+
∂(αlρlu
2
l )
∂x
+ αl
∂p
∂x
= Ml
(1.30)
15
The subscripts g and l refer to the gas and liquid phases respectively, with
source terms Γg,Γl for mass transfer between gas and liquid phases and
Mg,Ml for momentum transfer between gas and liquid phases. The system
is closed with a condition that the sum of the volume fractions is unity,
αg + αl = 1, (1.31)
and an equation of state
ρg = ρg(p). (1.32)
The liquid density ρl is constant as the liquid phase is assumed to be incom-
pressible. In matrix form this system reduces to
∂U
∂t
+ A
∂U
∂x
= 0 (1.33)
It can be seen that the two phase ﬂow system is not in conservative form
due to the presence of the volume fraction weighted pressure derivatives in
the momentum equations. The construction of the advective A matrix is
not trivial and will be investigated in Chapter 4.
1.7 Riemann problems
A Riemann problem is a system of conservation equations with initial con-
ditions given by piecewise constant initial data with a discontinuity. As an
example, the Sod shock tube problem [126] is a well known Riemann prob-
lem as a test for the computational accuracy of ﬂuids codes. It is deﬁned by
initial conditions coupled to the 1D Euler equations of gas dynamics (1.12).
With a discontinuity separating either side of a physical diaphragm, the
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initial conditions of the 1D Sod shock tube problem are

ρL
pL
uL
 =

1.0
1.0
0.0
 ,

ρR
pR
uR
 =

0.125
0.1
0.0
 , (1.34)
where the subscripts L and R represent the values of the variables on the left
and right of the diapraghm respectively. In two dimensions the Sod shock
tube problem can be extended to

ρIN
pIN
uIN
vIN

=

1.0
1.0
0.0
0.0

,

ρOUT
pOUT
uOUT
vOUT

=

0.125
0.1
0.0
0.0

where the subscripts IN and OUT refer to the values of the variables inside
and outside a region of high density and pressure. This problem will be
solved in Chapter 3. The sharp drop in density and pressure either side of
the discontinuity ensure the Sod shock problem is computationally testing.
1.8 Godunov method
1.8.1 One dimension
Assuming the solution to a conservative Riemann problem is a series of
piecewise constant elements with discontinuous jumps between each element
for each timestep, the Godunov method [55] solves for a structured mesh,
where ∆x = xi+1/2 − xi−1/2 and the subscript i+ 1/2 refers to the variable
at the interface between cells i and i+ 1 in a uniform one dimensional grid.
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The Godunov ﬁnite volume solution of a hyperbolic system is
Un+1i = U
n
i −
∆t
∆x
[
fni+1/2 − fni−1/2
]
,
where ∆x = xj+1/2 − xj−1/2 and fni−1/2(U) is the ﬂux at the left hand
boundary of element i and and Uni is the value of the state vector in element i
at timestep n. The Godunov method calculates the values of U at each node
of the element. Given the mathematical deﬁnition of a Riemann problem in
one dimension,
Ut + f(U)x = 0,
U(x, 0) = U(0)(x) =
 UL if x < 0,UR if x > 0,
(1.35)
the Godunov method solves a local Riemann problem at each cell interface
where UL = U
n
i and UR = U
n
i+1. If the exact solution of each local Riemann
problem, Uexact is known, it is possible to compute U
n+1
i by
Un+1i = U
n
i −
∆t
∆x
{
Fni+1/2
[
Uexact
(
0; Uni ,U
n
i+1
)]− Fni−1/2 [Uexact (0; Uni−1,Uni )]} ,
where Uexact(0; U
n
i ,U
n+1
i ) is the exact solution of the local Riemann prob-
lem between cells i and i+ 1. The zero in the notation represents displace-
ment from the boundary between cells.
However in non-linear physical problems such as the Euler equations of gas
dynamics as will be covered in Chapter 3, an iteration is required to solve the
local Riemann problem which is very computationally expensive to perform.
If the numerical ﬂux at the boundaries of the element can be approximated,
there is an approximation for Un+1i and a method for approximating the
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solution of the Riemann problem. One way to achieve this is via the use of
Roe averages as explained in section 3.2.1.
1.8.2 Two dimensions
For a vector unknown U, the vector Godunov solution for a two dimensional
hyperbolic problem is
Un+1i,j = U
n
i,j −
∆t
∆x
(
fni+1/2,j
(
Uni,j ,U
n
i+1,j
)− fni−1/2,j (Uni−1,j ,Uni,j))
−∆t
∆y
(
gni,j+1/2
(
Uni,j ,U
n
i,j+1
)− gni,j−1/2 (Uni,j−1,Uni,j)) ,
(1.36)
where f(U) is a horizontal ﬂux and g(U) is a vertical ﬂux. Omissions of
the full ﬂux functions are made in this formulation to avoid crowding the
notation.
1.8.3 Godunov method for single phase ﬂow
In a seminal paper Roe [119] used an averaging technique based on the known
values at the nodes of the adjacent cells to each boundary to approximate
the value of the advection matrix A(U) and therefore the ﬂux f(U) at the
boundary. The Godunov method is then applied with this approximated
ﬂux. The Roe average state used to approximate the ﬂux must meet the
following condition to ensure the scheme is conservative [119]:
f(UR)− f(UL) = A(UL,UR)(UR −UL). (1.37)
The matrix A(UL,UR) must also be diagonalisable with real eigenvalues
to ensure hyperbolicity and eigenvalue based methods can be applied. The
condition in equation (4.1) is consistent with the integral form of the con-
servation laws. Roe [119] deﬁnes averages of the physical variables at the
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boundaries as
ρ¯ =
√
ρLρR,
u¯ =
√
ρLuL +
√
ρRuR√
ρL +
√
ρR
,
h¯ =
√
ρLhL +
√
ρRhR√
ρL +
√
ρR
,
a¯2 = (γ − 1)[h˜− 1
2
u¯2],
where the subscripts L and R refer to the values of the physical variables at
the nodes of the adjacent cells. This leads to a linearised system with a Roe
average A(UL,UR) matrix at the cell boundaries of
A(UL,UR) =

0 1 0
γ−3
2 u¯
2 (3− γ)u¯ γ − 1
−u¯h¯+ 12(γ − 1)u¯3 h¯− (γ − 1)u¯2 γu¯
 . (1.38)
Roe [119] showed that the averages referred to above are the only averages
which permit stable solutions of the Godunov problem.
The solution of the Roe averaged linearised equation is exactly equivalent
to a linear advection equation since A(UL,UR) is locally constant at each
boundary. The system simply advects the initial conditions of a system
transporting the proﬁle at the wave speed, irrespective of whether the initial
state forms an expansion shock or compression. An expansion is not a valid
solution of the original Euler equations, or any other physical system as it
breaks the second law of thermodynamics.
A solution to this is in the form of an entropy ﬁx, ﬁrst suggested by
Harten and Hyman [63]. Non-physical expansion shocks only occur in sonic
regions [75], or in the vicinity where the wave speed is close to zero, in
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this case, where the eigenvalues are close to zero. The entropy correction
proposed by Harten and Hyman [62] is applied to any physically impossible
transonic rarefaction waves produced in the solution. For some small  and
an eigenvalue λ < , Harten and Hyman suggest redeﬁning
λnew =
λ2 + 2
2
. (1.39)
Van Leer, Lee and Powell [82], suggested  = 1.5(ar − al) for each cell
boundary. Several authors have investigated alternative methods for the
entropy ﬁx and later a generalised method was suggested by Dubois and
Mehlman [37]. In the results presented in Chapters 3 and 4 it was not
necessary to apply an entropy ﬁx explicitly as the methods automatically
`chose' the correct physical solution.
1.8.4 Godunov method for two phase ﬂow
The reader is referred to Chapter 4 for a discussion of the non-trivial methods
for solving two phase ﬂow systems with the Godunov method.
1.9 Discontinuous Galerkin method
The original DGFEM paper was written by Reed and Hill [113] for the
Boltzmann neutron transport equation for nuclear reactor problems. Lesaint
and Raviart [85] showed that DG is strongly A-stable of order 2n+1 at mesh
points when piecewise polynomials of degree n are used for interpolation
between elements. This was improved upon by Delfour, Hager and Trochu
[30] who deﬁned a class of DGFEMmethods which give accuracy up to 2n+2
at mesh points. Work has also been done on error control by Böttcher and
Rancher[12] who devised an adaptive error control technique for ordinary
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diﬀerential equations (ODEs) using DGFEM. In 1995 Estep [40] extended
error control work for non-autonomous ODEs.
LeSaint and Raviart [85] proved a convergence of (∆x)k in the L2(Φ)-norm
for general triangulations and of (∆x)k+1 for tensor products of polynomials
of degree k in one variable deﬁned on Cartesian grids. This was improved
upon by Johnson and Pitkaränta [72] who proved a rate of convergence of
(∆x)k+1/2 for general triangulations which was proved optimal by Peterson
[110].
For some structured non-cartesian two dimensional grids the optimal rate
of convergence is (∆x)k+1 as proved by Richter [118]. The method has since
been widely applied to various ﬁelds and developed, ceating such methods as
local discontinuous Galerkin [7], [25], Runge-Kutte discontinuous Galerkin
[22] and compact discontinuous Galerkin [107].
The relaxation of the condition of continuity between elements is partic-
ularly relevant in physical systems where discontinuities may occur, as in
shock problems. However, as DGFEM is a high order method it is prone
to oscillations and care must be taken to avoid these oscillations in areas of
high solution gradient such as the discontinuities themselves. As DGFEM
assumes discontinuous approximate solutions, it can be considered a gener-
alisation of the ﬁnite element method.
The discontinuity capturing schemes used in this thesis were originally
developed for the modelling of incompressible ﬂow in ﬂuids [70] as studied
here. The DGFEM scheme allows sharp gradients in the solution ﬂux to be
captured eﬀectively. A residual based diﬀusion scheme is added to account
for overshoots due to instability of DGFEM in solving shock problems. The
methods developed in this thesis were used by Merton [95] for the temporal
discretisation of the Boltzmann transport equation of nuclear physics in
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combination with a DGFEM spatial discretisation allowing the capture of
radiation ﬁelds that are extremely poorly behaved. This thesis applies the
same methods to single phase gas ﬂow and two phase gas-liquid ﬂow.
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Chapter 2
Fundamentals
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Abstract
The discontinous Galerkin method (DGFEM) is a popular scheme as it does
not enforce continuity between elements as is the case for the continuous
ﬁnite element method (CFEM). This is particularly relevant in physical sys-
tems where discontinuities may occur in analytic solutions, as in shock prob-
lems for gas dynamics as will be seen in Chapter 3. However, as DGFEM
is a high order method it is prone to oscillations and overshoots and care
must be taken to avoid this in areas of high solution gradient such as the
discontinuities themselves.
I outline an approach for applying a non-linear diﬀusion term to DGFEM
formulations in order to control numerical oscillations for the solution of a
a single problem and a system of scalar Riemann problems in one and two
dimensions. The added diﬀusion term increases the amount of upwinding in
the stencil by an optimal amount via a residual based method. The approach
is based on the use of the cosine rule between the direction of advection and
the direction of the gradient of the solution.
A spatial DGFEM scheme with a predictor step and a space-time DGFEM
scheme are applied. Results are shown. Conclusions are drawn in the ﬁnal
section.
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2.1 Riemann problems
In order to apply the DGFEM methods to Riemann problems, it is im-
portant to fully deﬁne a Riemann problem, therefore the Riemann problem
mentioned in the introduction is expanded upon here.
2.1.1 Scalar Riemann problem
Mathematically, in one dimension, a scalar Riemann problem is deﬁned by
ut + aux = 0,
u0(x) =
 uL if x < 0,uR if x > 0.
(2.1)
where a is the speed of advection. As the Riemann problem is governed by
the advection equation, the discontinuity deﬁned by the initial conditions
moves at a speed a across the domain separating areas where the solution is
uL on the left hand side and uR on the right hand side. The characteristic
curve of the scalar Riemann problem above is a curve x(t) along the x − t
plane where the rate of change of u with respect to time is zero. By the
chain rule,
du
dt
=
∂u
∂t
+
dx
dt
∂u
∂x
. (2.2)
If we assume that dx/dt = a then by the above equation
du
dt
=
∂u
∂t
+ a
∂u
∂x
= 0 (2.3)
This shows that dx/dt = a is a characteristic curve for the scalar advection
equation without discontinuous initial conditions, with characteristic speed
a. For the solution of the Riemann problem, with discontinuous initial
conditions, the characteristic curve separates the initial conditions from the
left hand side of the discontinuity from those from the right hand side of the
discontinuity, here giving a two state solution to the advection problem.
u(x, t) = u0(x− at) =
 uL if x− at < 0,uR if x− at > 0.
(2.4)
The concept of a characteristic curve is shown in ﬁgure 2.1 below.
Figure 2.1: Schematic of a characteristic curve
2.1.2 System Riemann problem
Following the argument given by Toro [133], for a number of variables U =
{u1, · · · , um}, a linear Riemann problem is deﬁned by
Ut + AUx = 0,
U0(x) =
 UL if x < 0,UR if x > 0.
(2.5)
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where
U0(x) = {u01, · · · , u0m} UL = {u1L, · · · , umL} UR = {u1R, · · · , umR}
and for ease of exposition, here, A is a constant matrix. Setting L = R−1,
and assuming A is diagonalisable, A = LΛR where
Λ =

λ1 0 · · · 0
0 λ2 · · · 0
...
...
. . . 0
0 0 · · · λm

,
where the λi are the eigenvalues of the advective matrix. Premultiplying
equation (2.5) by L leads to the following uncoupled equation involving the
characteristic variables W = LU,
Wt + ΛWx = 0
This leads to m uncoupled advection problems, in which the characteristic
variables wi advect with constant speed across the domain, with speed equal
to the corresponding eigenvalues.
wi(x, t) = w0i(x− λit) =
 wiL if x− λit < 0wiR if x− λit > 0 ,
(2.6)
where wiL and wiR are the initial values of the characteristic variables to
the left and the right of the interface respectively. Once the characteristic
variables are calculated, it is possible to solve for the main variables, as the
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relationship between the main variables and the characteristic variables is
linear when A does not depend on U. The solution to the scalar Riemann
problem is then
U(x, t) =
n∑
i=j+1
wiLR
(i) +
j∑
i=1
wiRR
(i) (2.7)
where j = j(x, t) is the largest value of i for which x − λit > 0 and R(i)
is the ith right eigenvector of A. In the following chapters this model will
be complicated by non-linear advective matrices which are linearised by
Roe averaging techniques [119]. Further details of the Riemann problem as
applied to systems will be given in Chapter 3.
2.2 Streamline upwind Petrov-Galerkin method
As the continuous ﬁnite element method for Riemann problems leads to
unphysical oscillations, it is appropriate to consider methods for improving
the unstable results that can occur from numerical methods due to discon-
tinuities in the initial conditions. The streamline upwind Petrov-Galerkin
(SUPG) method [70] is one way to address these issues. Following the argu-
ments given by Candy [18] and Donea [33], the exact solution to the equation
set to illustrate the beneﬁt of SUPG by Hughes and Brooks[70] with uniform
element spacing h,
aux − νuxx = 1 (2.8)
u = 0 at x = 0 (2.9)
u = 0 at x = L. (2.10)
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is
u(x) =
1
a
(
x− 1− e
Pe(x/L)
1− ePe
)
, (2.11)
on a domain for x ∈ [0, L], where in this case the Pe´clet number is given
by Pe = aL/ν. The Galerkin formulation leads for the scalar advection
diﬀusion equation to the diﬀerence equation
a
(
uj+1 − uj−1
2h
)
−ν
(
uj+1 − 2uj + uj+1
h2
)
=
1
6
(sj−1 + 4sj + sj+1), (2.12)
for an interior node j, element width h and a numerical source s. In this case
the Galerkin ﬁnite element method coincides with a centred ﬁnite diﬀerence
approximation in all but the source term. The Galerkin method uses a
consistent mass matrix to weigh the nodal values of the source, while the
diﬀerence method simply uses a local value, which would arise from the
lumping of the mass matrix. A nodally exact three point stencil scheme can
be found in this case by the identiﬁcation of the three coeﬃcients α1, α2 and
α3 such that
α1uj+1 + α2uj + α3uj−1 = 1. (2.13)
Substituting in the exact solution, the nodally exact discrete formulation is
given by
a
2h
[(1− cothPe)uj+1 + (2 cothPe)uj + (1 + cothPe)uj−1] = 1. (2.14)
This can be rearranged into a form similar to the scheme in equation (2.12)
to give
a
(
uj+1 − uj−1
2h
)
− (ν + ν¯)
(
uj+1 − 2uj + uj−1
h2
)
=
1
6
(sj−1 + 4sj + sj+1),
(2.15)
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which is the Galerkin formulation of the modiﬁed equation
aux − (ν + ν¯)uxx = s, (2.16)
where ν¯ is an extra numerical diﬀusion term given by
ν¯ = βνPe (2.17)
and
β = coth Pe− 1
Pe
. (2.18)
Subsitution of equation (2.16) into the FEM weak form [147] leads to a
streamline upwind Petrov-Galerkin formulation,
∫ L
0
[waux + wx(ν + ν¯)ux] dx = 0. (2.19)
This can be applied to the scalar advection equation by setting ν = 0.
The concept of an additional diﬀusion term will be explored further in the
following section.
2.3 A residual based diﬀusion scheme
In this section I introduce the residual based diﬀusion scheme based on
SUPG as applied to the advection equation. The advection diﬀusion equa-
tion in vector form with Dirichlet boundary conditions in one dimension
is
∂u
∂t
+ a∇u−∇ν∇u = s in Ω,
u = uD on Γ,
(2.20)
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with the condition that the advective velocity a(x), diﬀusivity ν(x) > 0 and
source term s(x) are all spatially varying ﬁelds. Dividing the boundary Γ
into inﬂow and outﬂow parts,
Γ = Γin ∪ Γout (2.21)
Γin = {x ∈ Γ|a · n < 0} (2.22)
Γout = {x ∈ Γ|a · n > 0}, (2.23)
where the unit outward normal vector n denotes the unit outward normal
vector to the boundary Γ.
As the diﬀusivity ν > 0, the solution of the advection diﬀusion equation is
continuous throughout the domain, smoothing out any discontinuities that
would exist in the solution of a Riemann problem in the standard advection
equation where ν = 0. This chapter will apply artiﬁcal diﬀusion to the scalar
advection equation to smooth out the discontinuities where they are present
in the solution. Chapters 3 and 4 will apply artiﬁcial diﬀusion to the system
Riemann problem (section 2.1.2) with non-linear advective matrices. The
jump from the initial discontinuity is then spread over a layer of width
√
ν
around the characteristic curve. With a number of advected quantities, the
advection diﬀusion equation becomes
∂U
∂t
+ A∇U +∇ (Σ∇U) = S (2.24)
where Σ is the diﬀusivity matrix and
U =

u1
...
um
 , A =

A11 · · · A1m
...
. . .
...
A1m · · · Amm
 , Σ =

ν11 · · · ν1m
...
. . .
...
ν1m · · · νmm
 ,
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S =

s1
...
sm

2.3.1 Diﬀusion term
As the results in section ?? will show spurious overshoots obtained by spatial
DGFEM with a predictor step and space-time DGFEM, I add a balancing
diﬀusion term based on SUPG to the pure advection equation to aid the
stability of the solutions. With an extremely large amount of diﬀusion the
solutions become ﬂat across elements with discontinuities between elements
producing the same result as the Godunov method.
Other schemes are based on the residual, which is originally calculated
by solving the advection equation without diﬀusion and using the naive
residual to calculate an approximation to the solution. If an appropriate
amount of diﬀusion is added the solution loses spurious overshoots whilst
keeping signiﬁcant variation across elements and does not have unnecessary
diﬀusivity in the domain where the solution is already stable. There is a
family of methods to construct diﬀusion terms based on the form
[aˆτˆ r(u)]∇Ni (2.25)
for a FEM weighting function Ni, where
τˆ = β
h
2 ||aˆ|| , (2.26)
h is the element width, r(u) is the residual of the governing equation and
aˆ is a vector ﬁeld to be deﬁned. The parameter β is given by the SUPG
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formulation,
β = coth Pe− 1
Pe
. (2.27)
Johnson, Szepessy and Hansbo [73] suggest setting
aˆ =
r(u)
||∇u||2∇u, (2.28)
Also suggested by Hughes and Mallet [70] was
aˆ =
a · ∇u
||∇u||2∇u, (2.29)
or, the projection of a onto ∇u. This approach is valuable in multiple
dimensions, where the scalar product of aˆ and τˆ is a multiple of the cosine
of the angle between the streamlines and the gradient of the solution. The
diﬀusion is then not applied in the direction of advection but in the direction
of the gradient of the solution. This approach will be applied to all single
and multiple dimensional problems in this thesis and is further explained in
the next section.
2.4 Space-time diﬀusion scheme
In space-time notation the scalar advection equation can also be written as
axt · ∇xtu = s. (2.30)
where for 1D:
axt = (at ax)
T , ∇xt ≡ (∂t ∂x)T (2.31)
and 2D:
axt = (at ax ay)
T , ∇xt ≡ (∂t ∂x ∂y)T (2.32)
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The notation in equations (2.30) - (2.32) will be used liberally in the remain-
der of this thesis.
2.4.1 Projection
I introduce artiﬁcial diﬀusion to be applied in the direction of the gradient of
the solution. By the cosine rule between the two vectors axt and ∇xtu where
θa is the angle between the streamlines and the gradient of the solution,
cos(θa) =
axt · ∇xtu
|axt| |∇xtu| (2.33)
where na = ∇xtu/|∇xtu|. Note that in 1D, θa = 0. The projection a∗xt of
axt onto ∇xtu is deﬁned as in equation (2.29),
a∗xt =
axt · ∇xtu
||∇xtu||2
∇xtu (2.34)
and therefore may be written
a∗xt = |axt|na cos(θa). (2.35)
Thus
a∗xt · ∇xtu = axt · ∇xtu. (2.36)
2.4.2 Pseudo Petrov-Galerkin approach
The novel approach uses a modiﬁed form of the diﬀerential equation:
(1−∇xt · a∗xtp∗xt)(axt · ∇xtu− s) = 0. (2.37)
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where the scalar p∗xt is a function of a∗xt and the size and shape of the elements
based on the β of SUPG (see equation (2.27)), using the 2-norm and the
ﬁnite element space-time Jacobian matrix Jxt: for example:
p∗xt =
1
4
(|a∗xt · ∇xtNxti|)−1, (2.38)
for a ﬁnite element space-time basis function Nxti.
In the present work, where discontinuous ﬁnite elements are used to for-
mulate the space and time discretisations, the distance of the centre of mass
of the basis function from the centre of mass of the element can be varied. It
is shown in section 3.5 that the optimal distance of the centre of mass of the
basis function from the centre of mass of the element is at a distance of h/4
from the upwind boundary of the element for the two level time method and
at a distance h/2 from the upwind boundary for the space-time method.
Applying DGFEM to equation 2.37 with a set of space-time basis func-
tions Nxti and integrating over a single element VE with boundary ΓE and
applying integration by parts twice results in:
∫
VE
Nxtir(u)dVxt −
∫
ΓE
Nxti(nxt · axt)−(u− ubc)dΓxt (2.39)
+
∫
VE
(∇xtNxti) · a∗xtp∗xtr(u)dVxt +
∫
ΓE
Nxtinxt · a∗xtp∗xtr(u)dΓxt = 0
where ubc is the value of u at the nearest node inside the upwind element
and nxt is the normal to the element in space-time and setting
(nxt · axt)− = min{0,nxt · axt}
enables the incoming boundary information to be deﬁned. The ﬁnite element
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approximation in this case is
u =
N∑
j=i
Nxtiui (2.40)
I apply a natural zero boundary condition for the residual r(u) = 0, on the
element boundary ΓE , which results in:
∫
VE
Nxtir(u)dVxt −
∫
ΓE
(nxt · axt)−Nxti(u− ubc)dΓxt (2.41)
+
∫
VE
(∇xtNxti) · a∗xtp∗xtr(u)dVxt = 0.
2.4.3 Coeﬃcient of diﬀusion
Equation (2.41) can be written as
∫
VE
Nxtir(u)dVxt −
∫
ΓE
Nxti(nxt · axt)−(u− ubc)dΓxt (2.42)
+
∫
VE
(∇xtNxti)T ν∇xtudVxt = 0,
where the scalar diﬀusivity is:
ν =
(axt · ∇xtu)p∗xtr(u)
||∇xtu||2 . (2.43)
The diﬀusivity ν can be amended to ensure positive diﬀusivity with:
ν =
max{0, (axt · ∇xtu)p∗xtr(u)}
||∇xtu||2 . (2.44)
The value of p∗xt can be adjusted to ensure that the resulting value of p∗xt is
not so large that we have more transport backwards than forwards in the
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resulting discrete system of equations using:
p∗xt = min
{
1

,
1
2
(||J−1xt a∗xt||2)−1
}
, (2.45)
in which  is a small positive number that ensures we do not divide by zero
for example  = 1 × 10−10. The Jacobian matrix is deﬁned above. Both
of the methods are completed at the edge of the domain by halo boundary
conditions, which add ghost cells to the outside of the domain at the bound-
ary, with the same values at the solution vector at the outermost cells in the
domain.
2.4.4 Space-time Jacobian matrix
The ﬁnite element space-time Jacobian matrix for 2D time dependent prob-
lems is
Jxt =

I ∂t∂t′ I
∂x
∂t′ I
∂y
∂t′
I ∂t∂x′ I
∂x
∂x′ I
∂y
∂x′
I ∂t∂y′ I
∂x
∂y′ I
∂y
∂y′
 (2.46)
where the variables with ′ are local variables and where I is the M×M
identity matrix in which M is the number of solution variables at each
DGFEM node. For uniform space-time resolution with a time step size of
∆t and element sizes of ∆x and ∆y
Jxt =

I∆t 0 0
0 I∆x 0
0 0 I∆y
 . (2.47)
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The block part of the Jxt matrix associated with Cartesian space used in
the two level time method below is
Jx =
 I ∂x∂x′ I ∂y∂x′
I ∂x∂y′ I
∂y
∂y′
 , (2.48)
or for uniform space resolution with element sizes of ∆x and ∆y then
Jx =
 I∆x 0
0 I∆y
 . (2.49)
2.4.5 Sweeps and iterations
In order to model only incoming information into each element, in 2D, 4
sweeps are made calculating incoming information in each possible direction
of transport, for a 2D system of elements below,
7 8 9
4 5 6
1 2 3
(2.50)
3 2 1
6 5 4
9 8 7
(2.51)
3 6 9
2 5 8
1 4 7
(2.52)
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7 4 1
8 5 2
9 6 3
(2.53)
In sweep (2.50), information travelling from the bottom of the domain to the
top of the domain is factored into the calculations, that is to say informa-
tion travels from the top boundary of a lower element through the bottom
boundary of an element directly above.
In sweep (2.51), information travelling from the top of the domain to
the bottom of the domain is factored into the calculations, that is to say
information travels from the bottom boundary of a higher element through
the top boundary of an element directly below.
In sweep (2.52), information travelling from the left of the domain to the
right of the domain is factored into the calculations, that is to say informa-
tion travels from the right boundary of an element through the left boundary
of an element directly to the right.
In sweep (2.53), information travelling from the right of the domain to the
left of the domain is factored into the calculations, that is to say information
travels from the left boundary of an element through the right boundary of
an element directly to the left.
These sweeps cover all information travel possible in a domain with an
orthogonal cartesian grid. The method is then iterated a ﬁnite number of
times.
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2.5 Two level time diﬀusion scheme
Discretising time using the two level time method the residual becomes:
r(u) = at
un+1 − un
∆t
+ a · ∇un+θ − sn+θ, (2.54)
with at = 1, a = (ax ay)
T and un+θ = θun+1 + (1 − θ)un and sn+θ =
θsn+1 + (1− θ)sn where also
∇xtu ≡
(
un+1 − un
∆t
, (∇un+θ)T
)T
. (2.55)
Using this deﬁnition (equation 2.55) enables the mechanics of space-time
discretisation to be applied and as above I choose
a∗xt = (at, a
∗T )T =
(axt · ∇xtu)∇xtu
||∇xtu||22
(2.56)
and
p∗xt = min
{
1

,
1
4
(||J−1a∗||2)−1
}
, (2.57)
in which J is the block part of the matrix Jxt that is associated with Carte-
sian space deﬁned below. The stabilized discrete equations in diﬀusion form
can be expressed by only applying diﬀusivity in Cartesian space:
∫
VE
Nir(u)dV−
∫
ΓE
Ni(n·a)−(un+1−un+1bc )dΓ+
∫
VE
(∇Ni)T ν∇un+1dV = 0,
(2.58)
The method is iterated a ﬁnite number of times.
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2.6 Results
Noting that in the space-time method
p∗xt = min{
1

,
1
2
(||J−1xt a∗xt||2)−1}, (2.59)
the diﬀusion coeﬃcent
χ =
1
2
. (2.60)
In the two level time method
p∗xt = min{
1

,
1
4
(||J−1xt a∗xt||2)−1}, (2.61)
χ =
1
4
. (2.62)
Deﬁning and varying the fraction as the diﬀusion coeﬃcient χ as suggested
above, the graphs below show advection in one and two dimensions and
convergence plots in one dimension.
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Figure 2.2: Advection of a square wave, two level time DGFEM with varying
diﬀusion coeﬃcients, 20 spatial elements on a [0, 1] domain. The
high diﬀusivity due to the coarse grid is apparent.
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Figure 2.3: Advection of a square wave, two level time DGFEM with varying
diﬀusion coeﬃcients, 320 spatial elements on a [0, 1] domain. It
is easy to see the optimal diﬀusion coeﬃcient is 0.25 in this case.
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Figure 2.4: Advection of a square wave with space-time DGFEM with vary-
ing diﬀusion coeﬃcients, 20 spatial elements on a [0, 1] domain.
The high diﬀusivity due to the coarse grid is apparent.
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Figure 2.5: Advection of a square wave with space-time DGFEM with vary-
ing diﬀusion coeﬃcients, 320 spatial elements on a [0, 1] domain.
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Figure 2.6: Comparison of methods for advection of a square wave with opti-
mal diﬀusion coeﬃcients, 320 spatial elements on a [0, 1] domain.
2.6.1 One dimension
Figures 2.2 and 2.3 show that 0.25 is an appropriate diﬀusion coeﬃcient for
the two level time method with the graphs with 0.25 diﬀusion coeﬃcients
coming closest to the analytical solution whereas there are overshoots with
lower coeﬃcients and excessive numerical diﬀusion with higher coeﬃcients.
The space-time method shows overshoots with coeﬃcients up to 0.25, an ap-
propriate coeﬃcient at 0.5 and excessive diﬀusivity at 0.75. In ﬁgure 2.2 the
high diﬀusivity in the solutions due to the coarse grid can clearly be seen. In
ﬁgures 2.4 and 2.5 it is shown that although CFEM with SUPG is by far the
most accurate method for advection of the square wave but exhibits over-
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Figure 2.7: Convergence of methods for advection of a square wave with
optimal diﬀusion coeﬃcients on a [0, 1] domain.
shoots as do both DGFEM methods with zero diﬀusion. The residual based
diﬀusion methods under consideration here have been specifcally designed
to avoid overshoots as shown in ﬁgure 2.6. The price for this achievement is
a far lower convergence rate than the SUPG method as shown in ﬁgure 2.7.
In Figure 2.8 the high diﬀusion of the Godunov method is seen for the
advection of a Gaussian wave, whereas the SUPG method, and the two
DGFEM methods have similar solutions for 20 spatial elements. Figure
2.9 shows the predictor step increases the convergence rate for advection of
a Gaussian wave compared to the space-time method, although again the
SUPG method for CFEM converges at a faster rate.
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Figure 2.8: Comparison of methods for advection of a Gaussian function
with optimal diﬀusion coeﬃcients, 20 spatial elements on a [0, 2]
domain.
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Figure 2.9: Convergence of methods for advection of a Gaussian wave with
optimal diﬀusion coeﬃcients, on a [0, 2] domain.
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Figure 2.10: Advection of a square source on a 20×20 structured mesh, two
level time DGFEM, with χ = 0.
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Figure 2.11: Advection of a square source on a 20×20 structured mesh, two
level time DGFEM, with χ = 0.25.
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Figure 2.12: Advection of a square source on a 20×20 structured mesh, two
level time DGFEM, with χ = 0.5.
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Figure 2.13: Advection of a square source on a 20×20 structured mesh, two
level time DGFEM, with χ = 0.75.
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Figure 2.14: Advection of a square source on a 100 × 100 structured mesh,
two level time DGFEM, with χ = 0.
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Figure 2.15: Advection of a square source on a 100 × 100 structured mesh,
two level time DGFEM, with χ = 0.25.
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Figure 2.16: Advection of a square source on a 100 × 100 structured mesh,
two level time DGFEM, with χ = 0.5.
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Figure 2.17: Advection of a square source on a 100 × 100 structured mesh,
two level time DGFEM, with χ = 0.75.
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2.6.2 Two dimensions
Figures 2.10 - 2.17 show the two dimensional advection of a square at an
angle of 45 degrees using the two level time method with varying diﬀusion
coeﬃcients. The source is a square region, intitally at the centre of the
domain with a value of 0.1. Figures 2.11 and 2.15 show the source is best
preserved and overshoots minimised with a diﬀusion coeﬃcient of 0.25. The
eﬀects of allowing discontinuous solutions can be seen clearly in ﬁgures 2.14
to 2.17.
2.7 Conclusions
This chapter has shown that the space-time and two level time discontinuous
Galerkin methods have a sound footing in theory, based on SUPG [70] and
Hughes and Mallet [69], whilst in practice converge to the exact solution of
a square wave in one dimensional advection at a faster rate than the control
volume method of Godunov but slower than CFEM with SUPG stabilisation.
Whilst the diﬀusion based methods converge more slowly to an exact solution
than the CFEM with SUPG, they completely avoid the problem of spurious
overshoots on the discontinuous square wave problem presented in ﬁgures
2.2− 2.7 whereas the SUPG stabilisation exhibits signiﬁcant overshoots on
both sides of the discontinuity in the exact solution. The diﬀusion based
methods are also visually superior to space-time DGFEM and DGFEM with
a predictor step with zero diﬀusion which exhibit greater overshoots than
the SUPG method at the discontinuities . The two level time method shows
greater accuracy for advection problems than the space-time method for
optimal diﬀusion coeﬃcients, approaching second order accuracy for the
advection of a Gaussian curve, suggesting that the predictor time step has
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more of an eﬀect on accuracy than extending the discontinuous nature of
the solution to time as well as space for the linear advection of scalars.
The diﬀusion based DGFEMmethods also adapt well to multi-dimensional
problems. Due the potential large errors encountered around the important
areas of the discontinuities due to undershoots and overshoots, this will be-
come of relevance in Chapter 3, where the methods are tested with Riemann
problems in gas dynamics.
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Chapter 3
A Residual Based Diffusion
Scheme for Single Phase
Flow
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Abstract
This chapter introduces the Euler equations of gas dynamics [41] and applies
the methods used in Chapter 2 to the solution of physical gas dynamic prob-
lems. A brief literature review of the numerical ﬂuxes used to approximate
the physical ﬂux and the attempts to use the Godunov method with ﬂux
limiters and DGFEM to solve the equations follows.
The DGFEM methods of Chapter 2 do not enforce continuity at the
boundaries of spatial elements and therefore are useful to solve problems
where physical discontinuities occur in exact solutions. In a novel approach,
the Roe average ﬂux is used to approximate the physical ﬂux between ele-
ments with the diﬀusion terms introduced in Chapter 2 included in the for-
mulation. In an extension to two dimensions a Cartesian orthogonal mesh
is applied to the system.
The Sod shock tube problem [126] is solved in one and two dimensions,
the Lax problem [133] in one dimension and in two dimensions an explosion
problem is also solved. Results are shown to compare favourably to the
Godunov Method of Roe [119] and ﬂux limiting methods. Convergence
analysis is applied. Conclusions are drawn in the ﬁnal section.
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3.1 Introduction to the Euler equations
The Euler equations of gas dynamics result from neglecting the eﬀects of
viscosity, heat conduction and body forces on a compressible medium [133].
Including the eﬀects of viscosity one obtains the Navier-Stokes equations. In
one dimension the Euler equations represent inviscid ﬂow of a compressible
gas in a parallel pipe [119]. Traditionally upwind control volume methods
were used to solve the Euler equations. These are robust and adept at
solving problems where shocks are present. This chapter will compare the
results from upwind control volume methods and ﬂux limiting methods to
the DGFEM methods of Chapter 2.
3.1.1 Diﬀerential form
In multiple dimensions, the diﬀerential form of the Euler equations, repre-
senting conservation of mass, momentum and energy is
∂ρ
∂t
+∇ · (ρu) = 0, (3.1)
∂(ρu)
∂t
+∇ · (ρu · u + p)) = 0, (3.2)
∂E
∂t
+∇ · ((p+ E)u) = 0. (3.3)
In one dimension (1D) this reduces to:
∂ρ
∂t
+
∂(ρu)
∂x
= 0, (3.4)
∂(ρu)
∂t
+
∂(ρu2 + p)
∂x
= 0, (3.5)
∂E
∂t
+
∂((p+ E)u)
∂x
= 0, (3.6)
or, in ﬂux form
∂U
∂t
+
∂f(U)
∂x
= 0 (3.7)
where ρ is the density, u (or u) is the velocity, p is the pressure and E is the
total energy of the gas given by
E = ρe+
1
2
ρu2, (3.8)
the sum of internal energy and kinetic energy. In the three equations which
represent conservation of mass, momentum and energy, f(U) represents the
physical ﬂux. In equation (3.7),
U =

ρ
ρu
E
 , f(U) =

ρu
ρu2 + p
u(p+ E)

A characteristic analysis of the equations (3.1) - (3.3) gives the characteristic
curves of the system, for the speed of sound in the gas a,
dp
da
− ρdu = 0 along dx
dt
= u− a (3.9)
dp− a2dρ = 0 along dx
dt
= u (3.10)
dp+ ρadu = 0 along
dx
dt
= u+ a (3.11)
The equations (3.1) - (3.3) can also be recast in the space-time matrix no-
tation of Chapter 2,
axt · ∇xtU = 0 (3.12)
where
axt = (at ax)
T ∇xt = (∂t ∂x)T , (3.13)
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and
at =

1 0 0
0 1 0
0 0 1
 , (3.14)
ax(U) =

0 1 0
γ−3
2 u
2 (3− γ)u γ − 1
−γuE + (γ − 1)u3 γE − 32(γ − 1)u2 γu
 (3.15)
and f(U) = ax(U)U, γ is the ratio of the speciﬁc heats (ie the speciﬁc heat
with constant pressure of the gas divided by the speciﬁc heat with constant
volume of the gas) and a is the is the speed of sound in the gas deﬁned as
a =
√
γp
ρ
.
Eigenstructure
The eigenvalues of ax(U) give the speeds of advection of the characteristic
variables W = LU (for ax(U) = LΛR), which were deﬁned for Riemann
problems in Chapter 2. The eigenvalues of ax(U) are
λ1 = u, λ2 = u− a, λ3 = u+ a
The right eigenvectors of ax(U) are (in matrix form)

1 1 1
u− a u u+ a
H − ua 12u2 H + ua
 ,
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where H is the total enthalpy,
H = E + p/ρ.
3.1.2 Equation of state
The matrix system of the Euler equations of gas dynamics is closed by an
equation of state. In general the thermal equation of state for a temperature
T is
T = T (p, v) or p = p(T, v) or v = v(T, p) (3.16)
The ideal thermal equation of state is
pV = nRT (3.17)
where p is the pressure, V is the volume, R is the universal gas constant,
equal to 8.134 J mole−1K−1 and T is the temperature in degrees kelvin (K).
The caloric equation of state is
e = e(p, v) or p = p(v, e) or v = v(e, p) (3.18)
The ideal caloric equation of state is
e =
pv
γ − 1 =
p
ρ(γ − 1) (3.19)
In this work the ideal caloric equation of state is assumed. By the deﬁnition
of total energy, and equation (3.19) above, this gives
E =
p
γ − 1 +
1
2
ρu2. (3.20)
66
3.1.3 Sod shock tube problem
The well known 1D Sod shock tube problem is deﬁned in this section. As
in Chapter 2, a system Riemann problem in one dimension is deﬁned by
Ut + f(U)x = 0,
U(x, 0) = U(0)(x) =
 UL if x < 0,UR if x > 0,
(3.21)
where U = {u1, · · · , um}. Physically, in single phase ﬂow this corresponds
to a shock tube problem, where a diaphragm initially separates areas where
the state vector is (ρL, pL, uL) on the left hand side and (ρR, pR, uR) on
the right hand side of the discontinuity. Without loss of generality for the
DGFEM methods the diaphragm can be moved along the x-axis. The well
known 1D Sod shock tube problem [126] is deﬁned as the Euler equations
of gas dynamics with non-dimensional discontinuous initial conditions,
Ut + f(U)x = 0, (3.22)
UL =

ρL
pL
uL
 =

1.0
1.0
0.0
 , UR =

ρR
pR
uR
 =

0.125
0.1
0.0

where the subscripts L and R represent the initial values of the state vari-
ables either side of the discontinuity. The x-domain is deﬁned as [0,1] and
the partition between the left and right initial conditions is set at x = 0.5.
The sharp drop at the discontinuity ensures the problem is computationally
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challenging to solve. The eigenvectors of the Jacobian matrix
ax(U) =
∂f(U)
∂U
(3.23)
correspond to characteristic vectors as described in Chapter 2.
A schematic of the solution to a Riemann problem coupled to the Euler
equations is shown in ﬁgure 3.1.
Figure 3.1: Schematic of the solution to the Euler equations for a Riemann
problem [133]. The lines separating solution states represent
waves corresponding to each eigenvalue.
To the left of the schematic, the initial conditions of the variables, UL
remain, in the star region the solution of the variables is unknown and on
the right hand side the initial conditions of the variables on the right hand
side of the discontinuity UR are preserved. As there are three eigenvalues
of the system, there are three corresponding waves, which may be a shock
wave, rarefaction wave or a contact discontinuity.
A shock wave leads to a discontinuity in the exact solution of all variables,
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a rarefaction wave smooths the exact solution of all variables between two
states and a contact discontinuity leads to a discontinuity in the exact solu-
tion of density and all variables depending on density, whereas the solution
of other variables are smooth. In the example of the Euler equations, the
middle wave is always a contact discontinuity but the left and right waves
may either be shock waves or rarefaction waves depending on the initial
conditions.
The next section will discuss the numerical methods used to solve the
Euler equations invloving wave based methods for ﬂuxes approximating the
physical ﬂux between elements.
3.2 One dimensional Godunov methods
Lax [80] originally solved the Euler equations with the conserved variables,
U, using the scheme
Un+1i −Uni
∆t
+
fni+1/2 − fni−1/2
∆x
= 0 (3.24)
where fnj+1/2 is the numerical ﬂux evaluated at timestep n at the interface
at xj+1/2 as in Chapter 1. The ﬂux between elements fi+1/2 is at this stage
unknown. Although it would be possible to use the natural approximation
fi+1/2 =
1
2
[f(Ui) + f(Ui+1)] ,
this produces an unstable solution [119]. Lax originally used the approxi-
mation
fi+1/2 =
1
2
[f(Ui + f(Ui+1)]− ∆x
2∆t
[Ui+1 −Ui]. (3.25)
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Godunov [55] formalised the method used by Lax for a ﬁrst order accurate
solution. The Godunov method [55] assumes the solution to a conservative
Riemann problem is a series of piecewise constant elements with discontin-
uous jumps between each element for each timestep. The van Leer method
[142] extends this to assume piecewise linear variation across elements, and
converges to the exact solution with second order accuracy.
The Godunov method solves a local Riemann problem at each cell interface
where UL = U
n
i and UR = U
n
i+1. The Godunov ﬁnite volume solution of a
hyperbolic problem in one dimension is
Un+1i = U
n
i −
∆t
∆x
{
fni+1/2
(
Uni ,U
n
i+1
)− fni−1/2 (Uni−1,Uni )} ,
Given the exact solution of each local Riemann problem, it is possible to
compute Un+1i by
Un+1i = U
n
i −
∆t
∆x{
fni+1/2
[
Uexact
(
0; Uni ,U
n
i+1
)]− fni−1/2 [Uexact (0; Uni−1,Uni )]}
where Uexact(0;u
n
i , u
n+1
i ) is the exact solution of the local Riemann problem
between cells i and i+1, which can be calculated via an iteration [133]. How-
ever due to the required large numbers of iterations it is very computationally
expensive to reach an exact solution of each local Riemann problem, and the
method can also rely on an approximation of the solution to the Riemann
problem at the interface between each cell in order to approximate the ﬂux
between cells. In practice this is the most eﬀective approach due to limits
on usage of computer time. This approximate ﬂux is then substituted into
the Godunov method discretisation to construct an approximate solution for
the physical state vector.
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3.2.1 Roe averages
In a seminal paper Roe [119] used the known values at the nodes of the
adjacent cells to each boundary to approximate the value of each variable at
the boundary via an averaging procedure. Many other approximate ﬂuxes
have been used which are detailed in the following sections. In the following
I use the notation of Chapter 2, for a hyperbolic problem,
axt · ∇xtU = 0. (3.26)
where
axt = (at ax)
T ∇xt = (∂t ∂x)T (3.27)
In a Godunov solution of the Euler equations of gas dynamics, the value
of ax(U) at the boundary between elements is calculated by an appropriate
average based on the value of ax(U) at the adjacent nodes. The Roe method
linearised the original non-linear Euler equations of gas dynamics by creating
a constant a˜x(UL,UR) matrix at the boundaries of the elements, with the
following properties [119]
1. It constitutes a linear mapping from the vector space U to the vector
space f(U)
2. As UL → UR → U, a˜x(UL,UR)→ ax(U)
3. The eigenvectors of a˜x(UL,UR) are linearly independent.
In addition, the Roe average state used to approximate the ﬂux must meet
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the following condition in order to ensure the scheme is conservative [119]:
f(UR)− f(UL) = a˜x(UL,UR)(UR −UL). (3.28)
In order to enable eigendecomposition, the matrix a˜x(UL,UR) must also
be diagonalisable with real eigenvalues. The condition in equation (4.1) is
consistent with the integral form of the conservation laws. Before going on
to calculate the ﬂux between elements, it will be useful to revisit the general
solution of a Riemann problem of three equations in one dimension.
After decoupling the Riemann problem as in Chapter 2, it is equivalent to
three independent advection problems in the characteristic variables W =
{w1, w2, w3}, therefore given the eigenvalues λ1, λ2, λ3 of the system, where
λ3 < λ2 < λ1 and the characteristic variables have initial states
w1L
w2L
w3L
 and

w1R
w2R
w3R,

In algebraic form and following the argument in [79],
W(x, t) = W
(x
t
)
=

(w1L w2L w3L)
T if x/t < λ3 < λ2 < λ1,
(w1L w2L w3R)
T if λ3 < x/t < λ2 < λ1,
(w1L w2R w3R)
T if λ3 < λ2 < x/t < λ1,
(w1R w2R w3R)
T if λ3 < λ2 < λ1 < x/t.
In order to approximate the ﬂux at the element boundaries it is necessary
to ﬁrst linearise the Euler equations. Then it is possible to approximate a
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solution to the Riemann problem via the Godunov method. Let

ρL
UL
hL
aL

and

ρR
UR
hR
aR

be the values at nodes in elements adjacent to the boundary. Linearising
the Riemann problem with a constant 3× 3 matrix a˜x(UL,UR),
∂U
∂t
+ a˜x(UL,UR)
∂U
∂x
= 0.
Diagonalising a˜x(UL,UR) as
a˜x(UL,UR) = RΛL,
gives rise to the characteristic variables W = LU, where
∂W
∂t
+ Λ
∂W
∂x
= 0.
Setting ∆U = UR −UL, and ∆W = WR −WL, we have
∆W = L∆U.
Splitting ∆W into each constituent part ∆wi = wiR − wiL, we have
∆wi = li ·∆Ui
where li is the ith left eigenvector of a˜x(UL,UR), and the ith column of L.
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Setting
∆W1 =

∆w1
0
0
 , ∆W2 =

0
∆w2
0
 , ∆W3 =

0
0
∆w3
 ,
leads to the solution for the characteristic variables W,
W(x, t) =

WL = WR −∆W3 −∆W2 −∆W1 if x/t < λ3 < λ2 < λ1,
WL + ∆W3 = WR −∆W2 −∆W1 if λ3 < x/t < λ2 < λ1,
WL + ∆W3 + ∆W2 = WR −∆W1 if λ3 < λ2 < x/t < λ1,
WL + ∆W3 + ∆W2 + ∆W1 = WR if λ3 < λ2 < λ1 < x/t
Recalling that U = L−1W = RW and R∆Wi = ri∆wi gives a similar
expression for U(x/t)
U(x, t) =

UL = UR − r3∆w3 − r2∆w2 − r1∆w1 if x/t < λ3 < λ2 < λ1,
UL + r3∆w3 = UR − r2∆w2 − r1∆w1 if λ3 < x/t < λ2 < λ1,
UL + r3∆w3 + r2∆w2 = UR − r1∆w1 if λ3 < λ2 < x/t < λ1,
UL + r3∆w3 + r2∆w2 + r1∆w1 = UR if λ3 < λ2 < λ1 < x/t
As, in this local Riemann problem we are looking for the ﬂux at x = 0, x/t
must also equal 0. We multiply the above equation by a˜x(UL,UR), using
the relation f = ax(U)U and notice ri is a right eigenvector of a˜x(UL,UR)
to get
a˜xU(0) =

a˜xUL = a˜xUR − r3λ3∆w3 − r2λ2∆w2 − r1λ1∆w1 if 0 < λ3 < λ2 < λ1,
a˜xUL + r3λ3∆w3 = a˜xUR − r2λ2∆w2 − r1λ1∆w1 if λ3 < 0 < λ2 < λ1,
a˜xUL + r3λ3∆w3 + r2λ2∆w2 = a˜xUR − r1λ1∆w1 if λ3 < λ2 < 0 < λ1,
a˜xUL + r3λ3∆w3 + r2λ2∆w2 + r1λ1∆w1 = a˜xUR if λ3 < λ2 < λ1 < 0
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This gives
a˜x(UL,UR)U(0) = a˜x(UL,UR)UL +
3∑
i=1
riλ
−
i ∆vi,
a˜x(UL,UR)U(0) = a˜x(UL,UR)UR +
3∑
i=1
riλ
+
i ∆vi,
where, λ−i = min(0, λi), λ
+
i = max(0, λi), and therefore
a˜x(UL,UR)(U(0)) =
1
2
a˜x(UL,UR)(UL + UR)− 1
2
3∑
i=1
ri|λi|∆vi.
Having calculated the ﬂux based on a non-linear matrix, it is necessary to
linearise ax(U) on the element boundaries to reach a˜x(UL,UR) and then
an approximation to the ﬂux at the boundary fi+1/2. Roe [119] suggested
creating averages based on the values of U in the adjacent cells. The Go-
dunov method assumes piecewise constant data at each timestep, so we are
in eﬀect solving a single Riemann problem with a discontinuity at the cell
boundary as in Chapter 1. The averages states suggested by Roe [119] are
ρ˜ =
√
ρLρR, (3.29)
u˜ =
√
ρLuL +
√
ρRuR√
ρL +
√
ρR
, (3.30)
h˜ =
√
ρLhL +
√
ρRhR√
ρL +
√
ρR
, (3.31)
a˜2 = (γ − 1)[h˜− 1
2
u˜2]. (3.32)
where the subscripts L and R represent the values of the variables at the
nodes to the left and the right of the boundary respectively. The Roe aver-
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aged matrix is then
a˜x(UL,UR) =

0 1 0
γ−3
2 u˜
2 (3− γ)u˜ γ − 1
−u˜h˜+ 12(γ − 1)u˜3 h˜− (γ − 1)u˜2 γu˜
 . (3.33)
As a˜x(UL,UR)(U(0)) represents the ﬂux at the boundary between two ele-
ments by the homogeneity property we can choose
fi+1/2(UL,UR) =
1
2
[f(Ui) + f(Ui+1)]− 1
2
3∑
k=1
rk|λk|∆vk
for the Godunov ﬂux. It is important to note here that although this method
applies to the original Roe matrix for the Godunov method and the novel
work in this thesis is based on the Roe ﬂux, the DGFEM methods of Chap-
ter 2 do not calculate the ﬂux directly, but do use the Roe matrix at the
boundary of the elements as an input to the DGFEM formulation in the
integral at the boundary of the elements.
Entropy ﬁx
One important drawback to the Roe method outlined above is that the re-
sulting solutions do not necessarily obey the second law of thermodynamics,
that entropy must increase. This means that expansion shocks are possible.
The solution of the linearised Euler equations of gas dynamics is exactly
the same as three wave equations since a˜x(UL,UR) is locally constant. The
wave equation simply advects the initial conditions of the equation trans-
porting the proﬁle at the wave speed, irrespective of whether the initial state
forms an expansion shock or compression. An expansion is not a valid so-
lution of the original Euler equations, or any other physical system since it
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breaks the second law of thermodynamics.
A solution to this was suggested by ﬁrst suggested by Harten and Hyman
[63] in the form of an entropy ﬁx. Non-physical expansion shocks only occur
in sonic regions [75], or in the vicinity where the wave speed is close to zero,
in this case, where the eigenvalues are close to zero. Therefore for some 
and an eigenvalue λ < , Harten and Hyman suggest redeﬁning
λnew =
λ2 + 2
2
.
Van Leer, Lee and Powell [82], suggest taking  = 1.5(ar − al) for each
cell boundary. The DGFEM methods of the thesis do not exhibit entropy
violations and so an entropy ﬁx was not found to be necessary.
3.2.2 Other numerical ﬂuxes
Several alternatives to the Roe scheme have been essayed, as the condition in
equation (4.1) is diﬃcult or even impossible to enforce in certain ﬂow regimes
such as complex turbulent models or reacting ﬂows. The HLL solver of
Harten [64] was introduced in 1983 and deﬁnes the solution of the Riemann
problem for wave speeds S as
U˜(x, t) =

UL if
x
t ≤ SL
Uhll if SL ≤ xt ≤ SR
UR if
x
t ≥ SR
(3.34)
where
Uhll =
SRUR − SLUL + fL − fR
SR − SL (3.35)
and SL and SR, the fastest signal velocities perturbing the initial states [133]
are assumed to be known. The ﬂux fhll in the HLL region, is not a function
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only of Uhll, but
fhll = fL + SL(U
hll −UL) (3.36)
fhll = fR + SR(U
hll −UR) (3.37)
This corresponds to a two wave approach separating three constant states In
order to calculate the ﬂux, an approximation of the wave speeds are required.
The HLLE solver is an extension of the HLL solver, proposed by Einfeldt
[38] with approximations of the wave speeds. As the schemes above only
cover two wave systems, whereas in fact the the Euler equations cover three
equations one can only expect accurate solutions with a three wave system.
Later Einfeldt [39] envisaged a change to the HLLE scheme known as
the HLLM scheme where the intermediate state in the HLL approach is
modiﬁed. The HLLC solver invented by Toro [134] includes the rarefaction
wave via estimation and has two star states. The ﬂuxes are
f(U) =

f(UL) if SL > 0
f(UL) + SL(U∗L −UL) if SL ≤ 0 < S∗
f(UR) + SR(U∗R −UR) if S∗ ≤ 0 ≤ SR
f(UR) if SR < 0
(3.38)
where if the wave speeds SL and SR are known then
S∗ =
pR − pL + ρLuL(SL − uL)− ρRuR(SR − uR)
ρL(SL − uL)− ρR(SR − uR) . (3.39)
Alternatives include VFRoe [94], Advection Upstream Splitting Method
(AUSM+) [87], [89] and hybrid methods [143]. The accuracy of these
schemes is not greater than TVD (Total Variation Diminishing) methods
such as the Godunov method and ENO (Essentially Non-Oscillatory, [61])
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methods.
The VFRoe [94] scheme uses an alternative average state, but is incon-
sistent with the integral form of the conservation laws [17]. Buﬀard et. al
[17] extended the VFRoe scheme to non-conservative variables and proved
suﬃcient accuracy for ideal gas ﬂow, real gas ﬂow and two phase ﬂow. The
average state used was the arithmetic mean. The VFRoe scheme can be ex-
tended to second order accuracy in space by with the slope limiting monotone
upstream scheme for conservation laws (MUSCL) [142] and second order in
time with a two-step Runga-Kutta scheme. The method was extended to
two-phase ﬂow in pipelines with a drift ﬂux model.
AUSM+ was designed by Liou and Steﬀen [89] and Liou [87]. It is not
necessary to evaluate the Jacobian of the ﬂux which saves computing time
and allows easy transformation to an arbitary equation of state. Despite
the lack of a known Jacobian AUSM+ captures contact discontinuities with
high accuracy and preserves the positivity of density and pressure. However
density based solvers experience problems with stiﬀness and lose accuracy
for low Mach number ﬂows [28].
More recently optimised MUSCL schemes have been devloped, improving
the accuracy of the original Van Leer MUSCL schemes [84]. Two level time
DGFEM and space-time DGFEM will be tested against these methods in
section ??
In general, ﬁrst-order schemes create numerical diﬀusion in their solutions
and second-order schemes can be oscillatory near regions of high-solution
gradient. Therefore De Vuyst [143] presented a hybrid scheme whereby the
ﬂux is evaluated as a weighting of ﬁrst-order Lax-Friedrichs and second-
order Lax-Wendroﬀ schemes. The methods of diﬀusion in the direction of
the gradient of the solution of Chapter 2 are an alternative approach to solve
79
this issue.
3.3 Two dimensional Godunov methods
In two dimensions the Euler equations of gas dynamics are [1]
at
∂U
∂t
+ ax
∂U
∂x
+ ay
∂U
∂y
= 0, (3.40)
where at = 1, and the elements of ax and ay are listed in Chapter 1.
3.3.1 Roe averages
In the 2D case the Roe averaged variables are then
ρ˜ =
√
ρLρR, (3.41)
u˜ =
√
ρLuL +
√
ρRuR√
ρL +
√
ρR
, (3.42)
v˜ =
√
ρLvL +
√
ρRvR√
ρL +
√
ρR
, (3.43)
h˜ =
√
ρLhL +
√
ρRhR√
ρL +
√
ρR
, (3.44)
e˜ =
√
ρLeL +
√
ρReR√
ρL +
√
ρR
, (3.45)
E˜ = e˜+
1
2
(u˜2 + v˜2)ρ˜ (3.46)
where the Roe averaged matrices a˜x(UL,UR) and a˜y(UL,UR) are con-
structed by substituting the Roe averaged variables in the original ax(U)
and ay(U) matrices. Without loss of generality the subscripts L and R can
also apply two dimensional areas. The vertical and horizontal ﬂuxes are
then calculated in the same manner as in the the one dimensional case.
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3.3.2 Other numerical ﬂuxes
VFFC schemes are ﬁnite volume ﬂux schemes [52] and can be regarded as
a generalisation of Roe methods. According to Ghidaglia et al [52], for a
two-dimensional system of non-linear transport equations
∂U
∂t
+
∂f(U)
∂x
+
∂g(U)
∂y
= 0,
the VFFC ﬂux is given by
Φn(U
−,U+, µ) =
Fn(U
−) + Fn(U+)
2
−Un,
where n is perpendicular to the j-th cell edge and positive in the direction of
the outer normal and µ = (vol−U−+vol+U+)/(vol−+vol+) where vol− and
vol+ are the volumes of cells sharing the interface for negative and positive
n respectively. Therefore the ﬁrst-order VFFC scheme in 2D can be written
as
UK(t0 + ∆t) = UK(t0)− ∆t
vol(U)
4∑
i=1
Φnj
(
UK(t0),U
+
j (t0), µj
)
∆sj ,
where U+j is the value of U in the cell which is sharing the j-th edge with
cell K. For the 2D Euler equations the above equation can be written as
UK(t0 + ∆t) = UK(t0)− ∆t
vol(K)
4∑
j=1
T−1j Φnj
(
U˜k(t0), U˜j(t0), µj
)
∆sj ,
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where nx,j = 1 and ny,j = 0, and U˜ is a vector created by rotation of U
through the transformation U = T−1U˜ where
T−1 =

1 0 0 0
0 r1,1 −r1,2 0
0 −r2,1 r2,2 0
0 0 0 1

.
Brio [14] et al construct a Riemann solver with the Roe ﬂux for arbitrary
triangular grids and any tesselation of the plane in two dimensions. The
numerical ﬂux is calculated as a two-dimensional linear wave by a one di-
mensional ﬂux normal to the cell boundaries plus correction terms for waves
emanating from the corners. These waves numerically arise from a multi-
state linear Riemann solver. The correction terms increase the stability of
the algorithm and the accuracy and stability of the scheme permitting a
larger timestep. The present work will solve for orthogonal grids and there-
fore corrections for the corners of the grids are not necessary.
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3.4 Discontinuous Galerkin methods for single
phase ﬂow
A brief history of DGFEM as applied to the Euler equations follows. In [93]
Lowrie, Roe and van Leer apply a space-time DGFEM method to the Euler
equations, proving the method is L2 stable, running a family of space-time
meshes and a staggered mesh in time without a solution to the Riemann
problem. In [109], Pesch and van der Vegt apply a space-time DGFEM
method to the entropy variable formulation of the Euler equations. A Rie-
mann HLLC ﬂux is used to calculate the ﬂux between elements. Later an
interface tracking method was used by Sollie, Bokhove and van der Vegt
[127] and extended to two phase ﬂow. In [114], Remaki and Habashi solve
the Euler equations using DGFEM within the element and an HLL ﬂux at
the boundaries. Time is advanced using a Runga-Kutta method with arbi-
trary steps. A slope limiter is included to smooth the solution over shocks.
In this chapter, the residual based diﬀusion scheme of Chapter 2 is employed
to smooth the solution over shocks.
The space-time DGFEM method and two level time DGFEM were in-
troduced in Chapter 2 and the methods are applied to the Euler equations
with the numerical ﬂuxes indicated by Chapter 2 based on the Roe average
matrices a˜x(UL,UR) and a˜y(UL,UR).
3.5 Results
In this section I show the results obtained by the methods of Chapter 2 for
gas dynamic problems.
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3.5.1 Sod shock problem in one dimension
The Sod shock tube problem [126] is well known as a test for the compu-
tational accuracy of ﬂuids codes. It is a Riemann problem, deﬁned by the
initial conditions indicated in section 3.21. A high pressure and high density
area on the left hand side of the domain is separated from a low pressure and
low density area on the right hand side of the domain by a diaphragm. Halo
boundary conditions are employed as in the advection problems of Chapter
2. The results are compared to an exact solution which is calculated by a
numerical iteration by Toro [133] at 0.25 time units.
Figure 3.2: Sod shock tube 1D problem, density, initial conditions and exact
solution at 0.25 time units.
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Figure 3.3: Two level time DGFEM, Sod shock tube 1D problem, density,
0.25 time units.
85
0 0.5 1
x
0
0.5
1
D
e n
s i t
y
40 elements
160 elements
640 elements
2560 elements
Figure 3.4: Space-time DGFEM, Sod shock tube 1D problem, density, 0.25
time units.
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Figure 3.5: Sod shock tube 1D problem, velocity, initial conditions and exact
solution at 0.25 time units.
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Figure 3.6: Two level time DGFEM, Sod shock tube 1D problem, velocity,
0.25 time units.
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Figure 3.7: Space-time DGFEM, Sod shock tube 1D problem, velocity, 0.25
time units. Overshoots can be seen around the discontinutity in
the exact solution.
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Figure 3.8: Sod shock tube 1D problem, enthalpy, initial conditions and ex-
act solution at 0.25 time units.
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Figure 3.9: Two level time DGFEM, Sod shock tube 1D problem, enthalpy,
0.25 time units.
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Figure 3.10: Space-time DGFEM, Sod shock tube 1D problem, enthalpy,
0.25 time units. Overshoots can be seen around the discontinu-
tities in the exact solution.
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Figure 3.11: Sod shock tube 1D problem, sound speed, initial conditions and
exact solution at 0.25 time units.
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Figure 3.12: Two level time DGFEM, Sod shock tube 1D problem, sound
speed, 0.25 time units.
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Figure 3.13: Space-time DGFEM, Sod shock tube 1D problem, sound speed,
0.25 time units. Overshoots can be seen around the discontinu-
tities in the exact solutions.
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Figure 3.14: Two level time DGFEM, Sod shock tube 1D problem, total
energy, 0.25 time units.
0 0.5 1
x
1.5
2
2.5
3
3.5
In
te
rn
al
 E
ne
rg
y
40 elements
160 elements
640 elements
2560 elements
Figure 3.15: Space-time DGFEM, Sod shock tube 1D problem, total energy,
0.25 time units. Overshoots can be seen around the discontinu-
tities in the exact solution.
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It can be seen from ﬁgures 3.2, 3.4, 3.6, 3.8 and 3.10 that two level
time DGFEM is a visually stable method for the non-linear Euler equations
whereas in ﬁgures 3.3, 3.5, 3.7, 3.9 and 3.11 it can be seen, that even with an
optimal diﬀusion term added as described in Chapter 2, space-time DGFEM
exhibits overshoots around the discontinuities in the exact solutions.
There follows a set of graphs showing the convergence rates to an exact
solution calculated by an iteration procedure given by Toro [133] for the Sod
1D shock problem for two level time DGFEM and space-time DGFEM. It
can be seen that the methods converge faster to the exact solutions away
from the shocks, and in general space-time DGFEM converges fastest to the
exact solution. However this is balanced by the overshoots present in the
calculated solutions. Both two level time DGFEM and space-time DGFEM
converge faster than the Godunov method of Roe [119].
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Figure 3.16: Convergence rates of two level time DGFEM versus space-time
DGFEM versus the Roe method for the density of the 1D Sod
shock problem in areas of discontinuity in the exact solution,
∆t = 0.00005.
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Figure 3.17: Convergence rates of two level time DGFEM versus space-time
DGFEM versus the Roe method for the velocity of the 1D Sod
shock problem in areas of discontinuity in the exact solution,
∆t = 0.00005.
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Figure 3.18: Convergence rates of two level time DGFEM versus space-time
DGFEM versus the Roe method for the pressure of the 1D Sod
shock problem in areas of discontinuity in the exact solution,
∆t = 0.00005.
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Figure 3.19: Convergence rates of two level time DGFEM versus space-time
DGFEM versus the Roe method for the density of the 1D Sod
shock problem outside areas of discontinuity in the exact solu-
tion, ∆t = 0.00005.
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Figure 3.20: Convergence rates of two level time DGFEM versus space-time
DGFEM versus the Roe method for the velocity of the 1D Sod
shock problem outside areas of discontinuity in the exact solu-
tion, ∆t = 0.00005.
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Figure 3.21: Convergence rates of two level time DGFEM versus space-time
DGFEM versus the Roe method for the pressure of the 1D
Sod shock problem outside areas of discontinuity in the exact
solution, ∆t = 0.00005.
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Figure 3.22: Comparison between two level time DGFEM and MUSCL
schemes for the Sod shock tube problem, ∆x = 0.01, ∆t =
0.0001. The simulation was run to 0.14 time units.
3.5.2 Lax problem
The Lax problem is a Riemann problem for 1D gas dynamics on x ∈ [0, 2]
with an interface at x = 1 deﬁned by
UL =

ρL
pL
uL
 =

0.445
3.528
0.698
 , UR =

ρR
pR
uR
 =

0.5
0.571
0
 .
The most relevant diﬀerence between the Lax problem and the Sod shock
tube problem is the velocity on the left hand side of the interface is greater
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Figure 3.23: Comparison between two level time DGFEM and MUSCL
schemes for the Sod shock tube problem, ∆x = 0.005, ∆t =
0.0001. The simulation was run to 0.14 time units.
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Figure 3.24: Comparison between two level time DGFEM and MUSCL
schemes for the Sod shock tube problem, ∆x = 0.005, ∆t =
0.0001. The simulation was run to 0.14 time units.
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Figure 3.25: Comparison between two level time DGFEM and MUSCL
schemes for the Sod shock tube problem, ∆x = 0.005, ∆t =
0.0001. The simulation was run to 0.14 time units.
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Figure 3.26: Comparison between space-time DGFEM and MUSCL schemes
for the Sod shock tube problem, ∆x = 0.01, ∆t = 0.0001. The
simulation was run to 0.14 time units.
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Figure 3.27: Comparison between space-time DGFEM and MUSCL schemes
for the Sod shock tube problem, ∆x = 0.005, ∆t = 0.0001. The
simulation was run to 0.14 time units.
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Figure 3.28: Comparison between space-time time DGFEM and MUSCL
schemes for the Sod shock tube problem, ∆x = 0.005, ∆t =
0.0001. The simulation was run to 0.14 time units. The space-
time scheme exhibits an overshoot around the discontinuity in
the exact solution.
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Figure 3.29: Comparison between space-time DGFEM and MUSCL schemes
for the Sod shock tube problem, ∆x = 0.005, ∆t = 0.0001. The
simulation was run to 0.14 time units.
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than zero, whereas the Sod shock tube problem starts at rest. A comparison
of the DGFEM methods to the MUSCL2, MUSCL3 and OMUSCL2 [84]
schemes for areas of interest in the x-domain for the Sod shock problem and
the Lax problem follows. For more details of the MUSCL2, MUSCL3 and
OMUSCL2 schemes the reader is directed to Y. Leng et. al. [84].
Figure 3.22 shows the two level time method close to the optimised MUSCL
scheme of Leng [84] for a rarefaction in the exact solution of density in the
Sod shock problem. Figure 3.23 shows two level time DGFEM closer to
the exact solution on the right hand side of a density shock than MUSCL
methods and close to MUSCL methods on the left hand side. Figures 3.24
and 3.25 show two level time DGFEM closer than MUSCL methods to both
the discontinuity and the area of lower gradient in the exact solution for
velocity than MUSCL methods. Figure 3.26 shows space-time DGFEM pro-
ducing similar results to OMUSCL2 for a rarefaction in the exact solution of
density for the Sod shock problem. While closer to the exact solution than
MUSCL methods for the shock in the same solution, space-time DGFEM
exhibits overshoots around the discontinuity in the exact solution. Figure
3.28 shows space-time DGFEM exhibiting an overshoot around the discon-
tinuity in the exact solution for velocity, while it is most accurate for the
area of lower gradient as seen in ﬁgure 3.29.
The Lax problem is solved in ﬁgures 3.30 and 3.31 with two level time
DGFEM showing an excellent ﬁt, and space-time DGFEM exhibiting oscil-
lations due to the discontinuity in the solution.
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Figure 3.30: Comparison between two level time DGFEM and MUSCL
schemes for the Lax problem, ∆x = 0.02, ∆t = 0.0001. The
simulation was run to 0.32 time units. The two level time
method is closest to the exact solution.
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Figure 3.31: Comparison between space-time time DGFEM and MUSCL
schemes for the Lax problem, ∆x = 0.02, ∆t = 0.0001. The
simulation was run to 0.32 time units. Oscillations are present
in the solution close to the discontinuities in the exact solution.
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3.5.3 Sod shock problem in two dimensions
In this section I solve a two dimensional version of the Sod shock tube
problem where the initial conditions are

ρIN
pIN
uIN
vIN

=

1.0
1.0
0.0
0.0

,

ρOUT
pOUT
uOUT
vOUT

=

0.125
0.1
0.0
0.0

where the subscripts IN and OUT refer to the values of the variables inside
and outside a square of length 0.25 centred in the middle of the domain of
[0, 1]× [0, 1]. The mesh used was 20×20 cells. The boundary conditions are
deﬁned as in the 1D case. There is no known exact solution to this problem
so it is not practical to produce convergence graphs. The ﬁgures are similar
to a two dimensional representation of the density for the one dimensional
Sod shock problem over time. It is important to note that the dampening
in the solution is a physical representation of the change in density between
diﬀerent waves rather than dampening due to the numerical scheme.
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Figure 3.32: Two level time DGFEM, 2D Sod shock problem, density, 0.05
time units.
Figure 3.33: Two level time DGFEM, 2D Sod shock problem, density, 0.10
time units.
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Figure 3.34: Two level time DGFEM, 2D Sod shock problem, density, 0.15
time units.
Figure 3.35: Two level time DGFEM, 2D Sod shock problem, density, 0.20
time units.
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Figure 3.36: Two level time DGFEM, 2D Sod shock problem, density, 0.25
time units.
3.5.4 Explosion problem
In this section I solve for a 2D explosion problem as suggested by Toro [133]
where the initial conditions are

ρIN
pIN
uIN
vIN

=

1.0
1.0
0.0
0.0

,

ρOUT
pOUT
uOUT
vOUT

=

0.125
0.1
0.0
0.0

where the subscripts IN and OUT refer to the values of the variables inside
and outside a circle of radius R = 0.2 centred in the middle of the domain
of [0, 1]× [0, 1]. This corresponds to a radially symmetric version of the 1D
Sod shock tube problem. As the mesh is orthogonal, only cells including the
boundary of the circle are included in the IN region. Halo boundary condi-
tions are employed. There is no known analytical solution to this problem so
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Figure 3.37: Space-time DGFEM, 2D Sod shock problem, density, 0.05 time
units.
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Figure 3.38: Space-time DGFEM, 2D Sod shock problem, density, 0.10 time
units.
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Figure 3.39: Space-time DGFEM, 2D Sod shock problem, density, 0.15 time
units.
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Figure 3.40: Space-time DGFEM, 2D Sod shock problem, density, 0.20 time
units.
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Figure 3.41: Space-time DGFEM, 2D Sod shock problem, density, 0.25 time
units.
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error analysis is impractical. The results given show smooth solutions, which
could indicate a lower diﬀusion coeﬃcient may be appropriate for optimal
accuracy.
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Figure 3.42: Two level time DGFEM, 2D explosion problem, density, 0.05
time units.
122
Figure 3.43: Two level time DGFEM, 2D explosion problem, density, 0.10
time units.
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Figure 3.44: Two level time DGFEM, 2D explosion problem, density, 0.15
time units.
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Figure 3.45: Two level time DGFEM, 2D explosion problem, density, 0.20
time units.
125
Figure 3.46: Two level time DGFEM, 2D explosion problem, density, 0.25
time units.
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Figure 3.47: Two level time DGFEM, 2D explosion problem, density, 0.05
time units.
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Figure 3.48: Two level time DGFEM, 2D explosion problem, density, 0.10
time units.
128
Figure 3.49: Two level time DGFEM, 2D explosion problem, density, 0.15
time units.
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Figure 3.50: Two level time DGFEM, 2D explosion problem, density, 0.20
time units.
130
Figure 3.51: Two level time DGFEM, 2D explosion problem, density, 0.25
time units.
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3.6 Conclusions
The methods developed in Chapter 2 with optimal diﬀusion coeﬃcients were
tested in the physical domain of gas dynamics. It is shown that the methods
adapt well to the system Riemann problem of the Sod shock tube problem
deﬁned by the Euler equations with discontinuous initial conditions. The two
level time DGFEM methods perform better in regions of high gradient than
the MUSCL[142] and OMUSCL[84] slope limiting schemes. The space-time
method converges faster than the two level time method to the exact solu-
tion of the Sod shock tube problem showing the value of the discontinuous
discretisation in time as well as space, but exhibits spurious overshoots at
the discontinuities in the exact solutions in both the Sod and Lax problems.
In two dimensions there is no evidence of spurious overshoots or oscilla-
tions exhibited by the two level time method but the space-time method
shows some oscillations around the edge of the domain. It is suggested that
the two level time method performs better in gas dynamics despite converg-
ing more slowly to the exact solution of the Sod shock tube problem in one
dimension than the space-time method. Due to this, only the two level time
method and a single step DGFEM method are considered for the two phase
ﬂow system in the next chapter.
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Chapter 4
Discontinuous Galerkin
Methods for Two Phase
Flow
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Abstract
This chapter provides a robust and accurate method for solving two phase
ﬂow equations via the two level time DGFEM method developed in Chapter
2 and the Roe methods developed in Chapter 3. As an introductory test,
the methods are included without a diﬀusion term. DGFEM is applied
without a corrector step. A detailed mathematical framework for the well-
posedness of two phase multiﬂuid models is provided. Drew [35] lays out the
conditions for the well posedness of a general multiﬂuid system and gives
a mathematical justiﬁcation. This work will follow Drew's method [35] of
including a virtual mass term for various two phase systems.
This chapter will apply the DGFEM two level time method of Chapter
2 to the multiﬂuid ﬂow model of Toumi and Kumbaro[137] and extend this
approach to two dimensions. Conclusions are drawn in the ﬁnal section.
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4.1 Introduction
Generally speaking, numerical methods for modelling two phase ﬂow (in this
work restricted to liquid and gas ﬂow) can be split into three methods: in-
terface tracking methods, particle tracking methods or multiﬂuid methods.
Interface tracking methods model the interfaces between phases and specify
the locations of these interfaces in the computational domain. Particle track-
ing methods specify the location of each phasic entity (for example droplets,
solid particles, bubbles, dust particles) in the computational domain at any
given time. Multiﬂuid methods treat all phasic entities as ﬂuids and do not
calculate the locations of the interfaces between phases. The work in this
chapter will be based on a multiﬂuid method, analagous to modelling mass
and momentum as separate systems of single phase ﬂow with exchanges of
mass, momentum and energy between phases.
Multiﬂuid ﬂow is deﬁned as multiple areas of single phase ﬂow separated
by multiple moving deformable boundaries called interfaces (although gen-
erally these are not resolved numerically). The motions of the interfaces are
unknown and may have signiﬁcant discontinuities. Also the variables may
ﬂuctuate due to turbulences and the motions of the interfaces. Clearly this
causes problems for reaching an approximation to the properties of the ﬂow
at each point in the numerical domain unless we are dealing with a very
simple geometry. It is then necessary to determine local properties of the
ﬂow and then use averaging techniques to realise a macroscopic description
of the ﬂow.
As DGFEM with a Roe average matrix as in Chapter 3 is a stable upwind
formulation, including behaviour of all waves in single phase models, it would
be an ideal extension to use this method to solve two phase ﬂow problems.
However, matters are not so simple. The elephant in the room of two phase
ﬂow modelling is the number of non-conservative terms which arise in any
formulation of two phase ﬂow. The eﬀect is the condition for a conservative
gas dynamic scheme of the Roe averaged matrices
f(UR)− f(UL) = A(UL,UR)(UR −UL), (4.1)
cannot be not met, as there is no representative ﬂux vector f . There is
also no guarantee that in any given model of two phase ﬂow the advective
matrix will be hyperbolic (and there is no reason it should be), meaning that
the eigenvalue based methods of the previous chapters cannot be applied
without treatment of the advective matrix leaving it in a hyperbolic form.
One way to do this is to add a virtual mass term to the momentum equations,
representing the drag force each phase has on the other. A brief literature
review detailing the attempts to solve these problems follows in section 4.3.
4.2 Fundamentals
Some fundamental concepts distinguishing two phase ﬂow from single phase
ﬂow are now stated. Further, in deriving indicative two phase ﬂow equations,
I begin with the derivation of simple two phase equations using a common
method. Secondly, I will look at the additional hurdles to overcome when
modelling two phase ﬂow as opposed to single phase ﬂow.
4.2.1 Mixture density
Working in one dimension, I make the assumption given by Baer and Nun-
ziato [6] that each phase may occupy any given point x on the real line R at
any time t. For each phase I assign a phase density ρk(x, t) and a volume
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fraction αk(x, t). This generalises to multiple dimensions. Intuitively, the
phase density is the mass per unit volume and the volume fraction is the
proportion of the total volume occupied by that phase. The partial density
ρpk of phase k is deﬁned by
ρpk = αkρk (4.2)
and the mixture density ρm is the sum of the partial densities
ρm =
∑
k
ρpk. (4.3)
I also assign a particle velocity uk(x, t) to each phase (uk(x, t) and vk(x, t)
in two dimensions) and the velocity of the mixture is the mass-weighted
average of the phase velocities:
u ≡
∑
k
ρpkuk
ρm
(4.4)
4.2.2 Derivation of general conservation law
In this section, I consider the general forms of the conservation equations
for each of the phases and for the mixture. In specifying these equations,
two important assumptions are made [6] :
1. Each phase behaves as if it were a single material except when it is
interacting and hence exchanging mass, momentum and energy with
the other phase;
2. The conservation equations for the mixture are also the same as those
for a single material and follow from summing the conservation equa-
tions for individual phases over all phases.
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The second asssumption is particularly important for the use of the Toumi
and Kumbaro method [137] in section 4.4, the mixture momentum will be
calculated by an equation in conservative form whereas it will be impossible
to put the equations governing the phase mass and momentum into conser-
vative form. This is useful as it oﬀers an alternative conservative system to
compare shocks and eigenvalues with the non-conservative system.
The general form for a conservation law is derived here following the argu-
ment given in Ishii [71], Chapter 2 section 1.1. Using the eux, (generalised
ﬂux out of a control volume V for any quantity Ψk in phase k) Jk and
the source φk of any quantity Ψk deﬁned for a unit mass, the conservation
equation is
d
dt
∫
V
ρkΨkdV = −
∮
A
nk · JkdA+
∫
V
ρkφkdV , (4.5)
for a control volume V with surface boundary A. This is a simple conser-
vation equation where the rate of change with respect to time of ρkΨk in
the control volume V is equal to ﬂux into V through the surface A plus the
source of ρkφk.
By the Reynolds transport theorem, if the functions in the above equation
are suﬃciently smooth, for a general vector function on phase k, Fk:
d
dt
∫
V
FkdV =
∫
V
∂Fk
∂t
dV +
∮
A
(Fkuk · n)dA, (4.6)
for the velocity of a ﬂuid particle in phase k, uk. By the divergence theorem,
for an arbitrary vector function F,
∫
V
(∇ · F)dV =
∮
A
(n · F)dA. (4.7)
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Substituting this into the equation above we reach
d
dt
∫
V
FkdV =
∫
V
[
∂Fk
∂t
+∇ · (ukFk)
]
dV (4.8)
Using equations (4.5), (4.6), (4.7), this leads to the diﬀerential balance equa-
tion
∂ρkΨk
∂t
+∇ · (ukρkΨk) = −∇ · Jk + ρkφk. (4.9)
This is the general form for a conservation law with respect to two phase
ﬂow. On the left hand side is the rate of change with respect to time of
the observed quantity per unit volume and the rate of advection per unit
volume. On the right hand side is the inward surface ﬂux and the volume
source.
4.2.3 Well-posedness
Drew [36] states the requirements that a system of equations can correspond
to physical reality as threefold:
1. The solutions must exist.
2. The solutions must be uniquely determined.
3. The solutions must depend in a continuous fashion on the initial and
boundary data.
Any system satisfying these three conditions above is said to be well-posed.
In addition, in order to use a Roe averaging scheme for the solution of a
physical model, the A(UL,UR) matrices must be hyperbolic, and a dicussion
of hyperbolicity in this context is made in the next section.
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Derivation of conditions for hyperbolic systems
This section follows the argument given by Drew [36], Chapter 20, Section
2. In one dimension consider the equation
A
∂Φ
∂t
+ B
∂Φ
∂x
= C, (4.10)
for a state vector
Φ = [φ1, · · · , φm], (4.11)
where A and B are m×m matrices and C is a column vector, all functions
of Φ but not containing any derivatives of Φ. Take a solution Φ for all
points on a given curve C1 = C1(z, t), z = z(t). Assuming it is possible
to calculate derivatives of Φ, we can construct an approximate solution in
the neighbourhood of C1 with a Taylor expansion about the points on C1.
It is possible to simplify this calculation by a transformation to normal co-
ordinates n(z, t) and tangential τ(z, t) co-ordinates, and thus
[
A(Φ)
∂n
∂t
+ B(Φ)
∂n
∂z
]
∂Φ
∂n
= C(Φ)−
[
A(Φ)
∂τ
∂t
+ B(Φ)
∂τ
∂z
]
∂Φ
∂τ
. (4.12)
The existence of initial conditions implies that Φ is a known function of
τ(z, t) on the curve, meaning that the right hand side of the equation above
is known. Therefore the partial derivative ∂Φ/∂n will exist and be unique if
A(Φ)
∂n
∂t
+ B(Φ)
∂n
∂z
, (4.13)
is invertible, i.e. if
det
(
A(Φ)
∂n
∂t
+ B(Φ)
∂n
∂z
)
6= 0. (4.14)
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After diﬀerentiating the governing equation and repeating this process we
can compute an arbitrary number of derivatives for the Taylor series which
indicates we can calculate the solution in the neighbourhood of C1 from the
data on C1. If the determinant of the matrix on the left hand side of equation
(4.12) is zero, the determinants of each of the matrices on the right hand
side must also equal zero for ∂Φ/∂n to exist. This leads to compatibility
conditions for the system. In the case where the determinant of the sum on
left hand side is zero, C1 is a characteristic curve.
Initial data cannot be prescribed without constraint on characteristic
curves as terms from the right hand side of equation (4.12) are included
in the compatibility equations. Drew states that it turns out the set of com-
patibility conditions are independent so there is an inﬁnite number of com-
binations of the transformed co-ordinates ∂Φ/∂n and ∂Φ/∂τ , or the original
co-ordinates ∂Φ/∂z and ∂Φ/∂t that lead to a solution of the problem.
Drew also states that higher-order normal derivatives can no longer be
determined from the diﬀerential equation on characteristic curves, implying
points in the neighbourhood of a characteristic curve cannot be calculated
from data on the curve. A solution is said to be transported along the
characteristics, and the solution at a neighbouring point arrives through
the characteristic curve which goes through the neighbouring point.
The behaviour of the solution based on prescribed initial data can be
understood by investigating the following eigenvalue problem
det(A(Φ)λ−B(Φ)) = 0. (4.15)
If the solutions for λ are real, then C1 is a characteristic curve. The system
is then hyperbolic and well-posed. This generalises to any dimensions and
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to any state vector. By analogy this applies to the Toumi and Kumbaro
system investigated later in this chapter.
4.2.4 Conservation and constitutive laws
To derive the two phase conservation laws in general dimensions I use the
approach given in Ishii [71], Chapter 2, section 1.1. By setting in the method
from section 4.2.2 Ψk, φk and Jk,
Ψk = αk, φk = 0, Jk = 0, (4.16)
where αk is the volume fraction of phase k, for a phasic velocity vk, we have
the conservation of mass equation for each phase k,
∂αkρk
∂t
+∇ · (αkρkvk) = 0. (4.17)
For the conservation of momentum equation,
Ψk = αkvk, Jk = pkI, φk = 0, (4.18)
where I is the unit tensor. From the conservation of mass equation (4.17)
we have
∂αkρkvk
∂t
+∇ · (αkρkvkvk) + αk∇pk = 0. (4.19)
This is the conservation of momentum equation for each phase k. The
energy equation is omitted as it is not used in the systems which follow. The
constitutive laws can be considered as a mathematical model of a particular
group of materials.
142
4.2.5 Equations of state
An equation of state gives a relation between the thermodynamic properties
such as the entropy, internal energy and density of the ﬂuid with the particle
co-ordinates as a parameter, closing the system. Where these properties are
independent of particle location, the ﬂuid is called thermodynamically ho-
mogenous, which is equivalent to stating the same material exists throughout
the ﬂuid.
The thermal equation of state links the pressure of a material with its
density and temperature, and the caloric equation of state links the speciﬁc
internal energy with the density and temperature of a material. For example
as in Chapter 3, the ideal gas (thermal) equation of state is given by
pV = nRT, (4.20)
where R is the universal gas constant and T is the absolute temperature. Ac-
cording to Ishii [71], the standard form of the fundamental equation of state
for a thermodynamically homogenous ﬂuid is given by a function relating
the internal energy to the entropy and the density,
ek = ek(sk, ρk). (4.21)
The phasic pressure is given by
− pk ≡ ∂ek
∂(1/ρk)
. (4.22)
As in the single phase case in Chapter 3, the phasic thermal and caloric
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equations of state are:
pk = pk(ρk, Tk), uk = uk(ρk, Tk). (4.23)
In order to create a tractable model, a number of simpliﬁcations are made
and in the following section I will use an incompressible liquid model, with
a single pressure characterised as
ρl = constant, ρg = ρg(p) (4.24)
In this work I will use the isentropic law, which with an incompressible liquid
state implies a single pressure only depending on the gas density,
p = Aργg , (4.25)
for a constant A.
4.2.6 Interfacial balance laws
Two DGFEM models for single phase ﬂow were tested in Chapter 3. In order
to reach a similar system for two phase ﬂow there are several additional
hurdles to overcome. In the main this is due to the interfaces between
the phases. The interfacial structure of the ﬂow in the domain determines
the steady and dynamic characteristics of the two phase ﬂow system. It
is important to have a theoretical model of what occurs at the interface
between phases even if this is not calculated. The following balance laws
apply [71]:
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Interfacial mass balance
The interfacial mass balance is
2∑
k=1
ρknk · (vk − vi) = 0, (4.26)
where vi is the velocity of the ﬂuid at the interface. If we deﬁne the interfacial
mass eux from the kth phase as
m˙k ≡ ρknk · (vk − vi), (4.27)
from the interfacial mass balance,
2∑
k=1
m˙k = 0. (4.28)
This equation states that mass cannot be stored at the interface, and any
change in mass must be in a transfer between the two phases.
Interfacial momentum balance
Ishii states the interfacial momentum balance (ignoring interfacial tension)
as
2∑
k=1
{ρknk · (vk − vi)vk}+ nk · Ipk = 0. (4.29)
Similarly to the interfacial mass balance, this equation states that momen-
tum cannot be stored at the interface.
4.3 Theoretical solvers
In this section I give a brief literature review on the methods used to predict
two phase ﬂow using control volume methods, ﬂux limiters and DGFEM. In
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Toumi [135] a viscous path was posited for a parameter to create an upwind
Roe solver for the Euler equations, creating a weak formulation of condition
(4.1) as a precursor for two phase ﬂow systems. Toumi and Raymond [138]
later extended this approach to two phase ﬂow systems.
Sainsaulieu [121] modelled liquid droplets (i.e. systems with small liquid
volume fractions) with an approximate Roe solver, assuming an incompress-
ible liquid phase and added a pressure correction term instead of a virtual
mass term to ensure hyperbolicity and solve the system in one and two di-
mensions. Approximate Rankine-Hugoniot relations are introduced to deal
with the problem of the non-conservative terms.
Toumi and Kumbaro [137] constructed an approximate Roe solver for an
isentropic two phase system of equations with conservation of mass and mo-
mentum equations and an arbitrary gas equation of state. The liquid phase
is assumed to be incompressible although the system can be extended to
compressible liquid ﬂow. A single pressure is assumed, and therefore pres-
sure equilibrium between the two phases exists. Although the system has
some non-conservative terms, mixture equations can be written in a conser-
vative form, which allows the linearisation of the non-conservative system.
Virtual mass matrices are added to ensure hyperbolicity. A weak form of
the condition (4.1) was applied as in Toumi [135] and Toumi and Raymond
[138]. A Roe averaged matrix for the two phase ﬂow was constructed using
a canonical path for a parameter vector. This paper will be explained in
further detail in section 4.4.
Tiselj and Petelin [132] take the route of discretising all terms in the
system, including source and exchange terms. Using a virtual mass term
and a Lax-Wendroﬀ scheme, Tiselj and Petelin attain second-order accuracy.
The authors did not use Roe's method of averaging, but a simple aritmethic
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mean to calculate the average value of each of the terms in the advective
matrix.
Saurel and Abgrall [122] solved a system of seven equations, with equations
for mass, momentum and energy, with an assumed advection equation for
volume fraction plus two arbitrary equations of state. The liquid phase
was not assumed to be incompressible, guaranteeing hyperbolicity in this
system. Exchange and source terms are ignored, instantaneous relaxation
methods are applied reaching a single velocity and pressure from a separate
value for each phase. Finally a modiﬁed Harten, Lax and van Leer (HLL)
Riemann solver was applied to the system to reach an approximate solution.
An extension to second order accuracy is applied using a van Leer limiter
method [142].
Garcia-Cascales and Corberan-Salvador [50] included non-conservative terms
in the source term to attain hyperbolicity and followed this with a Roe av-
erage approach in one dimension. Instead of ﬁnding the eigenstructure of
the matrix describing the system, the authors assumed that the eigenvalues
of the Roe matrix are clustered in [L0,−1] ∪ {0} ∪ [1, L0] for some L0 ∈ R,
which allowed a calculation of the sign of the Jacobian matrix for a ﬁrst
order accurate solution.
Flatten and Munkejord [46] constructed a Roe matrix for a drift ﬂux
scheme, modelling the relative velocity between the two phases for the Zuber-
Findlay law describing bubbly ﬂows, specifying a hydrodynamic closure law,
in one dimension.
Rhebergen later applied DGFEM to two phase systems [116, 117] for shal-
low water and depth averaged systems using an HLL ﬂux.
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4.4 Toumi and Kumbaro method
Toumi and Kumbaro [137] use an approximate linearised Roe solver to sim-
ulate two phase ﬂows. Using volumetric averages, they extend Roe's ap-
proximate solver to linearise the two phase system modelled including the
non-conservative terms in the system. The liquid phase is assumed to be
incompressible, although the method can be generalised to handle a com-
pressible liquid phase. The vapour mass density is given by an arbitrary
equation of state. Source terms are not included in the calculations.
Toumi and Kumbaro [137] use the isentropic equal pressure two ﬂuid
model with mass and momentum equations for each phase. Once a hyper-
bolic system of equations is reached a Roe averaging method can be applied.
If the system is non-hyperbolic it is ill-posed as described in section 4.2.3.
The system modelled is
∂(αgρg)
∂t
+
∂(αgρgug)
∂x
= Γg
∂(αlρl)
∂t
+
∂(αlρlul)
∂x
= Γl
∂(αgρgug)
∂t
+
∂(αgρgu
2
g)
∂x
+ αg
∂p
∂x
= Mg
∂(αlρlul)
∂t
+
∂(αlρlu
2
l )
∂x
+ αl
∂p
∂x
= Ml
(4.30)
The source terms Γk and Mk include terms of interphase mass and mo-
mentum transfer and losses from conduction and diﬀusion. The liquid phase
is assumed to be incompressible although the system can be extended to
compressible liquid ﬂow.
The system is closed with a volume fraction closure law, αg + αl = 1 and
an equation of state ρg = ρg(p). In matrix form, ignoring source terms and
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exchange terms the system can be expressed as
Ut + AUx = 0 (4.31)
where
U =

u1
u2
u3
u4

=

αgρg
αlρl
ρmu
αlρlul

. (4.32)
The advective matrices in one and two dimensions will be derived in the
following sections.
4.4.1 Non-conservative terms
Although the system has some non-conservative terms, modelling a mixture
equation for the mixture with mixture density ρm, which replaces the phasic
momentum equations,
∂(ρmu)
∂t
+
∂(αgρgu
2
g + αlρlu
2
l )
∂x
+
∂p
∂x
= 0, (4.33)
allows a conservative formulation. Toumi and Kumbaro prove that for a Roe
based volume fraction average
α˜l = 2
αlLαlR
αlL + αlR
, (4.34)
the shocks of the conservative system are the same as the shocks of the orig-
inal non-conservative system, and the generalised Rankine-Hugoniot condi-
149
tions for the non-conservative system
∫ 1
0
(A(Φ(s; UL,UR))− σI)∂Φ
∂s
(s; UL,UR))ds = 0 (4.35)
are the same as the Rankine-Hugoniot conditions for the conservative sys-
tem. For a conservative system the following condition must hold to ensure
linearisation of the system (analagous to the same property in the Euler
equations of gas dynamics)
f(UR)− f(UL) = A(UL,UR)(UR −UL), (4.36)
for some ﬂux function f(U). A generalised non-conservative version of Roe's
condition
∫ 1
0
A(Φ(s; UL,UR))
∂Φ
∂s
(s; UL,UR)ds = A(UL,UR)Φ(UL −UR)
(4.37)
is met. This ensures the shocks of the linearised system are the same as the
original non-linear system for a viscous path Φ(s) between UL and UR. For
further details the reader is directed to Toumi[135], Sainsaulieu [121] and
Toumi and Kumbaro [137].
4.4.2 Virtual mass terms
Without some treatment, in general any Roe averaged matrix A(UL,UR)
could have complex eigenvalues. This rules out the eigenvalue based methods
of Chapter 2, so virtual mass terms are added to the system. These terms
contain partial derivatives of the unknowns and their addition makes the
model hyperbolic, enabling the use of numerical methods which use the
eigenvalues of the system. Although in general virtual mass is added to
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ensure hyperbolicity, it can also have some physical meaning in that it is the
resistance on the acceleration of one phase by the other phase. Toumi and
Kumbaro [137] introduce a coeﬃcient of virtual mass which varies according
to the type of ﬂow, and deﬁne it in terms of an inequality which instead of
an accurate physical representation, guarantees numerical hyperbolicity of
the system. It also acts as a necessary condition for well-posedness of the
system,
cvm ≥ (4c(1− c))1/2. (4.38)
where c is the concentration of the mixture, deﬁned as
c =
αgρg
αgρg + αlρl
. (4.39)
This leads to a virtual mass term, added to the right hand side of the system,
Mvm = −αgαlρmcvm∂(ug − ul)
∂t
+ ul
∂ug
∂x
− ug ∂ul
∂x
. (4.40)
4.4.3 Advective matrices
Toumi and Kumbaro give the Roe matrix for the non-conservative two phase
ﬂow equations with virtual mass term as
A(UL,UR)
vm
Φ = A(UL,UR)Φ + δ˜Aδ(UL,UR)Φ. (4.41)
Further details of the derivation are included below.
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Without Virtual Mass - A(UL,UR)Φ
The advective matrix without virtual mass for the non-conservative two
phase ﬂow system is
A(U) =

0 0 1 −1
0 0 0 1
Pu1 − ug2 Pu2 − ul2 2ug 2(ul − ug)
αlPu1 αlPu2 − ul2 0 2ul

, (4.42)
and the pressure derivatives with respect to the variables u1 and u2 (deﬁned
in equation (4.32)) are
Pu1 =
(
∂p
∂u1
)
u2
, Pu2 =
(
∂p
∂u2
)
u1
. (4.43)
These are determined by the equation of state. In order to convert advective
matrices A(U) to Roe averaged matrices A(UL,UR), the following averages
are applied :
u˜k =
√
ρkαkRukR +
√
ρkαkLukL√
ρkαkR +
√
ρkαkL
(4.44)
α˜l = 2
αlLαlR
αlL + αlR
(4.45)
The volume fraction Roe average is justiﬁed by the proof that it ensures
the shocks of the conservative system are the same as the non-conservative
system. For a parameter vector
W =

w1
w2
w3
w4

=

√
αgρg
√
αlρl
√
αgρgug
√
αlρlul

, (4.46)
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and viscous path
φ0(w) =

w21
w22
w1w3 + w2w4
w2w4

, (4.47)
the Roe averaged matrix without virtual mass is then
A(UL,UR)Φ =

0 0 1 −1
0 0 0 1
P˜1 − u˜2g P˜2 − u˜2l 2u˜g u˜l − u˜g
α˜lP˜1 α˜lP˜2 − u˜2l 0 2u˜l

(4.48)
for
P˜i =
P˜wi
2w˜i
, (4.49)
w˜i =
wiL + wiR
2
(4.50)
and
P˜wi =
∫ 1
0
∂p
∂wi
(wiL + s(wiR − wiL)) ds. (4.51)
Virtual Mass Matrix - δ˜Aδ(UL,UR)Φ
The virtual mass matrix is given by Toumi and Kumbaro as
Aδ(U) = δ

0 0 0 0
0 0 0 0
0 0 0 0
(1− c)ugul −cugul −(1− c)ul u

, (4.52)
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where,
δ =
ρm
2
ρgρl
cvm, (4.53)
u = αgug + αlul (4.54)
As there is no conservative system which would lead to a linearisation of
the system with virtual mass, the same average state is used to linearise the
virtual mass matrix.
Aδ(UL,UR)Φ = δ˜

0 0 0 0
0 0 0 0
0 0 0 0
(1− c˜)u˜gu˜l −c˜u˜gu˜l −(1− c˜)u˜l u˜

, (4.55)
where the Roe averages are given by
δ˜ =
ρ˜2m
ρ˜gρl
cvm, (4.56)
ρ˜m = α˜gρ˜g + α˜lρl, (4.57)
u˜ = α˜gu˜g + α˜lu˜l (4.58)
and
c˜ =
α˜gρ˜g
α˜gρ˜g + α˜lρ˜l
. (4.59)
The ﬁnal Roe matrix of the system A(UL,UR) is then given by equation
4.41. This matrix can then be used as an advective matrix in the context of
the two level time method of Chapter 2.
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4.4.4 Two dimensional extension
In novel work, the two dimensional system solved, ignoring exchange and
source terms is
Ut + AxUx + AyUy = 0 (4.60)
where
U =

u1
u2
u3
u4
u5
u6

=

αgρg
αlρl
ρmu
ρmv
αlρlul
αlρlvl

. (4.61)
In two cartesian dimensions the phasic horizontal velocity is given by uk,
the mixture horizontal velocity is given by u, the phasic vertical velocity is
given by vk, the mixture vertical velocity is given by v. The Ax(U) and
Ay(U) matrices in two dimensions are
Ax(U) =

0 0 1 0 −1 0
0 0 0 0 1 0
P˜u1 − ug2 −ul2 2ug 0 2(ul − ug) 0
−ugvg −ulvl vg ug vl − vg ul − ug
−αlP˜u1 −ul2 0 0 2ul 0
0 −ulvl 0 0 vl ul

,
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Ay(U) =

0 0 0 1 0 −1
0 0 0 0 0 1
−ugvg −ulvl vg ug vl − vg ul − ug
P˜u1 − vg2 −vl2 0 2v 0 2(vl − vg)
0 −ulvl 0 0 vl ul
αlP˜u1 −vl2 0 0 0 2vl

.
The remaining matrices for the Toumi and Kumbaro method are
Axδ(U) = δ2

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
− ulugαgρg −
ugvl
αlρl
ul
αgρg
0 − ulαgρg 0
− ulvgαgρg −
ugvl
αlρl
0 − ulαgρg 0 −
ul
αgρg
− ugαlρl

Ayδ(U) = δ2

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
vlug
αgρg
−vgvlαlρl
vl
αgρg
0 vlαgρg +
vg
αlρl
0
vl
2
αgρg
−vgvlαlρl 0
vl
αgρg
0 vlαgρg +
vg
αlρl

,
where
δ2 = cvmαvαlρm. (4.62)
The ﬁnal Roe matrices are then calculated in the same manner as the one
dimensional case.
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4.5 Discontinuous Galerkin methods for two phase
ﬂow
In novel work, I use the techniques of Chapter 2 to numerically solve the
systems with discontinuous solutions
Ut + AUx = 0 (4.63)
and
Ut + AxUx + AyUy = 0 (4.64)
to solve the Toumi and Kumbaro two phase system in one and two dimen-
sions.
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4.5.1 Water faucet test
In this section I will include the results of replicating the Toumi and Kum-
baro method. The water faucet problem [67] shown in ﬁgure 4.1 below is a
well known numerical test for two phase ﬂow models with an exact solution.
The water faucet problems consists of a liquid stream under the force of
gravity entering a vertical solution space ﬁlled with air at the top.
The water faucet is a vertical tube of 12m length and 1m in diameter. Both
wall friction and interphase friction are ignored, as are interfacial dynamics
associated with surface tension forces. The model is assumed to be one-
dimensional which is compatible with the model of Toumi and Kumbaro.
The system is assumed to be isothermal at 50 deg C. The pressure is assumed
to be constant at 105 Pascals everywhere in the solution space. The inﬂow
at the top of the tube is constant at 10.0m/s, and the liquid volume fraction
is initially 0.8. The problem has an analytic solution for the volume fraction
when pressure variation in the vapour phase is ignored:
αl =
{
1− αl0×ul0√
u2l0
+2gx
forx < gt2/2 + u0t,
0.2 otherwise.
(4.65)
The equation of state used was the isentropic law,
p = Aργg . (4.66)
In the results, it was not necessary to explicitly implement the entropy in-
equality due to the absence of non-physical shocks in the solutions. Figure
4.2 shows that the accuracy of the solution reached with 20 DGFEM ele-
ments is more accurate than that of 200 control volume elements.
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Figure 4.1: 1D water faucet problem of Ransom [67]
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Figure 4.2: 1D water faucet problem, gas volume fraction, 0.4 time units.
The plot shows single step DGFEM versus the control volume
method of Toumi and Kumbaro [137]
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4.5.2 Explosion problem
An explosion based system is tested where the initial conditions are

ρvIN
pIN
ulIN
uvIN
vlIN
vvIN

=

2.16
20, 000
0.0
0.0
0.0
0.0

,

ρvOUT
pOUT
ulOUT
uvOUT
vlOUT
vvOUT

=

1.08
10, 000
0.0
0.0
0.0
0.0

where the subscripts IN and OUT refer to the values of the variables inside
and outside a circle of radius R = 2 centred around the point (6, 6). A region
of high pressure and density gas lies initially inside the circle contrasting with
a region of low gas pressure and density outside. The liquid density remains
constant.
As the mesh is orthogonal, only cells including the boundary of the circle
are included in the IN region. The coeﬃcient of virtual mass (CVM) is
varied from 0.25 to 0.5 to show the eﬀect of changing this variable in the
system.
Figures 4.3 to 4.9 show the results for a CVM of 0.25, and the simulation
was repeated for a CVM of 0.5 in ﬁgures 4.10 to 4.16. Figure 4.3 shows a
slight increase in gas volume fraction in the high pressure region for a CVM
of 0.25. The increase to a CVM of 0.5 does not markedly change the results.
Figure 4.4 shows a rough semi circle of the the x velocity of the liquid moving
leftwards in the left of the explosive region and similarly moving rightwards
in the right of the explosive region. This would be physically expected from
an explosion, where ﬂuid moves from areas of high density and pressure
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to areas of low density and pressure. Some small oscillations can be seen,
whereas in ﬁgure 4.5, the same eﬀect is shown, with larger oscillations due
to the comparatively low gas density. These phenomena are repeated in the
y direction in ﬁgures 4.6 and 4.7. Figure 4.8 shows the pressure increasing at
the boundary of the high pressure region. All the results are broadly similar
for a CVM of 0.5 in ﬁgures 4.10 to 4.16 so are not commented on here.
A cut across the domain is made at a line y = 6. The ﬂow variables along
the line cut are shown in ﬁgures 4.17 to 4.28. Oscillations can clearly be
seen across the line cut and this points to clear improvements to be made
in further developments.
4.6 Conclusions
In this chapter it is shown that a single step method of Chapter 2 without
residual based diﬀusion can be extended to two phase ﬂow. The method
comes closer to the exact solution of the water faucet problem than the Roe
averaging Godunov method of Toumi and Kumbaro [137] for fewer elements.
In two dimensions, oscillations are present in the solution as shown by a
line cut across the domain but the results still produce a reasonable picture
of two phase ﬂow for a multiﬂuid system clearly showing waves across the
domain in the velocity graphs. The eﬀect of changing the virtual mass
coeﬃcient can clearly be seen in the single step method. It would be useful
to compare the DGFEM methods in this work to other multiﬂuid methods,
but it is shown that the results produce excellent agreement with the one
dimensional water faucet exact solution and correlate with what would be
physically expected for a two dimensional explosion problem.
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Figure 4.3: 2D two phase explosion problem, single step DGFEM. Coeﬃcient
of virtual mass 0.25, gas volume fraction, 0.0025 time units.
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Figure 4.4: 2D two phase explosion problem, single step DGFEM. Coeﬃcient
of virtual mass 0.25, Liquid x velocity, 0.0025 time units.
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Figure 4.5: 2D two phase explosion problem, single step DGFEM. Coeﬃcient
of virtual mass 0.25, Gas x velocity, 0.0025 time units.
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Figure 4.6: 2D two phase explosion problem, single step DGFEM. Coeﬃcient
of virtual mass 0.25, Liquid y velocity, 0.0025 time units.
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Figure 4.7: 2D two phase explosion problem, single step DGFEM. Coeﬃcient
of virtual mass 0.25, Gas y velocity, 0.0025 time units.
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Figure 4.8: 2D two phase explosion problem, single step DGFEM. Coeﬃcient
of virtual mass 0.25, pressure, 0.0025 seconds.
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Figure 4.9: 2D two phase explosion problem, single step DGFEM. Coeﬃcient
of virtual mass 0.25, Gas density, 0.0025 time units.
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Figure 4.10: 2D two phase explosion problem, single step DGFEM. Coeﬃ-
cient of virtual mass 0.5, 0.0025 time units.
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Figure 4.11: 2D two phase explosion problem, single step DGFEM. Coeﬃ-
cient of virtual mass 0.5, 0.0025 time units.
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Figure 4.12: 2D two phase explosion problem, single step DGFEM. Coeﬃ-
cient of virtual mass 0.5, 0.0025 time units.
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Figure 4.13: 2D two phase explosion problem, single step DGFEM. Coeﬃ-
cient of virtual mass 0.5, 0.0025 time units.
173
Figure 4.14: 2D two phase explosion problem, single step DGFEM. Coeﬃ-
cient of virtual mass 0.5, 0.0025 time units.
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Figure 4.15: 2D two phase explosion problem, single step DGFEM. Coeﬃ-
cient of virtual mass 0.5, pressure, 0.0025 seconds.
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Figure 4.16: 2D two phase explosion problem, single step DGFEM. Coeﬃ-
cient of virtual mass 0.5, Gas density, 0.0025 time units.
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Figure 4.17: 2D two phase explosion problem, single step DGFEM, line cut
through y = 6. Coeﬃcient of virtual mass 0.5, gas volume
fraction, 0.0025 time units.
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Figure 4.18: 2D two phase explosion problem, single step DGFEM, line cut
through y = 6. Coeﬃcient of virtual mass 0.5, pressure, 0.0025
time units.
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Figure 4.19: 2D two phase explosion problem, single step DGFEM, line cut
through y = 6. Coeﬃcient of virtual mass 0.5, gas density,
0.0025 time units.
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Figure 4.20: 2D two phase explosion problem, single step DGFEM, line cut
through y = 6. Coeﬃcient of virtual mass 0.5, mixture density,
0.0025 time units.
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Figure 4.21: 2D two phase explosion problem, single step DGFEM, line cut
through y = 6. Coeﬃcient of virtual mass 0.5, liquid x velocity,
0.0025 time units.
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Figure 4.22: 2D two phase explosion problem, single step DGFEM, line cut
through y = 6. Coeﬃcient of virtual mass 0.5, gas x velocity,
0.0025 time units.
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Figure 4.23: 2D two phase explosion problem, single step DGFEM, line cut
through y = 6. Coeﬃcient of virtual mass 0.25, gas volume
fraction, 0.0025 time units.
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Figure 4.24: 2D two phase explosion problem, single step DGFEM, line cut
through y = 6. Coeﬃcient of virtual mass 0.25, pressure, 0.0025
time units.
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Figure 4.25: 2D two phase explosion problem, single step DGFEM, line cut
through y = 6. Coeﬃcient of virtual mass 0.25, gas density,
0.0025 time units.
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Figure 4.26: 2D two phase explosion problem, single step DGFEM, line cut
through y = 6. Coeﬃcient of virtual mass 0.25, mixture density,
0.0025 time units.
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Figure 4.27: 2D two phase explosion problem, single step DGFEM, line cut
through y = 6. Coeﬃcient of virtual mass 0.25, liquid x velocity,
0.0025 time units.
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Figure 4.28: 2D two phase explosion problem, single step DGFEM, line cut
through y = 6. Coeﬃcient of virtual mass 0.25, gas x velocity,
0.0025 time units.
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Chapter 5
Conclusions
5.1 Scope
Two DGFEM methods were developed for single phase and two phase ﬂow.
Inspired by Hughes and Brooks [70] streamline-upwind Petrov-Galerkin method
of adding additional numerical diﬀusion, methods based on a posteriori
knowledge of the residual projected from the direction of the streamlines on
to the direction of the gradient of the solution were applied. The methods
diﬀer from Hughes and Brooks in that they may be discontinuous between
elements; they diﬀer from standard DGFEM with slope limiters in that a
residual based diﬀusion term is added to smooth the solution.
The methods are general to any hyperbolic physical transport equation.
Space-time basis functions were applied in a space-time formulation and
spatial basis functions were applied with a predictor step in a two level time
formulation. Linear interpolation between elements was applied in both
cases. It was important to carefully regulate the amount of diﬀusion applied
so more transport was not appplied in the backwards direction.
Appropriate diﬀusion coeﬃcents were chosen from a choice of diﬀusion
terms. A Riemann upwind approach was applied, taking the positive values
of the eigenvalue transporting the state variable throughout the domain, en-
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suring that incoming information only was applied to the element by sweep-
ing across the domain in all directions.
The methods were extended to the non-linear Euler equations of gasdy-
namics with a Roe approximate ﬂux generalised to a DGFEM framework.
In two phase ﬂow virtual mass terms based on the formulation of Drew
[35] were added to ensure hyperbolicity of the advective matrix, and the
generalisation of a condition for the non-conservative terms present in the
Toumi and Kumbaro approach was applied, leading to a viscous path based
Roe matrix, allowing the methods to be utilised.
In Chapter 2, covering the scalar advection problem, the two level time
method was more accurate than the space time method, which was more
accurate than the Godunov method. Although CFEM with SUPG showed
a greater rate of convergence, with appropriate diﬀusion coeﬃcients, the
DGFEM method removed all overshoots which SUPG failed to do.
In Chapter 3, it is shown that the methods solve the Sod shock tube
problem, Lax problem and an explosion problem showing good correlation
to physical intuition and convergence to exact solutions. Spurious over-
shoots were eliminated from the solutions in the two level time formulation,
although they remained in the space-time formulation. No entropy ﬁx was
necessary as the methods automatically chose physical entropy preserving
solutions.
In Chapter 4, a theoretical framework was laid out for the well posedness
of two phase ﬂow systems for the DGFEM methods to be applied. Due
to spurious overshoots present in the DGFEM space-time formulation for
the single phase ﬂow case, the two level time formulation and a single step
DGFEM formulation were applied in the two phase ﬂow case.
The two level time DGFEM formulation produced a greatly more accu-
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rate solution for the 1D water faucet problem than the Toumi and Kumaro
control volume method. In a 2D explosion problem a reasonable solution
was reached but oscillations were prevalent in the application of showing
possible areas for improvement.
5.2 Further work
The methods developed in this thesis could be extended to the shallow wa-
ter equations, simpliﬁed two phase ﬂow, or more general two phase ﬂow
provided appropriate hyperbolic advective matrices can be found and suit-
ably averaged at element boundaries. Within multiﬂuid ﬂow, the methods
could be applied to other formulations such as suggested by Saurel and Ab-
grall [122]. Diﬀerent coeﬃcients of virtual mass might be applied, diﬀerent
virtual mass formulations or other ways to achieve hyperbolicity might be
attempted. Extensions to three dimensions are also possible. It may be
found that for certain two phase ﬂows, diﬀerent diﬀusion coeﬃcients than
the scalar advection equation might be optimal, but it is not clear how to
test this. Testing the methods with more complex engineering applications
would allow the full beneﬁt of the work in the thesis to be realised.
The interpolating polynomials in this work were all linear, in future work
it could be possible to increase the degree of the interpolating polynomials.
This might lead to diﬀerent optimal diﬀusion coeﬃcients.
Other source terms might be included in the formulation, as in the work
of Tiselj. It is also not obligtory to use Roe averaging between elements,
other numerical ﬂuxes may be used as investigated in the literature reviews
of the single phase and two phase chapters. However conservative or quasi-
conservative (as in the case of Toumi and Kumbaro [137]) formulations are
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necessary so that a numerical ﬂux corresponds one to one with an advective
matrix.
State of the art numerical techniques such as multigrid or parallel pro-
cessing might be applied.
Finally, there is no reason as far as I know why the methods developed
for single phase ﬂow and two phase multiﬂuid ﬂow cannot be adopted for
two phase interface tracking methods or particle tracking methods as the
methods may be applied to any system where a matrix transport equation
is present where the advective matrix is hyperbolic or can be made to be
hyperbolic.
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