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FORM FACTORS AND ACTION OF U√−1(s˜l2) ON ∞-CYCLES
M. JIMBO, T. MIWA, E. MUKHIN AND Y. TAKEYAMA
Abstract. Let p = {Pn,l} n,l∈Z≥0
n−2l=m
be a sequence of skew-symmetric poly-
nomials in X1, · · · ,Xl satisfying degXj Pn,l ≤ n − 1, whose coefficients are
symmetric Laurent polynomials in z1, · · · , zn. We call p an ∞-cycle if
Pn+2,l+1
∣∣
Xl+1=z
−1,zn−1=z,zn=−z
= z−n−1
∏l
a=1(1 −X
2
az
2) · Pn,l holds for
all n, l.
These objects arise in integral representations for form factors of massive
integrable field theory, i.e., the SU(2)-invariant Thirring model and the sine-
Gordon model. The variables αa = − logXa are the integration variables and
βj = log zj are the rapidity variables. To each ∞-cycle there corresponds a
form factor of the above models. Conjecturally all form-factors are obtained
from the ∞-cycles.
In this paper, we define an action of U√−1(s˜l2) on the space of ∞-cycles.
There are two sectors of ∞-cycles depending on whether n is even or odd.
Using this action, we show that the character of the space of even (resp. odd)
∞-cycles which are polynomials in z1, · · · , zn is equal to the level (−1) irre-
ducible character of ŝl2 with lowest weight −Λ0 (resp. −Λ1). We also suggest
a possible tensor product structure of the full space of ∞-cycles.
1. Introduction
First let us recall the form factor bootstrap approach to massive integrable mod-
els [10] in field theory. A form factor is a tower of meromorphic functions
f = (fn(β1, . . . , βn))n≥0
in the variables β1, . . . , βn ∈ C, satisfyng a certain set of axioms, to be referred
to as Axiom 1–3. There are two sectors in the space of form factors: the even
sector where fn = 0 for all odd n, and the odd sector where fn = 0 for all even n.
With each form factor is associated a local field in the theory. Axiom 1 describes
the exchange relation of βj and βj+1 in fn, and Axiom 2 relates the analytic con-
tinuation fn(β1, . . . , βn−1, βn + 2πi) to the cyclic shift fn(βn, β1, . . . , βn−1). These
two axioms imply that, for each n, fn(β1, . . . , βn) is a solution to the quantum
Knizhnik-Zamolodchikov (qKZ) equation. Axiom 3 stipulates that fn−2 is deter-
mined by the residue of fn at the simple pole βn = βn−1 + πi. In this paper we
consider the SU(2) invariant Thirring model (ITM). For the details of the axioms
in this case, see Section 4.
One of the basic issues in the theory of form factors is to describe all form
factors satisfying the three axioms. In recent papers [6, 7], Nakayashiki solved this
problem for the case of ITM under some assumptions. Subsequently, in [4] the case
of the restricted sine-Gordon model was studied by a different method based on
representation theory of quantum affine algebras. For the purpose of introducing
the subject, and for making a comparison between the two methods, let us briefly
review the results of [6, 7, 4].
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Nakayashiki’s approach consists of three steps. The first step [8] is to construct
solutions of the qKZ equation by exploiting hypergeometric integrals (cf. Sec-
tion 5 for the explicit formulas). The solutions are sl2-singular vectors. They are
parameterized by polynomials Pn,l(X1, . . . , Xl|z1, . . . , zn) in two sets of variables,
X1, . . . , Xl and z1, . . . , zn. The variables Xa are related to the integration variables
αa by Xa = e
−αa , and the variables zj to βj by zj = eβj . The polynomial Pn,l is
skew-symmetric in X1, . . . , Xl of degree less than or equal to n− 1 in each Xa, and
is symmetric in z1, . . . , zn. We call Pn,l a deformed cycle. Among them there are
null cycles, i.e., those which give rise to vanishing integrals. The problem of finding
all null cycles has been solved by Smirnov [11] and Tarasov [13].
The second step [6] is to characterize deformed cycles which give rise to minimal
form factors in the following sense. A form factor f = (fn)n≥0 is called N -minimal
if fn = 0 for all n < N . If this is the case, then the function fN satisfies the zero
residue condition,
(1.1) resβN=βN−1+πifN = 0.
We say that a deformed cycle PN,l is N -minimal if the corresponding function
fN given by the hypergeometric integral satisfies Axiom 1, Axiom 2 and (1.1).
Nakayashiki observed that a sufficient condition for PN,l to be minimal is given by
(1.2) PN,l(X1, . . . , Xl−1, z−1|z1, . . . , zN−2, z,−z) = 0.
He assumed that (modulo null cycles) the condition (1.2) is also necessary, and
constructed an explicit basis of the space of deformed cycles satisfying it.
The third step [7] is to construct a tower f , starting from fN corresponding to
each of the basis elements of minimal cycles. If fn and fn+2 are given by deformed
cycles Pn,l and Pn+2,l+1, respectively, then Axiom 3 (with n replaced by n+ 2) is
valid if
Pn+2,l+1(X1, . . . , Xl, z
−1|z1, . . . , zn, z,−z)
= z−n−1
l∏
a=1
(1−X2az2) · Pn,l(X1, . . . , Xl|z1, . . . , zn).(1.3)
In [7], Nakayashiki constructed directly a tower of deformed cycles {Pn,l} satisfying
the linking condition (1.3),starting from each minimal cycle he has constructed in
[6].
In [4], a different approach was taken in the construction of minimal cycles. In
that paper, the restricted sine-Gordon model (RSG) was considered. The hyperge-
ometric integrals for ITM and RSG have different form, but the deformed cycles are
exactly the same. Let us denote the space of minimal deformed cycles with fixed N
by WN = ⊕0≤l≤NWN,l. In [4], the space WN was constructed as a representation
space of a subalgebra of U√−1(s˜l2) over the ring RN of symmetric polynomials in
z1, . . . , zN , and it was shown that the total space WN is created from the constant
polynomial 1N ∈ WN,0 by the RN -linear action of this subalgebra.
In the present paper we continue the study of form factors along the same di-
rection. We generalize the result in several respects. First, we consider deformed
cycles Pn,l which are symmetric Laurent polynomials in the variables z1,. . .,zn.
Namely, we consider both chiralities simultaneously. We denote the space of de-
formed cycles in this extended sense by Ĉn,l, and that of minimal deformed cycles
by Ŵn,l. Second, we consider the action of the full quantum algebra U√−1(s˜l2) on
3Ŵn = ⊕0≤l≤nŴn,l. By doing so, we no longer need to introduce multiplication by
symmetric Laurent polynomials ‘by hand’, since it is incorporated as a part of this
action on the subspace Ŵn,0. Finally, and most importantly, we consider also the
action of U√−1(s˜l2) on towers of polynomials.
Let us elucidate the last point. We are interested in a tower of deformed cycles
p = (Pn,l)n−2l=m satisfying the linking condition (1.3), where m is a fixed integer.
As we have seen, such a sequence gives rise to a form factor satisfying Axiom 3 as
well. We will refer to p as an ∞-cycle of weight m. (For the precise definition, see
Section 3.1.) The following is an example of ∞-cycles of weight m,
1m = (1m, X
m+1, Xm+1 ∧Xm+3, Xm+1 ∧Xm+3 ∧Xm+5, . . .).
Here we have used the wedge notation for skew-symmetric polynomials (see (2.11)
below). The action of the quantum algebra extends to the space Ĉn,l⊗C(z1, · · · , zn)
of polynomials whose coefficients are rational functions in z1, . . . , zn. Therefore it
acts naturally on sequences of polynomials componentwise. Consider the orbit of
the particular ∞-cycles given above with m = 0, 1,
Ẑ := U√−1(s˜l2).10 + U√−1(s˜l2).11.(1.4)
We show that any element in this space is an ∞-cycle, that is, a sequence of de-
formed cycles (in particular, they are symmetric Laurent polynomials in z1, · · · , zn),
satisfying the linking condition (1.3).The space (1.4) is filtered by submodules ẐN
consisting of N -minimal ∞-cycles p = (Pn,l) with Pn,l = 0 for n < N . We show
that the natural map
⊕N≥0ẐN/ẐN+1 −→ ⊕N≥0ŴN
is an isomorphism of U√−1(s˜l2)-modules. In particular, any minimal deformed cycle
can be lifted to an ∞-cycle, and hence gives rise to a form factor. This gives an
alternative proof of Nakayashiki’s result [7] and extends it in the presence of both
chiralities. These are the main results of the present paper.
As was shown in [6], the character of the space of even, polynomial ∞-cycles,
i.e., ⊕N :evenWN , coincides with the character of the level 1 basic representation for
ŝl2. In our convention, it is more natural to think of this character as the level
(−1)-character. When we introduce negative powers in zj , the character becomes
ill defined. Instead of dealing with the full space Ẑ, we fix a non-negative integer
L ∈ Z≥0 and consider the subspace consisting of N -minimal deformed cycles PN,l
such that (z1 · · · zN )LPN,l are polynomials in z1, . . . , zN . Then the sum of the cor-
responding characters (over N ≡ i mod 2 with i = 0, 1 fixed) has the product form
χi(q
−1, z) · χ0(q, z;L), where χi(q−1, z) is the level (−1)-character and χ0(q, z;L)
denotes the character of a Demazure subspace of the level 1 irreducible module
with highest weight Λ0. The latter tends to χ0(q, z) as L → ∞. This leads us
to conjecture that Ẑ is isomorphic as a U√−1(s˜l2)-module to the tensor procuct of
level (−1)- and level 1-modules. We plan to address this point in our next paper.
Let us give some remarks. First, the space of ∞-cycles is not the same as that
of form factors. On one hand we should take into account the quotients by null
cycles, and on the other hand we should incorporate form factors other than the
singular vectors with respect to the sl2-action. At the level of characters, these two
effects cancel each other. The problem of determining the symmetries of the space
of form factors themselves is beyond the scope of the present paper.
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Second, lifting of a minimal form factor fN into a tower is not unique. Starting
from a given lifting, we can add infinitely many ∞-cycles that are minimal and of
increasing degrees of minimality, without changing the degree N part fN . Note,
however, that such an infinite sum of ∞-cycles is not an ∞-cycle in our definition
of Ẑ. It is not clear if Nakayashiki’s extension belongs to our space Ẑ (though it
is clear that it belongs to the completion of Ẑ). Since form factors are determined
only up to null cycles, the identification of form factors is not a simple problem.
We illustrate this point by some examples. Form factors corresponding to the su(2)
currents given in [10] belong to the space Ẑ. This is true at the level of ∞-cycles.
On the other hand, the known formula [10] for form factors corresponding to the
energy-momentum tensor arise from Ẑ, but only modulo null cycles.
The plan of the paper is as follows. In Section 2, we introduce our notation on
the quantum loop algebra at roots of unity, and give an action of U√−1(s˜l2) on the
space of deformed cycles. In Section 3 we introduce the space of ∞-cycles. The
linking condition is preserved by the action of U√−1(s˜l2). The main result is stated
in Theorem 3.4. We also calculate the character of the truncated space in terms
of the level one irreducible characters and the Demazure characters. In Section 4,
we apply the results on the ∞-cycles to the form factors. Some technical matters
are given in Appendices. Appendix A is devoted to the derivation of the U√−1(s˜l2)
action on the tensor product of evaluation modules. In Appendix B we give a proof
of a lemma regarding certain null cycles.
2. The space of deformed cycles
2.1. Quantum loop algebra. In this subsection, we recall some basic facts about
Uq(s˜l2) at roots of unity. Our basic reference is [2].
Let C(q) be the field of rational functions in indeterminate q. The quantum loop
algebra Uq(s˜l2) is a C(q)-algebra generated by x
±
k (k ∈ Z), an (n ∈ Z\{0}) and t±11 ,
with the defining relations
[t1, an] = 0, [am, an] = 0,(2.1)
t1x
±
k t
−1
1 = q
±2x±k ,(2.2)
[an, x
±
k ] = ±
[2n]
n
x±k+n,(2.3)
x±k+1x
±
l − q±2x±l x±k+1 = q±2x±k x±l+1 − x±l+1x±k ,(2.4)
[x+k , x
−
l ] =
ϕ+k+l − ϕ−k+l
q − q−1 .(2.5)
Here ∑
k∈Z
ϕ±±kz
k = t±11 exp
(
±(q − q−1)
∞∑
n=1
a±nzn
)
,
and [j] = (qj − q−j)/(q − q−1). We use the notation
x(n) =
xn
[n]!
, [n]! =
n∏
j=1
[j].
5Let U resq
± be the C[q, q−1]-subalgebra of Uq(s˜l2) generated by (x±n )
(r) (n ∈ Z,
r ∈ Z≥0). Let U resq 0 be the C[q, q−1]-subalgebra generated by t±11 ,
[
t1;n
r
]
(n ∈ Z,
r ∈ Z≥0) and a˜n (n ∈ Z\{0}), where
a˜n =
n
[n]
an,
[
t1;n
r
]
=
r∏
s=1
t1q
n−s+1 − t−11 q−n+s−1
qs − q−s .
Let further U resq be the C[q, q
−1]-subalgebra generated by U resq
± and U resq
0. We
have the triangular decomposition ([2], Proposition 6.1)
U resq = U
res
q
− · U resq 0 · U resq +.
We will use also C[q, q−1]-subalgebras B±q generated by the following elements:
B+q : (x
+
n )
(r), (x−n )
(r), a˜m, t
±1
1 ,
B−q : (x
+
−n)
(r), (x−−n)
(r), a˜−m, t±11 ,
where n, r run over Z≥0 and m over Z>0, respectively.
Introduce the generating series
X
+
≥0(t) :=
∑
n≥0
x+n (q
−1t)n, X+<0(t) :=
∑
n<0
x+n (q
−1t)n,
X
−
>0(t) :=
∑
n>0
x−n (q
−1t)n, X−≤0(t) :=
∑
n≤0
x−n (q
−1t)n.
By Corollary 4.6 in [2] and the Remark below it, U resq
+ (resp. U resq
−) is also
generated over C[q, q−1] by the coefficients of (X+≥0(t))
(r) and (X+<0(t))
(r) (resp.
(X−>0(t))
(r) and (X−≤0(t))
(r)), where r runs over Z≥0.
For any non-zero complex number ǫ, the specialization Uǫ is defined to be
U resq ⊗C[q,q−1] C by the ring homomorphism C[q, q−1] → C sending q to ǫ. The
subalgebras U±ǫ = U
res
q
±, U0ǫ = U
res
q
0 and B±ǫ are defined similarly.
In this paper we restrict to the case U√−1. Define in U
res
q
a±(t) :=
∑
±n>0
a˜nt
n,
and denote their images in U√−1 by the same symbols. The subalgebras U
±√−1,
U0√−1 and B
±√−1 are generated over C by (the coefficients of) the following elements:
U−√−1 : X
−
>0(t), X
−
>0(t)
(2), X−≤0(t), X
−
≤0(t)
(2),(2.6)
U0√−1 : t
±1
1 ,
[
t1;n
2
]
(n ∈ Z), a±(t),(2.7)
U+√−1 : X
+
≥0(t), X
+
≥0(t)
(2), X+<0(t), X
+
<0(t)
(2),(2.8)
B+√−1 : X
+
≥0(t), X
+
≥0(t)
(2), X−>0(t), X
−
>0(t)
(2),(2.9)
x−0 , (x
−
0 )
(2), a+(t), t
±1
1 ,
B−√−1 : X
+
<0(t), X
+
<0(t)
(2), X−≤0(t), X
−
≤0(t)
(2),(2.10)
x+0 , (x
+
0 )
(2), a−(t), t±11 .
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We assign the degree and weight to U√−1 as follows.
deg(x±n )
(r) = nr, deg a˜m = m, deg t
±1
1 = 0,
wt (x±n )
(r) = ±2r, wt a˜m = 0, wt t±11 = 0.
2.2. Representation of U√−1 on the space of polynomials. Until the end of
this section, we fix a non-negative integer n. Let Kn = C(z1, · · · , zn) be the field of
rational functions in z1, . . . , zn, and let R̂n be its subring consisting of symmetric
Laurent polynomials. Consider the vector space over Kn
An := ⊕nl=0An,l, An,l := ∧l
(⊕n−1j=0KnXj).
By definition we set An,l = 0 if l < 0. Note that An,0 = Kn and An,l = 0 if
l > n. For 0 ≤ l ≤ n, we identify an element P ∈ An,l with a skew-symmetric
polynomial in the variables X1, . . . , Xl with coefficients in Kn, of degree at most
n− 1 in each Xj . We use the wedge product notation for P1(X1, · · · , Xl1) ∈ An,l1
and P2(X1, · · · , Xl2) ∈ An,l2 ,
P1 ∧ P2(X1, · · · , Xl1+l2)(2.11)
:=
1
l1!l2!
Skew (P1(X1, · · · , Xl1)P2(Xl1+1, · · · , Xl1+l2)) ,
where Skew stands for the skew-symmetrization
Skew f(X1, · · · , Xm) :=
∑
σ∈Sm
(sgnσ)f(Xσ(1), · · · , Xσ(m)).
We shall introduce a Kn-linear action of U√−1 on An. For that purpose, let us
prepare some notation. Set
Θn(X) :=
n∏
j=1
(1− zjX),
Θn(X1, X2) := Θn(X1)Θn(X2)−Θn(−X1)Θn(−X2).
Define also
Fn(t|X) := t
2(X − t)
Θn(t,−X)
Θn(t)
,
F (2)n (t|X1, X2) :=
t
X1 + t
t
X2 + t
X1 −X2
X1 +X2
Θn(X1, X2)
+
t
X1 − t
t
X2 + t
Θn(−X2)
Θn(t)
Θn(t,−X1)− t
X2 − t
t
X1 + t
Θn(−X1)
Θn(t)
Θn(t,−X2).
Fn(t|X) is a polynomial in X of degree n − 1 because Θn(t,−X) is divisible by
X − t. At t±1 = 0, it has a power series expansion in t±1 whose coefficients are
symmetric polynomials in z±11 , · · · , z±1n . F (2)n (t|X1, X2) has similar properties.
Let us define the action of the generators g ∈ U√−1 on P ∈ An,l. For l = 0 or 1
and g ∈ U+√−1, we set
X
+
≥0(t).P = 0, X
+
<0(t).P = 0 (l = 0),
X
+
≥0(t)
(2).P = 0, X+<0(t)
(2).P = 0 (l = 0, 1).
7In the other cases, we define the action as follows.
t±11 .P := i
±(n−2l).P,(2.12)
X
−
>0(t).P := Fn(t) ∧ P,(2.13)
−4iX−>0(t)(2).P := F (2)n (t) ∧ P,(2.14)
a+(t).P :=
n∑
j=1
zjt
1− zjtP (X1, · · · , Xl)(2.15)
+
l∑
p=1
{ t
Xp − t
(Θn(Xp)
Θn(t)
P (X1, · · · ,
p
`
t , · · · , Xl)− P (X1, . . . , Xl)
)
+(t→ −t)
}
,
a−(t).P := −
n∑
j=1
1
1− zjtP (X1, · · · , Xl)(2.16)
−
l∑
p=1
{ t
Xp − t
(Θn(Xp)
Θn(t)
P (X1, · · · ,
p
`
t , · · · , Xl)− Xp
t
P (X1, . . . , Xl)
)
+(t→ −t)
}
,
i1−nX+≥0(t).P :=
1
Θn(t)
P (X1, · · · , Xl−1, t),(2.17)
i(−1)n+1X+≥0(t)(2).P :=
n∑
a=1
resu=z−1a
(
P (X1, · · · , Xl−2,−u, u)
Θn(−u)Θn(u)
du
u− t
)
.(2.18)
In (2.13),(2.14),(2.15),(2.17) and (2.18), the right hand sides stand for the power
series expansion in t, and in (2.16) the expansion in t−1. Note that the factor
Xp ± t in the denominator of (2.15) or (2.16) divides the numerator. Define also
−X−≤0(t).P , −4iX−≤0(t)(2).P , −i1−nX+<0(t).P and i(−1)n+1X+<0(t)(2).P by the ex-
pansion at t =∞ of the right hand side of (2.13), (2.14), (2.17), (2.18), respectively.
Note, in particular, that
(2.19) a˜m.P :=
( n∑
j=1
zmj
)
P (m ∈ Z : odd).
Proposition 2.1. With the above rule, An is a U√−1-module.
This action of U√−1 is essentially the one on the n-fold tensor product of two-
dimensional evaluation modules in disguise. We give a proof of Proposition 2.1 in
Appendix A.
The following lemma will be used later.
Lemma 2.2. On the subspace An,0 = Kn, we have
a˜m.P =
( n∑
j=1
zmj
)
.P (m ∈ Z\{0}, P ∈ An,0).
We have R̂n = U
0√−1.1n, where 1n ∈ R̂n denotes the unit.
Proof. This is an immediate consequence of (2.15)–(2.16) and (2.19). 
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2.3. Deformed cycles. For the application to form factors, we introduce several
submodules of An
An ⊃ Ĉn ⊃ D̂n ⊃ Ŵn
to be defined as follows.
Set
Ĉn := ⊕nl=0Ĉn,l, Ĉn,l := ∧l
(⊕n−1j=0 RˆnXj).
An element of Ĉn will be referred to as a deformed cycle. We say that P ∈ Ĉn,l is
weakly minimal if
P = 0 if X−1l−1 = −X−1l = zn−1 = −zn,(2.20)
and minimal if
P = 0 if X−1l = zn−1 = −zn.(2.21)
These conditions arise in the study of form factors (see Lemma 3.2 below). Denote
by D̂n,l (resp. Ŵn,l) the subspace of weakly minimal (resp. minimal) elements of
Ĉn,l. We set
D̂n := ⊕nl=0D̂n,l, Ŵn := ⊕nl=0Ŵn,l.
Let further Rn be the subring of R̂n consisting of symmetric polynomials. Replacing
R̂n by Rn in the above, we define the spaces Cn = ⊕nl=0Cn,l, Dn = ⊕nl=0Dn,l,
Wn = ⊕nl=0Wn,l.
Lemma 2.3. (i) The spaces D̂n, Ŵn are U√−1-submodules.
(ii) The spaces Dn, Wn are B
+√−1-submodules.
Proof. From the formulas (2.12)–(2.18), it is clear that D̂n, Ŵn are stable under
the action of all generators listed in (2.6), (2.7) and (2.8), except for X+≥0(t)
(2),
X
+
<0(t)
(2). The only subtle point about the latter elements is that, when acted on
P ∈ Ĉn, they give rise to symmetric rational functions in z1, · · · , zn which have a
pole on za + zb = 0 in general. We show that for elements P ∈ D̂n these poles do
not appear, and that the (weak-) minimality condition is preserved.
As an example, consider the case Q = i(−1)nX+≥0(t)(2).P , P ∈ D̂n,l with l ≥ 2.
Explicitly we have
Q(X1, · · · , Xl−2|z1, · · · , zn) = 1
2
n∑
a=1
1∏
b( 6=a)(1− z2b/z2a)
1
1− zat
×P (X1, · · · , Xl−2, z−1a ,−z−1a |z1, · · · , zn).
Since the right hand side is symmetric in z1, · · · , zn, the only possible poles are
those at za + zb = 0 (a 6= b). However, those poles are absent because of (2.20).
Let us verify that Q ∈ D̂n,l−2[[t]]. If l < 4, there is nothing to show. Suppose l ≥ 4.
9Setting zn−1 = z and zn = −z we find
Q(X1, · · · , Xl−2|z1, · · · , zn−2, z,−z)
=
1
2
n−2∑
a=1
P (X1, · · · , Xl−2, z−1a ,−z−1a |z1, · · · , zn−2, z,−z)
(1− tza)(1− z2/z2a)2
∏
1≤b≤n−2
b(6=a)
(1− z2b/z2a)
+
1
4
1∏n−2
b=1 (1− z2b/z2)
( z
1 + tz
∂P
∂zn−1
(X1, · · · , Xl−2, z−1,−z−1|z1, · · · , zn−2, z,−z)
+
z
1− tz
∂P
∂zn
(X1, · · · , Xl−2, z−1,−z−1|z1, · · · , zn−2, z,−z)
)
.
Under further specializationXl−3 = −Xl−2 = z−1, the first term vanishes by (2.20),
and the rest is 0 by skew symmetry.
In the same way, (2.21) is also preserved. The case X+<0(t)
(2) and the remaining
assertions can be shown similarly. 
Proposition 2.4. Let 1n ∈ Ĉn be the unit element. Then we have
Ŵn = U√−1.1n, Wn = B
+√−1.1n.
Proof. By Lemma 2.3, U√−1 acts on Ŵn. It is known [4] that Wn is generated
from 1n by the action of x
−
0 , (x
−
0 )
(2), X−>0(t), X
−
>0(t)
(2) and the multiplication by
elements of Rn. By Lemma 2.2, Rn = (B
+√−1 ∩ U0√−1).1n. Since X+≥0(t), X+≥0(t)(2)
kill 1n, and since the action of U√−1 is Rn-linear, we obtain Wn = B
+√−1.1n. The
other assertion follows in a similar manner. 
Consider the tensor product of evaluation representation ρz1⊗· · ·⊗ρzn specialized
to q =
√−1 (see (A.1)). As explained in Appendix A, the action of U√−1 on Ŵn is
induced from ρz1 ⊗ · · · ⊗ ρzn under the identification of 1n with v⊗n+ . Proposition
2.4 implies that
Corollary 2.5. As U√−1-module, Ŵn is isomorphic to the subrepresentation of
ρz1 ⊗ · · · ⊗ ρzn generated by v⊗n+ .
Define the degree on Ĉn,l by
(2.22) deg0Xa = −1, deg0 zj = 1.
We also assign a weight m = n− 2l to P ∈ Ĉn,l. With this definition, D̂n and Ŵn
are bi-graded U√−1-modules.
3. Action of U√−1(s˜l2) on the space of ∞-cycles
In this section we introduce certain sequences of cycles which we call ∞-cycles,
and define an action of U√−1 on them.
3.1. Links of cycles. Let Pn,l ∈ Ĉn,l, Pn+2,l+1 ∈ Ĉn+2,l+1. We say that the pair
(Pn,l, Pn+2,l+1) is a link if
Pn+2,l+1(X1, · · · , Xl, z−1|z1, · · · , zn, z,−z)
= z−n−1
l∏
a=1
(1−X2az2) · Pn,l(X1, · · · , Xl|z1, · · · , zn).(3.1)
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The condition (3.1) appeared in [9] in the following equivalent form.
Lemma 3.1. A pair (Pn,l, Pn+2,l+1) is a link if and only if there exists a
P ∗n,l(X1, · · · , Xl|Xl+1|z1, · · · , zn|z)
with the following properties.
(i) P ∗n,l is a skew-symmetric polynomial in X1, · · · , Xl with degXi P ∗n,l ≤ n−1
(1 ≤ i ≤ l). It is a polynomial in Xl+1 with degXl+1 P ∗n,l ≤ n+ 1.
(ii) P ∗n,l is a symmetric Laurent polynomial in z1, · · · , zn, and an even Laurent
polynomial in z.
(iii) We have
Pn+2,l+1(X1, · · · , Xl+1|z1, · · · , zn, z,−z)(3.2)
=
1
l!
Skew
 ∏
1≤a≤l
(1−X2az2)P ∗n,l(X1, · · · , Xl|Xl+1|z1, · · · , zn|z)
 ,
P ∗n,l(X1, · · · , Xl|z−1|z1, · · · , zn|z) = z−n−1Pn,l(X1, · · · , Xl|z1, · · · , zn).(3.3)
Here Skew in (3.2) stands for the skew-symmetrization with respect to
X1, . . . , Xl+1.
Proof. The ‘if’ part is evident. To see the ‘only if’ part, suppose (3.1) holds. Since
Pn+2,l+1(X1, · · · , Xl+1|z1, · · · , zn, z,−z)
− 1
l!
Skew
(
Xn+1l+1
n∏
a=1
(1 −X2az2) · Pn,l(X1, · · · , Xl|z1, · · · , zn)
)
has a zero atXl+1 = ±z−1, it can be written as
∏l+1
a=1(1−X2az2)·Q(X1, · · · , Xl+1|z1, · · · , zn|z).
Setting
P ∗n,l(X1, · · · , Xl|Xl+1|z1, · · · , zn|z)
= Xn+1l+1 Pn,l(X1, · · · , Xl|z1, · · · , zn) +
1
l + 1
(1 −X2l+1z2)Q(X1, · · · , Xl+1|z1, · · · , zn|z),
one easily verifies the conditions mentioned above. 
The following lemma is obvious from the definition.
Lemma 3.2. (i) If (Pn,l, Pn+2,l+1) is a link, then Pn,l and Pn+2,l+1 are weakly
minimal.
(ii) For Pn,l ∈ Ĉn, (0, Pn,l) is a link if and only if Pn,l is minimal.
Let us study the action of U√−1 on links.
Proposition 3.3. Let Pn,l ∈ Ĉn,l, Pn+2,l+1 ∈ Ĉn+2,l+1 and g ∈ U√−1. If the pair
(Pn,l, Pn+2,l+1) is a link, then (g.Pn,l, g.Pn+2,l+1) is also a link.
Using the formulas for the action (2.13)–(2.18), it is straightforward to verify the
linking condition (3.1). We omit the proof.
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3.2. ∞-cycles. Let m be an integer. We call a sequence of cycles
p = (Pn,l)n,l≥0,n−2l=m, Pn,l ∈ Ĉn,l
an ∞-cycle if (Pn,l, Pn+2,l+1) is a link for any n ≥ 0. The integer m is called
the weight of p. We denote by Z[m] the space of ∞-cycles of weight m, and set
Z = ⊕m∈ZZ[m]. Often we write the component Pn,l as (p)n,l. For an ∞-cycle
p ∈ Z[m], define the action of g ∈ U√−1 by
g.p =
(
g.Pn,l)n,l≥0,n−2l=m.
Example. For each m ∈ Z≥0, there is a distinguished∞-cycle 1m ∈ Z[m] given by
(1m)m,0 = 1m, 1m+2l,l = X
m+1 ∧ · · · ∧Xm+2l−1 (l ≥ 1).
From the formula (2.13) we find
(i−1−mX+≥0(t).1m)m+2l,l−1 = t
m+1Xm+3 ∧ · · · ∧Xm+2l−1 +O(tm+2),
and hence
(−1)m+1x+m+11m = 1m+2, x+n 1m = 0 (n ≤ m).
In particular, for all m ≥ 0 we have
1m =
{
(−1)kx+2k−1 · · ·x+3 x+1 10 (m = 2k),
x+2k−2 · · ·x+2 x+0 11 (m = 2k − 1).
(3.4)
Next we give a formula for x−2k−1 · · ·x−3 x−1 10 ∈ Z[2k] as a nontrivial example.
For k = 1, 2 the ∞-cycles are given by
(x−1 10)2+2l,2+l = i
1/2
 ∑
0≤a<l+1
e2a+1X
2a
 ∧X ∧X3 ∧ · · · ∧X2l+1,
(x−3 x
−
1 10)4+2l,4+l
=
 ∑
0≤a1<a2<l+2
∣∣∣∣∣∣
e2a2+1 e2a2+2 e2a2+3
e2a1+1 e2a1+2 e2a1+3
0 1 e1
∣∣∣∣∣∣X2a1 ∧X2a2
 ∧X ∧X3 ∧ · · · ∧X2l+3,
where ea is the a-th elementary symmetric polynomial in zj ’s. To write down the
formula for general k, we set
w
(0)
2n,r := (−1)
r(r−1)
2
×
∑
0≤a1<···<ar<n
S(2(r−1),...,2,0|2ar,...,2a1)(z1, . . . , z2n)X
2a1 ∧ · · · ∧X2ar .
Here S(2(r−1),...,2,0|2ar,...,2a1)(z1, . . . , z2n) is the Schur polynomial associated with
the Young diagram given in the Frobenius notation by (2(r−1), . . . , 2, 0|2ar, . . . , 2a1).
Then the formula is given by
(x−2k−1 · · ·x−3 x−1 10)2k+2l,2k+l = ik
2/2w
(0)
2k+2l,k ∧X ∧X3 ∧ · · · ∧X2(k+l)−1.
In particular we have
(x−2k−1 · · ·x−3 x−1 10)2k,2k = ik
2/2
∏
1≤j<j′≤2k
(zj + zj′)X
0 ∧X1 ∧ · · · ∧X2k−1.
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It is clear that this cycle is minimal. 
The central object of our study are the following modules.
Ẑ := Ẑ(0) ⊕ Ẑ(1), Ẑ(i) := U√−1.1i (i = 0, 1),
Z := Z(0) ⊕ Z(1), Z(i) := B+√−1.1i (i = 0, 1).
We have Ẑ = ⊕m∈ZẐ[m], Ẑ[m] := Ẑ ∩ Z[m] and likewise for Z. We also define the
degree of an ∞-cycle p = (Pn,l) by
degp =
n2
4
+ deg0 Pn,l,(3.5)
where deg0 is defined in (2.22). Since any pair (Pn,l, Pn+2,l+1) in p is a link, the
right hand side above is independent of n.
We say an ∞-cycle p = (Pn,l) is N -minimal if Pn,l = 0 for n < N . The space Ẑ
is filtered by U√−1-submodules ẐN consisting of N -minimal ∞-cycles,
Ẑ = Ẑ0 ⊃ Ẑ1 ⊃ · · · .
Similarly we have a filtration by B+√−1-submodules ZN = Z ∩ ẐN of Z. If p =
(Pn,l)n,l≥0,n−2l=m ∈ ẐN , then PN,l′ is N -minimal where l′ = N−m2 . We have
therefore natural injective homomorphisms
ϕˆ : gr Ẑ := ⊕N≥0ẐN/ẐN+1 → ⊕N≥0ŴN ,(3.6)
ϕ : grZ := ⊕N≥0ZN/ZN+1 → ⊕N≥0WN ,(3.7)
which respect the bi-grading (d,m) given by −deg and weight. (See Section 3.3 for
the reason of the minus sign.) We are now in a position to state the main result of
this paper.
Theorem 3.4. The map (3.6) (resp. (3.7)) is an isomorphism of bi-graded U√−1-
modules (resp. B+√−1-modules).
Proof. It suffices to show the surjectivity. Take any P ∈ ŴN . By Proposition 2.4,
there exists g ∈ U√−1 such that P = g.1N . From (3.4), we can choose g′ ∈ U√−1
and i ∈ {0, 1} such that 1N = g′.1i. Then p = gg′.1i is an ∞-cycle which is sent
to P under the map (3.6). The case (3.7) is completely parallel. 
Theorem 3.4 gives an alternative proof of Nakayashiki’s result [7] and extends it
to the case including negative powers of z1, · · · , zn.
Remark. Fix m. For any sequence pj ∈ Z[m] such that (pj)n,(n−m)/2 = 0 for
n < j, the infinite sum
∑
j≥0 pj is well defined and belongs to Z[m]. Theorem 3.4
implies that conversely any p ∈ Z[m] can be written as such an infinite sum with
pj ∈ Ẑ[m]. 
3.3. Characters. In this subsection we study the characters of Z, Ẑ. By a char-
acter of a bi-graded vector space V = ⊕d,mVd,m, we mean the generating series
chq,zV =
∑
d,m
qdzm dimVd,m.(3.8)
13
In the below we use the bi-grading (d,m) by −deg and weight. In order to match
our characters to the irreducible characters of ŝl2 we put the minus sign for the
degree.
Theorem 3.5. For i = 0 or 1, we have
(3.9) chq,zZ
(i) = χi(q
−1, z),
where
χi(q, z) :=
1
(q)∞
∑
m∈2Z+i
qm
2/4zm
is the character of the level 1 integrable module with the highest weight Λi of ŝl2.
Proof. This is a consequence of the isomorphism (3.7) and Nakayashiki’s result [6]
on the character of Wn. 
Note that (3.9) implies that the character of Z(i) is equal to that of the level −1
integrable module with the lowest weight −Λi.
On the other hand, the character of Ẑ(i) is ill-defined since each weight subspace
is infinite dimensional. To get around this inconvenience, we follow the idea of [5]
and introduce the truncated character. For each L ∈ 12Z≥0, consider the space
ŴN,L :=
( N∏
j=1
zj
)−L ·WN .
We have ŴN,0 ⊂ ŴN,1 ⊂ · · · and ŴN = ∪L∈Z≥0ŴN,L. We will use below the
standard q-binomial symbol[
m
n
]
=

(q)m
(q)n(q)m−n
(m ≥ n ≥ 0),
0 (otherwise),
where (z)n =
∏n−1
j=0 (1−qjz). Recall that each integrable ŝl2-module has a family of
Demazure subspaces parametrized by the elements of the affine Weyl group. Their
characters
χi(q, z;L) =
∑
m∈2Z+i
[
2L
L+m2
]
qm
2/4zm (i ≡ 2L mod 2)
give polynomial finitizations of the full characters in the sense that limL→∞ χi(q, z;L) =
χi(q, z).
Proposition 3.6. Let L ∈ 12Z≥0, i, j = 0, 1 with j ≡ 2L mod 2. Then we have
chq,z
(⊕ N≥0
N≡i mod 2
ŴN,L
)
= χi(q
−1, z)χj(q, z;L).(3.10)
Proof. Without loss of generality, we prove (3.10) in the summed form over i = 0, 1.
Theorem 3.5 is equivalent to the statement
chq−1,zWN = q
N2/4
N∑
l=0
1
(q)N
[
N
l
]
zN−2l.
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Hence, taking the sum over i = 0, 1, the left hand side of (3.10) with q replaced by
q−1 becomes∑
N≥l≥0
qN
2/4−NL
(q)N
[
N
l
]
zN−2l =
∑
l,m∈Z
l≥0,−m
zmqm
2/4−Lm q
lm+l(l−2L)
(q)l(q)l+m
.(3.11)
The sum over l can be simplified by using the formula ([4], Lemma 6.2)∑
l≥0
(ql+1z)∞
(q)l
ql(l−2L)zl =
∑
s≥0
[
2L
s
]
q−1
zs,(3.12)
wherein
2L
s

q−1
signifies the q-binomial symbol with q replaced by q−1. Special-
izing z = qm in (3.12), we find that the right hand side of (3.11) becomes∑
m,s∈Z
zmqm
2/4−Lm 1
(q)∞
[
2L
s
]
q−1
qms.
Changing s to s+ L− j/2, and changing m to m− 2s+ j afterwards, we obtain
1
(q)∞
∑
m∈Z
zmqm
2/4
∑
s∈Z
[
2L
s+L− j2
]
q−1
z−2s+jq−(s−j/2)
2
.
Changing q to q−1 we obtain the desired formula. 
Letting L → ∞ with L ∈ Z, we obtain from (3.10) a formal but suggestive
expression
χi(q
−1, z)χ0(q, z)
for the would-be ‘character’ of Ẑ(i).
We refer the reader to [1] for similar results on product formulas for shifted
characters.
4. Form factors and ∞-cycles
In this section we discuss the relation between the space of ∞-cycles and form
factors of the SU(2) invariant Thirring model (ITM).
4.1. Form factor axioms. First we recall the setting. Let V = Cv+⊕Cv− be the
vector representation of sl2 = CE ⊕ CF ⊕ CH . The action is given by
Ev+ = 0, Ev− = v+, Fv+ = v−, Fv− = 0, Hv± = ±v±.
Denote by P ∈ End(V ⊗2) the permutation operator P (u⊗v) = v⊗u. The S-matrix
of ITM is the linear operator acting on V ⊗2 defined by
S(β) =
ζ(−β)
ζ(β)
β − πiP
β − πi .
Here ζ(β) is a certain meromorphic scalar function that accounts for the overall
normalization. The precise formula can be found e.g. in [9], eq.(16).
With each local field O in the theory is associated a tower of functions fO =
(fn(β1, . . . , βn))n≥0 called the form factor of O. The function fn(β1, . . . , βn) takes
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values in the tensor product V ⊗n. Form factor (fn)n≥0 should satisfy the following
axioms:
Axiom 1 : fn(. . . , βj+1, βj , . . .) = Pj,j+1Sj,j+1(βj − βj+1)fn(. . . , βj , βj+1, . . .),
Axiom 2 : fn(β1, . . . , βn−1, βn + 2πi)
= e
npii
2 Pn,n−1 · · ·P2,1fn(βn, β1, . . . , βn−1),
Axiom 3 : resβn=βn−1+πifn(β1, . . . , βn)
= (I + e−
npii
2 Sn−1,n−2(βn−1 − βn−2) · · ·Sn−1,1(βn−1 − β1))
×fn−2(β1, . . . , βn−2)⊗ (v+ ⊗ v− − v− ⊗ v+).
Here Pj,j+1 is the permutation operator acting on the j-th and (j + 1)-st compo-
nents, and Sj,j′ (β) is the operator acting on the tensor product of the j-th and
j′-th components of V ⊗n as S(β).
The operators Si,j(β) and Pi,j commute with the action of sl2. If (fn)n≥0 is a
form factor, then (Ffn)n≥0 is also a form factor. For that reason, we restrict our
considerations to only form factors satisfying the highest weight condition
Hfn(β1, . . . , βn) = mfn(β1, . . . , βn),(4.1)
Efn(β1, . . . , βn) = 0(4.2)
for some m ∈ Z≥0 for all n. Other form factors can be obtained from these ones
by the action of F ∈ sl2.
4.2. The integral formula and ∞-cycles. A large class of form factors of the
ITM is given in terms of the hypergeometric integral [8]. It has the following
structure:
ψP (β1, . . . , βn) :=
∑
#M=l
vM
∫
Cl
l∏
p=1
dαp
l∏
p=1
φ(αp;β1, . . . , βn)(4.3)
× wM (α1, . . . , αl|β1, . . . , βn)P (X1, . . . , Xl|z1, . . . , zn),
where 0 ≤ l ≤ n. Let us explain the notation.
First, vM ∈ V ⊗n denotes the vector
vM := vǫ1 ⊗ · · · ⊗ vǫn ∈ V ⊗n,
where the ǫj ’s are related to the index set M = {m1, . . . ,ml} (1 ≤ m1 < · · · <
ml ≤ n) by M = {j|ǫj = −}. Second, φ and wM are fixed functions given by
φ(α;β1, . . . , βn) :=
n∏
j=1
(
1
1− e−(α−βj)
Γ(
α−βj+πi
−2πi )
Γ(
α−βj
−2πi )
)
,
wM := Skewα1,...,αlgM ,
gM (α1, . . . , αl|β1, . . . , βn)
:=
l∏
p=1
 1
αp − βmp
mp−1∏
j=1
αp − βj + πi
αp − βj
 ∏
1≤p<p′≤l
(αp − αp′ + πi).
In the second line, Skewα1,...,αl stands for the skew symmetrization with respect to
α1, . . . , αl. Third, P ∈ Ĉn,l is a deformed cycle, wherein the variables Xa, zj are
related to the variables αa, βj by
Xa = e
−αa , zj = eβj .
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Lastly, the integration contour C goes along the real axis, except that the simple
poles of the integrand at
αp = βj − 2πiZ≥0
are located below C, and those at
αp = βj − πi+ 2πiZ≥0
above C. These are the only poles of the integrand. The integral converges abso-
lutely if 2l ≤ n.
For a cycle Pn,l ∈ Ĉn,l we set
fPn,l(β1, . . . , βn) := cn,le
n
4
∑n
j=1 βj
∏
1≤j<j′≤n
ζ(βj − βj′) · ψPn,l(β1, . . . , βn),
where cn,l is a constant defined by
cn,l :=
{ ∏l
a=0 d2k+2a,a, (m = 2k),∏l
a=1 d2k+2a−1,a, (m = 2k + 1),
dn,l :=
2π
ζ(−πi) (−2πi)
−l−n2 l!.
The precise connection between ∞-cycles and form factors is given by the fol-
lowing theorem proved in [9].
Theorem 4.1. For an ∞-cycle p = (Pn,l) of weight m ∈ Z≥0, the tower fp =
(fPn,l) satisfies the form factor axioms as well as the highest weight conditions
(4.1), (4.2).
A local field O is said to have Lorentz spin s if the homogeneous property
fOn (β1 + Λ, . . . , βn + Λ) = e
sΛfOn (β1, . . . , βn)
holds for its form factor. It is easy to see that the Lorentz spin of fp is equal to
degp introduced in (3.5).
Suppose fO = (fn) is a form factor of a local field. Then there exists an N ≥ 0
such that fn = 0 if n < N . From Axiom 3 we have
Axiom 3′ : resβN=βN−1+πifN(β1, . . . , βN ) = 0.
It can be shown [6] that the function fPN,l associated with a minimal cycle PN,l
satisfies Axiom 3′. As in [6, 4], we expect the converse to be true, namely that
for any N -minimal form factor f = (fn)n≥0 satisfying (4.1), (4.2), there exists a
minimal cycle PN,l ∈ ŴN,l such that fPN,l = fN . Under this assumption, Theorem
3.4 states that any f (with fixed weight m) can be written as fp for some ∞-cycle
p ∈ Z.
4.3. Realization of the space of local operators. The space of∞-cycles is not
the same as the space of local fields, since there are null cycles. In [13] it is proved
that
(x−0 .An,l−1 + (x
−
0 )
(2).An,l−2) ∩ Ĉn,l = ker
(
Pn,l 7→ fPn,l
)
.(4.4)
Now we set
M̂n,l := Ĉn,l/
(
(x−0 .An,l−1 + (x
−
0 )
(2).An,l−2) ∩ Ĉn,l
)
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and consider the projection
Ĉn,l −→ M̂n,l, Pn,l 7→ P¯n,l.
Set
L[m] := {p¯ = (P¯n,l)|p = (Pn,l) ∈ Ẑ[m]}.
Lemma 4.2. If m < 0, then we have L[m] = {0}.
Proof. Let p = (Pn,l) ∈ Ẑ[m] be N -minimal and set l′ = N−m2 . Then we have
PN,l′ ∈ ŴN,l′ . In [4] it is proved that
ŴN,l′/
(
x−0 .ŴN,l′−1 + (x
−
0 )
(2).ŴN,l′−2
)
= 0 if N − 2l′ < 0.
Hence there exists an ∞-cycle
q ∈ x−0 .Ẑ+ (x−0 )(2).Ẑ
such that p−q is (N +2)-minimal. Repeating this argument, we find that for each
n, l we have P¯n,l = 0. Therefore p¯ = 0. 
Now we set L = ⊕m≥0L[m]. Denote by F the space of form factors satisfying
(4.1) and (4.2). Then the following map is well defined:
Φ : L −→ F, p¯ = (P¯n,l) 7→ fp = (fPn,l).
We conjecture that the map Φ is an isomorphism.
In the end, let us give some examples discussed in [9].
Identity operator. The form factor of the identity operator I is of weight zero
and zero minimal. It is given by
f I = (1, 0, 0, . . .).
Note that f2 = 0 and f0 6= 0 does not violate Axiom 3, since the latter becomes
trivial for n = 2,
resβ2=β1+πif2(β1, β2) = (I + (−1)I)(f0 ⊗ (v+ ⊗ v− − v− ⊗ v+)) = 0.
The form factor f I is obtained from the ∞-cycle
10 = (10, X,X ∧X3, X ∧X3 ∧X5, . . .).
This can be seen from (4.4) and the following lemma.
Lemma 4.3. Set
A¯2l,l = {P (X1, . . . , Xl) ∈ A2l,l|P (X1, . . . , Xl−1, 0) = 0}.
Then
A¯2l,l ⊂ x−0 .A2l,l−1 + (x−0 )(2).A2l,l−2.
For the proof, see Appendix B.
su(2) currents. The ∞-cycles associated with su(2) currents j+σ (σ = ±) are of
weight two and two minimal. They are given by
(j++)2l+2,l = (−1)l(
2l+2∏
j=1
z−1j )X ∧X3 ∧ · · · ∧X2l−1,
(j+−)2l+2,l = X
3 ∧X5 ∧ · · · ∧X2l+1 (l ≥ 0).
18 M. JIMBO, T. MIWA, E. MUKHIN AND Y. TAKEYAMA
It is easy to see that
j++ = −x+−1I, j+− = x+1 I.
Energy-momentum tensor. Denote by Tz and Tz¯ the holomorphic and anti-
holomorphic part of the energy momentum tensor, respectively. They are of weight
zero and two minimal. The form factors are obtained from the following sequences
of deformed cycles:
(Tz)2l,l = (
2l∑
j=1
zj)X
0 ∧X3 ∧X5 ∧ . . . ∧X2l−1,
(Tz¯)2l,l = (−1)l−1(
2l∏
j=1
z−1j )(
2l∑
j=1
z−1j )X
0 ∧X1 ∧X3 ∧ · · · ∧X2l−3 (l ≥ 1).
Note that these sequences are not ∞-cycles. However the following holds modulo
null cycles (4.4):
Tz = −ix−1 x+1 I, Tz¯ = −ix+−1x−−1I.
These equalities can be checked by using Lemma 4.3.
Appendix A. Polynomial realization of evaluation modules
In this appendix, we derive an action of the quantum algebra U√−1 on the space
An = ⊕nl=0An,l. The definition of the action is given in subsection 2.2. Here we
give the origin of the definition and some details of its derivation.
Recall that the space An,l is the space of skew-symmetric polynomials in the
variables X1, . . . , Xl of degree less than or equal to n− 1 with coefficients in Kn =
C(z1, . . . , zn). We use the wedge notation defined in (2.11) for skew-symmetric
polynomials. For 1 ≤ a ≤ n we set
Ga(X) =
a−1∏
j=1
(1 + zjX)
n∏
j=a+1
(1− zjX).
First note the following simple fact (see Remark below eq.(3.12) in [4]).
Lemma A.1. The skew-symmetric polynomials Gp1 ∧ · · · ∧ Gpl (1 ≤ p1 < · · · <
pl ≤ n) constitute a Kn-basis of An,l.
Set V = Cv+ ⊕ Cv−. Define operators σz, σ± acting on V :
σz =
(
1 0
0 −1
)
, σ+ =
(
0 1
0 0
)
, σ− =
(
0 0
1 0
)
.
When we consider the tensor product of V , we denote by σ∗a the operator σ
∗
acting on the a-th tensor component. Extending the coefficient ring we set K˜n =
Kn ⊗C[q, q−1], A˜n = An ⊗C[q, q−1]. We define the action of g ∈ U resq (see Section
3.1) on V ⊗n ⊗ K˜n by (ρz1 ⊗ · · · ⊗ ρzn) ◦ ∆(n−1)(g) where ρz is the evaluation
representation of U resq on V ⊗ C[q, q−1][z, z−1] such that
(A.1) e1 7→ σ+, f1 7→ σ−, t1 7→ qσ
z
, e0 7→ zσ−, f0 7→ z−1σ+, t0 7→ q−σ
z
and ∆ is the coproduct defined by
∆(ei) = ei ⊗ 1 + ti ⊗ ei, ∆(fi) = fi ⊗ t−1i + 1⊗ fi, ∆(ti) = ti ⊗ ti.
19
Here we use the Chevalley generators ei, fi, ti, i.e.,
x+0 = e1, x
+
−1 = t
−1
1 f0, x
−
0 = f1, x
−
1 = e0t1, t0 = t
−1
1 .
We induce an action of U resq on A˜n from the action on V
⊗n ⊗ K˜n by using an
isomorphism between V ⊗n ⊗ K˜n and A˜n. The isomorphism is given as follows.
Let ψ1, . . . , ψn be a set of Grassmann variables. We denote by Λn the Grassmann
algebra generated by them. It is an irreducible module over the fermion algebra Ψn
generated by ψa, ψ
∗
a (1 ≤ a ≤ n) such that [ψa, ψ∗b ]+ = δa,b, [ψa, ψb]+ = [ψ∗a, ψ∗b ]+ =
0.
There are isomorphisms of vector spaces over K˜n:
(A.2) V ⊗n ⊗ K˜n ≃ Λn ⊗ K˜n ≃ A˜n.
The first isomorphism is given by the Jordan-Wigner transformation
ψ∗a = σ
+
a
n∏
j=a+1
(−iσzj ), ψa = σ−a
n∏
j=a+1
(iσzj )
and the identification of v⊗n+ ∈ V ⊗n with 1 ∈ Λn. The second isomorphism is given
by the identification of the left multiplication of ψa on Λn ⊗ K˜n with the wedge
product Ga∧ on A˜n (see Lemma A.1).
Our goal is to compute the actions of the operators X−>0(t), X
−
≤0(t), X
+
≥0(t),
X
+
<0(t), X
−
>0(t)
(2), X−≤0(t)
(2), X+≥0(t)
(2), X+<0(t)
(2), a±(t) (see Section 2.2) in the
limit ε → 0 by setting q = ieε. The computation is elementary but long. We do
not give all the details of computation.
By a straightforward calculation we obtain
Lemma A.2. We have the expansion of the end term of the half current X−>0(t)
up to the order ε.
(A.3) q−1x−1 =
∑
a
zaψa +
(∑
a<b
zaψaσ
z
b
)
ε+O(ε2).
Similarly, we have the expansion of the end term of the half current a+(t) up to the
order ε2.
(A.4) iq−1a1 = α0 + α1ε+ α2ε2 +O(ε3),
where
α0 =
∑
a
za, α1 = −
∑
a
zaσ
z
a + 4
∑
a<b
zaψaψ
∗
b ,
α2 − α0/2 = 4
∑
a<b<c
zaψaσ
z
bψ
∗
c .
The other terms in the half current X−>0(t) are determined recursively by the
equation
(A.5) X−>0(t)− q−1tx−1 =
it
[2]
[iq−1a1,X−>0(t)].
Using (A.3) and (A.4), one can check
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Proposition A.3. We have the expansion
(A.6) X−>0(t) = γ0(t) + γ1(t)ε+O(ε
2),
where
(A.7) γ0(t) =
∑
a
Aa(t)ψa, γ1(t) =
∑
a<b
Ba,b(t)ψaσ
z
b +
∑
a<b<c
Ca,b,c(t)ψaψbψ
∗
c ,
and
Aa(t) =
zat
1− zat
∏
j>a
1 + zjt
1− zjt , Ba,b(t) =
1− zbt
1 + zbt
Aa(t),
Ca,b,c(t) = 8Ca,b(t)
Ac(t)
zct
, Ca,b(t) =
zat
1− zat
 ∏
a<j<b
1 + zjt
1− zjt
 zbt
1− zbt .
The following equality is useful in this calculation.
(A.8)
∑
b>a
Ab(t) =
1
2
∏
j>a
1 + zjt
1− zjt − 1
 .
Instead of repeating similar calculations for X−≤0(t), X
+
≥0(t), X
+
<0(t), we can use
symmetries. Let α be an anti-algebra map of the algebra Ψn ⊗ K˜n given by
(A.9) α(za) = zn+1−a, α(ψa) = z−1n+1−aψ
∗
n+1−a, α(ψ
∗
a) = zn+1−aψn+1−a.
We extend it to the space Ψn⊗ K˜n[[t, t−1]] of formal series in t by setting α(t) = t.
Similarly, we define an algebra map β by
(A.10) β(za) = z
−1
n+1−a, β(ψa) = (−1)a+1ψ∗n+1−a, β(ψ∗a) = (−1)a+1ψn+1−a,
and extend it to formal series in t by setting β(t) = t−1. Then we have α2 = id,
β2 = (−1)(n+1)ǫid, αβ = (−1)(n+1)ǫβα, where ǫ is the parity in the fermion algebra
Ψn. Namely, ǫ = 0 on the even part of Ψn, and ǫ = 1 on the odd part. We also
have α(T ) = T , β(T ) = T−1, where
T =
n∏
a=1
(iσza).
Proposition A.4. We have
X
+
≥0(t) = −iT t−1α(X−>0(t)) mod ε2,(A.11)
X
+
<0(t) = iT
−1β(X−>0(t)) mod ε
2,(A.12)
X
−
≤0(t) = tβα(X
−
>0(t)) mod ε
2.(A.13)
Proof. We use the equalities
α(q−1a1) = q−1a1 mod ε3,(A.14)
β(q−1a1) = −qa−1 mod ε3.(A.15)
Let us prove (A.11). It is easy to check
− iT t−1α(x−1 q−1t) = x+0 mod ε2.
By using (A.14), the equation (A.5), which determines X−>0(t), is transformed into
− iT t−1α(X−>0(t))− x+0 = −
it
[2]
[iq−1a1, − iT t−1α(X−>0(t))] mod ε2.
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From the defining relations of the Drinfeld currents we have
X
+
≥0(t)− x+0 = −
it
[2]
[iq−1a1,X+≥0(t)].
Therefore, we obtain (A.11). Other cases are similar. 
From Propositions A.3 and A.4, a short calculation leads to
Proposition A.5. On the space Λn ⊗ K˜n, the actions of the half currents in the
limit q → √−1 are given as follow. We write them on the subspace isomorphic to
An,l by (A.2), and show the equalities as rational functions in t. However, they
should be properly understood as equalities of power series in t for X−>0(t), X
+
≥0(t),
and in t−1 for X−≤0(t), X
+
<0(t).
X
−
>0(t) = −X−≤0(t) =
∑
a
zat
1− zat
∏
j>a
1 + zjt
1− zjtψa,(A.16)
X
−
>0(t)
(2) = X−≤0(t)
(2) = i
∑
a<b
zat
1− zat
 ∏
a<j<b
1 + zjt
1− zjt
 zbt
1− zbtψaψb,(A.17)
X
+
≥0(t) = −X+<0(t) = −in−2l−1
∑
a
1
1− zat
∏
j<a
1 + zjt
1− zjtψ
∗
a,(A.18)
X
+
≥0(t)
(2) = X+<0(t)
(2) = (−1)ni
∑
a<b
1
1− zat
 ∏
a<j<b
1 + zjt
1− zjt
 1
1− zbtψ
∗
aψ
∗
b .(A.19)
We set
b±(t) :=
∑
±n>0
an(q
−1t)n,
b
(2)
± (t) :=
∑
±n>0
a2n
q + q−1
(q−1t)2n.
Proposition A.6. The actions of b±(t), b
(2)
± (t) in the limit ε → 0 are given as
follows.
b+(t) = −i
∑
m≥1,odd
∑
a z
m
a
m
tm,(A.20)
2b
(2)
+ (t) = the even part of(A.21) ∑
a
zat
1 + zat
σza − 4
∑
a<b
zat
1 + zat
 ∏
a<j<b
1− zjt
1 + zjt
 1
1 + zbt
ψaψ
∗
b .
b−(t) = −β(b+(t)), b(2)− (t) = −β(b(2)+ (t)).(A.22)
Proof. We use the equality
b+(t) =
1
q − q−1 log(1 + (q − q
−1)t−11 [x
+
0 ,X
−
>0(t)]).
A simple calculation shows (A.20) and (A.21). For b−(t), we use the properties of
the algebra map β, (A.17) and
β(x+0 ) = −iT−1x−0 mod ε2, β(t−11 ) = t1,
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and obtain
β(b+(t)) =
1
q − q−1 log(1 + (q − q
−1)t1[x−0 ,X
+
<0(t)]) mod ε
2.
Since the expression in the right hand side is exactly −b−(t), we have (A.22) in the
limit ε→ 0. 
Proof of Proposition 2.1. The final step is to rewrite the actions by the second
part of the isomorphisms (A.2). It is often useful in the work to note that these
actions are symmetric with respect to z1, . . . , zn on An. This fact follows from the
construction in [14] as explained in [4].
The actions (2.13) and (2.14) follow from the equalities∑
a
Aa(t)Ga(x) = Fn(t,X),(A.23)
4
∑
a<b
Cab(t)Ga(X) ∧Gb(X) = F (2)n (t|X1, X2).(A.24)
Note that there are no poles at t = X in Fn(t,X), or t = X1, X2 in F
(2)
n (t|X1, X2).
By induction, we can check the equalities at the pole t = z−1n (and therefore at
t = z−1a for all a), and at t =∞.
The action (2.19) follows from (A.20). Let us prove (2.15). We rewrite as
σza = 1 − 2ψaψ∗a in (A.21). Then, the proof reduces to the case l = 1, which is
equivalent to the equality
− zat
1 + zat
Ga(X)− 2
∑
b<a
zbt
1 + zbt
 ∏
b<j<a
1− zjt
1 + zjt
 Gb(X)
1 + zat
= − t
X + t
(
Ga(X)− Θn(X)
Θn(−t)Ga(−t)
)
.
The proof of (2.16) is similar.
Let us prove (2.17). We use (A.11). note that
t−1α(γ0(t)) =
∑
a
1
1− zat
∏
j<a
1 + zat
1− zatψ
∗
a.
This operator sends Ga(X) to
1
1− zat
∏
j<a
1 + zat
1− zat =
Ga(t)
Θn(t)
.
Computing the effect of T , we obtain (2.17).
Similarly, the proof of (2.18) reduces to the equality for b < a,∑
c
resu=z−1c
Ga(−u)Gb(u)−Ga(u)Gb(−u)
Θn(−u)Θn(u)
du
u− t
=
1
1− zbt
( ∏
b<j<a
1 + zjt
1− zjt
) 1
1− zat .
The first term with Ga(−u)Gb(u) vanishes because there are no poles at u = z−1c
for any c. The second term with −Ga(u)Gb(−u) can be calculated by the residue
at u = t because there are no pole at u = −z−1c . 
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Appendix B. Proof of Lemma 4.3
Following the line of [13], we give a proof of Lemma 4.3 by using the fermionic
realization of the space An,l given in Appendix A. Let ψ1, . . . , ψn be a set of
Grassmann variables. Denote by Kn[ψ1, . . . , ψn] the exterior algebra generated by
them over Kn = C(z1, . . . , zn). Introduce the degree defined by degψa = 1 and
denote by Kn[ψ1, . . . , ψn]l the homogeneous component of degree l. Then we have
the isomorphism
Cn,l : Kn[ψ1, . . . , ψn]l
∼−→ An,l.
See Lemma A.2 for the definition of this isomorphism. The action of x−0 and (x
−
0 )
(2)
on An = ⊕nl=0An,l is intertwined with multiplication on Kn[ψ1, . . . , ψn] with the
following elements:
x−0 ↔ Σ1 =
n∑
a=1
(−1)n−aψa, i(x−0 )(2) ↔ Σ2 =
∑
1≤a<b≤n
(−1)a+bψaψb.
Now let us prove the lemma. Set n = 2l in the construction above. Introduce a
set of new generators {ϕa}2la=1 of Kn[ψ1, . . . , ψ2l] given by
ϕa = ψa − ψ2l (a = 1, . . . , 2l− 1), ϕ2l = ψ2l.
The elements Σ1 and Σ2 are represented in terms of these generators as follows:
Σ1 =
2l−1∑
a=1
(−1)aϕa,(B.1)
Σ2 = Σ˜2 − Σ1(ϕ2l−1 − ϕ2l),(B.2)
where
Σ˜2 =
∑
1≤a<b≤2l−2
(−1)a+bϕaϕb.
From the definition of the isomorphism C2l,l we can see that
C2l,l(Kn[ϕ1, . . . , ϕ2l−1]l) = A¯2l,l.
From (B.1) we have that
Kn[ϕ1, . . . , ϕ2l−1]l = Σ1 ·Kn[ϕ1, . . . , ϕ2l−2]l−1 +Kn[ϕ1, . . . , ϕ2l−2]l.(B.3)
In [13] it is proved that the map
Kn[ϕ1, . . . , ϕ2l−2]l−2 −→ Kn[ϕ1, . . . , ϕ2l−2]l, x 7→ Σ˜2 · x
is an isomorphism. From this fact, (B.2) and (B.3), we find that
Kn[ϕ1, . . . , ϕ2l−1]l ⊂ Σ1 ·Kn[ϕ1, . . . , ϕ2l]l−1 +Σ2 ·Kn[ϕ1, . . . , ϕ2l−2]l−2.
This completes the proof. 
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