Abstract. An adaptive scaled mean square error (SMSE) filter using a Hopfield neural-network-based algorithm is presented. We show the development of the original SMSE filter from the minimum mean square error (MMSE) filter and the parametric mean square error (PMSE) filter, both of which suffer from the oversmooth phenomena. The SMSE filter is more efficient than the PMSE filter in terms of noise removal as it does not take into account all the correlation factors used for image enhancement. To further improve the performance of the SMSE filter, an adaptive approach is introduced. The adaptive SMSE filter uses a mask operation technique. A userdefined mask is moved across the image and the filtering parameters are computed based on the local image statistics of the region below the mask. The original and the adaptive SMSE filters are implemented using a Hopfield neural-network-based algorithm. A number of experiments were performed to test the filter characteristics. © 1996 SPIE and IS&T. 
Introduction
Pictorial data can provide us with important information such as that carried in x-ray and satellite images etc. Unfortunately, the data may be corrupted by noise and/or distortion. Therefore some of the valuable information can be lost. The objective of image filtering is therefore to remove noise as much as possible, so that the pictorial information can be recovered or enhanced.
There are two types of filters for image processing.
1,2
The first type is called heuristic filtering, which includes linear filters such as the high-pass filter, the low-pass filter, etc., and nonlinear filters such as the median filter, the maximum filter, etc. These filters are based on direct pixel operations. They are fast because the operations are simple arithmetic or direct comparison between pixels. The second type is known as statistical filtering such as the minimum mean square error ͑MMSE͒ filter, the parametric mean square error ͑PMSE͒ filter, 2, 3 and the Kalman filter. 4 Statistical filtering is mathematically vigorous and is characterized by complex matrix operations such as matrix inversion. These filters are complicated and require a longer processing time than the heuristic methods. Statistical filtering is usually employed for image filtering when quality is more important. Heuristic filtering is preferred when real-time processing is required.
Nearly all filters suffer from some side effects. For example, the low-pass filter suffers from the loss of image details ͑high-frequency components͒; the high-pass filter suffers from the loss of background information ͑low-frequency components͒; and the MMSE and the PMSE filters suffer from the oversmooth effect. To overcome the deficiency of these filters, a scaled mean square error ͑SMSE͒ filter was introduced and implemented by a vectorprocessing algorithm. 5 By exponentially reducing correlations between pixels, the oversmooth phenomenon is substantially reduced by the SMSE filter. The vectorprocessing algorithm cuts down the time to execute statistical filters substantially. However, the vectorprocessing algorithm is still time consuming as matrix multiplications are major operations in the processing. This paper reports a new development in statistical filtering. This investigation has two objectives. We first add adaptive features to the SMSE filter to further improve its performance. The parameters of the original filter must be set by the user before the filtering operation, i.e., they are fixed during the processing. The adaptive filter analyzes the image pixel by pixel through a mask operation and the filtering parameters vary according to local image statistics.
We then introduce a neural network strategy to efficiently execute the SMSE filter. The filter operation is an iterative method based on the minimization of the network energy of a Hopfield-type neural network, 6 where the objective of this method is to find the optimum pixel values that will give the maximum energy reduction. This paper is arranged as follows. Section 2 describes the SMSE filter. The adaptive SMSE filter is developed in Sec. 3. Section 4 details the implementation of the SMSE filters using a Hopfield-type neural network. Experimental results are presented and discussed in Sec. 5. The last section concludes the investigation.
SMSE Filter
Consider the mathematical expression of the MMSE filter 4 :
and that of the PMSE filter:
where g is the input noisy image, f is the estimation to the original image, is the filter parameter, R f and R n are the correlation matrices of f ͑original image͒ and n ͑noise͒. If the image is represented by a NϫN matrix, then g and f are lexicographically organized N 2 vectors and R f and R n are N 2 ϫN 2 matrices. These two filters suffer from the oversmooth phenomena. This is defined as the weakening of the pixel contrast as the filter takes too many correlation factors into account. Thus the resultant images may be blurred.
The SMSE filter uses a rather different regularization strategy. In addition to the linear regularization parameter , an exponential scaling factor s ͑sϾ1͒ is introduced. The expression for the SMSE filter is given as
͑3͒
where R f * and R n * are the scaled versions of R f and R n . By exponentially scaling, the entries of R f * are given as
where [R k,l ] f and ͓R k,l ͔ f * and the (k,l)'th elements of R f and R f * , respectively. Similarly, an entry in R n * is given as
When noise is white, the noise correlation matrix is given as
where 2 is the noise variance and I is an identity matrix. Apparently, scaling is unnecessary in this case.
Normally, the values of the entries of the correlation matrix are decreased in the direction of the arrows as shown in Fig. 1 , i.e., their values reduce away from the diagonal. The statistical approach introduced in Ref. 7 is used to estimate the correlation matrices. It is found that the correlation decreases slowly, resulting in a matrix containing virtually no zero entries. This contradicts the generally agreed on observation that correlations only effectively exist between pixels of 20 to 30 pixels apart. 3 The full correlation matrix not only causes oversmoothing but also disallows efficient neural network implementation. Equation ͑4͒ of the SMSE filter allows the deemphasizing of the correlation effect off the diagonal exponentially after the introduction of the scale factor s. As the coordinates (k,l) move away from the diagonal entries ͑where kϭl͒, the difference between k and l increases. Therefore s f ͉kϪl͉ becomes exponentially increased and the value of ͓R k,l ͔ f * reduces in the direction of the arrows exponentially. Apparently, ͓R k,l ͔ f * will approach zero much more quickly. Therefore R f * and R n * are very sparse matrices with all the nonzero entries located around the diagonal. Thus the SMSE filter does not take all the correlation factors into account for the filtering process, and it can not only reduce noise without suffering from the oversmooth phenomena but can also pave the way for an efficient neural network implementation.
Adaptive SMSE Filter
The SMSE filter is extended to an adaptive operation in this section. The adaptive SMSE filter is expected to have a better filtering result than the original filter due to the incorporation of image characteristics in the filter design. The motivation for introducing the adaptive approach is based on the following fact: The stationarity assumption used in the nonadaptive approach is a rough approximation. No image can really be described by a stationary model. To compensate for the nonstationarity, two possible approaches can be used:
1. Establish a nonstationary model to represent the image. 2. Use adaptive parameters to approximate the model. Among the two, approach 2 is relatively simple, but normally provides satisfactory performance.
The adaptive SMSE filter is a realization of the second approach. In particular, the adaptivity is achieved by adjusting based on the following observations: 1. A large will produce a smoother result but lose the details of the image as a result of over filtering. 2. A small will enhance the sharp edges and image details, but have minimum effect on noise removal. 3. Low variance means that the region of concern is quite smooth and does not contain details like sharp edges. 4. High variance means that the region of concern contains sharp changes, thus it may contain valuable information such as edges or other details.
Therefore a large is applied to a region with low variance to filter the noise effect, while a small is applied to a high variance region to enhance the details. Under the new scheme, the filter creates a mask of size rϫr ͑where r is defined by the user͒. Then the variance under the mask is calculated. This variance is compared with some predefined thresholds. The comparison determines the value used for the filtering for each image pixel. In general, large values are assigned to the low variance regions and small values are assigned to the high-variance regions. The mask is then moved to the next pixel and the same operation is carried out ͑Fig. 2͒. As a result, the new method will sharpen the edges and other detailed information and smooth the low variance regions.
Implementation of the SMSE Filters by the Hopfield-Type Neural Network
Neural networks have long been proven to be effective at image restoration. In particular, the Hopfield-type networks form a very efficient way to implement image restoration techniques under linear distortion conditions. [8] [9] [10] Note that Guan and Perry's recent work on image restoration under inhomogeneous conditions presents a brand new method in restoration. 11, 12 The method has resolved a long-standing problem in image restoration, virtually eliminating the difference in processing images suffering inhomogeneous degradations and those suffering homogeneous degradations. Due to the similar problem formulation structure between restoration and statistical filtering, the method of Guan and Perry can be easily adapted to the implementation of the SMSE filter.
All the neural-network-based image filtering and restoration techniques are based on the minimization of a quadratic programming ͑QP͒ problem
where E is defined as the network energy, A is a weighting matrix, b is a bias input vector, and x is an estimation vector, which is found to give the minimum value of E. Solving the QP problem of Eq. ͑7͒ is equivalent to solving a linear equation:
However, the expression of SMSE filter ͓Eq. ͑3͔͒ does not fit into the QP structure directly. Therefore, it must be implemented in two steps.
Step 1 is minimization of x. Let x be equal to xϭ͑R f *ϩR n *͒ Ϫ1 g.
͑9͒
By comparing Eqs. ͑8͒ and ͑9͒, we can notice that
AϭR f *ϩR n * and bϭg.
͑10͒
Then x can be found by minimizing the QP problem in the form of Eq. ͑7͒:
͑11͒
Step 2 is restoration of the image. The final enhanced image is obtained by doing a matrix-vector multiplication:
͑12͒
The Hopfield neural network algorithm is employed to minimize the QP structure, as in Eq. ͑11͒. The Hopfield energy function is given by
which can also be expressed in the QP structure as
where w is the weighting matrix and b is the bias matrix. From the similarity of Eqs. ͑11͒ and ͑14͒, the weighting matrix and the bias matrix will be wϭϪ͑R f *ϩR n *͒ and bϭg.
͑15͒
With the values of w and b, we can proceed to minimize x. The unit step resulting in an energy reduction is given by
We need to apply a neuron threshold function G͑.͒ to an input u i . This threshold function is given by 
͑17͒
and the input u i is
where L is the number of pixels in an image, which is equal to N 2 . Then the resulting energy change due to ⌬x i is given by
Since ⌬E ss is actually an approximation to the slope of E net , minimizing the network energy E net is equivalent to finding a point where ⌬E ss is zero. Let ⌬x i Ј be the step size needed to make the energy change ⌬E ss ϭ0. The input to a neuron if the step ⌬x i Ј is added to ⌬x i is obtained by . ͑21͒
The new value for x i at time ͑tϩ1͒ will be
͑22͒
The whole filtering operation is an iterative process, the loop will be stopped when the absolute value of the difference between the x i (tϩ1) and x i (t) values is smaller than some tolerance.
Based on the preceding descriptions, the iterative loop for the ''minimization of x'' can be summarized as follows:
Experimental Results and Discussion
A number of experiments were conducted and the results obtained by the SMSE filter and the adaptive SMSE filter are shown in Fig. 3 . Figure 3͑a͒ is the original image. The relationships between the original and the new SMSE filters as well as the effects of their parameters are investigated.
With a noisy input ͓SNRϭ18.5 dB and noise variance ϭ250, Fig. 3͑b͔͒ , both filtering methods were successful in removing the noise ͓Figs. 3͑c͒ and 3͑d͔͒ within five iterations. The adaptive filter ͓Fig. 3͑d͔͒ is superior to the original filter ͓Fig. 3͑c͔͒, as the results show, the edges and details regions of Fig. 3͑d͒ are clearer and more enhanced than Fig. 3͑c͒ .
More experiments were conducted to evaluate the performance of the SMSE filter. The results are summarized next. For the SMSE filter, 1. The value of affects the filtering result. A large blurs the details and the edges of the image ͓Fig. 4͑a͔͒, while a small enhances details and edges of the image ͓Fig. 4͑b͔͒. 2. The filtering result depends on the noise level of the input. This is because the input image contains information for filtering: the higher the noise level, the more the original image information is corrupted by noise and the more difficult is the original image to restore. For a very noisy input ͑SNRϭ10.2 dB͒, the filtering result ͓Fig. 4͑c͔͒ is still very noisy when compared with Fig. 3͑c͒ .
For the adaptive SMSE filter,
1. The size of the region r is important for providing a smooth resultant image. A smaller r will produce a smoother image, while a large r will produce unexpected sharp changes. In Fig. 5͑a͒ , discontinuities are clearly seen on the image as a result of large r. 2. The range of used in the program cannot be too large, since a large range will produce sudden changes ͑discontinuities͒ on the resultant image ͓Fig. 5͑b͔͒ and will degrade the final image.
Conclusions
This paper extends the concept of the SMSE filter to an adaptive filter that can properly handle the nonstationary nature of an image.
Both the original and the adaptive SMSE filters are shown to be useful in filtering noise, as they do not suffer as much from the oversmooth effect as the MMSE and the PMSE filters do. With the introduction of the adaptive SMSE filter, the details and the edges of the resultant image are enhanced while the low-variance regions are further smoothed. This means the filtered image can be more easily recognized by humans and computers.
The SMSE and the adaptive SMSE filters are implemented by a Hopfield-type neural network. Due to the sparse structure of the filters, the implementation is very efficient and produces quality enhancement.
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