health (defined in HRQoL terms) by members of the general public.
In developing a measure of HRQoL that was intended for this purpose, it is customary to describe health status in terms of certain aspects or dimensions. Several instruments have been designed to measure HRQoL, but with very different objectives.1 Health states in the present study were defined in terms of the EuroQol Descriptive System, the raison d'etre of which was to provide a simple "abstracting"device for use alongside other more detailed measures of HRQoL. 2 The choice of descriptive content in the EuroQol arose from a review of existing instruments and from the results of a survey of lay concepts of health. 3 In the five-dimen-sional set being discussed in this article, each dimension had three levels of "severity,"broadly speaking, corresponding to "No problems" (level 1), "Some problems" (level 2), and "Extreme problems" (level 3), thus generating 35 = 243 theoretically possible health states (Figure 1 ). For completeness, to these have to be added "unconscious"and "dead."
For the EuroQol to be used in evaluating the (HRQoL) benefits associated with different health-care interventions, it was necessary to derive a single index value for each of these health states (referred to as the "tariff"). The problem was that it was virtually impossible to generate direct valuations for all 243 EuroQol states. Therefore, a choice had to be made about how best to interpolate some of the values.
There were essentially two different approaches that could be adopted here: the "decomposed" approach and the "composite" approach. The former involves asking the respondent to value each level within a particular dimension, assuming that the levels of all other dimensions are held constant. Thus, the decomposed approach required few (and in some cases no) valuations for composite health states, although most studies that have adopted this approach have elicited valuations for a small subset of composite states.4 Valuations for composite health states then could be generated by specifying a multiattribute function. Restrictions have to be imposed on the multiattribute if valuations for composite health states are to be derived: the least-restrictive model (in which the multiattribute function is multilinear) requires utility independence, which means that preferences for various levels of each dimension does not depend on the particular levels at which the other dimensions were fixed. 5 The composite approach, which was adopted in this study, required each respondent to value a subset of composite health states. In principle, this approach places fewer restrictions on the resultant model because many (first-order and higher-order) interactions between dimensions and levels within dimensions can be taken into account. In practice, the resultant model often provides a highly simplified account of the data and thus is itself rather restrictive (see below).
Previous piloting showed that no one respondent could be expected to value more than approximately 13 states, but because this number was deemed to be too small to be representative of all possible EuroQol states, 42 states were chosen in total, and each respondent was asked to value a subset of these. In choosing the states both for use in the study itself and for each respondent, the most important consideration was that they should be spread widely over the valuation space so as to include as many combinations of levels across the five dimensions as possible. This was subject to the constraint that the states were likely to be considered plausible by respondents. Therefore, level 1 on usual activities (no problems) was not combined with level 3 on mobility (confined to bed) or with level 3 on self-care (unable to wash or dress self). Figure 2 shows the set of states chosen for direct valuation and how a subset of these were chosen for each respondent.
It was necessary, therefore, to find a procedure that allowed the valuations of all 243 EuroQol states to be interpolated from direct valuations on 42 of these. This article reports on the methodology adopted to address this issue and presents the results generated by it.
The Data
The data reported here came from a survey designed to elicit the preferences of a representative sample of the noninstitutionalized adult population of England, Scotland, and Wales. In determining the size of the sample, there was the need for enough observations to be able to detect differences between the valuations given to different states. respondents. Excluding those respondents with incomplete data did not compromise the representativeness of the sample. 8 Valuations for health states can be elicited by a number of different methods.9 Two that have been widely used are the standard gamble and the time trade-off (TTO). A recent (within-respondent) comparison of the two methods suggested that the TTO performed slightly better in terms of the internal consistency of the answers given by respondents, the sensitivity of valuations to parameters known to influence them, and the reliability of the responses when the valuation task was repeated by the same respondents some weeks later.10 Thus, analysis in this article is based on valuations generated by the TTO method.
To gather valuable background information and as a warm-up exercise, each re-1098 DOLAN MODELING VALUATIONS FOR EUROQOL HEALTH STATES spondent first was asked to describe their own health using the EuroQol descriptive system. They then were asked to rate a predetermined set of 15 health states (the 13 to be used in the TTO plus full health (11111) and "Immediate Death") on a vertical VAS with endpoints of 100 (best imaginable health state) and 0 (worst imaginable health state). It was explained that each state was to be regarded as lasting for 10 years without change, followed by death.
The 13 states (12 EuroQol states plus unconscious) then were valued by the TTO method using a specially designed doublesided board. One side was relevant for states that were regarded by the respondent as better than being dead, and the other side for states that were regarded as worse than being dead. In the former case, respondents were led by a process of "bracketing" to select a length of time (x) in the 11111 state that they regarded as equivalent to 10 years in the target state; the shorter the "equivalent" length of time, the worse the target state. Respondents were given an opportunity to refuse to trade-off any length of life to improve its quality. In the case of states worse than dead, the choice was between dying immediately and spending a length of time (10 -x) in the target state followed by x years in the 11111 state; the more time required in the 11111 state to compensate for a shorter time in the target state, the worse the target state.
If full health and dead are assigned scores of 1 and 0, respectively, then for states that are rated as better than dead on the TTO, scores are given by the formula x/lo where x is the number of years spent in full health. For states that are rated as worse than dead, the score is given by the formula -Mlo-x). Thus, negative scores lie on a ratio (not an interval) scale and, unlike the case for states rated better than dead, are theoretically unbounded (though in this study, given the response categories available to respondents, they were bounded by -39). Problems associated with the asymmetry between positive and negative values are discussed below.
Methods
The modeling in this article used a generalized least-squares (GLS) regression technique in which the functional form was additive. The dependent variable was defined as 1 -S where S is the value given to a particular health state. Besides the intercept, the specification of the remaining independent variables were derived from the ordinal nature of the EuroQol descriptive system. In total, three sets of dummy variables were created: 1. Two dummy variables for each dimension; one to represent the (assumed equal) move between levels and one to represent the move from level 2 to level 3 (this allows the effect of the move from level 1 to level 2 to be different from the effect of the move from level 2 to level 3).
Dummies to allow for possible (first order) interactions between dimensions.
3. Dummies to count the number of times a health state contains dimension(s) that are at level 1 or at level 3. Figure 3 shows the independent variables used in the modeling. Note one further dummy (N3) that represents whether any of the dimensions is at level 3, of which more below.
Because the objective of this exercise was to estimate one preference-based EuroQol tariff for the whole community, respondent characteristics such as age, gender, and illness experience were not entered into the model. (Differences according to these characteristics may be important in some contexts, but analysis along these lines will be reported elsewhere.) The models were tested for possible interviewer effects using the joint test of significance (ie, including dummy variables for each interviewer in the regression equation and using the F-statistic to test for the significance of an interviewer effect). In all models, the effect of the interviewer was insignificant. This appeared to justify the decision to use a large number of interviewers in the study. The approach adopted to model estimapriate methodology for this type of data betion followed the specific-to-general formu-cause the alternative, the general-to-specific lation in which simple models initially are approach, was more suited to time series estimated and new variables are added if data, in which any known collinearity benecessary. This was deemed the most appro-tween regressors could be taken into ac-1100 DOLAN count better. (Problems of multicollinearity are discussed further below).
It was decided that analysis should take place on individual-level rather than aggregate-level data because it made the maximum use of the available data. In addition, the results of aggregate-level analysis were likely to be uninformative in that it was possible to find different models that fit the data equally well, with no objective way of choosing between them.
The asymmetry between positive and negative values posed problems for individual-level analysis because those respondents rating a state as worse than death would have a much greater impact on the model predictions than those respondents rating it as better than death. Patrick et alll transformed their negative values so that scores for states rated as worse than dead were bounded by -1, ie, symmetrical to the upper bound of +1 for states that are rated as better than dead. This transformation was justified on statistical grounds, but there is possibly a psychometric justification as well: that respondents may treat the scale for states worse than dead in the same way as they are assumed to treat the scale for states better than dead, ie, as an interval (not a ratio) scale. For these reasons, then, valuations for states worse than dead were transformed using the formula (x/10) -1, where again x represented the number of years spent in full health.
Analysis at the individual level was complicated further by the fact that each respondent valued 12 EuroQol states, and, thus, it was reasonable to assume that these 12 scores were related to one another. This means that if a respondent gave one valuation that was lower than the population mean, then they were more likely to give a value lower than the population mean to the other states that they valued. This meant that the variance of the error term was likely to be partly determined by the individuals who valued the health states and was therefore unlikely to be constant. This violated one of the key assumptions underlying ordinary least-squares regression (OLS) and, thus, made this estimation procedure inefficient for this data.
The type of (GLS) model that addresses this issue is known as the random effects (RE) model, in which there is an overall intercept and an error term with two components; eit + ui. The eit is the traditional error term unique to each observation. The ui is an error term representing the extent to which the intercept of the ith respondent differs from the overall intercept. This model assumes that the "individual specific" error term is normally independently distributed, which, given the size of the sample, seemed a valid assumption to make. Using the RE specification will reduce the possibility of drawing erroneous conclusions; for example, from an OLS estimation, it may be concluded that a particular respondent characteristic is an important determinant of the value attached to a health state, but this simply may be picking up an effect that will be nested within the RE model. Using the RE model meant that limited dependent variable models, such as Tobit, were impractical because the functional form of these models with a RE component had yet to be specified. Clearly, the data here was constrained by an upper bound of 1 and a lower bound of -1, but the fact that the variance of the error term was almost certainly a function of the relationship between groups of values was deemed to be a more important characteristic of this data set. In any case, with such a large data set, the predicted values were unlikely to fall outside the range of possible values because less weight was given to outliers. Indeed, whether such values emerge or not can be used as a test of the validity of the RE model.
As a stringent test of the robustness of the models, each model has been estimated on a subsample of respondents (ie, an internal sample) and a comparison was made between the predicted values from this sub- To make a choice between different ways of representing the relationship between the valuations of EuroQol health states and the different dimensions and levels, the model that ultimately was chosen had to predict a higher score for one state, A, than for another, B, if A was logically better than B on at least one dimension and no worse on any other dimension. In choosing between the many models that satisfy this consistency condition, the one that best explained the differences in the valuations given to those states on which there was direct data was chosen. For models with comparable goodness-of-fit statistics, the ultimate choice was made according to parsimony, ie, the simplest model (both in terms of the number of independent variables and the ability to explain them) was chosen. The results presented below are from the "best" model according to these criteria. The coefficients on these variables for the full and internal samples are shown in Table 1 . The R2 of 0.46 (in both cases) was very high given the type of (cross-sectional) data analyzed here, and the results of the LM test indicated the RE specification to be a substantial improvement over the OLS model. In addition, the remarkable similarity between the parameter estimates for the whole sample and those for the internal sample suggested that the model is robust.
Results

After testing many different models, one that fits the data well (in terms of goodnessof-fit statistics) and that was readily interpretable was a main effects model, in which
This model (and all other models) failed the RESET test, however, and suffered from general heteroskedasticity. That the model suffered from problems of omitted variables and/or incorrect functional form was not surprising given that the power of the RE-SET test increases as the sample size increases. Thus, with 2,997 x 12 = 35,964 observations, any model with relatively few independent variables was likely to be misspecified. The problems associated with heteroskedasticity were also difficult to overcome because the conventional means of dealing with them (eg, transformation of one or more independent variables) were not feasible given the (categorical) nature of the independent variables. In any event, heteroskedasticity was likely to result in inefficient rather than biased parameter estimates. Therefore, although misspecification was a problem, it was a problem about which little can be done. Because the analysis concerns cross-sectional data, all variables from the main effects model have been left in the final equations, even those that might be considered "insignificant" (ie, have a t statistic whose absolute value was less than 1.96). This was to avoid any pretest type problems where insignificant variables may become "significant"if sampling were to be repeated. In addition, dropping variables whose absolute t statistic was less than 1 was likely to result in the mean square errors being higher than they should have been. Moreover, given that the regressors in this modeling were collinear, the significance of parameter estimates would vary according to the other independent variables in the equation. Because not enough was known about the nature of the functional form to address problems of multicollinearity with any degree of confidence, it was considered appropriate to in-clude even insignificant main effects variables.
In computing the tariff from the model output, there was an issue relating to how the intercept, a, be interpreted. The strict statistical interpretation of a was that it represented the estimated value for (one minus) full health (ie, when all dummies take a value of zero, we have the estimated value for 11111). Thus, all estimated values should be rescaled by dividing them by 1 -a. Alternatively, given that by definition the value of 11111 was 1, we could interpret the intercept as representing any move away from full health. Thus, a could represent a discontinuity in the model between level 1 and level 2 in much the same way as the "N3"term represented a discontinuity between level 2 and level 3. In other words, we could interpret the intercept as picking up whether any dimension is at level 2, just as N3 picks up whether any dimension is at level 3. When predicted and actual values were compared, the algorithm in which a was treated in this way performed much better than when all estimated values were adjusted by 1 -a. Table 1 shows that the constant was highly significant, suggesting that any move away from full health was associated with a substantial loss of utility. For the full sample, it can be seen that the largest decrement for a move from level 1 to level 2 was associated with pain or discomfort, some four times greater than that for the corresponding move on the usual activities dimension. Pain or discomfort continued to dominate the weighting for level 3, although mobility level 3 (confined to bed) was given a somewhat similar decrement. For the mobility, pain or discomfort, and anxiety or depression dimensions, the move from level 2 to level 3 was seen to involve a much greater decrement than the move from level 1 to level 2.
As an example of how the tariff was generated, consider the state 11223 estimated for the whole sample, shown in Table 2 .
The actual (mean) and predicted values for the 42 states directly valued in the study, together with the differences between them, are given in Table 3 . For only three states (21312, 23313, and 13332) did the difference between the mean and predicted value exceed 0.1 and the mean absolute difference (of 0.039) was considered acceptable. Table 4 compares the predicted values generated from the internal two thirds of respondents with the actual (mean) values of the remaining one third of external respondents. It can be seen that the predictive power of the model remained high; only five states had a predicted value that was more than 0.1 different from the actual value, and the mean absolute difference was again below 0.05. Table 5 shows the predicted value for each state when direct values for that state are excluded from the modeling. Only three states had a predicted value that was more than 0.1 different from its actual value: the biggest difference was for the most extreme state (ie, 33333), which has a predicted value that is 0.173 below its actual value. The mean absolute difference was once again below 0.05.
Given a dataset of the kind analyzed here, there is a degree of uncertainty about the precise value that should be attached to any particular health state. One way of expressing this uncertainty is to calculate confidence intervals around the predicted values. The 95% confidence intervals are approxi- Confidence intervals do not tell the whole story, however, because it is quite plausible that respondents ranked adjacent states in the same way, but some did so using high values, whereas others did so using low values. The significance of the LM test (which compares the RE specification with the OLS one) suggests that this was indeed the case. Moreover, previous analysis of pairwise relationships between states revealed that there were no more than four states adjacent to any particular state that were not significantly different from it at the 1% level.8
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Discussion
The statistical analysis used in this article to interpolate valuations for all 243 EuroQol health states from direct valuations on a subset of 42 states was based on regression analysis in which the dependent variable was (one minus) the score given to the health states. All independent variables were dummies that derive from the ordinal nature of the EuroQol descriptive system. The functional form was a linear additive one, which seems a valid approach given the assumption that valuations elicited from the TTO method for states rated as better than dead exhibit interval scale properties (ie, the difference between 0.2 and 0.4 is the same as the difference between 0.6 and 0.8). Besides, estimating and interpreting different functional forms would be difficult given the (categorical) nature of the independent variables.
Before estimation could take place, there was the question of how to score states worse than death. Given the standard health preference scale, states preferred to death 1106 DOLAN are limited by an upper bound of +1; however, there is no comparable lower bound for states worse than death, which in this study could take a value as low as -39. As Torrance14 noted, "this issue of large negative values and what to do about them needs much more study." Partly to overcome this problem, but partly to account for the fact that respondents were unlikely to be interpreting the scale in the way implied by theory, negative scores were transformed such that they were bounded by -1.
Analysis was of data at the individual level to make full use of the data available and was based on a form of GLS known as the RE model. This specification accounted for the fact that groups of observations came from one individual. An alternative approach would have been a fixed effects (FE) model, in which a dummy variable would be created for each respondent.
Models based on RE rather than on fixed effects were deemed more appropriate for this data set for a number of reasons. First, fixed effect models, which produce results that are conditional on the units in the data set, are only reasonable if the data exhaust the population. If the data are a sample of a larger population (as was the case here), and if we wish to draw inferences about other members of that population (as also was the case here), then "the fixed effects model is no longer reasonable; in this context, use of the random effects model has the advantage that it saves a lot of degrees of freedom."15 Second, given that we cannot fully account for how and why valuations differ between individuals, it was reasonable to treat this type of ignorance in a fashion similar to the general ignorance represented by the error term. Finally, there was the practical problem of estimating and interpreting 2,997 coefficients.
Given that each respondent in this data set valued a number of different health states, it was expected that the RE models would represent an improvement over OLS. The results of all the Lagrange Multiplier tests confirmed this, although it should be noted that the beta coefficients (though not the standard errors) from the OLS equations were similar to those estimated by the RE models. Therefore, it appears for this dataset that an OLS specification produced unbiased yet inefficient estimates.
Besides the random effects specification, the model is simple; the data is explained in terms of a main effects model with one additional term to account for the much greater disutility associated with having extreme problems. In other words, although a simple additive model was too restrictive a model to provide adequate explanation of the data reported here, a model with only one interaction term (which is a function of the level of each dimension rather than of the particular dimensions themselves) was adequate.
The results from this modeling appear encouraging. The R2 value (of 0.46) can be considered very good given the type of data analyzed here. There is very little data with which a direct comparison of these results could be made because much of the analysis of health state valuations data had been performed on aggregate level data, but, in a wider context, a number of econometric models, notably those concerning labor supply functions, report "robust" findings with R2 values as low as 0.1.
In addition, the predicted values from this model were very close to the actual ones for the majority of EuroQol states, and the mean absolute difference (of 0.039) is unlikely to be considered meaningful in many contexts. 6 When the values of a randomly chosen two thirds of respondents were used to estimate the values of the remaining one third and when the direct values of each state were excluded in turn and the value for that state estimated from the remaining data, the mean absolute difference was less than 0.05 in both cases.
The model presented in this article appears to predict the mean values of the EuroQol states for which there are direct observations and, thus, can be used to interpolate
