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Abstract
The second-order hydrodynamic equations for evolution of shear and bulk viscous pressure have been
derived within the framework of covariant kinetic theory based on the effective fugacity quasiparticle model.
The temperature-dependent fugacity parameter in the equilibrium distribution function leads to a mean
field term in the Boltzmann equation which affects the interactions in the hot QCD matter. The viscous
corrections to distribution function, up to second-order in gradient expansion, have been obtained by em-
ploying a Chapman-Enskog like iterative solution of the effective Boltzmann equation within the relaxation
time approximation. The effect of mean field contributions to transport coefficients as well as entropy cur-
rent has been studied up to second-order in gradients. In contrast to the previous calculations, we find
non-vanishing entropy flux at second order. The effective description of relativistic second-order viscous
hydrodynamics, for a system of interacting quarks and gluons, has been quantitatively analyzed in the case
of the 1 + 1−dimensional boost invariant longitudinal expansion. We study the proper time evolution of
temperature, pressure anisotropy, and viscous corrections to entropy density for this simplified expansion.
The second order evolution of quark-gluon plasma is seen to be affected significantly with the inclusion of
mean field contributions and the realistic equation of state.
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I. INTRODUCTION
The heavy-ion collision experiments in Large Hadron Collider (LHC) and Relativistic Heavy
Ion Collider (RHIC) have conclusively established the existence of locally thermalized hot nuclear
matter called quark-gluon plasma (QGP), under extreme conditions of temperature/energy den-
sity [1–6]. The phenomenological analysis of experimental observations suggests that the QGP
formed in these collisions exhibit collective behaviour and can be considered as a strongly-coupled
fluid with the smallest viscosity to entropy ratio [7, 8]. The QGP is also inferred to be the most
vortical fluid ever observed [9]. Relativistic hydrodynamics has proved to be an efficient approach
towards the description of the space-time evolution of the QGP and hence the observed collec-
tive phenomena in the heavy-ion collisions [10–16]. A closer inspection of the bulk observables
such as the collective flow and hadron spectra reveals the need of the inclusion of dissipative
effects/transport processes in the QGP evolution [8, 17–25]. Besides, it has been realized that
relativistic dissipative hydrodynamical modelling of the evolution of the nuclear matter is also nec-
essary for a realistic description of various other probes such as photon production, heavy quarks,
dilepton emission, and their associated flow coefficients, at LHC and RHIC [26–29].
Hydrodynamics is a macroscopic theory based on the fundamental laws of energy-momentum
and current conservation, along with the second law of thermodynamics. On the other hand,
the equation of state and the transport coefficients depend on the microscopic interactions of the
medium which can be obtained from the underlying microscopic theory. Much research is devoted
to explore the thermodynamic and transport properties of the QGP within the semi-classical ki-
netic theory [30–35]. The earliest theoretical formulation of a relativistic theory of dissipative
hydrodynamics, collectively called the Navier Stokes (NS) theory, are due to Landau-Lifshitz and
Eckart, with the proper choice of fluid four-velocity [36, 37]. However, the relativistic NS theory
involves parabolic equation of motion leading to problems such as acausality and numerical in-
stability [38–40]. The second-order theory of dissipative fluids by Muller and Israel-Stewart (IS)
results in hyperbolic equation of motion and preserves causality [41–45]. Despite the fact that the
second-order theory may not guarantee the numerical stability, the IS formulation of causal the-
ory has been quite successful in describing the QGP evolution in heavy-ion collision experiments
and is an active area of current research [17, 22, 34, 46–49]. Recently, there have been some very
interesting developments in the formulation of stable and causal theories of relativistic dissipative
hydrodynamics [50–54].
In order to apply the dissipative formulation of relativistic hydrodynamics to the QGP evolution,
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one has to ensure that thermodynamic and transport properties of QCD are incorporated via the
equation of state and transport coefficients. Within the kinetic theory, the non-ideal QCD equation
of state (EoS) effects can be embedded into the formulation in terms of effective quarks/antiquarks
and gluons degrees of freedom. This can be done with quasiparticle description of the hot QCD
matter where the medium effects are incorporated by considering thermal modification of intrinsic
particle properties such as mass or fugacity. There have been few earlier attempts in the quasipar-
ticle description of the relativistic dissipative hydrodynamics in terms of the effective mass [55–66].
In the current analysis, we have incorporated the QCD thermal medium effects within the scope
of the effective fugacity quasiparticle model (EQPM) [67–70]. Further, the microscopic dynamics
of the system are modelled within a consistently developed effective kinetic theory [71].
The estimation of transport coefficients from the underlying kinetic theory requires the knowl-
edge of the non-equilibrium part of the quasiparticle phase-space distribution function. The two
traditional approaches to determine the form of the distribution function near local thermodynamic
equilibrium are Grad’s 14−moment method and the Chapman-Enskog (CE) expansion. Here we
consider a simplified version of the latter approach with the relaxation time approximation (RTA)
because it leads to better agreement with the distribution function obtained using microscopic
Boltzmann simulations for isotropic cross-section [72]. Recently, we have analyzed the first order
dissipative hydrodynamic evolution with the EQPM by employing the CE expansion method [73].
The focus of the present study is to extend the analysis of the system evolution to second order in
space-time gradient expansion and estimate the associated transport coefficients with the effective
description of hot QCD medium. We note that an earlier attempt has been made in the study of
second order evolution equation of shear tensor within the EQPM using the Grad’s 14−moment
method [70]. The current study consists the comprehensive analysis of second-order evolution for
shear tensor and bulk viscous pressure within the CE expansion method. Further, we estimate
the non-equilibrium corrections to the thermal distribution function up to second order and in-
vestigate the viscous corrections to the entropy four-current. We analyze the second-order viscous
corrections to the temperature evolution and the pressure anisotropy in the 1 + 1−dimensional
longitudinal boost invariant expansion.
The paper is organized as follows. The theoretical formulation of the second order dissipative
hydrodynamic evolution equations and the viscous corrections to the entropy four-current within
the covariant kinetic theory followed by the description of longitudinal Bjorken flow are presented
in section-II. Section-III contains the results and discussions of the present analysis. The summary
and future outlook are presented in section-IV.
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Notations and conventions: The following notations and conventions are followed in the
current article. We work in natural units with ~ = c = kB = 1, where ~ is the reduced Planck’s
constant, c is the velocity of light in vacuum and kB is the Boltzmann constant. The quantity uµ is
the fluid four-velocity which takes the form uµ = (1, 0, 0, 0) in its local rest frame. The projection
operator ∆µν = gµν − uµuν is orthogonal to the fluid velocity. The metric tensor has the form
gµν = diag(1,−1,−1,−1). The quantity ∆µναβ ≡ 12(∆µα∆νβ+∆µβ∆να)− 13∆µν∆αβ defines the traceless
symmetric projection operator orthogonal to the fluid velocity. The subscript k in the manuscript
denotes the particle species, k = (g, q), where g and q represents gluons and quarks, respectively.
The degeneracy factor for gluon and quark chosen as gg = Ns×(N2c −1) and gq = 2×Ns×Nc×Nf ,
where Ns = 2 is the spin degrees of freedom, Nf = 3 is the number of flavors, Nc = 3 denotes the
number of colors and a factor 2 is from the antiquark contribution as we are working at the limit
of zero baryon chemical potential.
II. SECOND ORDER VISCOUS RELATIVISTIC HYDRODYNAMICS
The description of the non-equilibrium part of the system is essential for the estimation of the
dissipative hydrodynamic evolution of the QGP. We follow the recently developed covariant kinetic
theory [71] within the EQPM [67, 68] to describe the dynamics of the particle distribution function.
The thermal QCD medium effects are incorporated in the quasiparticle description of the system.
A. Effective covariant kinetic theory
The relativistic transport equation quantifies the rate of change of phase-space distribution
function away from the equilibrium. The first step towards the estimation of the dissipative hydro-
dynamic evolution of the QGP is the setting up of an effective Boltzmann equation of the system.
The Boltzmann equation within the framework of the EQPM has the following form [71],
1
ωk
p˜µk∂µf
0
k (x, p˜k) + F
µ
k ∂
(p)
µ f
0
k = −
δfk
τR
, (1)
where p˜µk is the dressed quasiparticle momenta for k-th species. Here we have employed the RTA
for the collision term with τR being the relaxation time [74]. The equilibrium distribution function
appearing in the above equation is obtained within the EQPM framework and is given as
f0q,g =
zq,g exp [−β(uµpµ)]
1± zq,g exp [−β(uµpµ)] , (2)
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where pµ = (E, ~p) is the bare particle momenta and β = 1/T is the inverse temperature. The quan-
tities zg, zq are the temperature-dependent effective fugacities of gluons and quarks, respectively,
that encode the thermal QCD medium interactions. In the current analysis, we have considered
the (2 + 1)−flavor lattice QCD equation of state [75, 76] in order to specify the form of zg, zq. The
quasiparticle four-momenta are related to the bare momenta through the dispersion relation,
p˜k
µ = pµk + δωk u
µ, δωk = T
2 ∂T ln(zk), (3)
where δωk is the modified part of the energy dispersion of particle species k. The zeroth component
of the particle momenta is modified as, p˜k
0 ≡ ωk = Ek+δωk. The force term Fµk = −∂ν(δωkuνuµ) is
defined from the conservation of energy-momentum and particle flow, as described in the Ref. [71].
The energy-momentum tensor can be defined in terms of dressed momenta within the EQPM
and takes the following form,
Tµν(x) =
∑
k=q,g
gk
∫
dP˜k p˜
µ
k p˜
ν
k fk(x, p˜k) +
∑
k=q,g
δωk gk
∫
dP˜k
〈p˜µk p˜νk〉
Ek
fk(x, p˜k), (4)
where fk is the non-equilibrium quasiparticle phase-space distribution function. For the system
close to local thermodynamic equilibrium, we have fk = f
0
k + δfk with δfk/f
0
k  1. Here,
〈p˜µk p˜νk〉 ≡ 12(∆µα∆νβ + ∆µβ∆να)p˜αk p˜βk and dP˜ ≡ d
3|~˜pk|
(2pi)3ωk
is the phase space factor. In general, the
energy-momentum tensor can also be decomposed in terms of hydrodynamic degrees of freedom
as,
Tµν = εuµuν − (P + Π)∆µν + piµν , (5)
in which ε and P are the energy density and pressure of the system, respectively. The dissipative
quantities in the Eq. (5) are the shear stress tensor piµν and bulk viscous pressure Π, respectively.
Note that the above expression for energy-momentum tensor is written for fluid four-velocity defined
in the Landau frame [36].
The projection of energy-momentum conservation ∂µT
µν = 0, along and orthogonal to uµ, along
with the thermodynamic identities give the evolution equation of ε and uµ and have the following
form,
ε˙+ (ε+ P + Π)θ − piµνσµν = 0, (6)
(ε+ P + Π)u˙α −∇α(P + Π) + ∆αν ∂µpiµν = 0, (7)
where, θ ≡ ∂µuµ is the scalar expansion and σµν ≡ ∆µναβ∇αuβ is the shear stress tensor. From
Eqs. (6) and (7), we can obtain the derivatives of β which have the following form,
β˙ = βc2s
(
θ +
Πθ − piµνσµν
(ε+ P )
)
, ∇αβ = −β
(
u˙α +
Πu˙α −∇αΠ + ∆αν ∂µpiµν
(ε+ P )
)
, (8)
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where c2s =
dP
d is the squared speed of sound in the QGP. While deriving Eq. (8), we observe
that with zero chemical potential, the above form of β˙ and ∇αβ are universal as long as the
thermodynamic relation, dP/dT = β( + P ) is satisfied. In other words, the changes due to the
mean fields are absorbed into c2s and thus do not affect the form of β˙ or ∇αβ. The shear stress
tensor piµν and bulk viscous pressure Π can be expressed in terms of δf within the EQPM as [71],
piµν =
∑
k=q,g
gk∆
µν
αβ
∫
dP˜k p˜
α
k p˜
β
kδfk +
∑
k=q,g
δωkgk∆
µν
αβ
∫
dP˜k p˜
α
k p˜
β
k
1
Ek
δfk, (9)
Π = −1
3
∑
k=q,g
gk∆αβ
∫
dP˜k p˜
α
k p˜
β
kδfk −
1
3
∑
k=q,g
δωkgk∆αβ
∫
dP˜k p˜
α
k p˜
β
k
1
Ek
δfk. (10)
To make further progress, we need to obtain δfk in order to describe the transport coefficients in
the viscous evolution of the system.
B. Second order viscous evolution equations
In the present analysis, we obtain non-equilibrium corrections to the distribution function by
employing an iterative CE like solution of the Boltzmann equation, Eq. (1), in RTA [77, 78]. The
first-order gradient correction to distribution functions for quarks and gluons within the effective
kinetic theory takes the following form,
δf
(1)
k = τR
[
p˜γk∂γβ +
β p˜γk p˜
φ
k
u·p˜k ∂γuφ − βθ(δωk)− ββ˙
(
∂(δωk)
∂β
)]
f0k f¯
0
k , (11)
where f¯0k = 1− af0k with a = −1 and +1 for gluons and quarks, respectively. Employing the first
order equation and considering the relaxation time τR to be independent of four-momenta, Eqs. (9)
and Eqs. (10) reduce to,
piµν = 2 τR βpi σ
µν , Π = −τR βΠ θ. (12)
The above equation is the relativistic generalization of the Navier-Stokes equation. The coefficients
βpi and βΠ have been estimated in terms of the thermodynamic integrals J˜
(r)
k nm and L˜
(r)
k nm as,
βpi =β
∑
k=q,g
[
J˜
(1)
k 42 + δωkL˜
(1)
k 42
]
, (13)
βΠ =β
∑
k=q,g
[
c2s
(
J˜
(0)
k 31+δωkL˜
(0)
k 31−
(
∂(δωk)
∂β
)(
J˜
(0)
k 21 + δωkL˜
(0)
k 21
))
+
5
3
(
J˜
(1)
k 42 + δωkL˜
(1)
k 42
)
− δωk
(
J˜
(0)
k 21 + δωkL˜
(0)
k 21
)]
. (14)
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The thermodynamic integrals J˜
(r)
k nm and L˜
(r)
k nm are defined as,
J˜
(r)
k nm =
gk
2pi2
(−1)m
(2m+ 1)!!
∫ ∞
0
d | ~˜pk |
(
u.p˜k
)n−2m−r−1( | ~˜pk | )2m+2f0k f¯0k , (15)
L˜
(r)
k nm =
gk
2pi2
(−1)m
(2m+ 1)!!
∫ ∞
0
d | ~˜pk |
(
u.p˜k
)n−2m−r−1
Ek
( | ~˜pk | )2m+2f0k f¯0k . (16)
These integral coefficients can be expressed in terms of polylogarithm functions and are given in
the Appendix A. The first-order transport coefficients, shear viscosity η = τRβpi and bulk viscosity
ζ = τRβΠ, within the effective kinetic theory have been calculated by comparing Eq. (12) with the
relativistic Navier-Stokes equations as discussed in Ref. [73].
To obtain the second order hydrodynamic evolution equations for the shear stress tensor and
the bulk viscous pressure, we adopt the methodology followed in Refs. [17, 32]. The co-moving
derivative of piµν and Π within the covariant kinetic theory take the following forms,
p˙i〈µν〉 =
∑
k=q,g
gk ∆
µν
αβ D
(∫
dP˜k p˜
α
k p˜
β
kδfk + (δωk)
∫
dP˜k
Ek
p˜αk p˜
β
kδfk
)
, (17)
Π˙ = −1
3
∑
k=q,g
gk∆αβ D
(∫
dP˜kp˜
α
k p˜
β
kδfk + (δωk)
∫
dP˜k
Ek
p˜αp˜βδfk
)
, (18)
where we have employed the notation X〈µν〉 ≡ ∆µναβXαβ and D(X) ≡ X˙. The co-moving derivative
of the non-equilibrium part of distribution function i.e. δf˙k can be obtained from Eq. (1) and takes
the following form,
δf˙k = −f˙0k −
δfk
τR
− 1
(u · p˜k) p˜
γ
k∇γfk +
[
δω˙ku
γ + δωkθu
γ + δωku˙
γ
]
∂(p˜k)γ fk. (19)
Substituting δf˙k in the Eqs. (17) and (18) along with employing the Eqs. (8) and (11), we finally
obtain the second order evolution equations for shear tensor and bulk viscous pressure as,
p˙i〈µν〉 +
piµν
τR
= 2βpiσ
µν + 2pi
〈µ
φ ω
ν〉φ − δpipipiµνθ − τpipipi〈µφ σν〉φ + λpiΠΠσµν , (20)
Π˙ +
Π
τR
= − βΠθ − δΠΠΠθ + λΠpipiµνσµν , (21)
with ωµν = 12(∇µuν − ∇νuµ) as the vorticity tensor. Note that, as a consequence of RTA, one
obtains a single time scale to describe the relaxation of shear and bulk viscous evolution, i.e.,
τR = τpi = τΠ.
The second order transport coefficients appearing in the viscous evolution Eqs. (20) and (21)
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are obtained as
δpipi =
5
3
+
β
βpi
∑
k=q,g
[
7
3
J˜
(3)
k 63 + δωk
(7
3
L˜
(3)
k 63 −
7
6
ξk +
1
2
Γk
)]
, (22)
τpipi = 2 +
β
βpi
∑
k=q,g
[
4
(
J˜
(3)
k 63 + δωkL˜
(3)
k 63
)
− 2δωkξk
]
, (23)
λpiΠ =
βc2s
βΠ
∑
k=q,g
[
J˜
(1)
k 42 + J˜
(0)
k 31 + δωk
(
L˜
(1)
k 42 − J˜ (0)k 21 + L˜(0)k 31 − δωkL˜(0)k 21
)
+ β
∂δωk
∂β
(
2ξk + Γk
− 2δωkL˜(1)k 42
)]
+
β
βΠ
∑
k=q,g
[
14
3
J˜
(3)
k 63 +
10
3
J˜
(1)
k 42 + δωk
(14
3
L˜
(3)
k 63 +
10
3
L˜
(1)
k 42 −
7
3
ξk + Γk
)]
, (24)
λΠpi =
β
3βpi
∑
k=q,g
[
7J˜
(3)
k 63 + 2J˜
(2)
k 52 + δωk
(
7L˜
(3)
k 63 + 2L˜
(2)
k 52 − 2ξk
)]
− c2s, (25)
δΠΠ =
β
βΠ
∑
k=q,g
[
− 5
9
λ0k−δωkλ1k+
(
∂δωk
∂β
)
λ2k−(δωk)2λ3k+δωk
(
∂δωk
∂β
)
λ4k−
(
∂δωk
∂β
)2
λ5k
]
−c2s, (26)
where
ξk = J˜
(2)
k 42 + δωkL˜
(2)
k 42, (27)
Γk = J˜
(0)
k 21 − βM˜ (1)k 42 + δωk
(
L˜
(0)
k 21 − J˜ (1)k 21 − βN˜ (1)k 42
)
, (28)
λ0k = =
(
J˜
(1)
k 42 + J˜
(0)
k 31 + δωk(L˜
(1)
k 42 + L˜
(0)
k 31)
)
(1− 3c2s), (29)
λ1k =
(8
3
J˜
(0)
k 21 − βM˜ (0)k 31
)
c2s +
25
9
J˜
(2)
k 42 −
5
3
J˜
(1)
k 31 −
5
3
βM˜
(1)
k 42, (30)
λ2k =
5
3
(
J˜
(1)
k 31 + J˜
(2)
k 42 + βM˜
(1)
k 42 − L˜(1)k 42
)
βc2s + M˜
(0)
k 31β
2(c2s)
2, (31)
λ3k =
5
3
J˜
(1)
k 21 − βM˜ (0)k 21 +
(8
3
L˜
(0)
k 21 − βN˜ (0)k 31
)
c2s +
25
9
L˜
(2)
k 42 −
5
3
L˜
(1)
k 31 −
5
3
βN˜
(1)
k 42, (32)
λ4k =
(1
3
J˜
(1)
k 21 + 2βM˜
(0)
k 21
)
βc2s + N˜
(0)
k 31β
2(c2s)
2 +
5
3
(3
5
L˜
(0)
k 21 + L˜
(1)
k 31 + L˜
(2)
k 42 + βN˜
(1)
k 42
)
βc2s, (33)
λ5k =
(
J˜
(1)
k 21 − βM˜ (0)k 21 + β−1L˜(0)k 31
)
β2(c2s)
2. (34)
In the above expressions, the integral coefficients M˜
(r)
k nm and N˜
(r)
k nm are defined as,
M˜
(r)
k nm =
gk
2pi2
(−1)m
(2m+ 1)!!
∫ ∞
0
d | ~˜pk |
(
u.p˜k
)n−2m−r−1( | ~˜pk | )2m+2(f¯0k − af0k )f0k f¯0k , (35)
N˜
(r)
k nm =
gk
2pi2
(−1)m
(2m+ 1)!!
∫ ∞
0
d | ~˜pk |
(
u.p˜k
)n−2m−r−1
Ek
( | ~˜pk | )2m+2(f¯0k − af0k )f0k f¯0k . (36)
The thermodynamic integrals J˜
(r)
k nm, L˜
(r)
k nm, M˜
(r)
k nm, and N˜
(r)
k nm, appearing in the above expres-
sions, can be expressed in terms of polylogarithm functions and are given in the Appendix A. It is
important to note that the transport coefficients described in the Eqs. (22)-(26) reduce exactly to
the results in the Ref. [33] in the non-interacting ideal case where zk → 1 and δωk → 0.
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C. Second-order viscous corrections to entropy-four current
Another approach to obtaining equations of relativistic dissipative hydrodynamic follow from
the second law of thermodynamics [79, 80]. This requires the condition of positive definite local
entropy generation in the medium. In a relativistic system, entropy generation can be realized from
the divergence of entropy four-current. In the following, we construct the entropy four-current in
terms of hydrodynamic quantities within the EQPM framework. The entropy four-current can be
defined from the Boltzmann H-function as,
Sµ = −
∑
k
gk
∫
dP˜k p˜
µ
k
(
fk ln fk + af¯k ln f¯k
)
. (37)
For a system near to the local thermodynamic equilibrium, the distribution function can be written
as fk = f
0
k + f
0
k f¯
0
kφk where φk  1. Substituting in the above equation and expanding in powers
of φk up to second order, we obtain
Sµ = s0u
µ −
∑
k
gk
∫
dP˜k p˜
µ
k
[
f0k f¯
0
k ln
(
f0k/f¯
0
k
)
φk +
1
2
f0k f¯
0
k φ
2
k
]
+O(φ3k), (38)
where s0 = β(ε+P ) is the equilibrium entropy density. Employing the EQPM distribution function,
Eq. (2), in Eq. (38), we obtain
Sµ = s0u
µ +
∑
k
gk ln (z1k)
∫
dP˜k p˜
µ
k f
0
k f¯
0
kφk −
∑
k
gk
∫
dP˜k p˜
µ
k
1
2
f0k f¯
0
k φ
2
k, (39)
where z1k = zk exp [β(δωk)].
In Eq. (38), we see that the first-order viscous correction to the entropy current is purely due
to quasiparticle excitation because the term is proportional to ln z1k. Note that, within the usual
kinetic theory with zero chemical potential, first order correction to entropy current does not
arise [81]. This limit is easily recovered in Eq. (39) by setting zk = 1 which corresponds to the
limit of ideal EoS. We find that the first-order term in the Eq. (39) vanishes, and the second-order
derivative expansion terms contribute to leading order non-equilibrium corrections to the entropy
four-current [82]. In Ref. [73], we have realized the non-zero first order bulk viscous correction to
the entropy current within the EQPM description. To obtain the second order viscous corrections
to the entropy four-current, the knowledge of the non-equilibrium parts of the distribution function
up to second order in space-time derivatives of hydrodynamic variables are required. To this end,
we first write the non-equilibrium part of the distribution function as a sum of first and second
order corrections, φk = φ1k +φ2k. Invoking the evolution equations Eq. (20) and Eq. (21), the first
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and second order viscous corrections to the distribution function are calculated to be,
φ1k = C1k p˜
α
k p˜
β
k piαβ + C2kΠ, (40)
φ2k = C3k p˜
α
k (u˙
βpiαβ)+C4kp˜
α
k p˜
β
k p˜
µ
k(u˙µpiαβ)+C5k p˜
α
k (∇βpiαβ)+C6k p˜αk p˜βk p˜µk(∇µpiαβ)+C7k(piαβpiαβ)
+ C8k p˜
α
k p˜
β
k(pi
γ
β piαγ) + C9k p˜
α
k p˜
β
k p˜
µ
k p˜
γ
k(piµγpiαβ) + C10k p˜
α
k p˜
β
k(pi
γ
α ωβγ) + C11kp˜
α
k p˜
β
k(piαβΠ)
+ C12k p˜
α
k (u˙α Π) + C13k p˜
α
k (∇αΠ) + C14k (Π2), (41)
where the coefficients Ci (i = 1, 2, ...., 15) for the k−th particle species are given in the Appendix B.
The non-equilibrium corrections to the distribution function as obtained in Eq. (40) and Eq. (41)
reduce back to the form in Ref. [82] in the ultra-relativistic limit zk → 1. Substituting φ1k and φ2k
in Eq. (39), the entropy current can be expressed as,
Sµ = suµ + Φµ, (42)
where s ≡ uµSµ is the entropy density evaluated by projecting the entropy four-current along the
fluid velocity and Φµ ≡ ∆µαSα is the entropy flux which is the space-like component obtained by
projecting the entropy four-current orthogonal to fluid velocity. We obtain the entropy density and
the entropy flux as follows,
s = s0 + ΛΠΠ + Λpipi (piαβpi
αβ) + ΛΠΠ Π
2, (43)
Φµ = Λ1(∆
µ
αu˙βpi
αβ) + Λ2
(
∆µα∇βpiαβ
)
+ Λ3(u˙
µ Π) + Λ4(∇µΠ). (44)
The Λ coefficients in Eqs. (43) and (44) are provided in Appendix B. It is important to note that in
the usual kinetic theory with vanishing chemical potential, the entropy flux, Φµ, does not appear up
to second-order gradient corrections. On the other hand, we find non-vanishing Φµ in the present
calculation which appears purely due to consideration of effective fugacity. This is apparent from
the expressions of Λi (i = 1, 2, 3, 4) in Appendix B where these coefficients are proportional to
ln z1k and vanishes in the limit zk → 1.
D. Boost invariant Bjorken expansion
The EoS effects from the EQPM formulation of the second-order viscous hydrodynamic equa-
tions to study the evolution of QGP can be quantified by employing the Bjorken’s prescription
for transversely homogeneous and purely longitudinal boost-invariant expansion [83]. In terms of
Milne coordinates (τ, x, y, ηs), with τ =
√
t2 − z2 and ηs = tanh−1(z/t), fluid velocity takes the
form, uµ = (1, 0, 0, 0), in which the metric tensor is given by gµν = (1,−1,−1,−1/τ2). Employing
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FIG. 1. Temperature behaviour of shear second-order transport coefficients within the present EQPM formu-
lation and the comparison of the EQPM results with that obtained with ideal EoS (left panel). Temperature
dependence of bulk second-order transport coefficients (right panel). The results are compared with effective
mass quasiparticle hydrodynamic formulation [60].
the Milne coordinate system, the evolution equation of energy density i.e. Eq. (6), together with
the viscous evolution, Eqs. (20) and (21), reduce to
dε
dτ
= − 1
τ
(
ε+ P + Π− pi
)
, (45)
dpi
dτ
+
pi
τpi
=
4
3
βpi
τ
−
(
1
3
τpipi + δpipi
)
pi
τ
+
2
3
λpiΠ
Π
τ
, (46)
dΠ
dτ
+
Π
τΠ
= − βΠ
τ
− δΠΠ Π
τ
+ λΠpi
pi
τ
, (47)
where pi ≡ −τ2piηsηs . The transport coefficients appearing in the shear and bulk evolution equations
are described in the Eq. (22)-(26). Note that the term with the vorticity tensor 2pi
〈µ
φ ω
ν〉φ vanishes
in the evolution equations and has no effect on the dynamics of the fluid. We numerically solve the
simultaneous Eqs. (45)-(47) to study the evolution of viscous QGP with initial temperature T0 =
600 MeV at the initial proper time τ0 = 0.25 fm/c corresponding to the LHC initial conditions. The
parameters zk and δωk are obtained by imposing the lattice QCD equation of state. We consider
relaxation time to be constant and equal for both bulk and shear parts, τpi = τΠ = τR = 0.25 fm/c.
The pressure anisotropy in the medium can be written as PL/PT ≡ (P + Π − pi)/(P + Π + pi/2),
where PL and PT are the longitudinal pressure and transverse pressure, respectively. Further, with
these conditions we can study the system response due to the viscous flow by investigating the
Reynolds number associated with shear and bulk viscous pressure, R−1pi =
√
piµνpiµν
P and R
−1
Π =
|Π |
P ,
respectively [10, 22, 84].
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FIG. 2. Proper time evolution of temperature in the medium with initial temperature T0 = 600 MeV at
the initial proper time τ0 = 0.25 fm/c.
III. RESULTS AND DISCUSSIONS
We summarize the results and observations of the analysis in this section. The temperature
behaviour of the second-order coefficients of shear tensor and bulk viscous pressure is depicted in
Fig. 1. The effect of non-ideal EoS to the second-order coefficients are described in the Eqs. (22)-
(26). Note that the mean field contributions to the coefficients have a visible impact on the
temperature regime near transition temperature and vanishes asymptotically with the increase in
temperature. Moreover, mean field terms in the analysis are essential to maintain thermodynamic
consistency as explained in Ref. [66]. We observe that the non-ideal effects to the shear coefficients
are quite significant in the lower temperature regimes (left panel). In the current analysis, the bulk
viscous contribution of the system is solely from the medium interactions that are incorporated
within the EQPM description. It is important to emphasize that the bulk viscous coefficients vanish
in the massless limit with the ideal EoS. Previous studies [31, 67, 73] have shown that the effective
description of the QGP medium with the EQPM breaks the conformal invariance in the massless
case. The temperature dependence of second order bulk viscous coefficients is plotted in Fig. 1
(right panel). The EQPM results are compared with that from the effective mass quasiparticle
model as described in Ref. [60].
The effects of the present formulation of second order viscous hydrodynamics of the QGP are
quantified for the case of boost invariant longitudinal expansion. We plotted the proper time
evolution of temperature in Fig. 2 by considering the initial conditions that roughly correspond
to those at the LHC. We consider the initial temperature T0 = 600 MeV at initial proper time
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compared with the solutions of IS and NS theory [85]. Proper time dependence of the inverse of Reynolds
number associated with shear and bulk viscous pressure (right panel). The evolution of R−1pi is compared
with that obtained from Grad’s 14-moment method [70].
τ0 = 0.25 fm/c with pi(τ0)=0 and Π(τ0)=0. The temperature evolution is studied for the perfect
fluid with no viscous effects and for the first and second order viscous hydrodynamics expansion
of the medium. While ideal hydrodynamics predicts faster cooling of the medium, the viscous
effects slow down temperature evolution. We observe a substantial modification in the evolution
of temperature from second order expansion of the medium. The temperature evolution based on
second order viscous hydrodynamics drops faster in comparison with the first order hydrodynamic
evolution. This observation is consistent with the results of Ref. [84]. The hot QCD medium
interactions also affect the evolution of the temperature of the medium. We observe that the
thermal medium effect slows down the temperature evolution obtained from the second order
hydrodynamic expansion and these effects are more visible in the later stage of evolution. These
EoS effects may give corrections to the photon and dilepton spectra, which are sensitive to the
temperature evolution of the medium.
In Fig. 3 (left panel), we plotted the proper time dependence of the ratio of longitudinal pressure
to the transverse pressure PL/PT . In a previous study [73], we have realized that the pressure due
to shear tensor and bulk viscous pressure is larger than the thermodynamic pressure and hence
the ratio PL/PT goes to a negative value at the very initial stages of collision with first order
EQPM hydrodynamic evolution. In the present analysis, we have studied the time evolution of
pressure anisotropy, assuming the initial pressure configuration to be isotropic. We compared
the results of pressure anisotropy with the solutions of IS second order viscous hydrodynamical
evolution and first order NS theory at ηs =
1
4pi [85]. We see that the effect of the bulk viscous
pressure to the proper time behaviour of PL/PT is relatively small in comparison with the pressure
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FIG. 4. Viscous correction to the proper time evolution of s/s0 with initial temperature T0 = 600 MeV at
the initial proper time τ0 = 0.25 fm/c.
from the shear stress tensor. This feature is more evident from the evolution of Reynolds number
associated with shear and bulk viscous pressure, R−1pi and R
−1
Π , respectively, as plotted in Fig. 3
(right panel). We have compared the results of the R−1pi with that obtained from the Grad’s 14-
moment method [70]. Although both the CE expansion and Grad’s 14-moment methods involve
expanding the distribution function around the equilibrium state, we observe significant differences
in the system response followed by the viscous flow. This is reflected in the time evolution of the
Reynolds number.
The proper time evolution of the ratio s/s0 is depicted in Fig. 4 considering the initial tem-
perature T0 = 600 MeV at τ0 = 0.25 fm/c obtained using second order CE method. Unlike
the non-equilibrium shear part, the bulk viscous correction to the distribution function explicitly
depends on the effective fugacity parameter, which, in turn, gives a leading order contribution
from first order correction to the entropy current within the EQPM description. We studied the
bulk and shear viscous corrections to the entropy current. We observed that the entropy density
deviates significantly from the equilibrium value due to the viscous evolution in the intermediate
stage. The entropy density attains its equilibrium value at the later stage as the system approaches
equilibrium.
IV. SUMMARY AND OUTLOOK
We have presented the formulation of the second-order viscous hydrodynamic evolution equa-
tions while incorporating the thermal medium effects via realistic QCD equation of state. A
14
quasiparticle model is employed in the analysis to encode the equation of state effects via effective
quark and gluon fugacity parameters. The system away from the equilibrium has been modelled
by the effective kinetic theory. We have employed CE expansion method to solve the relativistic
effective Boltzmann equation with the RTA. We have studied the temperature dependence of the
shear and bulk second order transport coefficients within the EQPM and compared the results with
other parallel analysis. The hot QCD medium effects induce visible modification to the transport
coefficients, especially in the temperature regimes not very far from the transition temperature Tc.
We also studied the viscous corrections to the entropy four-current using second order CE method.
We found non-vanishing entropy flux at second order which appears purely due to the EQPM.
Having obtained the effective description of the second order evolution equations, we then fo-
cused on the special case of a boost-invariant longitudinal expansion of the system. The evolution
of temperature with proper time is studied in the viscous 1 + 1−dimensional Bjorken expanding
medium. We observe a faster temperature drop with proper time within the second order hydro-
dynamic evolution equations in comparison with the first order theory. Notably, the inclusion of
thermal medium effects in the second order theory slows down the temperature evolution. The
EQPM formulation of second-order hydrodynamic evolution equations has been further employed
to study the pressure anisotropy and Reynolds number associated with shear and bulk viscous
pressure in the medium. We found that both the equation of state as well as the second-order
transport coefficients have a sizable effect in the proper time evolution of pressure anisotropy. We
have also compared the proper time dependence of R−1pi obtained from the CE expansion and Grad’s
14-moment methods. We observed a sizable deviation of the entropy density from its equilibrium
value due to the viscous corrections.
Looking forward, the formulation of second-order magnetohydrodynamics with an effective
transport theory would be a timely and interesting task to pursue. Apart from this, a thorough
understanding of the hydrodynamics description of the medium by employing a more realistic colli-
sion kernel, and the phenomenological significance of the second-order transport coefficients in the
heavy quark dynamics and dilepton production in the expanding medium are another interesting
directions to work in the near future. Moreover, it would be important to formulate a unified
framework for effective mass and effective fugacity models such that one can describe the lattice
equation of state as well as higher-order susceptibilities within the same framework. We leave these
problems for future studies.
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Appendix A: Thermodynamic integrals in the massless case
The thermodynamic integrals can be expressed in terms of polylogarithm function PolyLog [n, a],
where a is the argument and n denotes the order, in the massless limit. Note that in the finite
quark mass limit, the integrals can be represented with the modified Bessel function of the second
kind [73]. For the quark case, the integrals take the following forms,
J˜
(3)
q 63 = −
gqT
5
210pi2
[
− 24PolyLog [4,−zq] + 24(δωq)
T
PolyLog [3,−zq]− 20(δωq)
2
T 2
PolyLog [2,−zq]
]
,
(A1)
J˜
(2)
q 42 =
gqT
4
5pi2
[
− PolyLog [3,−zq] + (δωq)
T
PolyLog [2,−zq] + (δωq)
2
T 2
Log(1 + zq)
]
, (A2)
J˜
(1)
q 42 =
gqT
5
5pi2
[
− 4PolyLog [4,−zq] + 2(δωq)
T
PolyLog [3,−zq]− (δωq)
2
T 2
PolyLog [2,−zq]
]
, (A3)
J˜
(1)
q 31 = −
gqT
4
6pi2
[
− 6PolyLog [3,−zq] + 2(δωq)
T
PolyLog [2,−zq] + (δωq)
2
T 2
Log(1 + zq)
]
, (A4)
J˜
(0)
q 21 = −
gqT
4
pi2
[
− PolyLog [3,−zq] + 1
3
(δωq)
T
PolyLog [2,−zq] + 1
6
(δωq)
2
T 2
Log(1 + zq)
]
, (A5)
J˜
(3)
q 42 = −
gqT
3
15pi2
[
PolyLog [2,−zq] + 2(δωq)
T
Log(1 + zq)
]
, (A6)
J˜
(1)
q 21 = −
gqT
3
pi2
[
− 1
3
PolyLog [2,−zq]− 1
3
(δωq)
T
Log(1 + zq) +
1
2
(δωq)
2
T 2
zq
1 + zq
]
, (A7)
16
J˜
(0)
q 20 = −
gqT
4
pi2
[
3PolyLog [3,−zq] + (δωq)
T
PolyLog [2,−zq]
]
, (A8)
J˜
(2)
q 21 = −
gqT
2
6pi2
[
Log(1 + zq)− 3(δωq)
T
zq
1 + zq
]
, (A9)
J˜
(1)
q 10 =
gqT
2
2pi2
[
Log(1 + zq)− (δωq)
T
zq
1 + zq
]
, (A10)
J˜
(0)
q 31 =
gqT
5
pi2
4PolyLog [4,−zq], (A11)
J˜
(0)
q 10 = −
gqT
3
pi2
PolyLog [2,−zq], (A12)
J˜
(2)
q 10 =
gqT
2
2pi2
zq
1 + zq
, (A13)
M˜
(0)
q 31 =
gqT
5
pi2
4PolyLog [3,−zq], (A14)
M˜
(0)
q 10 =
gqT
3
pi2
Log (1 + zq), (A15)
M˜
(1)
q 10 =
gqT
2
2pi2
zq
1 + zq
, (A16)
M˜
(1)
q 21 = −
gqT
2
6pi2
zq
1 + zq
, (A17)
M˜
(1)
q 42 =
gqT
5
5pi2
[
− 4PolyLog [3,−zq] + 2(δωq)
T
PolyLog [2,−zq] + (δωq)
2
T 2
Log(1 + zq)
]
, (A18)
M˜
(0)
q 30 =
gqT
5
pi2
[
− 12PolyLog [3,−zq]− 6(δωq)
T
PolyLog [2,−zq] + (δωq)
2
T 2
Log(1 + zq)
]
, (A19)
M˜
(0)
q 21 = −
gqT
4
pi2
[
− PolyLog [2,−zq]− 1
3
(δωq)
T
Log(1 + zq) +
1
6
(δωq)
2
T 2
zq
1 + zq
]
, (A20)
M˜
(0)
q 20 =
gqT
4
pi2
[
− 3PolyLog [2,−zq] + (δωq)
T
Log(1 + zq)
]
, (A21)
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L˜
(3)
q 63 = −
gqT
4
210pi2
[
− 6PolyLog [3,−zq] + 8(δωq)
T
PolyLog [2,−zq]
]
, (A22)
L˜
(2)
q 42 =
gqT
3
5pi2
[
− 1
3
PolyLog [2,−zq]− 1
2
(δωq)
T
Log(1 + zq)
]
, (A23)
L˜
(1)
q 42 =
gqT
4
5pi2
[
− PolyLog [3,−zq] + 2
3
(δωq)
T
PolyLog [2,−zq]
]
, (A24)
L˜
(0)
q 21 = −
gqT
3
pi2
[
− 1
3
PolyLog [2,−zq]− 1
6
(δωq)
T
Log(1 + zq)
]
, (A25)
L˜
(1)
q 31 = −
gqT
3
6pi2
[
− 2PolyLog [2,−zq]− (δωq)
T
Log(1 + zq)
]
, (A26)
L˜
(0)
q 31 =
gqT
4
pi2
PolyLog [3,−zq], (A27)
N˜
(0)
q 31 =
gqT
4
pi2
PolyLog [2,−zq], (A28)
N˜
(1)
q 42 =
gqT
4
5pi2
[
− PolyLog [2,−zq]− 2
3
(δωq)
T
Log(1 + zq)
]
. (A29)
For the gluonic case the thermodynamic integrals take the following forms,
J˜
(1)
g 42 =
ggT
5
5pi2
[
4PolyLog [4, zg]− 2(δωg)
T
PolyLog [3, zg] +
(δωg)
2
T 2
PolyLog [2, zg]
]
, (A30)
J˜
(2)
g 42 =
ggT
4
5pi2
[
PolyLog [3, zg]− (δωg)
T
PolyLog [2, zg]− (δωg)
2
T 2
Log(1− zg)
]
, (A31)
J˜
(0)
g 21 = −
ggT
4
pi2
[
PolyLog [3, zg]− 1
3
(δωg)
T
PolyLog [2, zg]− 1
6
(δωg)
2
T 2
Log(1− zg)
]
(A32)
J˜
(3)
g 63 = −
ggT
5
210pi2
[
24PolyLog [4, zg]− 24(δωg)
T
PolyLog [3, zg] + 20
(δωg)
2
T 2
PolyLog [2, zg]
]
, (A33)
J˜
(1)
g 31 = −
ggT
4
6pi2
[
6PolyLog [3, zg]− 2(δωg)
T
PolyLog [2, zg]− (δωg)
2
T 2
Log(1− zg)
]
, (A34)
J˜
(1)
g 21 = −
ggT
3
pi2
[
1
3
PolyLog [2, zg] +
1
3
(δωg)
T
Log(1− zg) + 1
2
(δωg)
2
T 2
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1− zg
]
, (A35)
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J˜
(3)
g 42 =
ggT
3
15pi2
[
PolyLog [2, zg] + 2
(δωg)
T
Log(1− zg)
]
, (A36)
J˜
(0)
g 20 =
ggT
4
pi2
[
3PolyLog [3, zg] +
(δωg)
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PolyLog [2, zg]
]
, (A37)
J˜
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g 21 = −
ggT
2
6pi2
[
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T
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]
, (A38)
J˜
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ggT
2
2pi2
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T
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]
, (A39)
J˜
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g 31 = −
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pi2
4PolyLog [4, zg], (A40)
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pi2
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(0)
g 31 = −
ggT
5
pi2
4PolyLog [3, zg], (A43)
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ggT
3
pi2
Log (1− zg), (A44)
M˜
(1)
g 10 =
ggT
2
2pi2
zg
1− zg , (A45)
M˜
(1)
g 21 = −
ggT
2
6pi2
zg
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]
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2
T 2
Log(1− zg)
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Appendix B: Coefficients associated to entropy current
The Ci coefficients of Eqs. (40) and (41) are given by,
C1k =
β
2βpi(u · p˜k) , (B1)
C2k = β
[
χ3k
βΠ
− χ1k(u · p˜k)
βΠ
]
, (B2)
C3k = β τR
[
1
βpi
+
1
ε+ P
]
+
3β τR(δωk)
2βpi(u · p˜k) , (B3)
C4k =
β τR
βpi(u · p˜k)2 −
β2 τR χpik
2β2pi(u · p˜k)2
− β
2 τR
2βpi(u · p˜k)3
∂(δωk)
∂β
, (B4)
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, (B5)
C6k = − βτR
2βpi(u · p˜k)2 , (B6)
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)
− β
2βpi (u · p˜k)
[
∂ (δωk)
∂β
βc2s + (δωk)
](
f¯0k − af0k
)− β λpiΠ
4β2pi(u · p˜k)
+
χ6k β
2βpi βΠ
+
χ1k β
2βpi βΠ(u · p˜k)
− β
2
2βpi βΠ(u · p˜k)
(
χ1k(u · p˜k)− χ3k
)
(f¯0k − af0k ), (B11)
C12k = − β τR
ε+ P
− χ1k β τR
βΠ
− β τR
βΠ
[
βχ5k− χ6k(u · p˜k)− βχ8k
(u · p˜k)
]
+
χ1k β τR
βΠ(u · p˜k)
×
[
(u · p˜k)−β∂(δωk)
∂β
]
+
[
β2 τR χΠ(χ1k(u · p˜k)− χ3k)
β2Π(u · p˜k)
]
+
β τR
βΠ
[
χ1k − χ3k
(u · p˜k)
]
, (B12)
C13k =
β τR
βΠ
[
χ1k − χ3k
(u · p˜k)
]
+
β τR
ε+ P
, (B13)
C14k = − β
βΠ
[
(u · p˜k)c2s
ε+ P
− δΠΠ χ1k(u · p˜k)
βΠ
+
χ3k δΠΠ
βΠ
− χ4k
]
− χ1k β
β2Π
(u · p˜k) c2s
− β
3β2Π
[
3βc2s
(
χ5k(u · p˜k)− χ8k
)
+χ6kp˜
µ
k p˜
φ
k∆µφ
]
− χ1kβ
3β2Π(u · p˜k)
[
p˜µk p˜
φ
k∆µφ + β(u · p˜k)
∂(δωk)
∂β
c2s
]
+
[
β2 χΠk
(
χ1k(u · p˜k)− χ3k
)
β3Π
]
c2s +
β2
β2Π(u · p˜k)
(
χ1k(u · p˜k)− χ3k
)[
(u · p˜k)2c2s + p˜µk p˜φk
∆µφ
3
]
× (f¯0k − af0k ) +
β
β2Π
[
∂ (δωk)
∂β
βc2s + (δωk)
][(
χ7k (u · p˜k) + χ1k
)
− β
(
χ1k (u · p˜k)− χ3k
)
× (f¯0k − af0k)
]
. (B14)
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In the Eqs. (B1)-(B14) we made use of some χi-coefficients. They are obtained as,
χ1 k = c
2
s +
1
3 (u · p˜k)2
[
m2 − (u · p˜k)2
]
+
(δωk)
3 (u · p˜k)2
[
2(u · p˜k)− (δωk)
]
, (B15)
χ2 k = −1
3
[(
m2 − (u · p˜k)2
)
+ (δωk)
(
2(u · p˜k)− (δωk)
)]
, (B16)
χ3 k = βc
2
s
∂δωk
∂β
+ (δωk) (B17)
χ4 k =
βc2s
ε+ P
∂(δωk)
∂β
, (B18)
χ5k =
∂c2s
∂β
+
∂δωk
∂β
[
2
3 (u · p˜k) −
2m2
3 (u · p˜k)3 −
4 (δωk)
3(u · p˜k)2 +
(δωk)
2
3(u · p˜k)3
]
, (B19)
χ6k = − 2m
2
3 (u · p˜k)3 −
2 (δωk)
3(u · p˜k)2 +
(δωk)
2
3(u · p˜k)3 , (B20)
χ7k = − 2
3 (u · p˜k)3
[
m2 + (δωk)(u · p˜k)− (δωk)2
]
, (B21)
χ8k =
∂(δωk)
∂β
[
(1 + c2s) + β
∂c2s
∂β
]
+ βc2s
∂2(δωk)
∂β2
, (B22)
χpi k =
∑
k=q,g
[
− ∂(δωk)
∂β
(
2βJ˜
(2)
k, 42 − L˜(1)k 42 + 2β(δωk)L˜(2)k, 42
)
+
(
J˜
(1)
k 42 − β M˜ (1)k, 52
)
+ (δωk)
(
L˜
(1)
k 42 − β(δωk)N˜ (1)k, 52
)]
, (B23)
χΠ k = β
(
∂c2s
∂β
)[
J˜
(0)
k 31 + (δωk)L˜
(0)
k 31
]
+ c2s
[
J˜
(0)
k 31 + δωkL˜
(0)
k 31
]
+
5
3
[
J˜
(1)
k 42 + (δωk)L˜
(1)
k 42
]
− (δωk)J˜ (0)k 21 − β
[
c2sM˜
(0)
k, 41 +
5
3
M˜
(1)
k, 52
]
− β(δωk)
[
c2sN˜
(0)
k, 41 +
5
3
N˜
(1)
k, 52 − M˜ (0)k, 31
]
+ β
∂(δωk)
∂β
[
c2sL˜
(0)
k 31 − J˜ (0)k 21 −
10
3
(
J˜
(2)
k 42 − L˜(1)k 42
)
+ (δωk)
(
J˜
(1)
k 21 − 2 L˜(2)k 42
)]
, (B24)
The Λ coefficients in the Eqs. (43) and (44) are derived as,
Λ1 =
βτR
βpi
∑
k
ln (z1k)
[(
1 +
βpi
(ε+ P )
)
J˜
(0)
k, 21 +
3(δωk)
2
J˜
(1)
k, 212 J˜
(2)
k, 42 −
βχpi
βpi
J˜
(2)
k, 42 − β
(
∂(δωk)
∂β
)
J˜
(3)
k, 42
]
,
(B25)
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Λ2 = − βτR
(ε+ P )
∑
k
ln (z1k)
[
J˜
(0)
k, 21 + J˜
(2)
k, 42
]
, (B26)
Λ3 =
βτR
3βΠ
∑
k
ln (z1k)
[
− 3βΠ
(ε+ P )
J˜
(0)
k, 21 + 3
(
βχ8k−βχΠχ3k
βΠ
−χ3k
)
J˜
(1)
k, 21
−
((
2m2 − (δωk)2
)
J˜
(3)
k, 31 + 2 (δωk)J˜
(2)
k, 31
)
− 3β
(
∂c2s
∂β
)
J˜
(0)
k, 21
+
(
β χΠ
βΠ
+ 1
)((
3c2s − 1
)
J˜
(0)
k, 21 +
(
m2 − (δωk)2
)
J˜
(2)
k, 21 + 2(δωk)J˜
(1)
k, 21
)
−
(
∂(δωk)
∂β
)((
3c2s − 1
)
J˜
(1)
k, 21+
(
m2 − (δωk)2
)
J˜
(3)
k, 21+2(δωk)J˜
(2)
k, 21
)
− β
(
∂δωk
∂β
)(
J˜
(1)
k, 21 −
(
2m2 − (δωk)2
)
J˜
(3)
k, 21 − 4(δωk)J˜ (2)k, 21
)]
, (B27)
Λ4 =
β τR
3βΠ
∑
k
ln (z1k)
[(
3c2s − 1 +
3βΠ
(ε+ P )
)
J˜
(0)
k, 21 + (2(δωk)− 3χ3k) J˜ (1)k, 21 +
(
m2 − (δωk)2
)
J˜
(2)
k, 21
]
,
(B28)
ΛΠ =
β
3βΠ
∑
k
ln (z1k)
[
3χ3k J˜
(0)
k, 10 −
(
3 c2s − 1
)
J˜
(0)
k, 20 +
(
m2 − (δωk)2
)
J˜
(2)
k, 20 + 2(δωk)J˜
(1)
k, 20
]
,
Λpipi =
β
2β2pi
∑
k
ln (z1k)
[
βpi
(ε+ P )
J˜
(0)
k, 20 + J˜
(2)
k, 41 + βpi
(
χ4k − χ3k λΠpi
βΠ
)
J˜
(0)
k, 10 −
βpi(1 + c
2
s)
(ε+ P )
J˜
(0)
k, 20
+
βpiλΠpi
3βΠ
((
3c2s − 1
)
J˜
(0)
k, 20 + 2(δωk)J˜
(1)
k, 20 +
(
m2 − (δωk)2
)
J˜
(2)
k, 20
)
− τpipi
6
(
m2J˜
(1)
k, 10 − J˜ (0)k, 20 + 2(δωk)J˜ (0)k, 10 − (δωk)2J˜ (1)k, 10
)
+
1
2
(
τpipiJ˜
(1)
k, 31 − 2(δωk)J˜ (2)k, 31
)
+ 2
(
J˜
(2)
k, 42 + βM˜
(1)
k, 42
)]
− β
2
4β2pi
J˜
(1)
k, 42, (B29)
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ΛΠΠ =
β
β2Π
∑
k
ln (z1k)
[
− βΠ c
2
s
(ε+ P )
J˜
(0)
k, 20 +
δΠΠ
3
((
3c2s − 1
)
J˜
(0)
k, 20 +
(
m2 − (δωk)2
)
J˜
(2)
k, 20 + 2(δωk)J˜
(1)
k, 20
)
− δΠΠχ3k J˜ (0)k, 10 + (βΠ χ4k)J˜ (0)k, 10 −
c2s
3
[(
3c2s − 1
)
J˜
(0)
k, 20 +
(
m2 − (δωk)2
)
J˜
(2)
k, 20 + 2(δωk)J˜
(1)
k, 20
]
− β c
2
s
3
(
3
(
∂c2s
∂β
)
J˜
(0)
k, 20 +
(
∂(δωk)
∂β
)(
2J˜
(0)
k, 10 −
(
2m2 − (δωk)2
)
J˜
(2)
k, 10 − 4 (δωk)J˜ (1)k, 10
))
+
χ8k
3
J˜
(0)
k, 10 +
1
3
((
2m2 − (δωk)2
)
J˜
(2)
21 + 2 (δωk)J˜
(1)
21
)
+
1
3
( (
3 c2s − 1
)
J˜
(1)
k, 31 +
(
m2 − (δωk)2
)
J˜
(3)
k, 31
+ 2 (δωk)J˜
(2)
k, 31
)
− β c
2
s
9
(
∂(δωk)
∂β
)((
3 c2s − 1
)
J˜
(0)
k, 10 +
(
m2 − (δωk)2
)
J˜
(2)
k, 10 + 2(δωk)J˜
(1)
k, 10
)
+
β c2s χΠk
3βΠ
((
3 c2s − 1
)
J˜
(0)
k, 20 +
(
m2 − (δωk)2
)
J˜
(1)
k, 10 + 2 (δωk)J˜
(0)
k, 10
)
− β c
2
s χΠk χ3k
βΠ
J˜
(0)
k, 10 +
β c2s
3
((
3 c2s − 1
)
M˜
(0)
k, 30 +
(
m2 − (δωk)2
)
M˜
(0)
k, 10 + 2(δωk)M˜
(0)
k, 20
)
+
β
3
((
3 c2s − 1
)
M˜
(0)
k, 31 +
(
m2 − (δωk)2
)
M˜
(2)
k, 31 + 2(δωk)M˜
(1)
k, 31
)
− β χ3k
(
c2s M˜
(0)
k, 20 + M˜
(1)
k, 31
)
− 2
3
((
∂ (δωk)
∂β
)
βc2s + (δωk)
)((
m2 − (δωk)2
)
J˜
(2)
k, 10 + (δωk)J˜
(1)
k, 10
)
+
1
3
((
∂ (δωk)
∂β
)
βc2s + (δωk)
)((
3 c2s − 1
)
J˜
(0)
k, 10 +
(
m2 − (δωk)2
)
J˜
(2)
k, 10 + 2(δωk)J˜
(1)
k, 10
)
− β
3
((
∂ (δωk)
∂β
)
βc2s + (δωk)
)((
3 c2s − 1
)
M˜
(0)
k, 20 +
(
m2 − (δωk)2
)
M˜
(1)
k, 10 + 2(δωk)M˜
(0)
k, 10
)
+ β
((
∂ (δωk)
∂β
)
βc2s + (δωk)
)
χ3kM˜
(0)
k, 10
]
− β
2
6β2Π
∑
k
[
3χ23kJ˜
(0)
k, 10 − 2χ3k
((
3 c2s − 1
)
J˜
(0)
k, 20 +
(
m2 − (δωk)2
)
J˜
(1)
k, 10 + 2(δωk)J˜
(0)
k, 10
)
+
((
3 c2s − 1
)2
J˜
(0)
k, 30 +
(
m2 − (δωk)2
)2
J˜
(2)
k, 10 + 4(δωk)
2J˜
(0)
k, 10 + 2
(
3 c2s − 1
) (
m2 − (δωk)2
)
J˜
(0)
k, 10
+ 4
(
3 c2s − 1
)
(δωk)J˜
(0)
k, 20 + 4(δωk)
(
m2 − (δωk)2
)
J˜
(1)
k, 10
)]
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