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a b s t r a c t
Let F(x, y) be a polynomial over a field K and m a nonnegative
integer.We call a polynomial g over K anm-near solution of F(x, y)
if there exists a c ∈ K such that F(x, g) = cxm, and the number c is
called anm-value of F(x, y) corresponding to g . In particular, c can
be 0. Hence, by viewing F(x, y) = 0 as a polynomial equation over
K [x] with variable y, every solution of the equation F(x, y) = 0
in K [x] is also an m-near solution. We provide an algorithm that
gives all m-near solutions of a given polynomial F(x, y) over K ,
and this algorithm is polynomial time reducible to solving one
variable equations over K . We introduce approximate solutions to
analyze the algorithm. We also give some interesting properties of
approximate solutions.
© 2009 Published by Elsevier Ltd
1. Introduction
Let K be an arbitrary field and F(x, y) a polynomial with two variables x, y over K . We may
take F(x, y) as a polynomial over K [x] with single variable y, and denote it as F¯(y). Solving the
equation F¯(y) = 0 in K [x] is finding polynomials g ∈ K [x] such that F(x, g) = 0. In order to
show the decidability of various diophantine decision problems, we studied the following problem
(Tung, 2002): Given a polynomial F(x, y) ∈ Q[x, y], is there an algorithm to find all the polynomials
g(x) ∈ Q[x] such that F(x, g(x)) is a constant c in Q? Note that the constant c may be zero. If one
solves this problem, so does the problem of solving polynomial equation.
We can also take this problem from another point of view. Given a polynomial F(x, y) over K ,
as above, we want to find the solutions of F¯(y) = 0. Suppose that the constant term is missing or
may be wrong while representing the polynomial F¯(y), can we still find the solutions of F¯(y) = 0?
Thus, given a polynomial F(x, y)we try to find the polynomial h in K [x] such that F(x, h) is identically
equal to a constant in K . We showed that there is a polynomial-time algorithm to solve this problem
(Tung, 2002).
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This notion is then generalized as follows: Let F(x, y) be a polynomial over K andm a nonnegative
integer. We call a polynomial g over K an m-near solution of F(x, y) if there exists a c ∈ K such that
F(x, g) = cxm and the number c is called them-value of F(x, y) corresponding to g (Tung, 2006). Thus,
instead of requiring that F(x, g) be identically equal to a constant, it requires that F(x, g) have only
one term. In particular, the integer m or the constant c can be zero. If we take m = 0, then we go
back to the problem mentioned above. Similarly, if we take c = 0, then we return to the problem
of solving polynomial equation F¯(y) = 0. We have shown some properties concerning the m-near
solutions in Tung (2006). As mentioned in that paper, there are still many questions needed to be
answered. We will study the algorithmic aspect of this problem in this paper. We show that the time
complexity of finding allm-near solutions over a field K is polynomial time reducible to the problem
of solving one variable equations over K . This may seem unreasonable at first sight. For example, let
F(x, y) = (y − x2) be a polynomial over the real number field R and m be any nonnegative integer.
Then, for any real number a, F(x, x2 + axm) = axm. This means that for every a ∈ R, x2 + axm is anm-
near solution of F(x, y). Hence, for anym, F(x, y) has uncountably manym-near solutions. Of course,
no algorithm can present an infinite set. However, as is shown in Tung (2006), if a polynomial F(x, y)
has infinitem-near solutions, then there exists a polynomial g(x) over K and a nonnegative integer r
such that
F(x, y) =
t∑
i=0
ci(y− g(x))ixm−ir
where ci ∈ K . In this case, h is anm-near solution if and only if h = g(x)+ axr for an a ∈ K . Therefore,
to denote all of the m-near solutions of F(x, y) we need only to specify the polynomial g(x) and the
nonnegative integer r . That is what our algorithm will do for such cases.
To analyze the algorithm, we depend heavily on the concept of ‘‘approximate solution" introduced
in Tung (2002). We borrow this concept from numerical analysis. In numerical analysis, iteration is
used to find the approximate solutions of an equation. We may say that we work in a valuation ring
with two different discrete valuations. Combining these two valuations, our algorithmwill give us the
genuine solutions if all the coefficients of the givenpolynomial equation are known.Now, suppose that
the coefficient of xm is missing or wrong, we then cannot be certain which are the genuine solutions.
However, the genuine solutions of the givenpolynomial equation are special cases ofm-near solutions.
Our algorithm gives the set of all m-near solutions and this set includes all genuine solutions of the
given polynomial equation. Let F(x, y) be a polynomial over K and n be its degree in y. Except in some
special cases, F(x, y) has at most n m-near solutions. Theorem 2.2 of this paper, which is Theorem 4.2
in Tung (2006), specifies these special cases. We know that F¯(y) = 0 has at most n solutions. This
means that we may indeed find all the genuine solutions of the equation F¯(y) = 0. Other properties
ofm-near solutions can be found in Tung (2006).
2. Basic properties of near solutions
We use K to denote an arbitrary field and K [x] the ring of all polynomials with coefficients in
K . Let f (x) = ∑si=0 aixi ∈ K [x]. The rank of f (x) is the minimal index m for which am 6= 0. We
write rank(f (x)) to denote the rank of f (x) and rank(0) = ∞. We write deg(f (x)) to denote the
degree of the polynomial f (x). For a multivariate polynomial F(x1, . . . , xn), degxi(F(x1, . . . , xn)) and
rankxi(F(x1, . . . , xn)) denote the degree and the rank of variable xi in F(x1, . . . , xn), respectively.
In our algorithm, a polynomial g = ∑ni=0 aixi is represented by a sequence of numbers〈an, an−1, . . . , a0〉. This means that the polynomial is input or output in dense form von zur Gathen
and Gerhard (2003). The elements of the sets are listed in stack structure (Aho et al., 1974). Thus, the
elements in a set will be chosen on a last-in, first-out basis.
Now, we give the definition of near solutions of a polynomial.
Definition. Let F(x, y) be a polynomial over K andm a nonnegative integer. A polynomial g over K is
an m-near solution of F(x, y) if there exists a c ∈ K such that F(x, g) = cxm. The number c is called
them-value of F(x, y) corresponding to g .
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Remark. The number c in the definition ofm-near solution can be zero. For given a polynomial F(x, y)
over K if g is a solution of F¯(y) = 0 in K [x], then g is also anm-near solution for anym in N . Thus, our
definition of them-near solution over polynomial rings extends themeaning of solutions of equations.
Two results in Tung (2006) are important for us. We present them here.
Proposition 2.1 (Tung, 2006). Let F(x, y) = ∑sk=0 fk(x)yk = ∑sk=0(∑tkl=0 bk,lxl)yk be a polynomial
with degree in y equal to s. Let r be a positive integer such that r ≥ (tk − ts)/(s − k) for 0 ≤ k < s and
r ≥ (m− ts)/s. Then, the degree of every m-near solution of F(x, y) is less than or equal to r. In particular,
the maximum of {t1, t2, . . . , ts, (m− ts)/s} is an upper bound on the degrees of m-near solutions.
Theorem 2.2 (Tung, 2006). Let F(x, y) be a polynomial over K and m a nonnegative integer. Except the
case that F(x, y) has exactly two m-values, the number of distinct m-near solutions of F(x, y) is greater
than the degree in y of F(x, y) if and only if the number of elements of K is greater than the degree in y of
F(x, y) and there exists a polynomial g(x) over K and a nonnegative integer r such that
F(x, y) =
t∑
i=0
ci(y− g(x))ixm−ir
where ci ∈ K. In this case, unless the degree in y of F(x, y) equals 0, a polynomial h(x) is anm-near solution
of F(x, y) if and only if h(x) = g(x)+ axr for an a ∈ K .
Theorem 2.2 tells us that if F(x, y) is not in the special form of the theorem, then the number of
m-near solutions is less than or equal to the degree in y of F(x, y), except that F(x, y) has exactly two
m-values. This is just like the familiar situation that for equations over an integral domain, where
the number of its solutions is less than or equal to its degree. Since every solution of a polynomial
equation is also anm-near solution, we may say that our result extends this familiar result. However,
when F(x, y) has exactly twom-values we may have some extram-near solutions.
Example. Let
F(x, y) = (y− x3 − 2x2 − x+ 4)(y− x3 − x2 − 2x+ 4) · x3 + x6.
We obtain that
F(x, x3 + 2x2 + x− 4) = F(x, x3 + x2 + 2x− 4) = x6,
and
F(x, x3 + x2 + x− 4) = F(x, x3 + 2x2 + 2x− 4) = 2x6.
Hence, F(x, y) has four 6-near solutions even though the degree in y of F(x, y) is two. We characterize
the case that F(x, y) has exactly two m-values in Tung (2006). We will use this example again in
Section 4 to illustrate how our algorithm works.
3. Approximate solutions
We first define the upper and lower approximate solutions of a polynomial.
Definition. Let F(x, y) ∈ K [x, y] and z be an indeterminate.
1. Let a ∈ K and a 6= 0. If deg(F(x, axs)) < degx(F(x, zxs)), then axs is called an upper approximate
solution of F(x, y) = 0 of order s.
2. If H = ∑si=m+1 aixi ∈ K [x] is an upper approximate solution of F(x, y) = 0 of order m + 1, and
g = H + bxm ∈ K [x] such that
deg(F(x, g)) < degx(F(x,H + zxm)),
then g is an upper approximate solution of F(x, y) of orderm. Also, g is called a successor of H and H
a predecessor of g .
In Tung (2002) we defined ‘‘approximate solutions" to solve the problem of finding g for a given
F(x, y) such that F(x, g) ∈ K . This time our problem is more complicated. We need two kinds
of ‘‘approximate solutions’’. Approximate solutions in Tung (2002) are called upper approximate
solutions now, and we also define the lower approximate solutions as follows.
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Definition. Let F(x, y) ∈ K [x, y] and z be an indeterminate.
1. Let a ∈ K . If rank(F(x, a)) > rankx(F(x, z)), then a is called a lower approximate solution of
F(x, y) = 0 of order 0.
2. If H = ∑m−1i=0 aixi ∈ K [x] is a lower approximate solution of F(x, y) = 0 of order m − 1, and
G = H + bxm ∈ K [x] such that
rank(F(x,G)) > rankx(F(x,H + zxm)),
then G is a lower approximate solution of F(x, y) of orderm. Also, G is called a successor of H and H a
predecessor of G.
Remark. We may use valuations, i.e, degree valuations and x-adic valuations (von zur Gathen
and Gerhard, 2003) corresponding to upper approximate solution and lower approximate solution,
respectively, to define the approximate solutions and prove related properties. However, in order to
keep the computation straightforward we simply use the degree and rank, respectively, in this paper.
Definition. Let g, h be upper (or lower) approximate solutions of F(x, y). Then, g is an ancestor of h if
there is a sequence of upper (or lower) approximate solutions g1, g2, . . . , gn such that g1 = g , gn = h,
and gi+1 is a successor of gi for 1 ≤ i < n.
Example. Let F(x, y) = y− x4 − x3 − x− 2. Then, x4 and x4 + x3 are upper approximate solutions of
F(x, y) and x4 is a predecessor of x4 + x3. Also, 2 and x+ 2 are lower approximate solutions of F(x, y)
and 2 is a predecessor of x+ 2.
For any upper approximate solution g , the order of g is less than or equal to the rank of g . It may
happen that the order of g is strictly less than the rank of g . This happens when the coefficient b in g
in the above definitions of upper approximate solutions is equal to zero. For example, x4 + x3 + 0x2
is an upper approximate solution of the polynomial F(x, y) = y − x4 − x3 − x − 2 above with its
order equal to 2 and its rank equal to 3. However, like significant figures in scientific measurements,
x4+ x3+0x2 and x4+ x3 have different orders of accuracy. In this case, we will view x4+ x3+0x2 and
x4 + x3 as two distinct approximate solutions of F(x, y) with different orders. This is another reason
why polynomials in this paper are represented in dense form.
The next two propositions give us a relationship between approximate solutions and near
solutions. They suggest how we can use approximate solutions to find near solutions.
Proposition 3.1. Let g = ∑ni=0 aixi be an m-near solution of F(x, y) and r, 0 ≤ r ≤ n, be such that the
degree of F(x,
∑n
i=r aixi) is greater than m. Then,
∑n
i=r aixi is an upper approximate solution of F(x, y).
Proof. We assume that g = ∑ni=0 aixi is an m-near solution of F(x, y). Then, there is an a ∈ K such
that F(x, g) = axm and
F(x, y) = (y− g)H(x, y)+ axm
for an H(x, y) ∈ K [x, y]. We have that
deg
(
H
(
x,
n∑
i=r
aixi
))
≤ degx
(
H
(
x, zxr +
n∑
i=r+1
aixi
))
.
Also, deg(
∑n
i=r aixi − g) = r − 1 and
degx
((
zxr +
n∑
i=r+1
aixi
)
− g
)
= r.
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Since deg(F(x,
∑n
i=r aixi)) > m,
deg
(
F
(
x,
n∑
i=r
aixi
))
= deg
((
n∑
i=r
aixi − g
)
H
(
x,
n∑
i=r
aixi
)
+ axm
)
= deg
((
n∑
i=r
aixi − g
))
+ deg
(
H
(
x,
n∑
i=r
aixi
))
< degx
((
zxr +
n∑
i=r+1
aixi − g
))
+ degx
(
H
(
x, zxr +
n∑
i=r+1
aixi
))
= degx
(
F
(
x, zxr +
n∑
i=r+1
aixi
))
.
This implies that
∑n
i=r aixi is an upper approximate solution of F(x, y). QED
Proposition 3.1 implies that once we have an m-near solution, we then have a sequence of upper
approximate solutions of different orders. Choose any two upper approximate solutions from this
sequence; one of these two approximate solutions must be an ancestor of the other.
With a similar proof we also have the corresponding result for lower approximate solutions.
Proposition 3.2. Let g =∑ni=0 aixi be an m-near solution of F(x, y). Let r, 0 ≤ r ≤ n, such that the rank
of F(x,
∑r
i=0 aixi) is less than m. Then
∑r
i=0 aixi is a lower approximate solution of F(x, y).
The next proposition gives a criterion to determine whether an upper approximate solution is an
ancestor of the other.
Proposition 3.3. Let g and h be two upper approximate solutions of a polynomial F(x, y) over K . Then, g
is an ancestor of h if and only if the order of g is greater than both the order of h and the degree of h− g.
Proof. Let g be an ancestor of h and k, l be the orders of g, h, respectively. We may write that
g = ∑ni=k aixi and h = ∑nj=l bjxj where ai and bj are in K . Then, there is a sequence of upper
approximate solutions g1, g2, . . . , gmwhere g1 = g , gm = h, and gi+1 is a successor of gi for 1 ≤ i < m.
From the definition of upper approximate solution we obtain that g2 = (∑ni=k aixi) + ck−1xk−1 for a
ck−1 ∈ K . By induction, we obtain that h = (∑ni=k aixi) +∑k−1s=l csxs for some cs in K . Certainly, we
have that l < k and ai = bi for k ≤ i ≤ n. Hence, deg(h− g) < k.
Now, we prove the converse. Assume that g =∑ni=k aixi and h =∑nj=l bjxj are upper approximate
solutions of F(x, y) over K , k and l are the orders of g and h(x), respectively. We also assume that l < k
and deg(h − g) < k. This implies that ai = bi for k ≤ i ≤ n. The upper approximate solution hmust
be a successor of an upper approximate solution hl+1 =∑nj=l+1 bjxj. Similarly, by induction we obtain
that there is a sequence of upper approximate solutions g1, g2, . . . , gn where g1 = g , gn = h, and gi+1
is a successor of gi for 1 ≤ i < n. Thus, g is an ancestor of h. QED
The condition that the order of g is greater than both the order of h and the degree of h − g is
necessary. Assuming only that the order of g is greater than the degree of h − g is not enough to
guarantee that g is an ancestor of h. It may happen that the order of h is even greater than the order
of g , but the order of g is greater than the degree of g − h. Let h = x3 and g = x3+ 0x2, then the order
of h is 3 and the order of g is 2. The degree of g − h is of −∞. In this case, h is an ancestor of g . We
have the following corollaries for the cases that g − h = 0 and g − h 6= 0, respectively.
Corollary 3.4. Let g and h be two upper approximate solutions of a polynomial F(x, y) over K with distinct
order, and g − h = 0. Then, either g is an ancestor of h or h is an ancestor of g.
Proof. The orders of g and hmust be greater than the degree of g − h, which is−∞. If the order of g
is greater than the order of h, then g is an ancestor of h by Proposition 3.3. Otherwise, h is an ancestor
of g . QED
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Corollary 3.5. Let g and h be two upper approximate solutions of a polynomial F(x, y) over K and
g − h 6= 0. Then, g is an ancestor of h if and only if the order of g is greater than the degree of h− g.
Proof. From Proposition 3.3, we need only to prove that if the order of g is greater than the degree
of h − g , then g is an ancestor of h. Let k and l be the orders of g and h, respectively. In fact, we need
only to show that k > l. Suppose that k ≤ l. We may write that g = ∑ni=k aixi and h(x) = ∑nj=l bjxj
where ai and bj are in K . Then, h− g =∑ni=k(bi − ai)xi where bi = 0 for k ≤ i < l. Since g − h 6= 0,
deg(h − g) ≥ k. This contradicts that the order of g is greater than the degree of h − g . Therefore,
k > l and we obtain that g is an ancestor of h by Proposition 3.3 again. QED
We have the similar results for the lower approximate solutions.
Corollary 3.6. Let g and h be two lower approximate solutions of a polynomial F(x, y) over K . Then, g is
an ancestor of h if and only if the order of g is less than both the order of h and the rank of h− g.
Corollary 3.7. Let g and h be two lower approximate solutions of a polynomial F(x, y) over K with distinct
order, and g − h = 0. Then, either g is an ancestor of h or h is an ancestor of g.
Corollary 3.8. Let g and h be two lower approximate solutions of a polynomial F(x, y) over K and
g − h 6= 0. Then, g is an ancestor of h if and only if the order of g is less than the rank of h− g.
Thus, given a pair of upper approximate solutions or lower approximate solutions, we can easily
determinewhether or not one is an ancestor of the other.Wemay say that the relationship of ancestor
is independent of the corresponding polynomial equations. To be more precise, suppose that g and h
are approximate solutions of polynomials F1(x, y) and F2(x, y), simultaneously. Then, g is an ancestor
of hwith respect to F1(x, y) if and only if g is an ancestor of hwith respect to F2(x, y).
Just considering the ranks and degrees we also have following corollaries.
Corollary 3.9. Let g and h be two upper approximate solutions of a polynomial F(x, y) over K , and g is an
ancestor of h. Then, rank(g) > deg(h− g).
Proof. Let k be the order of g . Then, rank(g) ≥ k > deg(h− g). QED
Corollary 3.10. Let g and h be two lower approximate solutions of a polynomial F(x, y) over K and g is
an ancestor of h. Then, deg(g) < rank(h− g).
The respective converses of the Corollaries 3.9 and 3.10 are not necessarily true.We demonstrate a
case involving upper approximate solutions. Let F(x, y) = (y−x3−1)(y−x3−x2−x), then x3+0x2+0x
and x3 + x2 + x are upper approximate solutions of F(x, y). We have that rank(x3 + 0x2 + 0x) = 3 >
deg((x3 + x2 + x)− (x3 + 0x2 + 0x)) = 2, but x3 + 0x2 + 0x is not a predecessor of x3 + x2 + x.
Before we state an important property concerning approximate solutions, we give a necessary
definition.
Definition. Let S be a set of upper (or lower) approximate solutions of F(x, y). S is an independent set
of upper (or lower) approximate solutions if no element in S is an ancestor of any other elements in S.
Theorem 3.11. Let F(x, y) be a polynomial over K and degy(F(x, y)) = n > 0. If S is an independent set
of upper (lower) approximate solutions of F(x, y), then S has at most n elements.
Proof. As we have done previously, we only prove the case of upper approximate solutions. We
prove this theorem by induction on the degree in y of F(x, y). Let degy(F(x, y)) = 1 and F(x, y) =
f1(x)y + f0(x) where f1(x) and f0(x) are in K [x]. If deg(f1(x)) > deg(f0(x)), then F(x, y) has no
approximate solutions since
degx(F(x, zx
s)) = deg(F(x, axs)) = deg(f1(x))+ s
for any nonzero a in K , and any nonnegative integer s. Now, assume that deg(f1(x)) ≤ deg(f0(x)).
By Division Algorithm, f0(x) = q(x)f1(x) + r(x) where q(x) = ∑ni=0 aixi, an 6= 0, and deg(r(x)) <
deg(f1(x)). Then,
deg(F(x,−anxn)) < deg(f0(x)) = degx(F(x, zxn)).
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Hence,−anxn is an upper approximate solution of order n, and the only upper approximate solution of
order n. Also, qj = −∑ni=j aixi is the only upper approximate solution of order j for each j, n ≥ j ≥ 0.
Suppose that S is a set of upper approximate solutions of F(x, y) and S has two different elements g1
and g2. Then, g1 and g2 are of different orders. Assume that the order of g1 is k, the order of g2 is l, and
k > l. Then, g1 − g2 = ∑k−1i=l aixi, the order of g1 is greater than the degree of g1 − g2. Thus, g1 is an
ancestor of g2 by Proposition 3.3. Hence, S is not independent. This proves the case degy(F(x, y)) = 1.
Assume that our hypothesis is true for any polynomial with its degree in y equal to n. Now, let
F(x, y) be a polynomial with its degree in y equal to n + 1. Let S be an arbitrary independent set of
upper approximate solutions of F(x, y). We need to show that the number of elements of S is at most
n+1. Let g be an upper approximate solution of F(x, y) in S for which the degree of F(x, g) is minimal,
i.e., if H ∈ S, then deg(F(x, g)) ≤ deg(F(x,H)). Assume that deg(F(x, g)) = t . Let
F(x, y) = (y− g(x))F1(x, y)+ F(x, g(x))
for an F1(x, y) in K [x, y] and degy(F1(x, y)) = n. We want to show that every upper approximate
solution H in S, except g , is an upper approximate solution of F1(x, y).
LetH be an upper approximate solution of order s andH1 be its predecessor such thatH = H1+bsxs
where H1 =∑mi=s+1 bixi, s < m, and bs ∈ K . Since S is independent, g 6= H by Corollary 3.4. Since H
is not an ancestor of g , from Corollary 3.5 we also obtain that deg(H − g) ≥ s. Thus,
deg(H − g) = degx(H1 + zxs − g).
Since g is chosen with deg(F(x, g)) = t to be minimal, we obtain that deg(F(x,H)) ≥ t . Since H is an
upper approximate solution,
t ≤ deg(F(x,H)) < degx(F(x,H1 + zxs)).
This implies that
degx(F(x,H1 + zxs)) = degx((H1 + zxs − g)F1(x,H1 + zxs)+ F(x, g))
= degx(H1(x)+ zxs − g)+ degx(F1(x,H1 + zxs)),
and
t − degx(H1 + zxs − g) < degx(F1(x,H1 + zxs)).
Now, we have two possible cases.
Case 1: deg((H − g)+ deg(F1(x,H)) < t . Then
deg(F1(x,H)) < t − deg(H − g)
= t − degx(H1 + zxs − g)
< degx(F1(x,H1 + zxs)).
Thus, H(x) is an upper approximate solution of F1(x, y).
Case 2: deg((H − g)+ deg(F1(x,H)) ≥ t . Then
deg(F(x,H) = deg((H − g)F1(x,H)+ F(x, g))
= deg(H − g)+ deg(F1(x,H))
< degx(F(x,H1 + zxs))
= degx((H1 + zxs − g)F1(x,H1 + zxs)+ F(x, g))
= degx(H1 + zxs − g)+ degx(F1(x,H1 + zxs)).
Then, deg(F1(x,H)) < degx(F1(x,H1 + zxs)) and H is an upper approximate solution of F1(x, y)
too. The order of H is still the same when viewing it as an approximate solution of F1(x, y). S is an
independent set of upper approximate solutions of F(x, y). Then, S − {g} is an independent set of
upper approximate solutions of F1(x, y) by Proposition 3.3. By induction hypothesis, S − {g} has at
most n different elements. Therefore, the number of elements of S is at most n+ 1. QED
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The next corollary gives an upper bound on the number of approximate solutions at each order. A
similar result was proved in Tung (2002) to ensure that the algorithm described in Tung (2002) is in
polynomial time.We also use this fact to analyze the time complexity of the algorithm near solution
given in Section 4. The lower approximate solutions case is similar, so we omit the proof.
Corollary 3.12. Let F(x, y) be a polynomial with degree in y equal to n, then at each order there are at
most n distinct upper (lower) approximate solutions.
Proof. Let S be a set of distinct upper approximate solutions and all of these upper approximate
solutions are of order k. For any two approximate solutions g1 and g2 in S, g1 cannot be an ancestor
of g2 by Proposition 3.3, since they are of same order. Hence, S is independent and S has at most n
elements by Theorem 3.11. QED
4. Algorithm
Letm be a fixed nonnegative integer. For a given polynomial F(x, y) in K [x, y], we give an algorithm
to find all them-near solutions of F(x, y).
near solution
Input: Polynomial F(x, y) ∈ K [x, y].
Output: g ∈ K [x] and r ∈ N such that F(x, y) = ∑ti=0 ci(y − g)ixm−ir with ci ∈ K , otherwise, all
m-near solutions g of F(x, y).
Method:
Step 1. Finding the bound of the degree of near solutions.
Let F(x, y) =∑sk=0 fk(x)yk =∑sk=0(∑tkl=0 bk,lxl)yk. Let n be the largest integer of d(tk− ts)/(s−k)e
for 0 ≤ k < s and d(m− ts)/se.
Step 2. Finding upper approximate solutions.
Step 2.1. Create three empty stacks C , Su and Tu. Substitute y of F(x, y) with zxn where z is an
indeterminant, and obtain that F(x, zxn) = F¯(z, x). If degx(F¯(z, x)) ≤ m, then go to Step 3. Otherwise,
let the polynomial Gn(z) be the leading term of F¯(z, x) with respect to x, i.e., the coefficient term of
the highest power of x in F¯(z, x). Solve the equation Gn(z) = 0 over K . Let Su be the set of all distinct
solutions of Gn(z) = 0. Each element of Su is viewed as an element sequence.
Step 2.2. Choose the first sequence L = 〈αn, . . . , αl〉 in Su, and eliminate it from Su. If l = 0,
then put the sequence in C and go back to Step 2.2, otherwise, continue. Substitute y of F(x, y) with
(
∑n
i=l αixi)+ zxl−1 where z is an indeterminant, and obtain that
F
(
x,
(
n∑
i=l
αixi
)
+ zxl−1
)
= F¯l−1(z, x).
2.2.1. If F¯l−1(z, x) = f (z)xm for an f (z) ∈ K [z], then output∑ni=l αixi, l− 1, and stop.
2.2.1. If degx(F¯l−1(z, x)) ≤ m, then put L in Tu and go back to Step 2.2.
2.2.3. If degx(F¯l−1(z, x)) > m, then solve the equation Gl−1(z) = 0 in K where Gl−1(z) is the leading
term of F¯l−1(z, x) with respect to x. Let {β1, . . . , βr} be the set of all distinct solutions of Gl−1(z) = 0
in K . Put 〈αn, . . . , αl, βk〉 in Su and go back to Step 2.2. If Gl−1(z) = 0 is not solvable in K , then simply
eliminate the sequence L from Su and go back to Step 2.2. If Su is empty, then go to Step 3.
Step 3. Finding lower approximate solutions.
Step 3.1. Create two empty stacks Sw and Tw . Let rankx(F(x, y)) = r and g0(y) be the coefficient
term of F(x, y) of xr . Solve the equation g0(y) = 0 over K . Let Sw be the set of all distinct solutions of
g0(y) = 0. Each element of Sw is viewed as an element sequence.
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Step 3.2. Choose the first sequence L = 〈αl, . . . , α0〉 in Sw , and eliminate it from Sw . If l = n,
then put the sequence in C and go back to Step 3.2, otherwise, continue. Substitute y of F(x, y) with
(
∑l
i=0 αixi)+ zxl+1 where z is an indeterminant, and obtain that
F
(
x,
(
l∑
i=0
αixi
)
+ zxl+1
)
= G¯l+1(z, x).
3.2.1. If G¯l+1(z, x) = f (z)xm for an f (z) ∈ K [z], then output∑li=0 αixi, l+ 1, and stop.
3.2.2. If rankx(G¯l+1(z, x)) ≥ m, then put L in Tw and go back to Step 3.2.
3.2.3. If rankx(G¯l+1(z, x)) = r < m, then solve the equation gl+1(z) = 0 in K where gl+1(z) is
the coefficient of the term xr in G¯l+1(z, x). Let {β1, . . . , βr} be the set of all distinct solutions. Put
〈βk, αl, . . . , α0〉 in Sw and go back to Step 3.2. If gl+1(z) = 0 is not solvable in K , then simply eliminate
the sequence L from Sw and go back to Step 3.2. If Su is empty, then go to Step 4.
Step 4.Merge.
Step 4.1. If Tu and Tw have exactly one element, where u = 〈αn, . . . , αp〉 ∈ Tu and w =
〈βq, . . . , β0〉 ∈ Tw and p = q+ 2, then go to Step 5.
Step 4.2. If Tu or Tw is empty, then put all the elements of Tw or Tu, respectively, in C . Create a new
empty stack D and go to Step 6.
Step 4.3. Assume that both Tu and Tw are nonempty. Let Tu = {u1, . . . , ud} and Tw = {w1, . . . , wt}
where d > 0 and t > 0. For every i (1 ≤ i ≤ d) and j (1 ≤ j ≤ t) assume that ui = 〈αn, . . . , αp〉 and
wj = 〈βq, . . . , β0〉. We merge ui andwj to form a new sequence c and put it in C if they satisfy one of
the following two conditions.
1. p = q+ 1. Let c = 〈cn, . . . , c0〉where ck = αk for n ≥ k ≥ p, and ck = βk for q ≥ k ≥ 0.
2. p ≤ q and αk = βk for every kwhere p ≤ k ≤ q. Let c = 〈cn, . . . , c0〉where ck = αk for n ≥ k ≥ p,
and ck = βk for p > k ≥ 0. Create a new empty stack D and go to Step 6.
Step 5. Finding g.
Let g = 〈cn, . . . , c0〉 where ck = αk for n ≥ k ≥ p, cp+1 = 0, and ck = βk for q ≥ k ≥ 0, and
g(x) be the corresponding polynomial of g . Compute F(x, zxq+1 + g) with z as an indeterminant. If
F(x, zxq+1 + g) = f (z)xm where f (z) ∈ K [z], then let g and r = q+ 1 be the output and
F(x, y) =
t∑
i=0
ci(y− g)ixm−ir
where ci ∈ K . Suppose that F(x, zxr + g) 6= f (z)xm for any f (z) ∈ K [z], then let C = {u, w, g} and go
to Step 6.
Step 6. Check.
Choose the first element c in C and eliminate it from C . Let g be the corresponding polynomial of
c , check whether F(x, g) is a monomial with degree m or not. If so, put c in the stack D. Otherwise,
simply eliminate it. Go back to Step 6 again until C is empty. Finally, output D and stop.
Now, we use a previous example to illustrate how the algorithm near solutionworks. Let
F(x, y) = (y− x3 − 2x2 − x+ 4)(y− x3 − x2 − 2x+ 4) · x3 + x6
= x3y2 − (2x3 + 3x2 + 3x− 8)x3y+ (x3 + 2x2 + x− 4)(x3 + x2 + 2x− 4)x3 + x6.
We want to find all of the 6-near solutions of F(x, y) in Q.
Step 1. We have degy(F(x, y)) = 2. Then, d(t1 − t2)/(2 − 1)e = d(6 − 3)/1e = 3 andd(t0− t2)/(2−0)e = d(9−3)/(2−0)e = 3. Also, d(m− ts)/se = d(6−3)/2e = 2. Therefore, n = 3.
Step 2. We obtain that G3(z) = (z2 − 2z + 1). Thus, Su = {1}. And,
F¯2(z, x) = F(x, x3 + zx2) = (zx2 − 2x2 − x+ 4)(zx2 − x2 − 2x+ 4) · x3 + x6.
We obtain that degx(F¯2(z, x)) = 7 > 6. Then, G2(z) = (z − 2)(z − 1). Hence, Su = {〈1, 2〉, 〈1, 1〉}.
We choose the sequence 〈1, 2〉 and obtain that
F¯1(z, x) = F(x, x3 + 2x2 + zx) = (zx− x+ 4)(x2 + zx− 2x+ 4) · x3 + x6.
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Since degx(F¯1(z, x)) = 6, we put the sequence 〈1, 2〉 in Tu. This is also the case for the sequence 〈1, 1〉.
We obtain that Su is empty and Tu = {〈1, 2〉, 〈1, 1〉}.
Step 3.We have that rankx(F(x, y)) = 3. The coefficient term of x3 in F(x, y) is y2+8y+16. Solving
y2 + 8y+ 16 = 0, we obtain that that Sw = {−4}. Then,
G¯1(z, x) = F(x,−4+ zx) = (−x3 − 2x2 − x+ zx)(−x3 − x2 − 2x+ zx) · x3 + x6.
Weobtain that rankx(G¯1(z, x)) = 5 < 6. Then, g1(z) = (z−2)(z−1). Hence, Sw = {〈2,−4〉, 〈1,−4〉}.
We choose the sequence 〈2,−4〉 and obtain that
G¯2(z, x) = F(x,−4+ 2x+ zx2) = (zx2 − x3 − 2x2 + x)(zx2 − x3 − x2) · x3 + x6.
Since rankx(F¯1(z, x)) = 6, we put the sequence 〈2,−4〉 in Tw . This is also the case for the sequence
〈1,−4〉. We obtain that Sw is empty and Tw = {〈2,−4〉, 〈1,−4〉}.
Step 4. We have p = q + 1 for all the sequences in Tu and Tw , respectively. Thus, C =
{〈1, 2, 2,−4〉, 〈1, 2, 1,−4〉, 〈1, 1, 2,−4〉, 〈1, 1, 1,−4〉}.
Step 5. This step is not needed in this example.
Step 6. We obtain that
F(x, x3 + 2x2 + x− 4) = F(x, x3 + x2 + 2x− 4) = x6,
and
F(x, x3 + x2 + x− 4) = F(x, x3 + 2x2 + 2x− 4) = 2x6.
Hence, F(x, y) has four 6-near solutions.
This example also illustrates that F(x, y) has four 6-near solutions, but at every order we have at
most 2 = degy(F(x, y)) upper or lower approximate solutions as Corollary 3.12 tells us. Through Step
4, i.e. merge, the number of near solutions may grow more than degy(F(x, y)). This also shows that
Step 4 is necessary although in some cases we may obtain near solutions directly without using that
step.
Remark. We may have the situation that Gl−1(z) = 0 in Step 2.2 is not solvable. Let F(x, y) =
y2 − 2x2y + x4 + x2. We want to find the approximate of F(x, y) over Q. We have that x2 is an
upper approximate solution of order 2. To find the upper approximate solution of order 1. Then,
F(x, x2 + zx) = x4 + 2zx3 + z2x2 − 2x4 − 2zx3 + x4 + x2 = (z2 + 1)x2. Thus, G1(z) = z2 + 1,
which is not solvable in Q. Therefore, it may happen that the number of upper approximate solutions
of order s+ 1 is more than the number of upper approximate solutions of order s. A similar situation
happens to lower approximate solutions.
5. Correctness and time complexity
In order tomake the proof of the correctness of thenear solution easier to understand, in addition
to the results from previous sections, we use a series of lemmata to help the proof. In particular, we
use the upper and lower approximate solutions to show how the algorithm near solution works.
Also, to simplify the statements of these lemmata we keep the notations the same as which used in
the algorithm near solution.
We first show that Step 2 indeed gives all of the upper approximate solutions.
Lemma 5.1. Let a ∈ K and a 6= 0. Then, axn is an upper approximate solution of F(x, y) of order n if and
only if Gn(a) = 0.
Proof. The polynomial Gn(z) is the leading term of the polynomial F(x, zxn). To compute the leading
termof F(x, axn)wemay simply substitute all the appearances of z in F(x, zxn)with a. Thus, the leading
term of F(x, axn) is Gn(a). The polynomial axn is an upper approximate solution of F(x, y) of order n if
and only if deg(F(x, axs)) < degx(F(x, zxs)). Clearly, for any a in K , deg(F(x, axn)) < degx(F(x, zxs)) if
and only if Gn(a) = 0. QED
Lemma 5.2. The polynomial
∑n
i=l−1 αixi is an upper approximate solution of F(x, y) of order l− 1 if and
only if Gl−1(αl−1) = 0.
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Proof. The proof of this lemma is same as the proof of the above lemma. The polynomial Gl−1(z) is
the leading term of the polynomial F(x, (
∑n
i=l αixi) + zxl−1). Thus, the polynomial
∑n
i=l−1 αixi is an
upper approximate solution of F(x, y) of order l− 1 if and only if
deg
(
F
(
x,
n∑
i=l−1
αixi
))
< degx
(
F
(
x,
(
n∑
i=l
αixi
)
+ zxl−1
))
and if and only if Gl−1(αl−1) = 0. QED
The proofs for lower approximate solutions are similar to the proofs of upper approximate
solutions, so we omit the proofs for the following two lemmata. These two lemmata show that Step 3
will give all of the lower approximate solutions.
Lemma 5.3. The constant a is a lower approximate solution of F(x, y) of order 0 if and only if g0(a) = 0.
Lemma 5.4. The polynomial
∑l+1
0 αix
i is a lower approximate solution of F(x, y) of order l+1 if and only
if gl+1(αl+1) = 0.
The following lemma shows that Step 4, i.e.merge, is correct. We need to show that the difference
in the indices for the upper and lower approximate solutions, which are found in Step 2 and Step 3
corresponding to a same m-near solution of F(x, y), is at most two. Since Step 2 and 3 give all of the
upper and lower approximate solutions, merging these approximate solutions of suitable indices give
all the possiblem-near solutions. We first give an inequality between the degrees and ranks.
Lemma 5.5. Let H(x, y) ∈ K [x, y] with its degree in y greater than 0, f , g ∈ K [x], and z be an
indeterminant. If
degx
(
H
(
x, f + zxp)) ≤ rankx(H(x, g + zxq)),
then p ≤ q. In particular, let g =∑ni=0 aixi be an m-near solution of F(x, y). If
rankx
(
F
(
x, zxq+1 +
q∑
i=0
aixi
))
≥ m
and
degx
(
F
(
x, zxp−1 +
n∑
i=p
aixi
))
≤ m,
then p ≤ q+ 2.
Proof. This particular case follows easily from the general case. We prove the general case. Let
H(x, y) = ∑ni=0(∑mij=0 ai,jxj)yi where n 6= 0 and an,mn 6= 0. Then, for any polynomial h and positive
integer r ,
H(x, h+ zxr) =
n∑
i=0
(
mi∑
j=0
ai,jxj
)
(h+ zxr)i.
The term with degree in z equal to n in H(x, h+ zxr) is(
mn∑
j=0
an,jxj
)
znxrn =
(
mn∑
j=0
an,jxj+rn
)
zn,
with coefficient an,mn 6= 0. There is only one term in H(x, h+ zxr)with variables in the form xmn+rnzn,
i.e. the term an,mnx
mn+rnzn. The coefficient of this term will not be eliminated by the sum of the other
terms. Thus, for any polynomial h and any integer r , H(x, h+ zxr) always has the term an,mnxmn+rnzn.
Now, let t = degxH(x, f + zxp), then mn + pn ≤ t . Let s = rankx(H(x, g + zxq)), then s ≤ mn + qn.
We assume that t ≤ s. Thus,mn + pn ≤ t ≤ s ≤ mn + qn, and p ≤ q. QED
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Step 5 handles the case in which there exists a polynomial g over K and a nonnegative integer r
such that
F(x, y) =
t∑
i=0
ci(y− g)ixm−ir
where ci ∈ K . If this is the case, there is a unique upper approximate solution and a unique lower
approximate solution, and the difference in the indices between the upper approximate solution and
the lower approximate solution is two.
Lemma 5.6. Assume that there is a nonnegative integer r, ci ∈ K, and ct 6= 0, such that
F(x, y) =
t∑
j=0
cj(y− g)jxm−jr .
1. If s < r − 1, then rankx(F(x, zxs+1 +∑si=0 aixi) < m.
2. If s = r − 1 then rankx(F(x, zxs+1 +∑si=0 aixi)) = m.
3. If p > r + 1 then degx(F(x, zxp−1 +
∑n
i=p aixi)) > m.
4. If p = r + 1 then degx(F(x, zxp−1 +
∑n
i=p aixi)) = m.
Proof. Assume that there is a nonnegative integer r , ci ∈ K , and there is a ck 6= 0 such that
F(x, y) =
t∑
j=0
cj(y− g)jxm−jr .
For any s,
F
(
x, zxs+1 +
s∑
i=0
aixi
)
=
t∑
j=0
cj
(
zxs+1 +
s∑
i=0
aixi − g
)j
xm−jr
=
t∑
j=0
cj
(
(z − as+1)xs+1 −
n∑
i=s+2
aixi
)j
xm−jr
=
t∑
j=0
cj
(
(z − as+1)−
n−s−1∑
i=1
as+1+ixi
)j
(xs+1)jxm−jr
=
t∑
j=0
cj
(
(z − as+1)−
n−s−1∑
i=1
as+1+ixi
)j
xm−j(r−s−1).
This means that for every j, the term cj((z − as+1)−∑n−s−1i=1 as+1+ixi))jxm−j(r−s−1) has degree greater
than or equal to m − j(r − s − 1). Thus, rankx(F(x, zxs+1 +∑si=0 aixi)) is greater than or equal to
the minimum of m − j(r − s − 1) for 0 ≤ j ≤ t . In particular, if s = r − 1, then rankx(F(x, zxs+1 +∑s
i=0 aixi)) ≥ m.
The term ct((z − as+1)−∑n−s−1i=1 as+1+ixi))txm−t(r−s−1) is the only term having the highest degree
t with respect to the indeterminant z, i.e, the term ctztxm−t(r−s−1). Hence, the term ctztxm−t(r−s−1)
will not be canceled by the sum of the other terms. Therefore, rankx(F(x, zxs+1 + ∑si=0 aixi)) ≤
m−t(r−s−1). Thismeans that if s < r−1, then rankx(F(x, zxs+1+∑si=0 aixi)) < m. If s = r−1 then
rankx(F(x, zxs+1 +∑si=0 aixi)) ≤ m. Therefore, if s = r − 1 then rankx(F(x, zxs+1 +∑si=0 aixi)) = m.
With similar arguments, we obtain that if p > r + 1 then degx(F(x, zxp−1+
∑n
i=p aixi)) > m. Also,
if p = r + 1 then degx(F(x, zxp−1 +
∑n
i=p aixi)) = m. QED
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After Step 4, we obtain all of the possible candidates of m-near solutions, which are in C . Step 5
checks whether or not there exists a polynomial g over K and a nonnegative integer r such that
F(x, y) =
t∑
i=0
ci(y− g)ixm−ir
where ci ∈ K . Step 6 checks if every element in C is anm-near solution or not.
Next lemma is important for us to demonstrate why near solution is in polynomial time.
Lemma 5.7. At each step, the set of all nonzero polynomials in Tu ∪ Tw (or Su ∪ Sw) is an independent set
of upper (or lower) approximate solutions.
Proof. We prove this lemma by induction. Since the proof is symmetrical, we prove only the upper
approximate solution case. Initially, Su and Tu are empty. Then, Su contains all of the distinct solutions
of Gn(z) = 0 and Tu is still empty. By Lemma 5.1, axn is an upper approximate solution of F(x, y)
of order n if and only if a is a nonzero solution of Gn(z) = 0. Now, let g and h be two distinct
corresponding upper approximate solutions of F(x, y) in Su. Then, both the order of g and the degree
of g − h are equal to n. From Proposition 3.3, g is not an ancestor of h. This implies that Su ∪ Tu
is independent after we run Step 2.1. Now, suppose that we have run Step 2.2 n times. Denote the
corresponding Su and Tu by Sn and Tn, respectively. By induction hypothesis, we assume that the set
of all nonzero polynomials in Sn ∪ Tn is an independent set of upper approximate solutions. We then
run Step 2.2 once again and denote the resulting sets Su and Tu by Sn+1 and Tn+1, respectively. We
need to show that the set of all nonzero polynomials in Sn+1 ∪ Tn+1 is an independent set of upper
approximate solutions.
To run Step 2.2, we choose the first sequence L = 〈αn, . . . , αl〉 in Sn, and eliminate it from Sn. Thus,
Sn+1 = Sn − {L}. If l = 0, then simply put L in C . Thus, Tn+1 = Tn. Hence, Sn+1 ∪ Tn+1 = Sn ∪ Tn − {L}.
It is independent from the assumption that Sn ∪ Tn is independent.
Now, we assume that l 6= 0. Then, substitute y of F(x, y) with (∑ni=l αixi) + zxl−1 where z is an
indeterminant, and obtain that
F
(
x,
(
n∑
i=l
αixi
)
+ zxl−1
)
= F¯l−1(z, x).
There are three possible cases.
Case 1. F¯l−1(z, x) = f (z)xm for an f (z) ∈ K [z]. Then output∑ni=l αixi, l−1, and stop. The algorithm
is terminated, we do not have Tn+1. There is no need to show that Sn+1 ∪ Tn+1 is independent.
Case 2. degx(F¯l−1(z, x)) ≤ m. We put L in Tn+1 and Tn+1 = Tn ∪ {L}.We have that Sn+1 ∪ Tn+1 =
Sn ∪ Tn, it is independent by assumption.
Case 3. degx(F¯l−1(z, x)) > m. Then, solve the equationGl−1(z) = 0 inK whereGl−1(z) is the leading
term of F¯l−1(z, x) with respect to x. Let {β1, . . . , βr} be the set of all distinct solutions of Gl−1(z) = 0
in K . Then,
Sn+1 ∪ Tn+1 = Sn ∪ Tn ∪ {〈αn, . . . , αl, βk〉 | k = 1, . . . , r} − {L}.
Let g be the polynomial corresponding to the sequence 〈αn, . . . , αl〉 and gk be the polynomial
corresponding to the sequence 〈αn, . . . , αl, βk〉 for 1 ≤ k ≤ r . Clearly, the order of gk is l− 1 for every
k, and for every 1 ≤ i, j ≤ r , deg(gi − gj) = l− 1. Hence, gi is not an ancestor of gj by Proposition 3.3.
Let h be an arbitrary upper approximate solution corresponding to an element in Sn ∪ Tn − {L}
with order m and h = ∑ni=m δixi where δi ∈ K . If h is an ancestor of gk for a 1 ≤ k ≤ r , then m is
greater than deg(gk − h). We have that gk(x) − h(x) = (∑ni=l(αi − δi)xn) + βkxl−1 where δi = 0
if l ≤ i < m. This means that αi = δi for m ≤ i ≤ n. If h is of order l, then h = ∑ni=l αixi, which
is an upper approximate solution corresponding to L. This contradicts that h is an arbitrary upper
approximate solution corresponding to an element in Sn ∪ Tn − {L}. Thus, m > l. We also have that
g − h =∑ni=l(αi − δi)xn where αi = δi form ≤ i ≤ n. Thus,m > deg(g(x)− h(x)). This implies that
h is an ancestor of g and contradicts that Tn ∪ Sn is independent. Hence, h is not an ancestor of gk for
1 ≤ k ≤ r .
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Finally, we need to show that for 1 ≤ k ≤ r , gk is not an ancestor of h. Clearly, g is an ancestor of
gk for every 1 ≤ k ≤ r . It is also easy to see that the relation of ancestor is transitive. Thus, if one of
the gk is an ancestor of h, then g is an ancestor of h. This contradicts that Sn ∪ Tn is independent since
both g and h are in Sn ∪ Tn.
IfGl−1(z) = 0 is not solvable inK , then simply eliminate the sequence L from Su. Thus, Sn+1∪Tn+1 =
Sn ∪ Tn − {L} and which is independent because Sn ∪ Tn is independent by the induction hypothesis.
We prove that Sn+1 ∪ Tn+1 is independent for Case 3 too. QED
Now, we give the final result.
Theorem 5.8. The algorithm near solution is correct and polynomial time reducible to solving one
variable equation over K .
Proof. Proposition 2.1 implies that the number n found in the Step 1 is an upper bound on the degrees
of all m-near solutions. Propositions 3.1 and 3.2 entails that m-near solutions can be found through
finding approximate solutions successively. From Lemmas 5.1–5.4, we know that Steps 2 and 3 will
find all possible upper and lower approximate solutions. Lemma 5.5 shows that without giving too
many false candidates, wemerge these upper and lower approximate solutions correctly. Thus, Step 4
gives all possiblem-near solution candidates. Lemma 5.6 implies that if there is a nonnegative integer
r , ci ∈ K , and ct 6= 0, such that
F(x, y) =
t∑
j=0
cj(y− g)jxm−jr ,
then through Steps 4.1 and 5 we will find g and r . Finally, Step 6 excludes those polynomials that are
notm-near solutions. Therefore, the near solution algorithm is correct.
Now, we show that the near solution is polynomial time reducible to solving one variable
equation overK . In the process ofnear solution, Su and Swmay contain zero sequences, i.e., sequences
in the form 〈0, . . . , 0〉 for i consecutive zeros where 1 ≤ i ≤ n + 1. There are at most n + 1 such
sequences for Su and Sw , respectively. Except for the zero sequences, all of the polynomials in Su
and Sw during the process of near solution are approximate solutions of F(x, y). The order of each
approximate solution is less than or equal to n ≤ degx(F(x, y)) by Proposition 2.1. At each order there
are at most s = degy(F(x, y)) distinct upper (or lower) approximate solutions by Corollary 3.12. Thus,
the total number of elements having appeared in Su, including those eliminated, is less than or equal
to (s + 1)(n + 1). This is also true for Sw . Thus, Steps 2.2 and 3.2, i.e. solving equations, run at most
(s+1)(n+1) times, respectively. After finishing Step 2, Su is empty. The number of elements in Su∪Tu is
at most s by Lemma 5.7 and Theorem 3.11. This is also the case for lower approximate solutions. Thus,
the number of elements in Tu and Tw is less than or equal to s. Beforewe begin Step 4, the elements in C
are either upper approximate solutions from Su or lower approximate solutions from Sw . The set of all
these upper (or lower) approximate solutions is an independent set of upper (or lower) approximate
solutions. There are at most s upper approximate solutions and s lower approximate solutions in C .
Besides what is in stack C , Step 4 puts at most s2 new elements in C . This implies that the number of
elements in C is less than or equal to s2 + 2s. Thus, in Step 6 we need to check less than or equal to
s2 + 2s elements. All other steps are easily seen to be performed in polynomial time. It follows that
the near solution is polynomial time reducible to solving one variable equation over K . QED
Remark 1. Weare interested in showing that near solutions can be found in polynomial time. Various
modifications of near solution can be performed to reduce the time complexity. To make the
algorithm and the related analysis straightforward, we did not go into the details for improving the
time complexity.
Remark 2. Polynomials over various fields K can be factored in polynomial time (Chistov, 1986;
Kaltofen, 1985; Lenstra, 1987; Lenstra et al., 1982). Thus, over these fields the algorithmnear solution
is in polynomial time.
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Remark 3. If we have a more efficient algorithm for solving equations, e.g. Lenstra’s algorithm
described in Lenstra (1999), we also can improve the time complexity of near solution. However,
even though Lenstra’s algorithm (Lenstra, 1999) is polynomial time with the sparse representation of
the polynomials, the algorithm near solution is not polynomial time with sparse representation.
This is because we may need to run Step 2 (or Step 3) n = degy(F(x, y)) times. Whether or not we
have a polynomial time algorithm to find all near solutions of a given polynomial with the sparse
representation of the polynomial is an interesting open problem.
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