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Abstract
In this paper we present two set-valued variants of the Ekeland variational principle involving the
Clarke normal cone and establish sufficient conditions for a set-valued map to have a weak minimizer
or a properly positive minimizer when it satisfies Palais–Smale type conditions.
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1. Introduction
The well known Ekeland Variational Principle (EVP) [4] states that for a Gâteaux dif-
ferentiable function which is bounded from below on a Banach space, its derivative can be
made arbitrarily small.
The aim of this paper is to extend this principle to a vector-set-valued map F . We present
two variants of EVP involving the Clarke normal cone to the graph of F , and apply them
to establish sufficient conditions for F to have a weak minimizer or a properly positive
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T.X.D. Ha / J. Math. Anal. Appl. 316 (2006) 346–356 347minimizer when it satisfies Palais–Smale type conditions. Working with these minimizers
has some advantages because they can be characterized by a strictly positive continuous
linear functional or by a special function with nice properties introduced by Hiriart-Urruty.
The argument in our proof involves some results concerned with the generalized gradient
due to Clarke and the Rockafellar theorem on the generalized gradient of a sum of two
functions.
2. Preliminaries
For the convenience of the reader we repeat the relevant material without proofs, thus
making our exposition self-contained. Namely, we recall the Clarke normal cone to a set,
the Clarke generalized gradient of a function and the coderivative of a set-valued map
generated by the Clarke normal cone to its graph [3,11,12], some results from vector opti-
mization [9], and some known facts about a special function introduced by Hiriart-Urruty
[6,13].
Throughout the paper, X and Y are Banach spaces with the duals X∗ and Y ∗, respec-
tively. Let Ω be a nonempty subset of X. The Clarke tangent cone to Ω at x ∈ Ω is given
by
T (x;Ω) := {u ∈ X: for every sequences xi → x, xi ∈ Ω and λi ↓ 0+
there exists a sequence ui → u such that
xi + λiui ∈ Ω for all i}
and the Clarke normal cone to Ω at x is the negative dual of T (x;Ω):
N(x;Ω) := {u∗ ∈ X∗: 〈u∗, u〉 0 for all u ∈ T (x;Ω)},
where 〈. , .〉 denotes the canonic pairing.
We recall an extended definition of the Clarke generalized subgradient for a non-
Lipschitz function. Let g :X → R ∪ {±∞} be a function. The epigraph of g is the set
epig := {(x, t) ∈ X × R: g(x) t}. Assume that g is finite at x. The Clarke subdifferen-
tial or the Clarke generalized subgradient of g at x is the set
∂g(x) := {x∗ ∈ X∗: (x∗,−1) ∈ N((x,g(x)); epig)}.
Note that when g is convex, the Clarke subdifferential reduces to the subdifferential of
convex analysis.
The following summarizes some properties of the Clarke subdifferential that will be
used later.
Proposition 2.1.
(i) If g is finite at x and g(x′) g(x) for all x′ in a neighborhood of x, then 0 ∈ ∂g(x)
[3, Proposition 2.4.11].
(ii) (The Rockafellar theorem) Let g1, g2 :X → R ∪ {+∞}. Suppose that g1 is finite at x
and g2 is Lipschitz near x. Then one has ∂(g1 + g2)(x) ⊂ ∂g1(x) + ∂g2(x) [12], see
also [3, Corollary 1, p. 105].
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valued function χΩ :X → R ∪ {+∞} defined by
χΩ(x) :=
{0 if x ∈ Ω,
+∞ otherwise.
Let x ∈ Ω . Then ∂χΩ(x) = N(x;Ω) [3, Proposition 2.4.12].
(iv) For the norm ‖.‖ in X one has ∂‖.‖(0) = B∗X , where B∗X is the closed unit ball in the
dual space X∗.
Throughout the paper, F :X⇒ Y is a map with nonempty set values. Its graph is the set
grF := {(x, y) ∈ X × Y : y ∈ F(x)}. Let us recall a concept of coderivative for the map F
generated by the Clarke normal cone to its graph. This coderivative defined in the scheme
of [10] has been introduced in [11]. Let (x, y) ∈ grF . The coderivative of F at (x, y) is
the set-valued map D∗F(x, y) :Y ∗⇒X∗ defined by
D∗F(x, y)(y∗) := {x∗ ∈ X∗: (x∗,−y∗) ∈ N((x, y);grF )}.
Further, we recall some results of vector optimization [9]. Let K ⊂ Y be a closed,
pointed convex cone (pointedness means K ∩ (−K) = {0}). By intK we mean the interior
of K . For y1, y2 ∈ Y we write y1  y2 if y2 − y1 ∈ K . Denote
K+ := {ϕ ∈ Y ∗: ϕ(k) 0 for all k ∈ K}
and
K+i := {ϕ ∈ Y ∗: ϕ(k) > 0 for all k ∈ K \ {0}}.
Let A be a nonempty subset of Y , different from Y .
Definition 2.1. Let a¯ ∈ A. We say that
(i) a¯ is a minimal point of A (a¯ ∈ MinA) if a /∈ a¯ −K \ {0} for all a ∈ A;
(ii) (supposing intK = ∅) a¯ is a weak minimal point of A (a¯ ∈ W MinA) if a /∈ a¯ − intK
for all a ∈ A;
(iii) (supposing K+i = ∅) a¯ is a properly positive minimal point of A (a¯ ∈ PosA) if there
exists ϕ ∈ K+i such that ϕ(a) ϕ(a¯) for all a ∈ A.
It is known that PosA ⊆ MinA ⊆ W MinA and that if A is compact, then MinA = ∅,
A ⊆ MinA+K and PosA = ∅ [9].
We say that A is bounded from below if A ⊆ v + K for some v ∈ Y and that A is
K-bounded if A ⊆ M + K for some bounded set M in Y . Clearly, if A is bounded from
below then it is K-bounded. These concepts coincide when intK is nonempty but there
exist K-bounded sets which are not bounded from below.
Denote F(X) =⋃x∈X F(x). We say that F is bounded from below if F(X) is bounded
from below and F is K-bounded if F(X) is K-bounded.
Definition 2.2. Let (x¯, y¯) ∈ grF . We say that
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(ii) (x¯, y¯) is a weak minimizer of F if y¯ ∈ W MinF(X);
(iii) (x¯, y¯) is a properly positive (pr. pos.) minimizer of F if y¯ ∈ PosF(X).
Further, assume that A is closed. Let ∆A :Y → R be defined by
∆A(y) := dA(y)− dY\A(y),
where dA(y) is the distance from y to A. This function introduced by Hiriart-Urruty [6] has
nice properties and is an effective tool in optimization. The following summarizes some
properties of ∆A which are established in [6].
Proposition 2.2.
(i) ∆A is 1-Lipschitz;
(ii) ∆A is convex when A is convex, positively homogenous when A is a cone;
(iii) ∆A(y) > 0 iff y /∈ A;
(iv) ∂∆A(a) = (N(a;A)∩B∗Y ) \ {0} if a belongs to the boundary of A and intA = ∅.
From the definition and Proposition 2.2 one can easily deduce that ∆−K(k) =
d−K(k) > 0 for any k ∈ K \ {0}, that ∆−K satisfies the triangle inequality, i.e.,
∆−K(y1 + y2)∆−K(y1)+∆−K(y2) for all y1, y2 ∈ Y,
and that ∂∆−K(0) = (K+ ∩B∗Y ) \ {0} if intK = ∅.
Recently, Zaffaroni obtained the following characterization of minimal and weak mini-
mal points of a set [13].
Proposition 2.3.
(i) a¯ ∈ MinA iff ∆−K(a − a¯) > 0 for all a ∈ A \ {a¯};
(ii) (when intK = ∅) a¯ ∈ W MinA iff ∆−K(a − a¯) 0 for all a ∈ A.
Finally, we say that F is upper semicontinuous (u.s.c.) at x ∈ X if for any open set V
with F(x) ⊂ V there exists an open set U with x ∈ U such that F(x′) ⊂ V for all x′ ∈ U
and that F is u.s.c. on X if it is u.s.c. at every x ∈ X.
3. Variants of EVP
In this section we formulate two variants of EVP for the map F which involve the Clarke
normal cone to the graph of F . We begin by introducing some concepts of approximate
minimizers for F .
Definition 3.1. Let ε > 0 and k0 ∈ K \ {0}, and let (x¯, y¯) ∈ grF . We say that
(i) (x¯, y¯) is an εk0-minimizer of F if y¯ ∈ MinF(x¯) and
y + εk0  y¯ for all y ∈ F(X);
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ϕ(k0) = 1 such that ϕ(y¯) ϕ(y) for all y ∈ F(x¯) and
ϕ(y)+ ε > ϕ(y¯) for all y ∈ F(X).
The first variant of EVP for F is formulated as follows.
Theorem 3.1. Assume that intK is nonempty, and that F is compact-valued, u.s.c., and
bounded from below. Let ε > 0, k0 ∈ K \ {0} with d−K(k0) = 1 and y˜ ∈ F(X). Then there
exists an εk0-minimizer (xε, yε) of F such that
(a) yε  y˜;
(b) y + ε‖x − xε‖k0  yε for all (x, y) ∈ grF , (x, y) = (xε, yε);
(c) there exists (x∗ε ,−y∗ε ) ∈ N((xε, yε);grF) with y∗ε ∈ (K+ ∩B∗Y ) \ {0} and
‖x∗ε ‖ ε.
The assertion (c) can also be written as follows:
(c) there exists a nonzero y∗ε ∈ K+ ∩B∗Y such that
D∗F(xε, yε)(y∗ε )∩ εB∗X = ∅.
Let us first prove some auxiliary results.
Lemma 3.1. Under the assumptions of Theorem 3.1, there exists an εk0-minimizer (x0, y0)
of F such that y0  y˜.
Proof. Let us begin with proving that if a set A ⊂ Y is bounded from below, then there
exists a¯ ∈ A such that
a + εk0  a¯ for all a ∈ A.
If such an a¯ does not exist, one can find a sequence {ai}∞1 in A such that ai+1 + εk0  ai
for all i = 1,2, . . . . Summarizing these inequalities up to i = n, we obtain an+1 +
nεk0  a1for all n = 1,2, . . . . Let v ∈ Y such that v  a for all a ∈ A. We have
v + nεk0  a1 for all n = 1,2, . . . . (1)
Applying a separation theorem to k0 and −K , we find ϕ ∈ K+ such that ϕ(k0) > 0. From
(1) we deduce that nεϕ(k0) ϕ(a1 − v) for all n = 1,2, . . . , which is a contradiction.
Now applying the just proved claim to the set A := F(X)∩ (y˜−K), which is nonempty
and bounded from below, we find y′ ∈ F(X)∩ (y˜ −K) such that
y + εk0  y′ (2)
for all y ∈ F(X)∩ (y˜ −K). We show that (2) holds also for y ∈ F(X)\ (y˜ −K). Indeed, if
for such a y one has y+εk0  y′, then y  y′  y˜, contradicting y /∈ y˜−K . Consequently,
(2) holds for all y ∈ F(X).
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MinF(x0)+K . Then there exists y0 ∈ MinF(x0) such that y0  y′. By (2), y + εk0  y0
for all y ∈ F(X). We conclude that (x0, y0) is the εk0-minimizer of F with the desired
property y0  y˜. 
Lemma 3.2. With d−K(k0) = 1 one has
y + εk0  y′ ⇒ 0 <∆−K(y − y′)+ ε.
Proof. Observe that ∆−K(y − y′ + εk0) > 0 because y − y′ + εk0 /∈ −K , and that
∆−K(εk0) = εd−K(k0) = ε. The triangle inequality yields
0 <∆−K(y − y′ + εk0)∆−K(y − y′)+∆−K(εk0) = ∆−K(y − y′)+ ε. 
Proof of Theorem 3.1. Let us note to begin with that under the assumptions, F has a
closed graph. Let (x0, y0) be the εk0-minimizer of F with the property y0  y˜ the ex-
istence of which is ensured by Lemma 3.1. By [7, Theorem 2.2] (see also [2]), we find
an εk0-minimizer (xε, yε) satisfying (b) and yε  y0. The assertion (a) is evident from
yε  y0  y˜. Further, (b) and Lemma 3.2 give
∆−K(y − yε)+ ε‖x − xε‖ > 0 for all (x, y) ∈ grF, (x, y) = (xε, yε),
which means that (xε, yε) is the unique minimizer of the function g :X × Y → R ∪ {+∞}
defined by
g(x, y) = ∆−K(y − yε)+ ε‖x − xε‖ + χgrF (x, y).
From Proposition 2.1, it follows that
0 ∈ ∂g(xε, yε)
and




= {0} × ((K+ ∩B∗Y ) \ {0})+ εB∗X × {0} +N((xε, yε);grF ).
Hence, there exist x∗ε ∈ εB∗X and nonzero y∗ε ∈ K+ ∩ B∗Y such that (x∗ε ,−y∗ε ) ∈
N((xε, yε);grF). Thus, the assertion (c) is true. 
The second variant of EVP for F is formulated as follows.
Theorem 3.2. Assume that K+i is nonempty, and that F is compact-valued, u.s.c., and K-
bounded. Let ε > 0, k0 ∈ K \ {0} and ϕ ∈ K+i with ϕ(k0) = 1. Then there exists a pr. pos.
εk0-minimizer (xε, yε) of F such that
(a) y + ε‖x − xε‖k0  yε for all (x, y) ∈ grF , (x, y) = (xε, yε);
(b) there exists x∗ε ∈ X∗, such that (x∗ε ,−ϕ) ∈ N((xε, yε);grF) and
‖x∗ε ‖ ε.
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D∗F(xε, yε)(ϕ)∩ εB∗X = ∅.
Proof. We begin by showing that
inf
{
ϕ(y): y ∈ F(X)}> −∞. (3)
Let M be a bounded subset of Y such that F(X) ⊆ M +K . Let y ∈ F(X). Then y = m+ k
for some m ∈ M and k ∈ K . As ϕ ∈ K+, we get ϕ(y) = ϕ(m+ k) ϕ(m) which together
with inf{ϕ(m): m ∈ M} > −∞ yield (3).
Since ϕ attains its minimum on any compact set F(x), we can define a function
f :X → R as follows
f (x) := min{ϕ(y): y ∈ F(x)}.
One can check that f is lower semicontinuous because F is compact-valued and u.s.c.
Moreover, (3) yields inf{f (x): x ∈ X} > −∞. Applying a variant of EVP to f , we find
xε ∈ X such that
f (xε) < f (x)+ ε for all x ∈ X (4)
and
f (x)+ ε‖x − xε‖ > f (xε) for all x ∈ X, x = xε. (5)
As F(xε) is compact, there exists yε ∈ F(xε) such that ϕ(yε) = f (xε) ϕ(y) for all y ∈
F(xε). The definition of f and (4)–(5) imply
ϕ(yε) < ϕ(y)+ ε for all y ∈ F(X)
and
ϕ(y)− ϕ(yε)+ ε‖x − xε‖ > 0 for all (x, y) ∈ grF, (x, y) = (xε, yε). (6)
Therefore, (xε, yε) is a pr. pos. εk0-minimizer of F . Let us prove (a). Suppose to the con-
trary that there exists a pair (x, y) ∈ grF , (x, y) = (xε, yε) such that y+ε‖x−xε‖k0  yε .
In this case, the relations ϕ ∈ K+ and ϕ(k0) = 1 yield ϕ(y) − ϕ(yε) + ε‖x − xε‖  0,
a contradiction to (6). Hence, the assertion (a) is true. Further, (6) means that (xε, yε) is the
unique minimizer of the function g :X × Y → R ∪ {+∞} defined by
g(x, y) = ϕ(y − yε)+ ε‖x − xε‖ + χgrF (x, y).
Using Proposition 2.1 and an argument similar to that in the proof of Theorem 3.1, one can
verify that the assertion (b) is true. 
Let us illustrate Theorems 3.1 and 3.2 by some examples.
Example 3.1. Let C[0,1], L2[0,1] and L1[0,1] be the classical Banach spaces.
(1) Let X = C[0,1] × C[0,1], Y = C[0,1], and K be the nonnegative orthant in C[0,1] con-
sisting of nonnegative functions. It is known that intK and K+i are nonempty. Let
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∫ t
0 u(s) ds: u ∈
C[0,1],0 u(t) 1 for all t ∈ [0,1]}. We define F as follows
F(x1, x2) = f (x1, x2)+ S for all (x1, x2) ∈ C[0,1] ×C[0,1],
where f (x1, x2) := (x1)2 + (x1x2 − 1)2, i.e., y ∈ F(x1, x2) means the existence of
v ∈ S such that y(t) = (x1(t))2 + (x1(t)x2(t) − 1)2 + v(t) for all t ∈ [0,1]. The
map F is compact-valued, u.s.c., and bounded from below (0  y for all y ∈ F(X)).
Therefore, Theorems 3.1 and 3.2 are applicable to this map. Observe by passing that
MinF(X) = ∅. Indeed, fix y¯ ∈ F(X), i.e., y¯ = f (x¯1, x¯2) + v¯ for some x¯1, x¯2 ∈ C[0,1]




f (x¯1/2,2x¯2)+ v¯ if x¯1 = 0,
f (x¯1, x¯2)+ v¯/2 if x¯1 = 0, v¯ = 0,
f (ω,ω−1) if x¯1 = 0, v¯ = 0.
One has y˜ ∈ F(X), y˜ = y¯ and y˜  y¯. This means that y¯ cannot be a minimal point of
F(X). Hence, F has no minimizer.
(2) Let X = L2[0,1] × C[0,1], Y = L1[0,1], and K be the nonnegative orthant in L1[0,1]
consisting of a.e. nonnegative functions. It is known that K+i is nonempty but
intK is empty. Let S ⊂ K be a nonempty compact set. We define F in a similar
way:
F(x1, x2) = f (x1, x2)+ S for all (x1, x2) ∈ L2[0,1] ×C[0,1],
where f (x1, x2) := (x1)2 + (x1x2 − 1)2, i.e., y ∈ F(x1, x2) means the existence
of v ∈ S such that y(t) = (x1(t))2 + (x1(t)x2(t) − 1)2 + v(t) a.e. on [0,1]. The
map F is compact-valued, u.s.c., and bounded from below. Therefore, Theorem 3.2
is applicable to it. In the same manner as above we see that F has no mini-
mizer.
4. Sufficient conditions for the existence of weak minimizers and properly positive
minimizers
In this section we apply Theorems 3.1 and 3.2 to obtain the existence of weak minimiz-
ers and properly positive minimizers of F .
Motivated by a modified version of the Palais–Smale condition which is defined for a
single-valued function and expressed in terms of its subdifferential [1], we introduce the
following conditions:
(PS1) If {xn}∞1 is a sequence in X such that for some bounded sequence {yn}∞1 with
yn ∈ F(xn) for all n = 1,2, . . . one has limn→∞ θ(xn, yn) = 0, then {xn}∞1 has a
strongly convergent subsequence.
(PS2) If {xn}∞1 is a sequence in X such that for some bounded sequence {yn}∞1 with
yn ∈ F(xn) for all n = 1,2, . . . one has limn→∞ θϕ(xn, yn) = 0, then {xn}∞1 has a
strongly convergent subsequence.
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θ(x, y) := inf{‖x∗‖: (x∗,−y∗) ∈ N((x, y);grF ), y∗ ∈ K+ ∩B∗Y , y∗ = 0}
= inf{‖x∗‖: x∗ ∈ D∗F(x, y)(y∗), y∗ ∈ K+ ∩B∗Y , y∗ = 0}
and
θϕ(x, y) := inf
{‖x∗‖: (x∗,−ϕ) ∈ N((x, y);grF )}
= inf{‖x∗‖: x∗ ∈ D∗F(x, y)(ϕ)}.
Recall [8] that K is normal if there exists a scalar N > 0 such that for any k1, k2 ∈ K
with k1  k1 one has ‖k1‖  N‖k2‖. An example of a normal cone is the nonnegative
orthant in C[0,1] [8].
Theorem 4.1. Assume that K is normal and has a nonempty interior, and that F is
compact-valued, u.s.c., bounded from below, and satisfies (PS1). Then F has a weak mini-
mizer.
Proof. Let k0 ∈ K \{0} with d−K(k0) = 1, y˜ ∈ F(X) and εn = 2−n for all n = 1,2, . . . . By
Theorem 3.1, there exist εnk0-minimizers (xn, yn) of F and (x∗n,−y∗n) ∈ N((xn, yn);grF)
with y∗n ∈ K+ ∩B∗Y \ {0} such that for all n = 1,2, . . . one has yn  y˜ and∥∥x∗n∥∥ εn. (7)
Let v ∈ Y be such that v  y for all y ∈ F(X). Then v  yn  y˜ for all n = 1,2, . . . .
Since K is normal, the order interval {r ∈ Y : v  r  y˜} is norm bounded [8]. Hence,
the sequence {yn}∞1 is bounded. Further, (7) yields that limn→∞ θ(xn, yn) = 0. By (PS1),
there exist x¯ ∈ X and a subsequence {xni }∞i=1 converging to x¯. Since F is u.s.c., for each
i = 1,2, . . . there exists a positive integer mi such that
F(xnj ) ⊂ F(x¯)+ 2−iBY for all nj >mi,
where BY is the closed unit ball in Y . Passing to a subsequence if necessary, we can assume
that
F(xni ) ⊂ F(x¯)+ 2−iBY for all i = 1,2, . . . .
Hence, one can find y¯ni ∈ F(x¯) for each i = 1,2, . . . such that
‖y¯ni − yni‖ 2−i for all i = 1,2, . . . . (8)
As (xn, yn) are εnk0-minimizers of F , one has
y + εnk0  yn for all y ∈ F(X).
Lemma 3.2 then implies that for all n = 1,2, . . .
∆−K(y − yn)+ εn > 0 for all y ∈ F(X)
or
∆−K(y − yn)+ 2−n > 0 for all y ∈ F(X). (9)
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∆−K(y − y¯ni )+ 2−ni + 2−i > 0 for all y ∈ F(X). (10)
Indeed, fix i and y ∈ F(X). If y¯ni − yni ∈ −K , then the triangle inequality and (9) yield
∆−K(y − y¯ni )∆−K(y − yni )−∆−K(y¯ni − yni )
−2−ni + dY\(−K)(y¯ni − yni )−2−ni > −2−ni − 2−i
and if y¯ni − yni /∈ −K , then the triangle inequality and (8) yield
∆−K(y − y¯ni )∆−K(y − yni )−∆−K(y¯ni − yni )
> −2−ni − d−K(y¯ni − yni )−2−ni − d(0, y¯ni − yni )
−2−ni − 2−i .
Thus, (10) holds.
Further, since F(x¯) is compact and y¯ni ∈ F(x¯) for all i = 1,2, . . . , without loss of
generality we can assume that y¯ni converges to some y¯ ∈ F(x¯). Letting i → ∞ in (10), we
get
∆−K(y − y¯) 0 for all y ∈ F(X).
By Proposition 2.3, (x¯, y¯) is a weak minimizer of F . 
Our next aim is to prove a sufficient condition for F to have a pr. pos. minimizer. Recall
that ϕ ∈ Y ∗ is uniformly positive on K if for some γ > 0 one has ϕ(k)  γ ‖k‖ for all
k ∈ K [8]. Such a functional exists, for instance, in finite dimensional spaces and in L1[0,1]
(when K is the nonnegative orthant in L1[0,1], the functional ϕ(x) =
∫ 1
0 x(t) dt is uniformly
positive).
Theorem 4.2. Assume that ϕ is a uniformly positive functional, and that F is compact-
valued, u.s.c., K-bounded, and satisfies (PS2). Then F has a pr. pos. minimizer.
Proof. Let k0 ∈ K \{0} with ϕ(k0) = 1 and εn = 2−n for all n = 1,2, . . . . By Theorem 3.2,
there exist pr. pos. εnk0-minimizers (xn, yn) of F and x∗n ∈ X∗ such that for all n = 1,2, . . .
one has (x∗n,−ϕ) ∈ N((xn, yn);grF) and∥∥x∗n∥∥ εn. (11)
By (11), limn→∞ θϕ(xn, yn) = 0. Further, as (xn, yn) are pr. pos. εnk0-minimizers of F ,
we have
ϕ(y − yn)+ 2−n  0 for all y ∈ F(X). (12)
We claim that the sequence {yn}∞1 is norm bounded. Indeed, fix y˜ ∈ F(X). By (12),
ϕ(yn)  ϕ(y˜) + 1 for all n. Let M be a bounded set such that F(X) ⊆ M + K . Then
there exist mn ∈ M and kn ∈ K , n = 1,2, . . . such that yn = mn + kn for all n. Since M is
bounded and
ϕ(y˜)+ 1 ϕ(yn) = ϕ(mn)+ ϕ(kn) ϕ(mn)+ γ ‖kn‖,
356 T.X.D. Ha / J. Math. Anal. Appl. 316 (2006) 346–356the sequence {kn}∞1 is norm bounded and so is the sequence {yn}∞1 . By (PS2), there exist
x¯ ∈ X and a subsequence {xni }∞i=1 converging to x¯. We can now proceed analogously to
the proof of Theorem 4.1. Namely, we first find a subsequence {y¯ni }ni=1 with y¯ni ∈ F(x¯)
for i = 1,2, . . . such that (8) holds and then find y¯ ∈ F(x¯) such that y¯ni → y¯. It is an easy
matter to deduce from (8) and (12) that
ϕ(y − y¯ni )+ 2−ni + ‖ϕ‖2−i  0 for all y ∈ F(X), (13)
where ‖ϕ‖ is the norm of the functional ϕ. Letting i → ∞ in (13), we get
ϕ(y − y¯) 0 for all y ∈ F(X).
Hence, (x¯, y¯) is a pr. pos. minimizer of F . 
Remark that Theorems 4.1 and 4.2 can be applied, for instance, to maps with values in
C[0,1] and L1[0,1], respectively.
To conclude the paper we note that some variants of EVP involving the Fréchet and
Mordukhovich coderivatives as well as the coderivative generated by the Clarke normal
cone of F , and sufficient conditions for F to have a pr. pos. minimizer have been estab-
lished in the author’s recent work [5]. Here, the direct proof based on using Rockafellar’s
theorem allows us to formulate Theorems 3.2 and 4.2 under conditions which are easier to
be checked than the ones of Theorems 3.3 and 4.1 in [5].
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