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ABSTRACT
Understanding the behavior of combining flows in open-channel junction is of
interest in environmental and hydraulic engineering. The complexity of the junc-
tion flow problem stems from flow mixing, secondary circulation, post-confluence
flow separation, contraction and backwater effects. These effects in turn result in a
large number of parameters required to adequately describe the energy losses and
flow structures associated with the different flow behavior and mechanisms due to
flow merging. This thesis presents results from a detailed numerical investigation
of the hydrodynamics of open-channel junctions, with emphasis on adequately
predicting energy loss due to junction. Energy losses in junctions is an important
factor to be considered when designing sewer pipe network so that the system can
store excess flow without flooding and overflows.
The thesis work first applied the state of art 1-D dynamic model to examine quan-
titatively the uneven upstream water depth increase as well as the post-confluence
energy loss. The model is based on applying the momentum principle in the
stream-wise direction to two control volumes in the junction by considering the
interfacial shear force between the two control volumes, the boundary friction
force, and the separation zone shear forces downstream of the lateral channel en-
trance in conjunction with overall mass conservation. Superior to conventional
1-D models, the nonlinear system, consisting of two equations of dimensionless
variables without assuming equal upstream widths allowing the two upstream trib-
utaries to be solved respectively. The numerical solution of the nonlinear sys-
tem in conjunction with the derivation of a new formula of energy loss facilitate
the impact assessment of three major controls including total post-confluence hy-
draulics, upstream momentum ratios, and junction planform. The relative increase
of upstream water surface over downstream water surface as well as the relative
difference between the upstream tributaries were found to increase proportionally
to the junction angles and downstream Froude number. Similarly, higher upstream
momentum ratios and larger junction entrance angles lead to larger energy losses.
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A parabolic shape relation was found to exist between the upstream depth ratios
and the discharge or momentum ratios, while the symmetry of the parabola de-
creased as the junction angle increased and diminished when approaching 90◦.
Previous 1-D and 2-D numerical attempts cannot account for the highly 3-D na-
ture of CHZ (Confluence Hydrodynamic Zone), hence, resulted in an incorrect
estimation of energy losses and other associated hydraulic parameters. In fact, the
shear induced and reach scale pressure driven turbulence give rise to complex flow
structure alteration and energy dissipation that could only be analyzed adequately
by means of complete 3D numerical models. Thus the thesis also describes the
application of commercially available three-dimensional computational fluid dy-
namic (CFD) codes-Ansys Fluent 15.x and 16.x to simulate the mean flow struc-
ture and turbulent terms in open-channel junction flow. The CFD model adopted
PISO (pressure implicit splitting of operator algorithm) in conjunction with finite
volume discretization. The 3-D URANS (unsteady Reynolds-Averaged Navier-
Stokes equations) were solved in multi-block computation domain. The well-
known SST k − ω two equation turbulence model was employed to model the
eddy viscosity in the momentum equation. VOF (Volume of Fluid) was applied
to numerically solve for the dynamically and spatially varied water surface. To
visualize the time evolution of flow patterns and fluid dynamics in open channel
junction, a time-dependent calculation was performed using dual time level im-
plicit time marching scheme of second order accuracy. The model was validated
on the basis of agreement with experimental data from the literature, grid inde-
pendent study and comparison with other turbulence models.
The validated model was thereafter utilized as a virtual lab to facilitate flow vi-
sualization under two major categories of controls that were identified in 1-D
investigation. Detailed numerical solution facilitates the mappings of 3-D flow
structures to show the implications of such three-dimensional nature of the flow
on integral quantities such as Coriolis and Boussinesq coefficients as well as the
downstream flow contraction and upstream water depth increase, and the specific
energy loss. The effects of different controls were then analyzed quantitatively
in comparison with experiment data available from the literature as well as 1-D
numerical predictions. Such a comparative 1-D and 3-D study also quantifies the
deviation of 1-D approximations and associated underlying assumptions from the
’true’ resulting flow field. Finally, this study examined the effect of flow unsteadi-
ness on the energy losses in junctions. Due to the fact that the velocity profiles in
unsteady-flow conditions show greater gradients, and thus greater shear stresses
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than the corresponding values in steady-flow conditions, we hypothesize that the
associated energy loss could vary temporally according to the unsteadiness of the
incoming flows. The SAS (Scale adaptive simulation) was implemented in con-
junction with SST k − ω model to dynamically adapt to resolving structures in
a URANS simulation, yielding LES-like performance in unsteady region and re-
serving RANS capabilities in relative stable region. The 3-D model was scaled
up to the prototype dimension of connecting tunnels in dropshaft MDS15, which
connects to the downstream branch of Mainstream system of Chicagos Tunnel
and Reservoir Plan (TARP) system. The unsteady flow simulations utilized hy-
pothetical hydrographs characterized by different overall unsteadiness to reflect
the temporal variation of flow behavior during the passage of hydrographs. The
specific energy loss and associated flow features in the vicinity of confluence were
evaluated accordingly to quantify the effects of unsteadiness.
The numerical investigations enclosed may help to better understand the plan-
form steering and reach scale pressure driven combining flow, free surface and
other flow diversion problems. The numerical modeling strategies and findings
can further facilitate the modifications of conventional 1D models and to realize
full coupled 1-D and 3-D modeling for a complex open channel system.
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CHAPTER 1
INTRODUCTION
1.1 Problem description
Pipe junctions occurred in many different fields. Joining pipes are encountered
in water collection and distribution systems, sewage systems, agricultural tile
drainage systems, blood vessel system, and so forth. Generally, open-channel net-
works in water resources engineering include conveyance facilities in urban water
treatment plants, drainage pipes, and natural river systems. Channel confluence
is one of the most important phenomena in natural and man-made waterways and
some hydraulic structures. At typical sewer network consists of multiple sewer
pipes joining at junctions, usually at manholes or inlets. Junction manholes should
be considered as an elementary and necessary design element in a typical sewer
network. The complexity of junction flow problem results from flow mixing, sec-
ondary flow pattern, separation of flow and backwater effects which in turn results
in a large number of parameters required to adequately evaluate the energy loss of
junction flow. Apart from the hydrodynamics involved in junction flow, a compre-
hensive analysis of junction losses is important when designing sewer pipe lines
to eliminate the risks of flooding and overflows.
The hydraulic features happening in channel contractions and channel curves con-
trol the flow in a junction as shown in Figure 1.1.The flows from both upstream
and lateral branch mix together and the contractions lead to uniformity of the
flow downstream of the junction. Due to the entry of lateral flow, the centrifugal
force sets up a surface radial flow opposite to the deflection, and a bottom inward
current.The lateral flow induces a secondary current rotating against the lateral
merging flow which results in a zone of intense turbulence close to downstream
junction corner E and progressed into downstream of the combining tailwater. The
confluence of the lateral and main channel flows also leads to an increase in pres-
sure near U,in the vicinity where the flow stagnates.At the junction downstream
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corner E, the flow separates when the flow in the lateral flow travels downstream
along the main channel wall (Kumar Gurram et al., 1997; Ramamurthy and Zhu,
1997), and forms a separation bubble.The flows combining flow downstream of
junction corner E then contract and expand again while the flow travels down-
stream.
Figure 1.1: Plan view of combining flow in simple rectangular channel junction.
In the case of river confluence, rapid and significant changes occur in flow
structure, sediment transport, and river morphology. The mixing processes down-
stream of the confluences also play a major role of understanding and prediction
of pollutant dispersal in rivers. So an in-depth study and understanding of the
hydrodynamics of open channel confluences in natural or river system is of great
interest to environmental management, hydraulic engineering and river morphol-
ogy.
Combining flows in junctions is not only of great interest in environmental and hy-
draulic engineering, but the unsteady flows in T-junctions has also recently been
extended to hemodynamic applications(Miranda et al., 2008).
1.2 Motivation
Previously, most studies of the junction flows have primarily focused on physical
model tests and one-dimensional theoretical analysis or one-dimensional numeri-
cal solution. Traditional 1-D approaches provided the required interior boundary
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conditions by applying mass, momentum and energy conservation principles at
junctions. Since energy loss or head loss is hard to evaluate separately for the
main channel and branch channel, respectively, in many numerical models the in-
terior boundary condition might be simplified to the equality of water surface and
continuity of discharge. Otherwise, head loss or energy loss is approximated by
the steady or quasi-steady approximation as a relation between energy slope and
mean velocity which leads to an underestimation of the friction force. The tradi-
tional estimation of head loss coefficient is only valid for low Froude number and
steady flow condition, which might not be a good estimation for rapidly varied and
unsteady flow occasions. Besides, physical effects considered significant enough
to be included in the channel reaches of these network modeling are neglected
when handling the junction. Due to the observations that the velocity profiles in
unsteady-flow conditions show greater gradients, and thus greater shear stresses
than the corresponding values in steady-flow conditions. However, unsteady flow
in sewer junctions has not received enough attention so far, hence, a detailed study
of the effects of flow dynamics and associated hydraulic features on the head loss
is needed.
This proposed 1-D numerical formulation of the problem is motivated by the most
state of art 1-D dynamic numerical model introduced by Shabayek et al. (2002).
This approach is based on applying the momentum principle in the stream-wise
direction to two control volumes in the junction together with overall mass conser-
vation. However the method is not well applied so far. The main forces including
the interfacial shear force between the two control volumes, the boundary friction
force, and the separation zone shear forces downstream of the lateral channel en-
trance are considered.
The main advantage of this approach over most traditional 1-D numerical formu-
lations based on conservation laws is that it does not either assume equal upstream
and downstream water surface as an interior boundary condition or use a rough
estimation of head loss coefficient to account for energy loss. Also the two-control
volume based approach, allows a more accurate estimation of the boundary con-
dition at the upstream of each branch channel, and a better description of the
mechanisms of combing process before and after the junction according to an 1-D
simplification. This dynamic treatment of the junction will lead to a better esti-
mation of the interior boundary condition to Shallow water equation solver for
unsteady flow simulation through a network.
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Figure 1.2: Shearlayer and secondary circulation in a rectangular channel
junction.
As a matter of fact, flows in junctions are highly complex and inherently three-
dimensional even though the geometry might be simple as shown in Figure 1.2,
the simplified 1-D or 2D theoretical or numerical models are less cable of fully
simulating the turbulent mixing, secondary flow, recirculating regions, etc. On
the other hand, laboratory models are expensive, site-specific, difficult to general-
ize and replicate, time-consuming to implement and often compromise sectional
geometry and flow physics Huang (2000). Despite attractive features of 1-D or
2-D numerical models, such as simple formulation and easy implementation, they
can hardly accurately represent either velocity and turbulence quantities from the
free surface to the bed, or simulate near wall boundary and near free surface flow
phenomena. Furthermore, steady flow assumption is not valid in case of a gate
operation in drainage network, dam break followed by strong mass or pressure
surge. In recent applications in rheology, the pulsating laminar channel flow of
Newtonian fluids appears to have different behavior during a cycle dependent on
time (Miranda et al., 2008). However, turbulent flow structure in open channel
junctions has so far not received enough attention. Therefore, a validated 3-D nu-
merical model and thereafter extensive numerical simulations are highly required
to provide detailed and comprehensive analysis to open channel junctions.
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The 3-D numerical modeling does not imply the common assumptions adopted
in 1-D or 2-D numerical models, hence, are capable of full description of the
complex flow phenomena under variety of flow conditions and are better able to
account for the energy dissipation and momentum transfer over the junction. The
time-dependent calculation procedure enables the examination of impacts of flow
unsteadiness on the inherent flow behavior and quantities of interest in different
regions throughout the junction.
1.3 Objectives
According to the above introduction, the objective of the study is to modify and
apply a state of art 1-D dynamic approach and utilize an advanced 3-D numeri-
cal model to examine the flow field at open-channel junctions. The 1-D dynamic
model is intended for subcritical flow and the model is expected to predict flow
features and energy loss in prototype scale and account for the real-time flow
dynamics. The 3-D numerical model is intended to be robust for generalized ap-
plication in various flow conditions including rapidly varied flow. The model is
designed to simulate mean flow and inherent turbulent flow characteristics in real-
time manner for steady and unsteady flow scenarios.On the other hand, due to
the high computation cost of CFD model, it is infeasible to fit and apply the 3-D
model to every planform configuration. The analysis of flow field from the 3-D
numerical model can be utilized in turn to provide basis for 1-D model modifica-
tion and simplification, providing more accurate theoretical prediction of energy
loss than the existing models and with better computation efficiency than the full
3-D model. Energy dissipation due to junction structure and incoming flow con-
ditions and understanding the different mechanisms contributing to junction loss
is another focus of the study. The major techniques adopted and specific goal of
each phase are described as follows:
1. 1-D numerical study:
a. Modify and apply the 1-D dynamic model to evaluate junction hydraulics at
junctions in a open channel under various upstream inflow conditions and
junction configurations. Derive mathematical formulas of energy loss and
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head loss coefficients based on the two control volume system. Evaluate the
variation of hydraulic resistance and identify the major controls.
b. Develop a generalize iterative program that is capable of solving the nonlin-
ear system which is based on streamwise momentum principle in two con-
trol volumes using a Newton-Raphson procedure for the upstream depths
under various geometry and boundary conditions.
c. Conduct comparative analysis between the results from current model and
other theoretical models as well as experimental observations to validate the
accuracy and applicability of the model in extensive context.
d. Apply the model to different scenarios including steady flows and hypothet-
ical unsteady inflows, with various discharge ratios and various geometries
(i.e. width ratios and junction angles) to shed light on variation of junc-
tion hydraulics due to the time evolution of unsteady inflows their featured
unsteadiness.
e. A general form of the head loss and energy loss will be derived and tested.
Evaluate the derived formula for energy loss under selected typical bound-
ary conditions with different geometry, with a purpose to identify the dif-
ferent mechanisms contributing to energy loss. Overall, the investigation in
1-D manner aims to highlight the important physical controls that affects
the junction hydraulics and give insight to potential modification required.
2. 3-D numerical study:
a. Develop and validate a generalized 3-D numerical model utilizing a com-
mercial available CFD codes for desired computational domain for a sim-
plified junction geometry to simulate flows at open channel junctions.
b. Design and conduct numerical experiments to study the flow pattern on a
basis of clouds of simulation results to investigate the effect of the major
controls on flow structures and characteristics in CHZ.
c. Provide qualitative and quantitative evaluation of the 3-D effects on junc-
tion hydraulics utilizing comparative 3-D and 1-D approaches, show impli-
cations of 3-D flow characteristics on 1-D modeling.
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d. Visualize the time evolution of flow characteristics in open channel junction
for unsteady flow simulation, evaluate the unsteadiness effect on confluence
hydraulics.
e. Determine impact of the major controls on energy loss.The findings will be
generalized to find the correlation between energy loss and contributing fac-
tors such as junction geometry, discharge ratio and hydrological conditions
in upstream tributaries Overall, extensive 3D numerical simulations will be
carefully designed and performed to facilitate the detailed investigation of
the flow field under the disturbance of lateral inflows.
1.4 Dissertation outline
The methodology adopted in this study and the results obtained is reflected by the
working phases described in the following chapters of this report.
Chapter 2 presented a comprehensive review of historical investigations and ma-
jor findings relevant to combining flows and identify the knowledge gaps. More
emphasis was given to selected work directly related to current study.
Chapter 3 described the 1-D dynamic model adopted. The model was applied to
different junction layout and flow conditions to identify the major controlling fac-
tors and assess the subsequent impact. Energy loss was derived explicitly in terms
of a series of dimensionless parameters and given boundary conditions. The good-
ness of the results were demonstrated by comparison with other 1D models and
experimental measurements. Limitations of 1-D models is highlighted.
Chapter 4 described three-dimensional numerical modeling methodology behind
the CFD codes adopted. The accuracy of constructed model was validated with
high resolution three-dimensional experimental data collected by others.The good-
nesses of selected turbulence model and grid resolution were erified through a
series of 16 numerical experiments by adopting four different turbulence models
and four grid resolution imposing two contrast inflow conditions.
Chapter 5 presented the results from a series of CFD simulations. The results
revealed the alteration of primary flow field and secondary flow field induced by
junction structure in general and under different controlling factors in particular.
Quantitative analysis were presented to explore the flow structures and mecha-
nisms that contributed to energy loss. Multiple coefficients associated with 3-D
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flow structure were evaluated as well as the parameters that quantifies contraction,
separation and energy losses. The comparison between the parameters calculated
based on 3-D CFD results and previous work including model predictions and
experimental measurements were performed to illustrate explicitly the effects of
three-dimensional nature of the combining flows.
Perform quantitative analysis of turbulent flow structure under various combina-
tion of flow situations and analyze its correlation to energy loss of junctions.c.
Compare water surface profile and energy loss simulated by modified 1-D dy-
namic model and 3-D numerical model for selected scenarios, make adjustment
to 1-D theoretical model to decrease the deviation. The last section of Chapter 5
presented case studies on unsteady junction flows using hypothetical inflows by
using a set of inflow hydrographs that were constructed analytically and charac-
terized of different unsteadiness parameters. The 90 degree junction was scaled
up to reproduce the connection at MDS 15. The outflow and hydrodynamics were
analyzed accordingly to reflect the impact of unsteadiness. Chapter 6 summarize
and discuss the major findings of the comparative 1-D and 3-D numerical inves-
tigation. Suggestions of future work were provided with respect to fully 1-D and
3-D coupling model and its application.
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CHAPTER 2
LITERATURE REVIEW
Open channel junctions have wide existence in natural and man-made water-
ways.Due to the fact that open channel junctions are among the most highly tur-
bulent locations in fluvial systems, complex flow behavior was identified in pre-
vious studies(Mosley, 1976; Best and Reid, 1984; Best, 1987). Flow in channel
confluences is a function of many factors such as flow discharge, junction angle,
channel geometry, downstream Froude Number, flow resistance from the bank
and bed (Taylor, 1944; Webber and Greated, 1966; Ramamurthy et al., 1988; Hsu
et al., 1998a,b). In the case of confluences at natural alluvial waterways, the flow
behavior and turbulent flow structure becomes more complicated due to complex
morphology and significant changes that can happen in boundaries as a result of
erosion and deposition(Ashmore et al., 1992; Best and Roy, 1991; Bennett and
Best, 1995; Biron et al., 1996a,b; Rhoads, 1996; De Serres et al., 1999; Boyer
et al., 2006). Noticeable changes happen at junctions in the channel geometry and
flow mixing. Flow dynamics at channel junctions also affect the channel mor-
phology feedback by impacting sediment transport process(Best, 1988). Due to
the fact that natural confluences have a complex geometry and boundary cond-
tions with varying scales.The resulting flow conditions are normally unsteady and
complex. It is almost impossible to obtain real-time flow measurement with ac-
curacy for every junction configuration. In the past, different methods have been
performed to investigate the flow behavior and dynamics in open channels.These
approaches can be classified as field measurements,laboratory experiments, ana-
lytical methods and numerical simulations.
2.1 Laboratory and field investigation
At the early stage, study of junction flows was mainly conducted using experimen-
tal approaches. Most of these studies were performed in laboratory scale physical
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model with simplified channel and intersection geometry and flow conditions as
controlled variables. The laboratory experiments with fixed-bed channels were
mainly focused on the characteristics of depth ratio, separation zone effect of dis-
cordance of beds,location of shear layer and stagnation point, and secondary flow
pattern.
Taylor (1944) was probably the first one to apply a dye flume test to study the com-
bining and dividing flow characteristics at prismatic open-channel junctions. The
experiments were conducted in small, horizontal, rectangular channels of equal
widths at junction angle of 45◦ and 135◦. The intersections were constructed of a
transparent plastic and the elevations of water surfaces are controlled by means of
gates opening at the lower ends. The experimental observations showed that the
depths in the two channels upstream of the junction had nearly the same value, re-
gardless of the junction angle. Subcritical conditions were maintained throughout
the entire junction domain. The conformity mapping also demonstrated different
stream lines and separation zone size according to different junction angle and
discharge ratio. The short coming of the study was the absence of measurement
of pressure on the walls of the branch channel which resulted in a failure in esti-
mation of momentum transfer from the branch to main channel.
Webber and Greated (1966) re-examined the field covered by Taylor’s experiment
and extended the scope to include 30◦, 60◦ and 90◦ angles of intersection. The
photographs of aluminium dust on the water surface gave a good illustration of
the fluid behavior at low Froude numbers. The laterals with the smaller junction
angle appeared to have a longer water interface with the main stream and it was
argued to be attributed to a greater turbulent mixing, and the resulting loss of en-
ergy and some fluctuation of water surface level. The photographs also depicted
the streamline patterns. The flow depths upstream and downstream of each junc-
tion angle were measured by pointer gauges, the velocity distribution at the cross
sections where the depths were measured was determined by means fo a miniature
current meter. The piezometric pressures at the boundaries were measured for a
discharge ratio at 0.6. Utilizing the experimental data and the energy loss was
calculated for each set of conditions against downstream Froude Number. The
results indicated a general increase in energy loss with increasing junction angle.
The conformal mapping approach was first adopted for the problem of channel
junctions, and expressions for locating the stagnation point for a 90◦ junction. By
employment of the free-streamline concept, they also obtained a streamline pat-
tern for the 90◦ junction. However, the method proposed by Webber and Greated
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(1966)is not applicable to junctions angles other than 90◦. A more generalized
analysis of the problem using the same approach originally developed by Webber
and Greated (1966) was carried out by Modi et al. (1981). The analysis was then
applicable to rectangular channels with any junction angles and bed widths. The
results provided details of the geometry of the separating streamline and the lo-
cation of the stagnation point. It was shown that the stagnant fluid between the
free-streamline and inner side of the channel boundary increases with the increase
in the junction angle.However, this approach did not account for energy losses and
was only useful for very small Froude numbers.
Lin and Soong (1979) investigated the energy loss in open channel junction.
They divided the energy loss stemming from separation zone into two parts, i.e.,
a boundary friction loss and a turbulent mixing loss. The experimental results
showed that regardless of the different mechanisms that cause the loss of energy,
the two partition of energy loss were at the same order of magnitude. The ex-
periment conducted in a fixed laboratory open channel configuration provided a
set of turbulent mixing loss coefficients as functions of the ratio of total to lateral
flow rate. It was concluded that in a one-dimensional flow analysis the turbulent
mixing loss must be taken into account.
Joy (1981) presented the velocity and shear stress distribution, and energy cor-
rection coefficients for a 90◦ junction. Their experimental observations indicated
that the kinetic energy correction coefficient increases with the increase in the dis-
charge ratio or a decrease in the width of the lateral channel. Best and Reid (1984)
analyzed experimentally the geometry of the separation zone at sharp-edged open
channel junctions with equal channel widths.Subcritical flow was maintained in
all runs, with small downstream Froude number in the range between 0.1 and o.3.
The length and the maximum width of the separation zone were obtained and ex-
pressed in terms of the discharge ratio and the confluence angle. It was shown
that both the maximum width and length of the separation zone increase with the
junction angle and the ratio of lateral to total discharge. The width to length ra-
tio was found to be controlled by the momentum ratio and also the effect of the
free surface on the junction flow. Their experimental results also showed that the
theoretical of Modi et al. (1981) overestimated the width of flow separation. Ku-
mar Gurram et al. (1997) presented a series of experiments to explore the main
flow features through so called simple junctions with junction angles of 30◦, 60◦
and 90◦. The flow pattern was illustrated both based on the velocity measurement
and photography documentation. The main emphasis was placed on the describ-
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ing the characteristics of the lateral flow and flow contraction in the tailwater
branch. A major contribution of this study was the presentation of the expressions
for the momentum correction coefficients, the lateral wall pressure force, and the
ratio of flow depths in the lateral and of flow depths in the lateral and upstream
branches.Hager (1989) presented detailed propeller anemometer measurements of
the velocity field of combining open channel flow in rectangular channel of equal
width for transitions from sub-to supercritical flow. The experimental results indi-
cated that transitional flow only occurs when the lateral discharge is at least 15%
of the total combining flow. Sharp changes in water depth at critical flow condi-
tions at critical flow conditions were demonstrated in his work. Furthermore, he
found that the circulation zone tended to diminish
Weber et al. (2001) developped a lab flume to examine a 90◦ sharp edged, open-
channel junction for channels of equal width. The study provided comprehensive
water surface mappings and velocity and turbulent structure information. Flow
depth measurements was made using a point gauge while velocity measurements
were take using an ADV (acoustic doppler velocimeter) over evenly spaced cross
sections along the channel. The complete data set provided a resource for the
validation of 3D CFD (computational fluid dynamics) codes.The experimental
observations demonstrated that the flow pattern near the bed and near the water
surface was very different.
During the past 50 years, many laboratory and field investigation has been suc-
cessfully accomplished to describe the turbulent flow field and to address its rela-
tionship to sediment transport and river morphology of rive confluences. Mosley
(1976)performed a series of experiments in a small flume to study the evolution
and morphology of the ”y” shaped confluences of branch channels in the braided
North Saskatchewan River, North Platte River, and Medano Creek. He detected
that occurrence of lens-shaped scour holes in small scale flume junction was simi-
lar with large scale river confluences, two back-to-back helical flows in the region
of scour hole ,avalance faces dripping into scour hole at the entry of confluence. as
shown in Figure 2.1. Mosley (1976)argued that the scour holes were maintained
by turbulence and helicoidal flow cells by the secondary flows; their depths and
cross-sectional area increases as turbulence increases. As a result of the increased
curvature of streamlines due to strong helical flow, the scour hole depth increases
with the increment of confluence angle as well as the decline in difference be-
tween the discharges of the two confluent tributaries.
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Figure 2.1: Evolution of confluences with symmetrical channel layout by Mosley
(1976).
Figure 2.2: Major zones and additional characteristics of a river channel
confluence revised based on Shakibainia et al. (2010) and Best (1987).
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Best (1987) proposed a generalized division of river channel confluences into
six major zones as illustrated in Figure 2.2 through a confluence flume experi-
ment.Namely, the flow within the confluence region is dominated by (1) flow stag-
nation zone in the upstream corner;(2) flow deflection zone; (3) flow separation
zone that forms just downstream the junction corner; (4) maximum velocity zone
due to contraction of flow after the junction; (5) flow recovery zone far enough
downstream where uniform flow become dominate again;and (6) shear layers.The
location and sizes of these zones. It was concluded that the entry of a lateral flow
into the main channel resulted in an increase in the hydraulic resistance to the
flow due to turbulent mixing and friction losses. A water surface rise is observed
upstream of the junction as a result of the mutual obstruction effects of the main
and branch channel flows. Another distinguishing feature is the appearance of a
shear plane shewed into a lesser or greater extent depending upon the differences
in flow velocities of the branch and main channel flows.Best (1987) concluded
that the entry of a lateral flow into the main channel resulted in an increase in
the hydraulic resistance to the flow due to turbulent mixing and friction losses. A
water surface rise is observed upstream of the junction as a result of the mutual
obstruction effects of the main and branch channel flows. Another distinguishing
feature is the appearance of a shear plane shewed into a lesser or greater extent
depending upon the differences in flow velocities of the branch and main channel
flows. As seen from Figure 2.2, the lateral inflow makes the main flow deflected
towards the opposite bank along with a unstable separation zone just downstream
of the junction. The resultant contraction reduces the channel capacity, hence,
introduced an acceleration of the downstream flow and bed scouring and bank
erosion.
Most studies of the flow dynamics of confluences have two common features:(1)
the confluent channels have concordant beds (i.e. channel base at the same el-
evation) each with an avalanche face dipping into a central scour zone Mosley
(1976); Best (1987); Ashmore et al. (1992); Kenworthy and Rhoads (1995); and
(2) mainly focus on the time-averaged velocity distribution in the streawise and
transverse directions Ashmore et al. (1992); Kenworthy and Rhoads (1995); Rhoads
(1996). It was argued the secondary circulation in confluences consists of two
counter-rotating helical cells Mosley (1976); Ashmore et al. (1992); Rhoads
(1996). However, there was debate about the presence of origin and relative ef-
fects of these helical flow cells Best and Roy (1991). To fulfill the need of impor-
tant feedbacks between morphological features present at channel junctions and
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the flow field, Biron et al. (1996b) examined the mean and turbulent flow struc-
ture in the streamwise and vertical directions at both concordant and discordant
laboratory confluences with the use of a laser Doppler anemometer in order to
determine: (1) the effects of bed geometry, i.e. concordant and discordant (i.e.
with a difference in bed elevation) incoming channels on the mean and turbulent
flow structure of confluences; (2) the role of shear layer deformation on the helical
flow cell; and (3) the structure of the streamwise and vertical time averaged and
turbulent velocity components.
The main findings of the experimental work by Biron et al. (1996b) identified the
difference between the spatial distribution of normal stresses due to the distortion
of mixing interface generated by the bed discordance. Moreover, turbulent shear
stress is found to be larger in the discordant bed and increases in the downstream
direction whereas decreases for concordant bed. Though the maximum values
were found close to bed for both bed configurations, the values decreases in the
mixing zone close to bed and reaches small negatives for concordant bed. In gen-
eral, zone of shear or mixing, strong normal and shear stresses inclined towards
the tributary channel for discordant bed. In the light of important effects that the
bed morphology has on the confluence flow dynamics, Biron et al. (1996b) further
questioned the suitability of the model of two side-by-side helical flow cells for
discordant bed suggested in previous studies. They argued that when the bed pro-
file is discordant for the incoming channels, the principal movement is from the
main channel towards the tributary which makes the fluid dynamic characteristics
incompatible with the two helical flow cell model.
Furthermore, contraction of flow produces substantial turbulence within the con-
fluence hydrodynamic zone (CHZ) which is defined as the region within and
near a stream confluences affected by hydrodynamic interaction between conflu-
ent flows Kenworthy and Rhoads (1995); Sukhodolov and Rhoads (2001). Since
the coherent turbulent structures in this region might have an impact on rates of
flow mixing and patterns of erosion and deposition, unfolding the complexity of
turbulence in the CHZ is beneficial for developing generalized theories about the
fluvial dynamics of confluences.
A particular research interest falls in the turbulent feature induced by the shear
layer between two confluent flows. Recent experimental and empirical studies
of confluences have stressed the effects of bed morphology on the structure of
the shear layer. And the shear layer was defined as a narrow band of high tur-
bulence intensities Biron et al. (1996a,b) or turbulence kinetic energy Mclelland
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and Best (1996); De Serres et al. (1999). Though at confluence with discor-
dant beds, where an abrupt difference in elevations between the bed of the lat-
eral branch an main channel upstream and downstream of the confluence, the
shear layer often tilts toward the elevated tributary Best and Roy (1991); Biron
et al. (1996a,b). Recent work (Kenworthy and Rhoads, 1995; Rhoads, 1996;
Sukhodolov and Rhoads, 2001) suggests for confluence with concordant beds,
the mixing interface is aligned vertically within the the CHZ unless strong he-
lical motion enhances disturbance of the structure of this interface. Therefore,
the information of the 3-D turbulence structure of the shear and the role of the
shear layer on the overall hydrodynamics of the CHZ is essential to evaluate the
hypothesis of the quasi-2D characteristic. Different from laboratory experiments,
data from field studies on natural confluences are sill limited. Most filed investi-
gations are based on the point measurements of the velocity field. An meaningful
representation of spatial-temporal process can only be achieved with a number of
sample sites.
Amongst all, Mamedov (1990) performed filed investigations regarding veloc-
ity field and sediment concentration in the confluence of Kura River and Karasu
River in Russia. The major findings of his work were the identification of feature
zones such as separation zone, stagnation point, contraction or flow acceleration
downstream of the confluence. He pointed out that these characteristics of con-
fluence flow were contributor to the channel deformation.Outside bank erosion
was detected as a result of shifting the velocity toward the opposite bank and the
sediments entering from the lateral deposited at the inner side of the main channel
immediately downstream of the junction.
Kenworthy and Rhoads (1995)conducted a series of field investigations at asym-
metrical 60◦ confluence in east central Illinois, USA. The study presented the flow
field, cross-stream and longitudinal variations in sediment concentration down-
stream of the confluence. With the suspended sediment concentration collected,
they evaluated the relationship between the incoming hydraulic condition and the
spatial distribution of the suspended sediment. It was shown that the normalized
sediment concentration near the exit of the confluence is controlled by the rela-
tive ratio of momentum flux and mean sediment concentration in the upstream
channels. However, the measurement only consisted of depth-integrated sediment
samples and bulk incoming hydraulic parameters. Therefore, a comprehensive
analysis of the mixing process cannot be facilitated.
Sukhodolov and Rhoads (2001)conducted a field study to examine the three-
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dimensional structure of turbulence within the shear layer and outside of the
shear layer at three stream confluences in eastern, central Illinois, US. Their work
also visualized the structure of turbulence with the hight accuracy velocity mea-
surements by using an acoustic Doppler velocimeter(ADV). The observations of
velocity time series displayed greater variance and periodicity of measurements
within the shear layer or mixing interface than in the ambient flow. The main
difference in turbulence characteristics between the shear layer and the ambient
flow is due to enhanced contribution of cross-section fluctuation to turbulent kine-
matic energy within the shear layer. The relative proportions of these fluctuation
component contributions is almost uniform in the vertical direction, also implies
that lateral shear and the associated development of rotating vortices with vertical
axes redistribute turbulence kinetic energy primarily in the cross-stream direction
throughout the water column. These results also verify the validity of the hypoth-
esis that within the shear layer the flow is quasi-two-dimensional.
2.2 1-D theoretical and numerical modeling
The laboratory measurements made the theoretical prediction of the flow depth
and energy losses possible. Based on the parallel experimental work, Taylor
(1944) was also the first to apply an analytical approach to channel confluences to
predict the depth ratios between the two upstream branches and the downstream
channel.Taylor’s work addressed the need of theoretical description of flow in
open channel junction and established the foundation for future work; His work
was under the assumptions that:(1) all channel branches are of equal width and
with horizontal bottom; (2) neglect of wall friction; (3) hydrostatic pressure and
uniform velocity distribution; (4) parellel streamlines at the boundaries of the con-
trol volume; (5) equal flow depths in the incoming two channels. (6)compensa-
tion of the pressure force in the lateral by the longitudinal wall pressure, allows a
straightforward application of the momentum equation. The theoretical prediction
of upstream flow depths showed a fair agreement with observations for δ = 45◦,
however, a poor agreement at δ = 135◦, which suggested the approach is only
valid for small junction angles. The errors in his approach are found to be mainly
due to assumption (4). Webber and Greated (1966) extended Taylor’s study by
including three other junction angles. The effect of curved side walls was also
considered. In general, the upstream flow depths computed were larger than com-
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puted. It was found that the discrepancy was due to the improper modeling of the
wall reaction force. Hager (1987) predicted the width of separation zone by a 1-D
approach in discussing the experimental findings by Best and Reid (1984). He as-
sumed that the free surface remains essentially horizontal downstream. Also the
energy losses from the upstream channels to the section of maximum contraction
were neglected. For junction angle up to δ = 70◦, the computed results had good
agreement with Best and Reid (1984), however, deviations appeared for δ = 90◦.
The deviations were found to be attributed to the deviation of the average angle of
streamline from the junction angle.
Ramamurthy et al. (1988) proposed an model on the basis of momentum principle
for subcritical flow in right-angled, sharp-edged junctions of rectangular chan-
nels. He derived a relation between the flow depth ratios and the ratio of lateral
to the total discharge. In this model, the contribution of the momentum transfer
from the branch channel to the main channel was included since the effect of this
factor can be significant if lateral discharge is relatively large.However, the trou-
blesome assumptions of equal upstream depths, equal widths and free boundary
friction are still limitation in his study. Similarly, Kumar Gurram et al. (1997) also
proposed one-dimensional analytical approaches based on momentum principle to
predict the relationship of flow depth to the controlling variables of the confluence
and also the flow contraction where boundary friction effects were neglected and
equality of the upstream depths was assumed. Hsu et al. (1998a,b)computed an
energy loss coefficients including eddy loss and friction loss as well as the depth
ratio by applied overall mass and energy conservation principle and the conserva-
tion of momentum to two control volume to solve for the depth ratio. The depth
ratio was found to be a function of a number of variables. They also estimated the
separation zone and the contraction coefficient.
Numerically, previously unsteady flow in pipe networks is usually analyzed by
means of 1-D models in which the energy dissipation is evaluated by the steady
or quasi-steady approximation. Therefore, the friction coefficient is assumed to
be same as the initial value as in steady model or or dependent on the local and
instantaneous Reynolds number (quasi-steady model). Betamio de Almeida and
Koelle (1993) pointed out that these approaches led to an underestimation of the
friction forces due to the fact that the velocity profiles in unsteady-flow conditions
show greater gradients, and thus greater shear stresses, than the corresponding val-
ues in steady-flow conditions Vardy and Hwang (1991). As a consequence, 1-D
models in which the energy dissipation is computed by a relation between energy
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slope and mean velocity valid for steady-flow conditions (quasi-steady model)
underestimate the friction forces and overestimate the persistence of oscillations
following the first one. This overestimation of the oscillations has little practical
importance for a pipe network, in which the maximum oscillation may occur after
the first one. The flow in a junction of a sewer network is a complex phenomenon,
in particular in unsteady-flow conditions. In fact, there are boundary layer separa-
tion phenomena that give rise to head losses and that could be analyzed adequately
only by means of 3D models or dynamic models. However, in the class 1-D mod-
els of the unsteady-flow processes in the networks these phenomena are usually
neglected. Garcia-Navarro and Saviron (1992) developed a 1-D numerical model
to study the supercritical flow involving hydraulic jumps and shock propagation
through the junction.Based on the previous work, Shabayek et al. (2002) devel-
oped an 1-D dynamic model by applying the momentum principle in the stream-
wise direction to two control volumes in the junction together with overall mass
conservation. The main advantage of the model is the model considers shear force
and friction of the wall which was normally neglected in previous work, hence, is
eligible for more generalized analysis.
2.3 3-D numerical modeling
2.3.1 Introduction
As confluences and flow in open channel junctions are associated with strong spa-
tial variation in the water surface, bed pressure field and vertical velocities, a static
hydrostatic pressure assumption might not be valid and the Navier-Stokes (N-S)
Equations is not suitable to be simplified to Shallow water equations.The unsteady
and turbulent flow nature of flow in open channel junction or confluences, time
dependent mixing and transport phenomena make the accurate prediction by a
traditional 1-D approach extremely difficult. Therefore, the computational ap-
proach is rapidly developing and more frequently adopted for studying the com-
plex flow behavior in open channel junction. Though the accuracy of experimen-
tal approaches or physical models always limited to the measuring techniques and
their inherent scale effects, the extensive experimental studies promote the devel-
opment of numerical simulation techniques. Flow visualization was referred to
as a laboratory experimental technique that is used to visualize and understand
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the structures of turbulent shear flows. Now with a much better understanding of
turbulent flow structures, it is now possible to discover and recognize many coher-
ent and incoherent structures in previous flow-visualization pictures collected of
various turbulent flows taken decades ago. Computer based simulations are now
being the dominant tool for understanding and visualizing turbulent flow struc-
tures. However, controlled flow visualization experiments are still necessary to
direct, develop, and validate the numerical simulations now dominant in the field.
2.3.2 Methods of turbulent flow calculations
Turbulence causes the appearance in the flow of eddies with a wide range of length
and time scales that interact in a dynamically complex way. Given the importance
of the avoidance or promotion of turbulence in the engineering applications, the
most important advances of the last half century were the development of compu-
tational techniques and the hardware which supports the simulations to capture the
important effects due to turbulence. The first of these was large-eddy simulation
(LES) as proposed by Deardorff (1970) in 1970. This was rapidly followed by the
first direct numerical simulation (DNS) by Orszag and Patterson (1972) in 1972,
and introduction of a wide range of Reynolds-averaged NavierStokes (RANS) ap-
proaches also beginning around 1972 (Launder and Spalding, 1972). In turn, the
last of these initiated an enormous modeling effort that continues to today mostly
because it has yet to be successful, but at the same time most other approaches are
not yet computationally feasible). The three categorizes are described as:
• Direct numerical simulation (DNS): these simulations compute the mean
flow and all turbulence velocity fluctuations. The unsteady N-S equations
are solved on spatial grids that are sufficiently fine that they can resolve the
Kolmogorov length scales at which energy dissipation takes place and iwth
time steps sufficiently small to resolve the period of the fastest fluctuations.
• Large eddy simulation (LES): this is an intermediate form of turbulence
calculations which tracks the behavior of the larger eddies. The method
involves space filtering of the unsteady N-S equations prior to the compu-
tations, which passes the larger eddies and rejects the smaller eddies. The
effects on the resolved flow (mean flow plus large eddies) due to the small-
est, unresolved eddies are included by means of a so-called sub-grid scale
model.
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• Turbulence models for Reynolds-averaged Navier-Stokes (RANS) equa-
tions: attention is focused on the mean flow and the effects of turbulence
on mean flow properties. Prior to the application of numerical methods the
N-S equations are time averaged (or emsemble averaged in flows with time-
dependet boundary conditions). Extra terms appear in the time averaged (or
Reynolds Averaged) flow equations due to the interactions between various
turbulent fluctuations. These extra terms are modelled with classical turbu-
lence models: among the best known ones are the two equation models and
the Reynolds stress model.
An exact numerical approach would rely upon the use of direct numerical sim-
ulation (DNS), where all the scales of the turbulence motion are resolved, thus
allowing for the acquire of very detailed informations on the flow field. There-
fore, the computational cost of DNS is very high even at low Reynolds number.
Despite the fact that DNS is a useful tool in fundamental research in turbulence, it
is not feasible for most engineering applications yet. In the field of civil engineer-
ing, the application of DNS is still restricted to the study of turbulent flow around
isolated buildings or around a limited number of obstacles. An intermediate ap-
proach is theLES methodology which, by means of a space-filtering operation
applied to the N-S equations, resolves explicitly the dynamics of the unsteady
large scales of turbulence while the effect of the small eddies on the flow pattern
is taken into account with a subgrid model of which many styles are available.
As unsteady flow equations must be solved, so the demands on computing re-
sources in terms of storage and volume of calculations are large. Recently, this
technique is starting to address CFD problems with complex geometry. For most
engineering purposes it is unnecessary to resolve the details of the turbulent fluc-
tuations. The time-averaged properties of the flow caused more attention from the
researchers. A description of the effects of turbulence on the mena flow is never-
theless needed because the time-averaging operation on the momentum equations
discards all details concerning the state of the flow contained in the instantaneous
fluctuations. On the other hand, RANS approach integrates the whole turbulence
spectrum so that turbulence modeling assumptions are required for the statistical
closures. The most common RANS turbulence models are classified according to
the number of additional transport equations that need to be solved along with the
RANS flow equations:
• a. Zero equation model which is also termed as mixing length model. The
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model assumes that the velocity scale is proportional to the length scale
and the gradients in the velocity. Thus, the model give good prediction for
simple flows where experimental correlation for the mixing length exist,
such as pipe flow and channel flow. However, the model is completely
incapable of describing flows where turbulent length scale varies, i.e. any
flows involve separation and circulation. Hence, is some times used for
simple external flows but barely used in industry.
• b. Spalart-Almaras one equation model. The model solves a single conser-
vation equation (PDE) for the turbulent viscosity (νt). It was developed for
use in unstructured codes in the aerospace industry. It is economical and ac-
curate for attached wall-bounded flows and flows with mild separation and
recirculation. However, it is not feasible for massively separated flows, free
shear flows and decaying turbulence.
• c. Two equation models, including k −  style models (standard, RNG and
realizable), k − ω models (Wilcox and Menter SST), and algebraic stress
model. The standard k −  model focuses on the mechanisms that affect
the turbulent kinetic energy (per unit mass). They give good results for
simple flows and some recirculating flows, but previous research has high-
lighted a number of shortcomings, including the inadequate performance for
low Reynolds number flows and rapidly changing flows, and strong adverse
pressure gradients and recirculation regions as well as extra strains which
caused by anisotropy of the normal stresses. Therefore RNG and realizable
k − epsilon models and k − omega models were developed to better ac-
count for moderately complex behavior such as jet impingement, separating
flows, swirling flows and secondary flows. However, it is still subjected to
limitations due to isotropic eddy viscosity assumption. The algebraic stress
model (ASM) represents the earliest attempt to find an economical way of
account for the anisotropy Reynolds stresses without going to the full length
of solving their transport equations. It is only slightly expansive by solving
two PDES with a system fo algebraic equations. But the ASM does not con-
sistently perform better than the standard k−ω model. Moreover, the ASM
can suffer from stability problems. The model is not widely validated as the
mixing-length and k−ω models. It is also severely restricted in flows where
the transport assumptions for convective and diffusive effects do not apply.
In addition, the ASM has been rather overshadowed by the development of
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non-linear eddy viscosity k −  modelsSpeziale (1987).
• d. Seven equation Reynolds stress model RSM. RSM closes the RANS
equations by solving additional transport equations for the six independent
stresses. The closure also requires one additional equation for turbulent dis-
sipation. RSM is good for accurately predicting complex flows by account-
ing for streamline curvature, swirling, ratation and high strain rates. The ex-
act Reynolds stress transport equation on the other hand can account for the
directional effects of the Reynolds stress field without assuming isotropic
eddy viscosity.
2.3.3 Application of CFD to numerical studies on confluences
As RANS approach does not require large CPU resources, it has been used by Brad-
brook et al. (2000a), with a fully elliptic solution, a free surface treatment and a
standard k−  and renormalization group (RNG) based turbulence model to spec-
ify time-averaged pressure and velocity field and secondary currents in channel
confluences. The solution is processed applying a finite volume discretization
of the governing equation with cuboid grid in the Cartesian frame. The hybrid-
upwind interpolation scheme is selected. Coupling of the pressure and velocity
is achieved using SIMPLEST, a modified version of SIMPLE algorithm. The so-
lution time steps are determined implicitly with time dependence entering as a
boundary condition. Since the spatial variation in water surface topography is
important in rivers generally, the numerical model requires a free surface approx-
imation to account for mass continuity effects and to resolve the non-hydrostatic
components of the flow. The model adopted a free surface treatment approach
by combing a symmetry plane with a special treatment for tracking surface cells
based upon a porosity correction, and a correction of a rigid-lid treatment,as a
direct treatment of the free surface is difficult in a three-dimensional model. The
model prediction of velocity vectors indicate strong flow near the bed on the left
bank toward the center of the channel, with strong upwelling, reflecting the re-
verse gradient out of the scour hole. Near the true-right bank, flow is generally
downward. The flow patterns are qualitatively similar to the measurements done
by Rhoads (1996).
Bradbrook et al. (2000c)also performed large eddy simulation (LES) to describe
a confluence of two parallel channels of unequal depth.In particular, the former
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work examined the interaction between reach-scale pressure gradients and topo-
graphic steering and the effects on flow structures. This work can be considered as
alternative means of linking independent controlling variables with time-averaged
velocity fields measured in confluences.
Huang et al. (2002) also developed a 3-D numerical model with experimental data
of a 90◦ junction flow under two flow conditions to investigate the open-channel
junction flow. The computation was done for junction angle of 30◦, 60◦ and 90◦
for two discharge ratios of 0.25 and 0.75,respectively. The simulation results fa-
cilitated visualization of variation of flow patterns under different controlling fac-
tors. More recently, Shakibainia et al. (2010) conducted a comprehensive three-
dimensional numerical study using SSIM2.0 a validated 3-D numerical model to
investigate secondary circulation, velocity field, flow separation and water level
subject to different conditions. This research revealed the importance of different
controlling factors on flow structure and water surface variation.
2.4 Implications for the present study
The natural confluences are complex because of the manifold interactions between
water, sediment and structures. The complexity also resides in the process of the
multiple entry of inflows, turbulent mixing, flow detachment and reattachment and
recovering. The process can be easily affected by the junction design parameters,
construction materials,inflow conditions and downstream flow conditions. Hence,
for an engineering design to be effective, a comprehensive study that assess the
impact of different control factors on the formation of confluences and the associ-
ated energy dissipation mechanisms would be educational and informational.
A model, that would aspire to analyze and reproduce the development of a struc-
ture induced flow combing, should take into account the actual and hydrodynam-
ics throughout the junction in the most appropriate way as possible. Hence, the
optimum choice to save computation time without compromising the accuracy is
to simulate the complex near junction flow behavior using a full three-dimensional
model and modeling the rest of the system (i.e. channels) with a 1-D model. For
an internal combustion engine of gas and air flows, a full coupling in respective
interfaces between 1-D and 3-D models is in favor to precisely simulate the mi-
croscopic flow behaviors of the highly dynamic system (Galindo et al., 2011).
However, for a large channel network in miles, considerable computation time is
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required to realize full coupled 1-D and 3-D modeling even with the help of cur-
rent super workstations, especially for continuous simulations. The present study
is focused on exploring the deviation of flow behaviors from the assumptions un-
derlying the 1-D theoretical models. The numerical experiment and comparative
numerical analysis are conducted to answer the questions, what are the deviations,
where, how and why.
The previous 1-D numerical model and experimental investigations shed light on
the controls of flow structures in the vicinity of confluence. Various factors can
influence the process, such as the junction angle, discharge ratio and inflow hy-
draulics and relative size of the joining ducts to the down channel. Although most
of the numerical studies are focus on steady flows, the degree of flow structure
alteration and the resultant energy loss might vary during the passage of the hy-
drograph. In addition, the overall unsteadiness that characterizes shape of the
inflow hydrograph might also lead to a change to the associated hydraulic coeffi-
cients which were taken as constants. A rapid change in head may result in more
backflows and turbulence downstream which might further lead to greater head
loss. Therefore, the current work will place more emphasis on quantitative evalu-
ation of variation of flow structure and behavior with respect to the change of such
factors.
As a matter of fact, 1-D junction models usually simulate the hydraulics by the
means of a lumped model and is carried out using simplified conservation equa-
tions without spacial resolution and usually quasi-steady. However, an oversim-
plified 1-D model obviously cannot satisfy the purpose of providing a reference
value for the 3-D numerical experiment. Therefore, the most recent nonlinear 1-
D dynamic junction model was adopted. The model described the complex flow
behaviors by accounted for the major forces involved in the momentum conserva-
tions.
Computational Fluid Dynamics (CFD) allow researchers to understand flow be-
havior and quantify important flow parameters such as mass flow rate, pressure
drops, mean flow field and turbulence flow field, given that the CFD solver had
been properly validated using observations. FLUENT is a proprietary CFD code,
based on the Finite Volume discretization, capable of simulating viscous, three-
dimensional flows, etc. ANSYS FLUENT is used extensively in industries such
as structural, automotive, aerospace, chemical,etc. The program is robust in many
ways such as parametric analysis, parallel computing, instantaneous visualiza-
tion of the user-defined output. In addition, the program offers the so-called User
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Defined Functions (UDFs), allowing users to write functions in C programing lan-
guage to modify the code or perform tasks that cannot be implemented by default.
The present work utilized the CFD solver to set up extensive numerical experi-
ments to quantify the impact as well as significance of various factors.
For most engineering applications, it is unnecessary to resolve the details of the
turbulent fluctuations. RANS-based turbulence models allow the calculation of
the mean flow without first calculating the full time-dependent flow field. As
these models are widely applied and can accurately simulate how turbulence in-
fluence the mean flow, the current study will also adopt RANS-based approach.
More details regarding about the methodology of the computing algorithm and
turbulence model, and the procedure of model set up will be laid out in Chapter 4.
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CHAPTER 3
ONE-DIMENSIONAL DYNAMIC MODEL
A one dimensional theoretical model for subcritical combing flows in open chan-
nel junctions developed by Shabayek et al. (2002) was adopted as the state of the
art 1-D work in this study. The model is based on mass conservation and momen-
tum principle in the streamwise direction, so is considered as a dynamic model.
With boundary conditions given at both downstream and upstream ends of the
junction, the model solves iteratively for both upstream flow depth. The model
was validated by available experimental data. The current model shows favorable
advantages over previous theoretical approaches by solving for main branch and
lateral branch separately, without assuming equal upstream depth.Furthermore, it
also enabled the dynamic formulation of energy loss, which serves as an impor-
tant factor in sewer network design. Unlike previous studies which were mainly
focus on steady flow, the model was also applied to a test unsteady inflows. Un-
steadiness was quantified and the effect on the model results and resultant energy
loss was evaluated.
3.1 Methodology
A plan view of the geometry of the junction to be considered is shown in Fig-
ure 3.1. As illustrated in Figure 3.1, two control volumes are considered, one for
main channel and the other for lateral branch. The momentum principle is ap-
plied to each control volume in the stream-wise direction. One main advantage
of the current model is that the two control volume system does not assume ei-
ther equal upstream widths or flow depths. Obviously, the assumption of equality
of upstream depth will lead to a simpler analysis and suitable for simple steady
flow conditions. However, two control volume approach is more suitable for a
wider range of applications and provides a general formulation for complex flow
situations with a dynamic treatment of the junction flow.
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Figure 3.1: Schematics of a open channel junction with control volumes and
notation.
3.1.1 Assumptions
As an extraction of a general junction structure, the following assumptions hold:
first, only the streamwise direction is considered regardless of the 2-D or 3-D fea-
ture of the flow. The transverse variations of velocity and depth due to curvature
are assumed to be small compared to cross-sectional average value, therefore, the
water surface elevation and velocity distribution can be considered uniform across
the respective channels. In this analysis, both the main channel and branch chan-
nel are assume to be prismatic of rectangular cross section everywhere at both the
main channel and the lateral branch with a uniform mild bed slope. The flow is
assumed to be subcritical throughout the junction and fully turbulent flow with Re
larger than 3,000. The streamline curvature and vertical accelerations were con-
sidered small enough to be negligible based on the previous experimental work
(Taylor, 1944; Kumar Gurram et al., 1997). As a result, the pressure distribution
is considered hydrostatic. It is also assumed that the control volumes were so
constructed so that there are no lateral mass fluxes across the interfacial boundary
between the two control volumes. In each of the control volume, the streamlines
are considered parallel and a uniform velocity distribution is assumed at the in-
flow and outflow cross-section to reduce the parameters required. However, this
assumption can be modified with correction coefficients derived if measurements
at the site are available.
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3.1.2 Numerical Formulation
The junction geometry and the two control volumes to be considered in the anal-
ysis are shown in Figure 3.1. The figure is self-explanatory, with C.V.1 stands for
control volume in main channel while C.V.2 stands for control volume in lateral
branch. Thereby, the subscripts 1 and 2 refer to upstream section in main channel
and lateral branch, respectively, and the subscript 3 refers to downstream section.
In this study, the six variables to be evaluated are the flow depths and discharges
at the three sections bounding the junction, therefore, six equations are required.
In the case of subcritical flow, the upstream boundary conditions are specified as
the two inflow discharges, Q1 and Q2, and the downstream boundary condition
can be a given flow depth or a rating curve which can be determined from the
hydraulic characteristics at the site. The boundary conditions reduce the number
of unknowns to three, and we need three equations to solve for the three variables.
The overall mass conservation gives
Q1 +Q2 = Q3 (3.1)
Momentum conservation is then applied to each control volume in the streamwise
direction; the forces considered are the interfacial shear force between the two
control volumes, the separation zone forces acting on C.V.2, the weight compo-
nent in the streamwise direction, and the boundary friction force, and the wall
boundary friction force. These forces will be analyzed in detail later. Then the
streamwise momentum equation for C.V.1 can be written as
ρQ1V1 + ρQ1V3 = P1 − P31 +B1 +W1 − SI − Fb1 (3.2)
and the momentum in the lateral control volume C.V.2 gives
ρQ2V2 + ρQ2V3 = P2 − P32 +B2 +W2 + SI − Fb2 − FS (3.3)
where ρ = water density;V = cross-sectional averaged velocity; P = hydrostatic
water pressure force acting at the boundary cross-section; B = pressure force
component in the streawise direction due to contraction; W = weight compo-
nent in the downslope direction; SI = shear force acting on the interface between
the two control volumes; Fb = friction force by the rigid wall boundaries; and
FS =shear force on the lateral channel control volume due to the separation zone
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forming downstream of the lateral channel entrance. Pressure forces As the wa-
ter pressure distribution is assumed hydrostatic at the upstream and downstream
boundary, then the pressure force P can be formulated by
P =
1
2
γy2b (3.4)
where y = flow depth; γ = ρg = specific weight of water; and b = channel
width at the cross-section considered. The pressure force B acts in the downslope
direction on the lateral boundaries of each control volume. Taylor simplified the
analysis by assuming that wall pressure component on the outer lateral wall is bal-
anced by the streamwise hydrostatic pressure force in the lateral branch. However,
Kumar Gurram et al. (1997) noted that towards the separation zone downstream
of the junction, a hydraulic sink forms and the flow accelerates with the contrac-
tion.This contraction resultant force can be estimated as B1 for C.V.1 and B2 for
C.V.2, respectively.
B1 =
1
2
γ
(
y1 + y2
2
)2
[b3 (1− ξ)− b1] (3.5)
B2 =
1
2
γ
(
y1 + y2
2
)2
(b3ξ − b1) (3.6)
where ξ = Q2/Q3, B is depending on the discharge ratio, namely the contraction
acting on the two control volumes varies with respect to the inflow contribution
from each channel branch. The pressure is isotropic and at the interface lateral sur-
face is equal to each other and in the opposite direction for each control volume.
As a result, the contraction resultant pressure force contribution to the streamwise
direction momentum balance is different. Also the pressure from the side wall of
the lateral branch is also lumped into this force.
Weight The weight compoment in the streamwise direction for each control vol-
ume can be approximated as
W1 = γ
(
A11 + A13
2
)
L1S0 (3.7)
W2 = γ
(
A22 + A23
2
)
L2S0 (3.8)
where Ai = biyi is cross-sectional area, and the first subscript denotes control
volume, and the second notates cross-section. S0 = longitudinal bed slope of the
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junction. L1 and L2 = outer lengths of the two control volumes. The lengths
should be scaled up to a distance where the assumptions of the uniform water sur-
face velocity profiles are valid. To compare the model results with experimental
data obtained by Hsu et al. (1998a), the lengths is set to two times main channel
width.
Shear forces SI = shear force acting on the lateral interface between the two con-
trol volumes.The shear force should be at the same magnitude and in the opposite
directions in each CV. By definition, the shear force can be formulated following
the well-known flow resistance relationship (Garcia, 2008) as follows:
SI = Cf
ρ (V 21 − V 22 )
2
(
y1 + y2
2
)
LI (3.9)
which is literally the average shear stress multiply by the area of the interface.
Hereby, Cf = friction coefficient; V1 and V2= upstream cross-sectionally aver-
aged streamwise velocities in the main and lateral branch channel, respectively,
LI = the lengths of the interface. It is argued that in the process of combining
or confluence, the velocity difference in two control volume decreases, hence,the
shear force decreases toward outlet. Therefore, this shear force can be approxi-
mated by the difference of the inflow momentum differences and the average of
the flow depths. Based on the assumption of linear growth rate of plane compound
shear layers by Rajaratnam (1976), and LI can be approximated as proportional
to the downstream widths of the two control volumes as follows
LI = c
2b1b2
b1 + b2
(3.10)
for a junction of equal width channels, LI can be further simplified as
LI = 2cξ(1− ξ)b3 (3.11)
where c is a constant. A lumped parameter K∗ was introduced to combine all
constants and coefficients. And the shear force can be further written explicitly as
SI = K∗ρ
(
V 21 − V 21
)
(y1 + y2) [b3ξ (1− ξ)] (3.12)
To be noted, thisK∗ parameter is two timesK∗ in Shabayek et al. (2002). Another
shear force is separation shear force, denoted as FS . This shear force is due to the
recirculation and detachment of the flow just downstream of the juntion. Similarly,
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it can be approximated by an average shear stress multiplied area of the separation
zone interface as
Fs = Cf
ρV 22
2
y2LS (3.13)
where LS=length of separation zone interface. Several mathematical expressions
of the scale of separation zone developed. Among these, the experimental work
by Best and Reid (1984) pointed out the length of separation zone is proportional
to the square root of discharge ratio. Kumar Gurram et al. (1997) used dye injec-
tion to obtain an analytical expression, for subcritical flow giving the separation
zone length and width in terms of discharge ratio, junction angle and the tailwater
Froude number F3 as
LS = 3.8b3sin
2δ
(
1− 1
2
F3
)
ξ1/2 (3.14)
bS = b3
(
1
2
(
F3 − 2
3
)2
+ 0.45ξ1/2
(
δ
90◦
))
(3.15)
where LS and bS are length and width of separation zone and ξ = Q2/Q3.
It is also shown that the size of the separation zone increases with the incre-
ment of ξ and δ, however, it decreases with the increment of F3 due to accel-
eration.However, this variation has been neglected for simplicity in Shabeyek’s
work. As one advance of this study, the above formulation of separation zone was
adopted. Combining all the constants and coefficients into a separation coefficient
K,therefore, the separation zone shear force can be written in the form
FS = KρV
2
2 y2b3ξ (3.16)
Again, lumping all the constant into K, we introduced a new parameter K ′.It is
proposed in work herein to use Equation(3.15)to better account for the junction
geometry, incoming flow hydraulics, and the representation of separation shear
becomes
FS = K
′ρV 22 y2sin
2δ
(
1− 1
2
Fd
)
b3ξ
1/2 (3.17)
Friction forces Fb = friction forces exerting on the two control volumes from the
rigid bed and side walls. These friction can be computed in the similar way as the
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shear forces by multiplying the average shear stress by the wetted area
Fb1 = ρ
(
V3
C∗
)2
[b3 (1− ξ) + y3]L1 (3.18)
Fb2 = ρ
(
V3
C∗
)2
(b3ξ + y3)L2 (3.19)
where C∗ = Cz/g1/2, and is considered as non-dimensional Chezy coefficient.
Substituting above equations for the forces Equation(3.2)and Equation(3.3), the
resulting momentum equations are,
For C.V.1,
ρQ1V3 − ρQ1V1 = γy
2
1
2
b1 − γy
2
3
2
b3 (1− ξ) + γ
2
(
y1 + y2
2
)2
[b3 (1− ξ)− b1]
+ γ
(
b1y1 + b3(1− ξ)y3
2
)
L1S0 −K∗ρ
(
V 21 − V 22
)
(y1 + y2) [b3ξ (1− ξ)]
− ρ
(
V3
C∗
)2
[b3 (1− ξ) + y3]L1
(3.20)
for C.V.2,
ρQ3V3 − ρQ2V2 = γy
2
2
2
b2 − γy
2
3
2
b3ξ +
γ
2
(
y1 + y2
2
)2
(b3ξ − b1)
+ γ
(
b2y2 + b3ξy3
2
)
L2S0 +K∗ρ
(
V 21 − V 22
)
(y1 + y2) [b3ξ (1− ξ)]
− ρ
(
V3
C∗
)2
(b3ξ + y3)L2 −K ′ρV 22 y2sin2δ
(
1− 1
2
F3
)
b3ξ
1/2
(3.21)
The non-dimensional form of the above two momentum equations can be obtained
in terms of the discharge ratio, ξ = Q2/Q3, the depth ratios, ηi = yi/y3,i =
1, 2,the width ratios,wi = bi/b3,i = 1, 2,and the downstream Froude Number F3,
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then for C.V.1,
(1− ξ)− (1− ξ)
2
w1η1
=
1
8F 23
[
w1
(
3η21 − 2η1η2 − η22
)
+ (1− ξ) (η21 + 2η1η2 + η22 − 4)]
−K∗
[(
1− ξ
w1η1
)2
−
(
ξ
w2η2
)2]
(η1 + η2) [ξ (1− ξ)]
+
1
2F 23
(
L1S0
y3
)
[w1η1 + (1− ξ)]− L1
b3C2∗
[
1 +
b3
y3
(1− ξ)
]
(3.22)
and for C.V.2,
ξ − ξ
2
w2η2
=
1
8F 23
[
w2
(
3η22 − 2η1η2 − η22
)
+ ξ
(
η22 + 2η1η2 + η
2
1 − 4
)]
+
1
2F 23
(
L1S0
y3
)
(w2η2 + ξ) +K∗
[(
1− ξ
w1η1
)2
−
(
ξ
w2η2
)2]
(η1 + η2) [ξ (1− ξ)]
− L2
b3C2∗
[
1 +
b3
y3
ξ
]
−K ′sin2δ
(
1− 1
2
F3
)
ξ
5
2
w22η2
(3.23)
The nondimensinal form of momentum equations facilitate the evaluation of the
weight of each force. Obviously, F3, ξ, w1,w2,η1,η2 have the order of magnitude
of 1, the relative importance of the forces can be determined in combination with
other parameters. As we can see, for flows with very low F3, the pressure term
will dominate, and at the singular point of F3= 0, when the water is still, the
solution reduces to equality of water surface. The geometry of the junction was
involved in the weight term and friction term. This allows the model of junctions
to be scale up to level of the prototype of the channel, and those two forces can
be significant while the length to depth ratio is large. The estimation of K∗ and
K ′ will be discussed in following sections, and the interfacial shear should be less
important if K∗ is in the likelihood of 1,the separation shear however cannot be
ignored only if K ′ is too small.
3.1.3 Boundary Conditions
The nonlinear system of Equation (3.22) and (3.23) can be solved with proper
boundary conditions. The goal was solving for η1 and η2, for an equilibrium
34
problem, the solution is sensitive to boundary conditions. A common upstream
conditions is inflow flow rate Q1, Q2, and for the junction with flat bottom, the
mass storage of junction can be ignored. Then continuity Equation(3.1) gives that
outflows always equal to total inflows.Namely,
B.C. =

Q1 = f1(t)
Q2 = f2(t)
y3 = h(Q3)
(3.24)
With the inflows and channel geometry given, the key variables, discharge ratio
ξ and downstream Froude Number F3 can be obtained, and the nonlinear system
is solvable with the estimation of the key parameters.
3.1.4 Parameter Specification
The key parameters in the nonlinear system to be determined are the nondimen-
sional Chezy coefficient C∗, the modified interfacial shear coefficient K∗ and the
separation shear coefficient K ′. Other prameters, referring to the width ratios,
w1,w2 and the the junction angle δ,are provided from the junction geometry, if the
channels are comprised of equal width channels, this parameter simply reduce to
unity; the discharge ratio ξ and downstream Froude Number F3 are given in the
boundary conditions.
Nondimensinal Chezy coefficient C∗ The Chezy coefficient Cz is a param-
eter from Chezy’s formula; Chow (1959) summarized the formulas developed to
estimate this coefficient. Herein, a simple form that was originated from trans-
forming Manning’s equation to Chezy’s formula was adopted to estimate Chezy
coefficient as follows:
Cz =
1
n
R1/6 (3.25)
then C∗ = Cz/g, to reduce friction effect, the experiments were mostly done
at plastic or other smooth laboratory type of channels, then roughness n can be
estimated for each experimental setup, and for steady flow, an average down-
stream flow depth can be to calculate hydraulic radius, the parameter C∗ can then
be estimated applying Equation(3.25) Following this routine,an average value of
C∗ = 17 was obtained for Taylor (1944) and Hsu et al. (1998a), and C∗ = 18.5 for
Kumar Gurram et al. (1997). Webber and Greated (1966) eliminated the boundary
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friction by adjusting the flow depth measurements, therefore, C∗ should be set to
0 for their experiments.
Interfacial shear coefficient K∗ and separation shear coefficient K ′ Prior
to previous 1-D models of subcritical flow in open channel junctions, Shabeyek’s
model initiated the introduction of these two shear forces and enabled an analyt-
ical approach to describe the momentum transfer between the two control vol-
umes and also C.V.2 and the separation zone. To determine these two coefficients,
the experimental data presented by Hsu et al. (1998a)was employed to calibrate
the model. During his experiment, the total inflow, downstream flow depth y3
and downstream Froude Number F3 were held constant. The experimental data
showed the variation of upstream flow depth with respect to the change of junction
angle δ and the discharge ratio ξ. To exclude the energy correction coefficient in
Hsu’s work, the downstream Froude Number has been modified to the range of
0.52 to 0.54 to replace the original range between 0.59 to 0.62. Shabayek et al.
(2002) argued the two parametersK ′ andK∗ were only depend on the junction an-
gle, and two empirical relations were proposed by calibrating the model with the
experimental data from Hsu et al. (1998a), Taylor (1944), Webber and Greated
(1966). The values of K∗ and K ′ were calibrated for each set of data with the
junction angle fixed. The calibration was based on a least-error analysis between
the observed and computed η1 and η2. However, with limited experimental data,
Shabeyek was only able to calibrate the model with 11 sets of data with junction
angle in the range between 30◦ and 135◦. The two linear empirical relations were
summarized as
K∗ = −0.0015δ + 0.30 (3.26)
K ′ = 0.0092δ − 0.1855 (3.27)
Note that the modified separation shear coefficient has the same definition as the
K parameter in Shabeyek’s model, while the separation zone length has been
modified using the formula developed by Kumar Gurram et al. (1997).The regres-
sion analysis of the empirical fit has been shown in As shown in Figure 3.2, both
K∗ and K ′ linearly related to the junction angle. In the interested range of junc-
tion angle from 30◦ to 90◦, K∗ decreases from 0.26 to 0.17, andK ′ increases from
0.15 to 0.64. Obviously, K ′ is more sensitive to δ than K∗.The goodness of the
linear fit is up to 0.92 based on the available data, however,since the calibration
36
Figure 3.2: (a) Empirical relation of interfacacial shear coefficient K∗ and
junction angle δ and (b)separation shear coefficient K ′ and junction angle δ.
37
is done based on very limited data and according to the average value calibrated
from different discharge ratios, further investigation on the these two coefficient
might lead to a better accuracy of the model. Specifically, the K∗ coefficient as a
indicator of the shear between the interfacial layer of the two control volume, is
also likely to be related to the discharge ratio.
3.1.5 Iterative Solution
Given the parameters and boundary conditions, the nonlinear equation system of
Equation(3.22) and Equation(3.23) can be solved simultaneously and iteratively
by Newton Raphson method, the nonlinear system can be transformed into the
form of {
f1(η1, η2) = 0
f2(η1, η2) = 0
(3.28)
where η = [η1, η2]T is an n-dimensional vector. This equation system can be more
concisely represented in vector form as f(η) = 0. The Newton-Raphson formula
for multi-variate problem is
η ⇐ η−J−1f (η) f(η) (3.29)
where Jf (η) is the Jacobian function of f(η)
Jf (η) =
[
∂f1
∂η1
∂f1
∂η2
∂f2
∂η1
∂f2
∂η2
]
(3.30)
3.1.6 Energy Loss
The one-dimensional open channel flow analysis has been carried out by two ba-
sic assumptions:(1)the energy correction factor remains constant and (2)that the
hydraulic gradient, Se = −(dH/dx), maybe evaluated by Manning’s for Chezy’s
formula. The fundamental approach for solving open channel flows is still based
on the one-dimensional energy or momentum analysis. The energy head defined
by Chow (1959) is
H = y + z + α(V 2/2g) (3.31)
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where y =flow depth,z =bed elevation, V = cross-sectional average veloc-
ity and α is the energy flux correction factor. However,these conventional one-
dimensional assumptions are only valid for gradually varied flow with unidirec-
tional primary flow. In a structure controlled flow such as the junction flow in an
open channel system, substantial additional nonuniformity of flow field and en-
ergy loss was generated by turbulent eddies, hence,the conventional approach led
to a substantial underestimation of total energy loss. Although,the energy transfer
from main channel to lateral channel or vice versa is implicit, it may, however,
be analyzed in terms of a loss coefficient (Lin and Soong, 1979). Lin and Soong
(1979) were able to find that the turbulent mixing loss is of the same order of
magnitude as the boundary friction loss evaluated by Manning’s formula. On
the other hand, the combining and mixing processes of main branch and lateral
branch, come along with the contraction downstream of the junction, tends to re-
duce the nouniformity of the flow from two branches. Since the flow conditions
at the upstream and downstream boundaries of the junction serves as important
internal boundary condition when carrying out open channel flow simulation in
a network, then the energy loss should be evaluated at the entire junction control
volume. Therefore, this proposed work also treats the total energy loss in a junc-
tion in a global sense (Hsu et al., 1998a; Lin and Soong, 1979), and this treatment
also helps avoided the detailed modeling of the spatial variation through near field
of the junction. As the bottom slope is very small, then the variation of bottom
elevation through the junction is ignored. Therefore, the energy loss per unit time
at the junction is the difference between the entry and exit energies per unit time.
Thus
∆E1 = E1 + E2 − E3
Ei = QiHi = Qi
(
yi + zi + αi
V 2
2g
)
(i = 1, 2, 3)
(3.32)
Assuming the energy flux correction factor α can be removed by adjusting the
downstream Froude Number (Shabayek et al., 2002), i.e., F3 =
(
αQ23
gb23y
3
3
)1/2
, intro-
ducing the dimensionless variables, the relative energy loss can be written as
∆E
E1 + E2
= 1− E3
E1 + E2
= 1− (2 + F
2
3 )
(1− ξ)
(
2η1 +
F 23 (1−ξ)2
w21η
2
1
)
+ ξ
(
2η2 +
F 23 ξ
2
w22η
2
2
) (3.33)
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For equal upstream depth and equal width channels, η1 = η2,w1 = w2, then
Equaiton(3.33) is reduced to
∆E
E1 + E2
= 1− η
2 (2 + F 23 )
2η3 + F 23 (1− 3ξ + 3ξ2)
(3.34)
This is consistent with the formula developed by Webber and Greated (1966). Hsu
et al. (1998a) also introduced a dimensionless energy loss coefficient, defined as
Ke =
∆E
E3
=
E1 + E2
E3
− 1
=
(1− ξ)
(
2η1 +
F 23 (1−ξ)2
w21η
2
1
)
+ ξ
(
2η2 +
F 23 ξ
2
w22η
2
2
)
(2 + F 23 )
− 1
(3.35)
when η1 = η2,w1 = w2,the coefficient has the same form as in Hsu et al. (1998a)
Ke =
2η3 + F 23 (1− 3ξ + 3ξ2)
η2 (2 + F 23 )
(3.36)
and the dimensionless head loss coefficient in the main and branch channel defined
as ke = HL/(V 23 /2g) is derived as
ke1 =
2w1η
2
1 + (1− ξ)F 23 − 2w1η1 − w1η1F 23
w1η1F 23
(3.37)
ke2 =
2w2η
2
2 + ξF
2
3 − 2w2η2 − w2η2F 23
w2η2F 23
(3.38)
As seen from the derived formulas above,the loss coefficients are functions of the
widths ratios, downstream Froude Number, lateral to total flow ratios, and depth
ratios. Although, the boundary friction factor is implicit in the loss coefficient,
the boundary friction forces were taken into account when computing the depth
ratios.
3.2 Model Solution
The model is validated using the available experimental data as shown in Ta-
ble 3.1. The key parameters were estimated in the way as prescribed in previ-
ous section, the model results is compared with experimental observations and
previous theories.
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3.2.1 Experimental Data
The experimental observations of Taylor (1944), Webber and Greated (1966) and
Hsu et al. (1998a) are used for verification and evaluation of the goodness of the
theoretical model, and the estimation of the key parameters in the model. In these
Data Source Taylor
(1944)
Webber and
Greated
(1966)
Best and
Reid (1984)
Kumar Gur-
ram et al.
(1997)
Hsu et al.
(1998a,b)
Weber et al.
(2001)
b1, b3 (mm) 101.6 127 150 500 155 914
b2 (mm) 101.6 127 150 300, 500 155 914
y3 (mm) – – – – 80-91 296
Q3 (m3) – – – – 0.0058-0.0071 0.170
ξ 0.40-
0.80
0.20-0.80 0.12-0.85 0,0.25,0.5,0.75,10.092-0.918 0.083-0.917
δ 45◦,
135◦
30◦, 60◦,
90◦
15◦, 45◦,
70◦, 90◦
30◦, 60◦,
90◦
30◦, 45◦, 60◦ 45◦
Re – – – > 3000 37,000-46,000 186,000
F3 0.2-0.75 0.20-0.60 0.1-0.3 0.25,0.5,0.75 0.59-0.62 0.37
Table 3.1: Experimental data from previous work, the ‘ - ’ indicates that the
parameter is not reported in the literature.
experimental studies, the subcritical flows were hold true throughout the junction,
the channels were horizontal and smooth, and of equal width and small aspect
ratios.The flows can be considered as fully turbulent flows for all these cases.
Among all these experimental work, Hsu et al. (1998a) is of greater importance
to the current work, since the branch upstream depths measurement were also
presented.In his work, the total discharge and downstream Froude number F3 and
downstream flow depth are almost constant.
3.2.2 Model Results and Analysis
The model predictions of the water depth ratios in the two upstream tributaries
were shown as a function of discharge ratios in Figure 3.3, and the results are
plotted in comparison with the measurements by Hsu et al. (1998a) for the junc-
tion with angle as 30◦, 45◦, and 60◦. The figure shows model results of both
the upstream depth ratios agreed with experimental observations at smaller junc-
tion angles. However, the deviation from the observations tends to increase with
the increasing of the junction angle. The maximum discrepancy occurs at the
δ = 60◦. The increase of disrepancy is also shown in Figure 3.3.The 1-D model
underestimates the increase of water surface upstream for larger junction angles.
The reason might reside in the empirical relation underestimates of the separa-
tion zone size, hence, an underestimation of separation shear. On the other side,
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the larger junction angles result in more momentum exchange between the lateral
and main channel, therefore, more interfacial shear is also generated. Hence it
is likely the discrepancy can be minimized by modifying the shear coefficients
K∗ and K ′. An 1-D model cannot account for the inherent mechanisms ade-
quately, therefore, more investigations will be performed using 3-D numerical
models to explore the mechanisms that contributes to the enlarged gap at larger
junction angles. Figure 3.4 shows the difference between model results of two
upstream depths. A parabolic shape was identified between the relative increase
of upstream water surface over downstream water surface and inflow discharge
ratios ξ between the lateral channel and main channel with the maximum happens
around 0.5. However, symmetry of this parabola increases inversely according to
the junction angle, and diminishes approaching 90◦. The discharge ratio ξ = 0.5
is the cutoff value, for smaller discharge ratios, the depth ratios increase with the
discharge ratio increasing, while for larger ξ, the depths ratios decrease with the
discharge ratio increasing and the maximum happens at the equal discharge ratios.
The shear terms have a more greater effect with larger junction angles and lateral
discharge ratios, while, the interfacial shear tends to equalize the water surface in
two branches, and while the separation shear increased the upstream depth.
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Figure 3.3: Model prediction of upstream depth ratios versus discharge ratios in
comparison with experimental data Hsu et al. (1998a).
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Figure 3.4: Comparison of upstream depths at various junction angles.
Figure 3.5 presented the variations for computed upstream depth ratios with re-
spect to downstream Froude Number F3 for a fixed discharge ratio of ξ = 0.4 and
junction angle of δ = 90◦, in order to compare with Webber and Greated (1966)’s
experimental data. As seen from the plot, the rise of upstream flow depths in-
creased with respect to F3, and deviation between two branches increases as well.
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Figure 3.5: Variation upstream water depth with respect to downstream Froude
Number in comparison with experimental data Webber and Greated (1966).
In order to see effect of junction angle on the final results, the depths ratios
were also plotted in Figure 3.6 against the change of junction angle. Interestingly,
at fixed discharge ratio and downstream Froude Number, the depth ratio in the
both channels increase linearly with respect to the junction angle, however,the
variation can be considered minor. The upstream depth in the lateral channel
is more sensitive to the junction angle. For most cases, the depth in the lateral
channel is slightly higher than the main branch which is due to extra shear by the
separation zone and recirculation downstream in the control volume C.V.2. The
deviation between the water surface in upstream of the channels increases with
the junction angle. This linear relation between the lateral upstream depth also
implies the linear relationship between separation shear and the junction angle as
in Equation (3.26) and Equation (3.27).The larger the junction angle, the more
separation shear.
The relation between the main channel and lateral channel computed at different
junction angle was plotted in Figure 3.7.
45
Figure 3.6: Variation of model results against the junction angle.
Figure 3.7: Relation between main and lateral upstream depth.
It was demonstrated based on experimental studies by Hsu et al. (1998a) that
the equality upstream depth assumption is an acceptable assumption for junction
angles from 30◦ up to 60◦.
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Figure 3.8: Coefficient of energy loss against discharge ratio.
Figure 3.9: Relative energy loss against downstream Froude Number.
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(a)
(b)
Figure 3.10: Coefficient of head loss in (a) Main channel and (b) Lateral channel.
Similarly, the energy loss coefficient and relative energy loss was plotted as
a function of discharge ratio at various junction angles and downstream Froude
Number, respectively as shown in Figure 3.8 and Figure 3.9.The model estima-
tion is in reasonable agreement with the experimental data by Hsu et al. (1998a)
as shown in Figure 3.8. It is shown that an increase in junction angle δ and down-
stream Froude Number F3 induces an increase in the energy loss. Figure 3.7 also
reveals the gap between the 1-D model predictions and experimental observations.
The 1-D model tends to underestimate the energy loss for junctions with angles as
large as 90◦ and overestimate the junction loss for junction with angles as small
as 30◦. The underestimation at large junction angles could be attributed to the
enlarged separation zone and increased momentum exchange at large junction an-
gles, vice versa, the overestimation at small junction angles might also reside in
the overestimation of separation zone size, hence the energy loss associated with
flow detachment. The increased errors at very small and very large junction angles
implies the separation zone function built in the current model tends to underes-
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timate the separation zone at large junction angles and overestimate it at smaller
angles. The increase of the errors might also be attributed to the inaccurate esti-
mation of α which was treated as a constant for all cases. As the measurements
were not likely to be handy for every case, regardless the fact that the energy flux
corrector serves as an important parameter in 1-D modeling in general, especially
in the adjacency of confluence where strong secondary flow and flow separation
presents. The so called constant is subject to change with the change of upstream
hydrological conditions and junction planform. An accurate estimation of α re-
quires the detailed knowledge of hydrodynamics which cannot to be reached by
1-D approaches. Therefore, more investigations should be performed to examine
the effect of junction angles and discharge ratios on the size of separation and
magnitude of energy loss using a 3-D numerical model.
In addition, the coefficients of head loss throughout main channel and lateral chan-
nel were computed using Equation (3.38). As seen from Figure 3.10, at extremely
small discharge ratios or large discharge ratios, where the difference of momen-
tum between the two channels is substantial and the interfacial shear is dominant,
the flows with much smaller energy might not have enough momentum to over-
come the interfacial shear and result in a backup of the flow in the upstream of the
channel branch with smaller energy. For smaller lateral to downstream discharge
ratio, the junction angle has minor effect on the head loss coefficient, whereas, the
larger junction angles lead to more head loss.
3.3 Case study with unsteady flow
The above approach has also been applied to unsteady flows. It would be inter-
esting to see how the unsteadiness would affect the final model results. A design
randomlized inflow was exerted at the upstream boundary in the main channel,
and assume the lateral channel is held constant at Q2 = 0.002 m/s. As stated
previously, the third boundary condition was extrapolated from the experimental
measurements by Webber and Greated (1966) and based the hydraulic character-
istics of the laboratory channel. To exclude the effects of other parameters, the
junction angle was held at δ = 90◦ Froude Number F3 = 0.654. The design in-
flow in the main channel was shown in Figure 3.11 and the rating cure is plotted
in Figure 3.12
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Figure 3.11: Inflow in Main channel.
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Figure 3.12: Hypothetical rating curve in downstream channel.
The relative unsteadiness of the flow rate can be described in a discretized form
as
dQ˜
dt˜
≈ |∆Q|/Qm
∆t/T
(3.39)
where Qm =time average of the flow rate, and defined as Qm = 1T
∫ T
0
Qdt,T =
duration of the flow = 30s , and a uniform time step ∆t = 0.1s was chosen
to capture the unsteadiness, the flow rate and time was normalized by the time
average flow and time duration, respectively.For each time step the dimensionless
unsteadiness was computed using Equation (3.39) displayed in Figure 3.13,
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Figure 3.13: Relative unsteadiness revolution over time.
The calculation was then carried for each time step following the routine intro-
duced earlier,
Figure 3.14: Upstream depth ratio against unsteadiness.
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Figure 3.15: Relative energy loss against unsteadiness.
Figure 3.16: Coefficient of head loss against unsteadiness.
The model prediction for the upstream depth ratios, total energy loss and head
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loss in both channel branches were shown in Figure 3.14 to Figure 3.16. Appar-
ently, the depth ratios, relative energy loss and head loss are are positively related
to the unsteadiness of the flow. Interiorly, the unsteadiness has a direct impact on
the discharge ratio which will lead to real time variation of model results.
3.4 Summary
In this chapter, the theoretical background of Shabayek et al. (2002) was pre-
sented in detail. The model was used to solve for upstream depths and associated
energy loss and head loss, and the results were compared with experimental data
an previous theories. The model predictions was found in a good agreement with
the observations and have enabled generalized analysis of junction flow in a 1-D
sense including the friction force, effects of shear layer and separation zone, so
have multiple advantages over previous theories. Though the study was only ap-
plied to laboratory type of channels with small scales in this document, however,
the inclusion of boundary friction and weight component enables the extension to
channels in large scale. Further investigation of the shear coefficients might help
improve the accuracy of the model for junction with angles larger than 60◦. The
junction angle and downstream Froude number and discharge ratios are key fac-
tors that affect accuracy of the model predictions. The investigation of the model
performance with a design unsteady flow presented the depth ratios and energy
loss increases with a increase in the unsteadiness.
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CHAPTER 4
THREE-DIMENSIONAL NUMERICAL
MODEL
The one-dimensional theoretical studies of junction flows provides initial design
parameters for junction structure, and also provide initial values of boundary con-
ditions when comes to simulate the complex flow behaviors occurs at open chan-
nel junction. However, the simplified model implies multiple assumptions and
cannot fully describe the dynamic interactive process between the incoming flows
and the junction structure. Since extensive physical investigation might be at con-
siderable cost, a generalized 3-D numerical models are urgently needed to provide
a full view of the problem. There exists only very limited 3-D experimental and
numerical investigations and these studies were confined to steady flow analysis.
In this Chapter, a generalized 3-D CFD model has been set up utilizing the CFD
solver Fluent to enable a comprehensive numerical investigation of open chan-
nel confluences. The numerical model was then modified to fulfill the objectives
of quantifying the impact of parameters of interest by examining the variation of
flow pattern due to different factors., e.g. discharge ratios and junction angles.
Herein, a series of numerical experiments were unfolded to examine the general
3-D flow pattern as well as case specific 3-D flow structures. The clouds of sim-
ulation results data thereafter enabled the visualization of the combining process
and examination of internal flow characteristics and inherent open channel flow
structures.The capability to compute the necessary time-dependent Navier-Stokes
equations produces graphic presentations at a much more sophisticated level, and
can additionally be visualized at different planes and resolutions, exceeding the
expected sizes and speeds previously generated in laboratory experiments.
The governing equations for turbulent, incompressible fluid flow with constant
property are the Reynolds-averaged (RANS) equations with selected turbulence
closure model. Among which, the k−  is the most widely applied, and the use of
k − ω two equation models Wilcox (2006) in the study of combining and diving
flows was validated in previous studies, hence, both of the two turbulence models
and their related variants were incorporated in this study. As the Reynolds stress
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model RSM is considered physically most complete by accounting for history,
transport and anisotropy of turbulent stresses, it was also adopted to facilitate a
comparison between two-equation eddy viscosity model and the complete seven
equation models. The numerical model solves the unsteady 3-D RANS equations
for turbulent unsteady flows. Likewise in previous study, the control volume tech-
nique is used to convert the governing equations to algebraic equations that can
be solved numerically. The multi-block Ferziger and Peric (2002) grid generation
is developed to resolve complex hydraulic regulating structure within the domain
of interest. The model employs a structured hexahedral grid to discretize the gov-
erning equations. Fluent uses the co-located scheme, which is also considered as
the simplest one since all variables share the same CV, however, it requires an
interpolation scheme is required to compute the face values of pressure from the
cell values. The convection terms are approximated by the second order upwind
scheme. The pressure implicit splitting of operator (PISO) algorithm (Issa, 1986)
is implemented to handle the pressure-correction equation. VOF (Volume of fluid)
were incorporated continuity equation to solve for the water surface numerically.
Details of the numerical method employed are provided in the following sections.
4.1 Governing equations
4.1.1 Unsteady Reynolds averaged equations for mean flow
The generalized equations for open-channel flows are those of the usual Reynolds-
averaged Navier-Stokes (RANS) equations but with transient (unsteady) term re-
tained and incompressible flow assumptions. They can be written in Cartesian
tensor form as: Continuity Equation:
∂Ui
∂xi
= 0 (4.1)
Momentum Equation:
∂Ui
∂t
+ Uj
∂Ui
∂xj
= −1
ρ
∂p
∂xi
+
∂
∂xj
[
ν
(
∂ui
∂xj
+
∂uj
∂xi
)]
− ∂
∂xj
(
u′iu′j
)
(4.2)
where ρ = desity of water; p = pressure;Ui= mean velocity in the xi-direction
(i=1,2,3), and ui′ is the corresponding fluctuating components. URANS have the
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same general form as the instantaneous Navier-Stokes equations, with the veloc-
ities and other solution variables now representing ensemble-averaged (or time
averaged) quantities. In RANS, the flow properties are disintegrated into their
mean and fluctuating components and integration over time (i.e. time-averaging)
is performed. The difference between RANS and URANS is that an addition un-
steady term is present in the URANS momentum equation. We should note that
the dependent variables are function of both the space coordinates and time,i.e.,
Ui = Ui(x1, x2, x3, t), p = p(x1, x2, x3, t) and u′iu′j = u′iu′j(x1, x2, x3, t). For
general 3D turbulent flows, there are four unknowns of the mean flow variables
including pressure and the three velocity components. In addition, there exists six
more unknowns which are the Reynolds stresses, u′iu′j , to represent the effects of
turbulent. There are four independent equations governing the mean flow field.So
the Reynolds stresses must be modeled to close the equations.
4.1.2 Turbulence Models
A number of models developed to determine the distribution of eddy viscosity
over the flow field. Turbulence models allow the calculation of the mean flow
without first calculating the full time-dependent flow field.Different turbulence
models are available within FLUENT and account for different level of complex-
ity of flows. Amongst all, two-equation models have served as the foundation
for most of the turbulence-model research during the past four decades (Wilcox,
2006). Two-equation turbulence models allow the determination of both, a turbu-
lent length and time scale by solving two separate transport equations based on
the Boussinesq’s assumption. The Reynolds stresses are related to the mean flow
properties with the Boussinesq’s eddy-viscosity approximation, which assumes
that principal axes of the specific Reynolds stress tensor τijare coincident with
those of the mean strain-rate tensor Sij at all points in a turbulent flow Rama-
murthy et al. (2007); Pope (2000). It was experimentally observed that turbulence
decays unless there is shear in isothermal incompressible flows. Turbulence was
found to increase as the mean rate of deformation increases.
τij = νTSij − 2
3
kδij (4.3)
where νT = kinematic eddy viscosity; k is kinetic energy in the fluctuating veloc-
ity field and k = 1
2
u′iu′i; Sij =
(
∂Ui
∂xj
+
∂Uj
∂xi
)
; δij =Kronecker delta function. All
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established two-equation models start from the exact equation for the turbulent
kinetic energy k. This equations mainly requires a model for turbulent diffusion.
For the second equation (scale determining equation), many formulations are de-
veloped, the most popular being the -(k3/2/L) and the ω - (k1/2/L 1/T ) equation.
As for high Reynolds numbers, where-the energy-containing and the dissipative
motions are very different in scale, the exact  provides little guidance (Rodi,
1993). Consequently, the − and the related ω− equation is modeled in analogy
with the k− equation using mainly dimensional and intuitive arguments.
4.1.2.1 k −  models
The standard k−  model is based on model transport equations for the tur-
bulence kinetic energy (k) and its dissipation rate (). Model (simplified) equation
for k after using Boussinesq’s approximation by which the fluctuation terms can
be linked to the mean flow is as follows:
∂k
∂t
+ Ui
∂k
∂xi
= νt
(
∂Ui
∂xj
+
∂Uj
∂xi
)
∂Uj
∂xi
+
∂
∂xi
νt
σk
∂k
∂xi
− ε+ ν ∂
2k
∂xi2
(4.4)
A model equation for  is derived by multiplying the k equation by (/k) and
introducing model constants.
∂ε
∂t
+
∂(Uiε)
∂xi
=
∂
∂xj
[(
ν +
νt
σ
)
∂ε
∂xj
]
+ C1εP
ε
k
− C2ερε
2
k
(4.5)
where
νt = Cµ
k2
ε
; P = νt
(
∂Ui
∂xj
+
∂Uj
∂xi
)
∂Uj
∂xi
The equations also consist of some closure coefficients σk, σ, Cµ, C1, C2. The
values of these constants have been obtained at by numerous iterations of data
fitting for a wide range of turbulent flows as follows:
Cµ = 0.09; σk = 1.00; σε = 1.33; C1ε = 1.44; C2ε = 1.92
The standard k−  model has become the workhorse of practical engineering flow
calculations in the time since it was proposed by Launder and Spalding (1972). Its
popularity in industrial flow and heat transfer simulations resides in its robustness,
economy, and reasonable accuracy for a wide range of turbulent flows. However,
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its shortcomings are also well documented including:
• Poor predictions for: swirling and rotating flows, flows with strong sepa-
ration, axis symmetric jets, crrtain unconfined flows, and fully developed
flows in non-circular ducts.
• Valid only for fully turbulent flows.
• Requires wall function implementation.
• Requires modification for flows with highly curved streamlines.
• Production of turbulence in highly strained flows is over predicted.
Many attempts have been made to modify and improve standard k−model. Here,
two variants are applied including the RNG (Renormalization group) (Orszag and
B., 1993) and Realizable k −  model (Shih and Zhu, 1994).
The RNG k−model is derived from the instantaneous Navier-Stokes equa-
tions, using a mathematical method named ”renormalization group”. It is similar
in form o the standard k −  equation but includes the following refinements:
a. Additional term in  equation for interaction between turbulence dissipation
and shear.
b. The effect of swirl on turbulence.
c. Provides an analytical formula for turbulent Prandtl number.
d. Provides an analytically-derived differential formula for effective viscosity
that accounts for low-Reynolds number effects.
Therefore, the RNG-based k −  turbulence model are more accurate and reliable
for a wider class of flows than the standard k −  model, providing improved pre-
dictions for high streamline curvature and strained flow, transitional flows, sepa-
rated flows, wall heat and mass transfer and time dependent flows with large scale
motions (vortex shedding).
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The Realizable k−  model shares the same k equation as the standard k− 
model. It differs from the standard k −  model in two important ways:
a. Contains an alternative formulation for the turbulent viscosity, using vari-
able values of Cmu.
b. Derived an improved transport equation for  from an exact equation for the
transport of the mean-square vorticity fluctuation.
The term ”realizable” indicates that the model satisfies certain mathematical con-
straints on the Reynolds stresses, consistent with the physics of turbulent flows.Neither
the standard nor the RNG k −  is realizable. The model improved performance
for flows involving planar and round jets (predicts round jet spreading correctly),
boundary layers under strong adverse pressure gradients or separation, rotation,
recirculation and strong streamline curvature.
4.1.2.2 k − ω models
Standard k−ω model Here the k−ω model by Wilcox (2006) is adopted.The
model was first proposed by Kolmogorov (1942) and later on by Saffman (1970).
Wilcox along with others have pursued further development and applications.
Therein, the eddy viscosity is related to kinetic energy and energy dissipation
rate as:
νT = k/ω (4.6)
Turbulent kinetic energy:
∂k
∂t
+ Uj
∂k
∂xj
= τij
∂Ui
∂xj
− β∗kω + ∂
∂xj
[
(ν + σ∗νT )
∂k
∂xj
]
(4.7)
In this model ω is an inverse time scale that is associated with the turbulence
termed as specific dissipation rate:
∂ω
∂t
+ Uj
∂ω
∂xj
= α
ω
k
τij
∂Ui
∂xj
− βω2 + σd
ω
∂k
∂xj
∂ω
∂xj
+
∂
∂xj
[
(ν + σνT )
∂ω
∂xj
]
(4.8)
The closure coefficients and auxiliary relations suggested by Wilcox (2006) are:
α = 0.52, β = βofβ, β∗ = 0.09, σ= o.5, σ∗ = 0.6, σdo = 0.125 (4.9)
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σd =
{
0 if ∂k
∂xj
∂ω
∂xj
≤ 0;
σdo if ∂k∂xj
∂ω
∂xj
> 0.
(4.10)
β0 = 0.0708, fβ =
1 + 85χω
1 + 100χω
, χω =
∣∣∣∣ΩijΩijSki(β∗ω)3
∣∣∣∣ (4.11)
The major differences between the current k−ω and other previous work created
by Wilcox and others are the addition of σd as a ”cross-diffusion” term and a built
in ”stress-limiter” modification that makes the eddy viscosity a function of k, ω
and effectively, the ratio of turbulence-energy production to turbulence-energy
dissipation(Wilcox, 2006). The improvements to the k − ω model expand the
current model to a variety of applications. The model has advantages in prediction
for free shear flows and for even more complicated separated flows. Its numerical
behavior is similar to that of the k−models and shares the same drawbacks such
as the assumption that nut is isotropic.
SST k−ω model: Based on the standard k−ω model, a shear-stress transport
(SST) k − ω model was then developed by Menter (1994) to effectively combine
the robust and accurate formulation of the k − ω model in the near-wall region
with the free stream independence of the k−  in the far field. To achieve this, the
k−  model is converted into a k−w formulation.The SST k−ω model is similar
to the standard k − ω model, but including the following refinements:
a. The standard k − ω model and the transformed k −  model are both mul-
tiplied by a blending function and both models are added together. The
blending function is designed to be one in the near-wall region, which ac-
tivates the standard k − w model, and zero away from the surface, which
activates the transformed k −  model.
b. The SST model incorporates a damped cross-diffusion derivative term in
the ω equation.
c. The definition of the turbulent viscosity is modified to account for the trans-
port of the turbulent shear stress.
These above features make the SST k−omegamodel are capable of more accurate
and reliable application to a wider class of flows than the standard k − omega
model (such as adverse pressure gradient flows, airfoils, transonic shock waves),
hence, is recommended to use in the current work.
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4.1.2.3 RSM (Reynolds stress model)
closes the RANS equations by solving seven additional transport equations for
the six independent stresses, abanding the isotropic eddy-viscosity hypothesis.
The transport equations were derived by Reynolds averageing the product of the
momentum equations with a fluctuating property and maybe written as follows:
∂
∂t
(
u′iu′j
)
+
∂
∂xk
(
Uku′iu′j
)
= − ∂
∂xk
[
u′iu′ju′k + p′ (δkju′i + δiku′j)
/
ρ
]
︸ ︷︷ ︸
DT,ij≡TurbulentDiffustion
+
∂
∂xk
[
ν
∂
∂xk
(
u′iu′j
)]
︸ ︷︷ ︸
DL,ij≡MolecularDiffusion
+
(
u′iu′k
∂Uj
∂xk
+ u′ju′k
∂Ui
∂xk
)
︸ ︷︷ ︸
Pij≡Stress Production
− β (giu′jθ + gju′iθ)︸ ︷︷ ︸
Gij=Buoyancy Production
+
p′
ρ
(
∂u′i
∂xj
+
∂u′j
∂xi
)
︸ ︷︷ ︸
φij=Pressure Strain
(4.12)
− 2ν ∂u
′
i
∂xk
∂u′j
∂xk︸ ︷︷ ︸
εij≡Dissipation
− 2Ωk
(
u′ju′mεikm + u′iu′mεjkm
)︸ ︷︷ ︸
Fij≡Production by System Rotation
Of the various terms in these exact equation, DL,ij , Pij and Fij do not require
any modeling. However, DT,ij , Gij , φij and ij need to be modeled to close the
equations. The various terms are modeled as follows:
• Production Pij is retained in its exact form.
• Diffusive transport Dij is modeled using a gradient diffusion assumption.
But Ansys Fluent use a scalar turbulent diffusivity to overcome numerical
instabilities.
• The dissipation ij is related to  as calculated from the standard  equation.
• Pressure strain φij is very important. These include pressure fluctuations
due to eddies interacting with each other, and due to eddies interacting with
each other, and due to interactions between eddies and regions of the flow
with a different mean velocity. The overall effect is to make the normal
stresses more isotropic and to decreases shear stresses. It does not change
the total turbulent kinetic energy. In Ansys Fluent, the default is to model φi
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according to the approaches proposed by Gibson and Launder (1978) and
Launder (1989).
The RSM model is the most elaborate type of RANS turbulence models that has
greater potential to give accurate predictions for complex flows since it accounts
for the effects of streamline curvature, swirl, rotation and rapid changes in strain
rate in a more rigorous manner than one and two-equations models. However,
as the closure assumptions underlying modeling of several terms as mentioned
above, the fidelity of predictions obtained by RSM is limited. Therefore the RSM
might not always yield results that are clearly superior to the simpler models in
all classes of flows considering the much more expensive computational cost.
The use of RSM only become necessary when the anisotropy Reynolds stress
tensors are of research interest and the cause the flow features, such as cyclone
flows, highly swirling flows in combustors, rotating flows passages and the stress-
induced secondary flows in ducts.
4.1.2.4 Turbulence damping
In free surface flows, high turbulence are generated due to a high velocity gradient
at the interface between air and water, in both phases. Thus, turbulence damping
is required in the interfacial area to model such flows correctly. To be noted,
turbulence damping is available only with k − ω models by incorporating the
following source term to the ω equation:
Si = Ai∆nβρi
(
6Bµi
βρi∆n2
)2
(4.13)
where
i stands for phase i
∆n= cell height normal to interface
β=k − ω model closure coefficient = 0.075
B = dampingfactor
A = interfacial areadensity and is calculated as
A=2.0a |∇a|
whereai = Volume fraction of phase i
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The suggested value of damping factor is 10.0 for the current work. This feature
implies k−ω may have better potential to couple with a free surface model, hence
might be priori to k −  models in open channel applications.
4.2 Numerical algorithm
4.2.1 Overview of pressure-based flow solver
To solve the discretized governing equations, a pressure-based flow solver is
adopted. In this approach, the velocity field is obtained from the momentum equa-
tions and the pressure filed is extracted by solving a pressure or pressure correction
equation which is obtained by manipulating continuity and momentum equations.
The solution will be obtained by solving the governing integral equations for the
conservation of mass and momentum.
First, the computational domain is discretized into cells based control volumes.
Discretization yields a large system of non-linear algebraic equations. Second, the
governing equations is integrated on the individual control volumes to construct
algebraic equations for the discrete dependent variables. Finally, the discretized
equations and solutions of the resultant linear equation system is further linearized
to give the updated values of the unknowns.
The method of solution depends on the problem. For unsteady flows, methods
based on those used for initial value problems for ordinary differential equations
(marching in time) are used. At each time step an elliptic problem has to be solve.
Steady flow problems are usually solved by pseudo-time marching or an equiva-
lent iteration scheme. Since the equations are non-linear, an iteration scheme is
used to solve them. These methods use successive linearization of the equations
and the resulting linear systems are almost always solved by iterative techniques.
The pressure-based solver allows you to solve the flow problem in either a segre-
gated algorithm or coupled manner. Namely,in the segregated algorithm, the indi-
vidual governing equations for the solution variables (such as u, v, w, p, k, ) are
solved one by one, each governing equation is ”segregated” from other equations
during the solving process;while in the coupled algorithm, the momentum and the
pressure-based continuity equations are solved in a closely coupled manner as il-
lustrated in Figure 4.1. Though the coupled algorithm is memory efficient as the
segregated algorithm, the solution convergence speed improved greatly, hence is
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adopted in the proposed work.
Figure 4.1: Pressure-based solver algorithm Pressure-based solver algorithm
adapted in Ansys Fluent.
The solution are proceeded in a pressure correction manner. First, velocity
components and turbulence quantities are solved from the respective momentum
and turbulence closure equations. The velocity field obtained at this stage does not
satisfy the continuity equation yet. Second, the pressure-correction field is solved
by a Poisson-type equation. The resultant pressure is used to update the pressure
and correct the immediate velocity field. Pressure and velocity can be corrected
again to satisfy the continuity and momentum equations. And this correction steps
should be repeated again until the continuity and momentum equations are simul-
taneously satisfied to meet the convergence criteria.
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4.2.2 Momentum equations
Fluent uses a control-volume-based technique to convert a general scalar trans-
port equation to an algebraic equation that can be solved numerically. This tech-
nique consists of integrating the transport equation about each CV control vol-
ume, yielding a discrete equation that expresses the conservation law on a CV
basis. The equations are usually discretized in the computational domain with a
collocated grid. The individual control volume is a cube and the momentum and
turbulence closure equations can by be written for any dependent variable Φ in the
following form:
∂Φ
∂t
+
∂
∂xi
(
UiΦ− ∂Φ
∂xi
)
= SΦ (4.14)
where Φ represents U1, U2, U3, k, orw and SΦ is the source term. The first term
of the equation represents the rate of change of quantity Φ and is zero for steady
flows. To predict transient problems we must retain this tem in the discretization
process. The finite volume integration of Equation (4.14) over a control volume
must evolve over a finite time step ∆t. By replacing the volume integrals of the
convective and the diffusive terms with surface integrals and changing the order
of integration in the rate of change term we obtain the momentum equation for a
control volume (CV), expressed as (Versteeg and Malalasekera, 2007):
∫
CV
(∫ t+∆t
t
∂
∂t
(Φ) dt
)
dV +
∫ t+∆t
t
∫
A
ni (UiΦ) dA
dt
=
∫
A
ni
(
Γ
∂Φ
∂xi
)
dA
+ ∫ t+∆t
t
∫
CV
SΦdV dt
(4.15)
where Γ is diffusion coefficient, and ni(i = 1, 2, 3) is the surface unit normal
direction vector.This equation is applied to a cubic computational cell, where the
volume ∆V is a cubic with six square control surfaces (CS) of area ∆A. The
lower-case letters denote the cell faces and their directions (e,w, n, s, t and b)
with respect to cell central (P). A general form of discretization approximation of
Equation (4.15) is written as:
aΦPΦP − ΣaΦLΦL = SΦP (4.16)
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where a are coefficients, subscript P represents the CV center,for incompressible
flow SΦP = 0, and L represents neighborhood CV centers W,E,S, N, B or T. In the
flowing the control volume integral of convection and diffusion and source terms
are presented, and the methods for time integration will be discussed as well.
4.2.3 Spatial Discretization
Approximation of the convective term proceed with values of properties at the CS
centers (Versteeg and Malalasekera, 2007):∫∫
S
niUiΦdS = [U1Φ]E∆SE − [U1Φ]W∆SW
+ [U2Φ]N∆SN − [U2Φ]S∆SS
+ [U3Φ]T∆ST − [U3Φ]B∆SB
(4.17)
It is convenient to define two variables F and D to represent the convective mass
flux per unit area as F = U · n and diffusion conductance at cell surfaces flux
D = Γ grad ·n. The equations are linearized by employing the mass fluxes ob-
tained from the former iteration. The value of Φ can be interpolated from its value
at the CV center.
Various differencing methods are available for interpolation. The possible options
are higher-order schemes, such as QUICK and second order-upwind schemes.
The inconsistency of these schemes are introduced at the boundary. And instabil-
ity of solution presented in the simulation of flows involving complex geometry.
(Huang, 2000) and (Ramamurthy et al., 2007) adopted the deferred correction
scheme (DCS) by Ferziger and Peric (2002) in their work on combining and div-
ing flows at open-channel junctions respectively, and proved the advantage of DCS
in the junction flow problem. Hence, the proposed work will use DCS. It is ap-
proved that DCS combines the advantages of both the upwind difference scheme
(UDS) and the central difference scheme (CDS). These three difference scheme
will be discussed in the following.
Upwind differencing scheme (UDS) To calculate the convective and diffu-
sive fluxes, the values of Φ and its gradient normal to the cell face at one or more
locations on the CS are needed. Volume integrals of the source terms may also
require these values. They have to be expressed in temrs of nodal values by in-
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terpolation. The upwind differencing scheme take into account the flow direction
when determining the value at a cell face:the convected value of Φe at a cell face
’e’ is taken to be equal to the value at the upstream node. In UDS, Φe is approxi-
mated as:
Φe =
{
ΦP if (U · n)e > 0;
ΦE if (U · n)e < 0.
(4.18)
This is the only approximation that unconditionally satisfies the boundedness cri-
terion i.e. it will never yield oscillatory solutions. However, it achieves this by
being numerically diffusive. The coefficients of Equation (4.16) can be formal-
ized as (Ferziger and Peric, 2002; Versteeg and Malalasekera, 2007): The UDS
aL Formula
aW Dw+max(Fw ,0)
aE De+max(0,-Fe)
aS Ds+max((Fs,0)
aN Dn+max(0,-Fn)
aB Db+max(Fb,0)
aT Dt+max(0,-Ft)
aP aW + aE + aS + aN + aB + aT
+(Fe − Fw) + (Fs − Fn) + (Fb − Ft)
Table 4.1: Neighbour and central coefficients in UDS.
approximation is a first-order scheme, the numerical diffusion is magnified in mul-
tidimensional problems if the flow is oblique to the grid;the truncation error then
produces in the direction normal to the flow as well as in the streamwise direction.
Peaks or rapid variations in the variables will be smeared out and,since the rate or
error reduction is only first order, very fine grids are required to obtain accurate
solutions.
Central differencing scheme (CDS) Another straightforward approximation
for the value at CS center is linear interpolation between the two nearest nodes.
At locate ’e’ on a Cartesian grid we have
Φe = ΦEλe + ΦP (1− λe) (4.19)
where the linear interpolation factor λe is defined as:
λe =
xe − xP
xE − xP (4.20)
This is the simplest second-order scheme and is the one most widely used.The
assumption of a linear profile between the P andE nodes also enables the simplest
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approximation of the gradient, which is required for the evaluation of diffusive
fluxes: (
∂Φ
∂x
)
e
≈ Φe − ΦP
xE − xP (4.21)
The coefficients of Equation (4.16) can be formalized as: For uniform grid, λe =
aL Formula
aW Dw+Fwupslope2
aE De-Feupslope2
aS Ds+Fsupslope2
aN Dn-Fnupslope2
aB Db+Fbupslope2
aT Dt-Ftupslope2
aP aW + aE + aS + aN + aB + aT
+(Fe − Fw) + (Fs − Fn) + (Fb − Ft)
Table 4.2: Neighbour and central coefficients in CDS.
0.5, The central differencing scheme (CDS) is second-order accurate, the leading
truncation error term is proportional to the square of the grid spacing, on uniform
or non-uniform grids.The scheme does not identify the direction of the flow or the
strength of convection relative to diffusion. Also the scheme will be stable and
accurate only if cell Peclet number Pe = F/D < 2
Deferred Correction Scheme (DCS) The deferred correction is useful in
FV-methods when higher-order schemes are used.The higher order flux approx-
imations are computed explicitly an this approximation is then combined with
an implicit lower-order approximation (which uses only variable values at near-
est neighors) in the following way, which is first proposed by Khosla and Rubin
(1974) and explained in details by Ferziger and Peric (2002), and has been suc-
cessfully applied to complex open-channel flow problem (Huang, 2000; Huang
et al., 2002; Ramamurthy et al., 2007):
Ce = C
UDS
e +
(
CCDSe − CUDSe
)old
(4.22)
where CUDSe stands for the approximation by some lower-order scheme C
CDS
e
is the higher-order scheme. UDS is often used for convective and CDS for dif-
fusive fluxes. The implicit part from the UDS allows a fast convergent rate, the
term in brackets is evaluated using values from previous iteration. It is normally
small compared to the implicit part, so it allows a coarse grid and providing high
accuracy.
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4.2.4 Final momentum equations
The pressure gradient term at the cell center can also be discretized by a second
order CDS as explained above. After adding all the terms, the final momentum
equation in the discretized form can be written as (Huang, 2000):
aΦPΦP −
∑
aΦLΦL = S
Φ
P (4.23)
where the coefficients are written as:
aΦP = a
Φ
P |U + aΦP |C + aΦP |V (4.24)
aΦL = a
Φ
L |C + aΦL |V (4.25)
SΦP = S
Φ
P |U + SΦP |C + SΦP |V + SΦP |S (4.26)
4.3 Velocity-Pressure Coupling Algorithm
The pressure-based solver can solve the flow problem in either a serrated manner
or coupled manner. The common segregated algorithms include Semi-implicit
method for Pressure Linked Equation (SIMPLE), SIMPLEC (SIMPLE - Consis-
tent) and Pressure Implicit Splitting of Operators (PISO) algorithm. Previously, a
number of numerical models utilized the SIMPLE algorithm (Patankar, 1980) in
hydrodynamic simulations. Ramamurthy et al. (2007) used SIMPLE to simulate
dividing flow behavior at open-channel junctions. Bradbrook et al. (2000a) also
applied SIMPLE in the study on three-dimensional time-averaged turbulent flow
structure. The PISO algorithm introduced by Issa (1986) is adopted to achieve
pressure-velocity coupling in this study. And this model decision was supported
by numerical study by Jang and Acharya (1986) and Lai (2000),in which they
demonstrated the robustness and efficiency of PISO and its advantage over SIM-
PLE. One of the limitations of the SIMPLE and SIMPLEC algorithms is that
new velocityties and corresponding fluxes does not satisfy the momentum bal-
ance after the pressure correction after the pressure-correction equations is solved.
Therefore, a repeated calculation is required until the balance is reached. The main
idea of the PISO algorithm is to move the repeated calculated required by SIM-
PLE and SIMPLEC inside the solution stage of the pressure-correction equation.
Hence, the corrected velocities satisfy the continuity and momentum equations
more closely. To improve the efficiency of this calculation, the PISO algorithm
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contains two additional corrections namely, neighbor correction and skewness
correction. Literally, PISO can be considered as a predictor-corrector method
which begins with a ”predictor” step by assuming the pressure field P0, and the
velocity field U∗ is assumed using momentum Equation (4.2) and its discretized
form Equation (4.23) as:
U∗iP +
1
aUiP
∑
aUiL U
∗
iL +
1
aUiP
SUiP +
1
aUiP
∂P0
∂xi
= 0 (4.27)
if the continuity if not sastified, the ”corrector” step is triggered to satisfy the
following continuity and momentum equations by modifying both the pressure
and velocity field:
∂U∗∗i
∂xi
= 0 (4.28)
U∗∗iP +
1
aUiP
∑
aUiL U
∗
iL +
1
aUiP
SUiP +
1
aUiP
∂P∗
∂xi
= 0 (4.29)
Then Equation (4.28) and (4.29) can be solved simultaneously to get the corrected
pressure and the new velocity.The first pressure and velocity corrections are de-
fined as:
P ′ = P ∗ − P0 (4.30)
Ui
′ = Ui∗∗ − U∗i (4.31)
The pressure-correction equation maybe solved using the algebraic multigrid
method (AMG) which is available in Fluent. This procedure is similar to SIM-
PLE, however, PISO requires second predictor-corrector procedure. That means
to get U∗∗∗ and P ∗∗ by repeating the above procedure.Then the second pressure
and velocity corrections are calculated as:
P ′′ = P ∗∗ − P ∗ (4.32)
Ui
′′ = Ui∗∗∗ − U∗∗i (4.33)
Then one can get the corrected velocity based on the second correction as:
U∗∗∗iP = U
∗∗
iP −
1
aUiP
∂P ′′
∂xi
+
1
aUiP
∑
aUiL (U
∗∗
iL − U∗iL) (4.34)
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Two predictor-corrector steps complete one iteration of solution. Though the
PISO takes a little more CPU time per solver iteration, it resulted in a dramatic
reduction of the number of iterations that required for convergence, especially for
transient problems, hence is preferred for current study.
4.4 Temporal discretization
In computing unsteady flows, we have a fourth coordinate direction to consider:time.
Similar with the space coordinates, temporal discretization must be performed.
Likewise, the time ”grid” can be considered as discrete points in time or ”time
volumes”. Unlike the space coordinates, any given instant will affect the flow
only in the future-there is no backward influence. Unsteady flow therefore, are
parabolic like in time. The solution methods marching in time are similar to initial
value problems for ODES(ordinary differential equations). Write the conservation
equation in a form which resembles the ODE as
dΦ
dt
= −∂ (ΦUi)
∂xi
+
∂
∂xi
(
∂Φ
∂xi
)
+ SΦ = f (t,Φ (t)) (4.35)
where Φ is the flow variables at the mesh points, both implicit and explicit time
marching approach have been employed to solve the hyperbolic equations.Explicit
methods includes linear multi-step methods such as the leapfrog and Adams-Bash
schemes and one-step multistage methods such as Runge-Kutta schemes. The ex-
plict methods is easier to program and adapt to parallel processors, however, the
time steps are limited to stability consideration and the method has difficulty to
obtain fast convergence for high Reynolds number flows with large-aspect-ratio
grids. An implicit scheme is preferred to allow a larger time step and does not
restricted to stability consideration. Implicit time-marching schemes include two
time level and three time level approaches. In two time level method, time deriva-
tives is discretized by a simple backward difference and the residual is formulated
by a linear combination at two time levels as:
Φn+1 = Φn −∆t [(1− α) f (tn,Φn) + αf (tn+1,Φn+1)] (4.36)
Equation (4.36) reduces to implicit Euler method when α = 1. The use of Eu-
ler method allows arbitrarily large time steps. therefore,it is especially useful in
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studying slow transients or steady flows. Though the scheme is only first order
accurate, it is recommended if stability is a prime consideration. The Crank-
Nicolson method is reached when α = 0.5. This method requires very little more
computational effort per step than the first order implicit Euler scheme. however,
it is second-order accurate in time and Von Neumann stability analysis shows that
the scheme unconditionally stable for linear equations when α = 0.5. But oscil-
latory solutions (and even instability)might be produced for large time steps. A
fully implicit scheme of second order accuracy can be realized by using a three
time level implicit scheme while applying a quadratic backward approximation in
time as:
3Φn+1 − 4Φn + Φn−1
2∆t
= f
(
tn+1,Φ
n+1
)
(4.37)
This scheme is less prone to oscillatory solutions with large time steps, however,
it requires more memory so has been used only in simple unsteady-flow problem.
The scheme is second order accurate in time, however, for small time steps, the
scheme is less accurate than the Crank-Nicolson method.
Based on the wide applicability of implicit scheme in steady and unsteady flow
problems, the implicit scheme is suggested in this work.Both implicit two-level
method will be applied and evaluated in the computational experiments to get the
optimized solution.
4.5 Multiblock grid
The single block grid strategy has been applied widely in three-dimensional flows
in hydraulic engineering. However, it has limitation when treating complicated
flows such as a river with islands or open-channel junction flow in this study. The
single-block method is prone to add the ’blocked-off’domain to the mesh which
will increase the computational memory and time. The multiblock technique is
applied by decomposition of the computational domain into multiple blocks, as
shown in Figure 4.4. Each block is geometrically simple and solved indepen-
dently. An extra boundary condition is needed to specify the block interfaces. The
treatment of the block interfaces has strong influence on the convergence rate. The
current approach adopted in the study to combine blocks with different grids will
result in overlapped grids. At the interface boundary, the fictitious cells,which is
usually added to all boundaries, are equalized with the overlapped cells.
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In the iterative solution routine, velocity and pressure information are exchanged
at the interfaces. After each predictor step, velocities at CV centers at the inter-
face are equalized to values of the overlapped CV centers on the other side of the
interface, the convective and diffusive fluxes at the interface are set the same val-
ues at interface of other block. After each corrector step, the velocity information
will be exchanged just as the predictor step, and the pressure at CV centers at the
interface are equalized to the overlapped CV centers on the other side. In this way,
the conservative properties of the finite-volume method is retained.
4.6 Free surface treatment
As the spatial variation in water surface topography is important in open-channel
flow generally,the numerical model requires a free surface approximation to ac-
count for mass continuity effects and to resolve the nonhydrostatic components
of the flow. Most of the previous three-dimensional numerical studies used the
”rigid-lid” approximation for the treatment of free surfaces. Though this approx-
imation is sufficient for some flows, it was found inadequate for complex flows.
Based on previous experimental work (Weber et al., 2001), the water surface pro-
file subjects to variation through the junction even for steady flow. When the river
flow is in an unsteady state, such as during a storm event and the water level is
changing dramatically, the water surface has to be computed numerically. and any
incorrect ”fixed lid” superimposed will affect the distribution of the mass and mo-
mentum of the flow in the numerical simulation, consequently, leading to errors in
the computation of velocity, bed shear stress. Therefore a more accurate method,
VOF (volume of fluid) scheme (Hirt and Nichols, 1981; Ferziger and Peric, 2002)
is adopted to track the moving water surface more accurately. In the VOF method,
a new variable a standing for the filled fraction needs to be solved to satisfy the
continuity equation, the evolution of a is governed by the transport equation:
∂a
∂t
+
∂ (aUi)
∂xi
= 0 (4.38)
and a must satisfy
0 ≤ a ≤ 1 (4.39)
The crucial issue of this method is to guarantee not to overshoots or undershoots.
The MAC (maker and cell) scheme is attractive and capable of treating complex
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phenomena such as wave breaking, however, the computation efforts is large.
VOF is more efficient and can be applied complex free surface shapes. In VOF
method, both fluids can be treated as a single fluid whose properties vary in space
according to the volume faction of each phase, i.e.:
ρ = ρ1a+ ρ2(1− a), µ = µ1a+ µ2(1− a) (4.40)
where the subscripts 1 and 2 denote the two fluids (e.g. water and air). Therefore,
the interface is not treated as a boundary and no boundary condition is required
to put constraint on it. The interface is characterized by sharp change of fluid
properties.
4.7 Boundary conditions
The proper implementation of the boundary condition are always crucial to the
flow simulations. In finite-volume method, fictitious CVs are usually introduced
at boundaries and property values there are either known or can be expressed as a
combination of interior values and boundary controls.
Inlet At an inlet boundary, all quantities have to be prescribed. Specifically
the mean-velocity vector and turbulence parameters. The velocity distribution at
the upstream boundary can be defined as:a)direct velocity or velocity distribu-
tion;b)mass flow rate m˙1 and m˙2 or inflow flow rate Q1 and Q2 with an initial
estimation of flow depth ; Also the inlet, the gradients of velocity, turbulent and
void fractions in the axial direction are prescribed as zero. As calculation ad-
vances, both the depth and the velocity at the inlet get updated to meet the inflow
condition if an inflow rate is given as boundary condition. The pressure heads
at the inlet are obtained using linear extrapolation from the interior of the solu-
tion domain. Initially, hydrostatic pressure distribution is assumed in the solution
domain.
Outlet At outlet boundaries, the zero derivatives condition is implemented to
velocity components and turbulence parameters; the pressure is usually set to zero.
The water surface are defined based on the water depth or rating curves (Huang,
2000; Ferziger and Peric, 2002; Ramamurthy et al., 2007). The pressure-outlet
75
boundary condition is implemented here, within which a hydraulic diameter and
turbulence intensity is specified.
Free surface The free surface elevation is described through field or experi-
mental measurements. If the free surface elevation is known at the outlet bound-
ary, it can be assumed horizontal at the start of the calculation. The calculated
pressure distribution on the water surface can be converted to the free surface
elevation. It is assumed that the free-surface is locally flat, and the velocity com-
ponent normal to the free-surface is set to zero. The free-surface is considered
as a plane of symmetry for the other velocity components and turbulence quanti-
ties(Huang, 2000; Ferziger and Peric, 2002; Ramamurthy et al., 2007).
Solid wall boundary At an impermeable wall, the no-slip boundary condi-
tion applies, such that:
Ui = Ui,wall = 0 (4.41)
Since there is no flow through the wall, convective fluxes of all quantities are zero.
If the value of property Φ is specified at the wall, the normal gradient of Φ can be
approximated using one-sided differences. The viscous stresses at a wall are:
τzz = 2µ
(
∂W
∂z
)
= 0, τzy = µ
(
∂V
∂z
)
= 0, τzx = µ
(
∂U
∂z
)
= 0 (4.42)
4.8 Solution procedure
The solution procedure is summarized as follows:
• a.Read the input:grid,input parameters,boundary and initial conditions.
• b. Solve th momentum equation (prediction step) to get the velocity field.
Implement the boundary conditions.
• c.Solve the first pressure-correction equation to update velocity and pressure
field and implement the boundary conditions.
• d. Solve the second pressure-correction equation to update the velocity and
pressure field and implement the boundary conditions to complete one iter-
ation.
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• e. Repeat iteration using the above routine until the convergence criterion
meets.
4.9 Model Setup and Validation
4.9.1 Experimental data
Many field and experimental investigation has been done to examine the physics
in junction flows as discussed in Chapter 2. Amongst all, Weber et al. (2001) pro-
vided detailed measurements of velocity, turbulence and water surface mapping in
the immediate area of the junction. The data facilitated the quantitative validation
of the proposed three dimensional numerical models for junction flows. To assess
the numerical model’s predictive potential, the author have undertaken a number
of tests using the three-dimensional data. Once validated, the proposed generic
3D numerical model is eligible to be applied to the investigation of the flow char-
acteristics at the junction
The experiments were performed in a sharped edged 90◦ smooth combining flow
flume located at IIHR (Iowa Institute of Hydraulic Research)s Oakdale Model
Annex. The main channel is 21.946 m long and the junction occurs 5.485 m
downstream of the flume entrance. The branch channel is 3.658 m long. The
tributary channels and the downstream combined flow channel are all 0.914 m in
width and 0.51 m in depth. The channel bed is horizontal at all locations. The
total combined flow Q3, 0.170 m3/s, and downstream depth H0 = 0.296 m, were
held constant. The constant downstream flow rate and depth produced a constant
downstream Froude number, Fr = 0.37. The flow rates in the main channel up-
stream of the junction were varied from 0.014 m3/s to 0.156 m3/s in increments
of 0.028 m3/s. A 3D view of a generic physical model layout of a open-channel
junction is shown in Figure 4.3.
A three-component Acoustic Doppler Velocimeter (ADV) was used to measure
velocities and turbulence intensities. The velocity measurements were taken at
each sampling location for 60 seconds at a sampling rate of 10 Hz. The flow
rates in the main channel upstream of the junction were varied from 0.5 cfs to
5.5 cfs in increments of 1.0 cfs.The velocity measurements were taken at channel
cross-sections. A channel cross-section consisted of seven evenly spaced vertical
profiles. Depth measurements were made using a point gauge with an accuracy of
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1mm. The water surface mappings were preformed on a 76.2 mm square grid in
the junction region. The experimental layout was illustrated in Figure 4.2
Figure 4.2: Experimental junction flume layoutWeber et al. (2001).
Figure 4.3: Generic junction model layout.
In this study, equal width is held for both main channel and branch channel and
W =0.914 m. The total combined flow, 0.170 m3/s, and tail-water depth, 0.296
m, were held constant. The constant downstream flow rate and depth thereafter,
produced a constant downstream Froude number, Fr = 0.37 and a constant av-
erage tailwater velocity as U0 = 0.628 m/s, and Reynolds number Re = 186,000
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where Re = U0D/ν. A series of six experiments were conducted for ξ =0.083,
ξ =0.250, ξ =0.417, ξ =0.583, ξ =0.750 and ξ =0.917. For each case, the dis-
charge ratio and the inflow rates were held constant for both channels throughout
the experiment.
4.9.2 Numerical modeling and simulation specifications
The computational domain is carefully extended to represent the inflow and out-
flow boundary conditions and allow the variation of water surface. A four-block
hexahedral grid Figure 4.4 was constructed to capture the complex behavior hap-
pens adjacent to the junction and inside the junction. Though a uniform grid is
usually favorable for computational stability and fast convergence, however, at
much higher computation cost. A gradually growing grid design impose finer
grids adjacent to the junction corner where significant gradients in the flow pa-
rameters and coarser grids further away from the junction while the influence of
the confluence diminishes. This kind of grid design has the potential to capture
the near confluence flow behavior efficiently while reducing computation cost.
Boundary layer theory shows that fluid flow near the bed and banks of a chan-
nel is often very complex in terms of both its mean and turbulent structure, rapid
decrease in the velocity are expected to comply with the no-slip condition, thus
a denser grid is also imposed in near wall regions to solve for boundary condi-
tions. The upstream of main channel is 6.55 m consisted of 80×50×25 grid cells;
the lateral channel is 5.59 m consisted of 50×80×25 grid cells; the downstream
channel is 15.57 m consisted of 120×50×25 grid cells, where the first, second
and third integers denote the number of cells used in the streamwise (x), lateral
(y) and vertical (z) directions of the computational domain, respectively.
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Figure 4.4: Computational domain and grid.
The pressure-velocity coupling was achieved by PISO algorithm. Second or-
der upwind differencing scheme was utilized to maintain second order accuracy
throughout the spatial discretization for momentum equation and turbulence trans-
port equations. For transient simulations, second order implicit marching scheme
was selected to allow the use of greater time step while avoiding numerical insta-
bility and diffusivity. SST-k − ω with turbulence damping is selected to quantify
turbulence. Such a numerical scheme allows the combination of smaller time step
of 0.001 s at the initial phase of the simulation and proceeds at larger time step
of 0.01 s until approaching equilibrium. For brevity, two particular experimen-
tal runs for the discharge ratio ξ = Q2/Q3 as 0.75 and 0.25, respectively were
selected to compare with the numerical simulation results for model validation
purpose.
As the numerical model was projected to simulate the junctions flows with var-
ied hydrological conditions, including steady flow and unsteady inflows, there-
fore, the numerical model was tested utilizing the transient simulation but feeding
both the main and lateral channels with constant inflows. The results were ex-
tracted when the system reaches equilibrium state at the monitored sections which
are located x∗ = 2, x∗ = 3 as well as the outlet. For turbulent flow, both mean
flow quantities such as mass flow rate and turbulence quantities such as turbulent
kinetic energy should remain constant, the net mass flux between the two inlets of
the tributaries and the outlet of the post-confluence channel should be very close
to zero, when approaching steady state or equilibrium state.
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4.9.3 Validation and discussions of numerical model
4.9.3.1 Streamwise u-velocity
The coordinate system defined for this testing has the positive x−direction ori-
ented in the downstream direction of the main channel. The positive y−direction
points to the main channel wall opposite of the channel junction. Thus, the pos-
itive z−direction is upward in the vertical direction. The origin from which all
points are measured is the bed at the upstream corner of the channel junction.
To enable an effective presentation and interpretation of the results, the Carte-
sian coordinates x, y, z has been normalized by a length scale W , where W =
channel width, resulted in a non-dimensional system of coordinates x∗, y∗ and
z∗; all velocities has been normalized by U0, where U0 = denotes downstream
area average velocity. Non-dimensionalization allows the results to be applied in
general to any 90◦ equal width channel junction. As a general clarification, the su-
perscript ∗ indicates normalized variable. To facilitate the 2D comparison of the
velocity component, both the vertical sampled velocity measurements and com-
puted values was interpolated into same 1000×300 uniform grid cells based on
the geometry of confluence by triangulation-based linear interpolation. A point-
to-point comparison is then facilitated at the center of each cell. Figure 4.5a and
Figure 4.5b showed a comparison between the numerically predicted streamwise
velocity u and those of flume data at four cross-sections, which are located at W ,
2W , 4W , and 6W downstream of the junction. Good agreement were found be-
tween simulation results and the experimental data.
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Figure 4.5: u isovels at four cross-sections from experimental measurements
(left), numerical model (middle) and relative errors in percentage (right) for (a)
ξ = 0.25 and (b) ξ = 0.75.
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Figure 4.5: Continued.
x∗
ξ= 0.75 ξ= 0.25
µ(%) σ(%) µ(%) σ(%)
2 -17.44 148.46 -11.41 136.55
3 -23.39 122.22 -6.79 19.84
5 2.69 31.98 -3.6 13.46
7 2.23 28.58 -4.25 13.78
Table 4.3: Summary of relative errors for ξ = 0.25 and ξ = 0.75.
Table 4.3 shows that the magnitude of mean error for ξ = 0.25 did not exceed
11.41% and the maximum happens at 3W downstream of the junction; the magni-
83
tude of area average mean error for ξ = 0.75 did not exceed 23.39 %. The relative
high standard deviation of error indicates a highly non-uniform distribution of er-
rors at cross-stream. In addition, larger errors were generated at the cross-sections
closer to the confluence where shear induced turbulence, secondary circulation
and separation of flow is produced and the velocity measurements could be more
likely to be influenced by the longitudinal vortex . The simulation might gen-
erate errors due to the use of turbulence model which will be explored in the
following sections. This is consistent with the errors presented in Figure 4.5a and
Figure 4.5b. Due to three-dimensional feature of the separation bubble, turbu-
lence in this zone is highly anisotropic, the mean velocity components is therefore
subject to dramatic decreases and gradients. These factors poses additional chal-
lenge in measuring the velocities in near wall region, mixing layer and separation
zone. As a result, the run with ξ = 0.75 yields relatively more discrepancies be-
tween the model prediction and the experimental measurements. The maximum
discrepancies were identified in the separation zone. It was also noticed that the
experimental junction flume mixed more rapidly downstream than the numeri-
cal model, especially for the case with larger lateral inflow. However, from the
perspective of physics, if more momentum comes from the lateral channel in the
cross-stream direction, the influence area of the confluence should extend further
downstream, namely longer distance is required to dissipate higher magnitude of
TKE and to reform the uniformly distributed streamwise velocity distribution. At
x∗ = 5 and x∗ = 7 for ξ = 0.75, the experimental results shows a narrow local
maximum near bed in the right side, which also cannot be explained by the ve-
locity distribution theory in fully developed open channel flow. In addition, the
’velocity-dip’ phenomena also suggests the maximum velocity is below the water
surface at about 0.6-0.7 of the water depth due to the momentum redistribution
caused by secondary flow, if the secondary flow is minor then the maximum ve-
locity should locate at or near water surface.
Due to the asymmetry planform and the dramatic difference between the momen-
tum from the two tributaries meeting in orthogonal manner, asymmetrical stream-
wise velocity distribution with single high velocity core is predicted numerically
and observed experimentally in the right side of the channel (y ≤0.5). Three fea-
tures have been observed in confluences contributed to the flow acceleration due
to reduction of effective flow area: (1) a lateral separation zone which can distin-
guished by the zero velocity isovel, while within the zone reverse flow is identified
and the effective flow width is reduced; (2) in the vicinity downstream of junction,
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as shown from section ξ =2 and ξ =3, the flow area is further reduced due to water
surface depression or flow contraction; (3) a general reduction in the width in the
postconfluence channel, compared to the total width of the two tributaries. As
the water moves downstream, the water surface grows and separation disappears
and flow reattached to the bed, thus, flow is decelerated all over the cross-section.
Though the two cases shows qualitatively similar flow patterns, however, evident
difference were identified in the degree of flow acceleration and the size of lateral
separation zone. This suggests the discharge ratios of the two tributaries play an
important role in the downstream hydrodynamics. This feature will be explored
quantitatively further in the next chapter.
4.9.3.2 Secondary v − w velocity
The secondary circulation in this laboratory confluence was steered by (1) reach-
scale pressure gradient forces associated with realignment, water surface depres-
sion and superelevation as well as reduction in the width of post-confluence chan-
nel; (2) shear generated turbulence due to interactions between two converging
flows and the pronounced planform asymmetry. As the experimental sharp edged
right angled junction is a typical example of asymmetric confluence, both Fig-
ure 4.6a and Figure 4.6b shows helicoidal post-confluence motions in the vicinity
of junction under different discharge or momentum ratios. For both runs, the
numerical model predicts comparable magnitude of secondary currents as visu-
alization of the ADV measurements. The secondary flow is generally weak and
about 10% of the streamwise velocity, but the numerical model is capable of cap-
turing and simulating the secondary flow pattern accurately. As to the run for
ξ = 0.25, while the flow moves downstream, at section x∗ = 2 and x∗ = 3 the
model first shows divergent flow at the bed and converging flow close to inner
junction corner. Reaching x∗= 3 which is two times of channel width downstream
of junction downstream corner, two counterrotating helical cells characterized the
secondary circulation pattern, with a stronger clockwise cell formed in the corner
of inner bank and channel bed, and a weaker but broader counter clockwise ro-
tation centered at the outer near bed region. The clockwise rotating flow is also
evident in the experimental measurements in the vicinity of the junction until x∗=
5, however, due to the holes of measurements near the inner bank, no closed coun-
terclockwise circulation was identified. The numerical predicted vectors near the
inner left bank diminishes while moving downstream beyond the section x∗ =
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7 which is consistent with the laboratory findings of Bradbrook et al. (2000b),
however, the experimental results here still shows evident divergent flow at the
bed which could be associated with the measuring techniques. With the discharge
ratio ξ increased to 0.75, the momentum of the lateral inflow dominates the post-
confluence flow. Stronger secondary flow is expected to redistribute the kinetic
energy and reform uniform flow pattern as seen in Figure 4.6b. The combination
controls of reduction in channel width and strong cross-stream momentum also
introduced large degree of deflection of flow in the main channel. The bed diver-
gent flow with twin cells is predicted in this region. As 75% of the post-confluence
is originated in the cross-stream direction, at the cross-section just one times of
width downstream of the junction (i.e.x∗ = 2), strong cross-stream velocity com-
ponents was observed as well as strong curved downwelling motion starting from
the center of the channel, the flow near the surface close to the outer bank moves
upward and toward the center of the channel forms a counterclockwise rotation.
Another stronger clockwise rotation centered close to the bed, however, this cell
did not persist beyond the section x∗ = 2. As seen at the cross-sections from
x∗ = 3 to x∗ = 7 the twin cell motion is replaced by a single cell, these numeri-
cal findings also accord with by the observations for the asymmetrical laboratory
confluence of an equal width by Bradbrook et al. (2000b). The successful predic-
tion of twin helical cells further validate the used of current numerical model to
predict the CHZ (Confluence hydrodynamic zone) under extreme planform asym-
metry as well as high and low momentum ratios. A detailed comparison, however,
displays an opposite direction of circulation from the numerical prediction against
the experimental measurement. As the purpose is not to reproduce the identical
micro flow structure of the experimental confluence, the flow patterns are quan-
titatively similar to the experimental measurements, with evident helical cell in
the outer region (right of the center), while diminishing further downstream be-
yond the section x∗ = 7. Thus, while there are differences in the direction of
the cross-stream terms in the predictions, these qualitative patterns are similar to
those identified by Rhoads (1996); Bradbrook et al. (2000b) and many others,
hence allow the numerical model to be applied to the investigations of general
flow analysis through open-channel junctions.
86
(a)
Figure 4.6: v − w velocity at four cross-sections from experimental
measurements (left) and numerical model (middle) for (a) ξ = 0.25 and (b) ξ =
0.75.
87
(b)
Figure 4.6: Continued.
4.9.3.3 Water Surface profile
Good agreement was found between predicted water surface levels and the exper-
imental measurements across the stream throughout the main channel as shown in
Figure 4.7.
As the downstream water depth is hold constant as a boundary condition, there are
three major features characterize water profiles with a flat bed:(1) an increase of
water depth upstream; (2) a depression of postconfluence in the vicinity of junc-
tion downstream; (3) regrowth of water surface beyond the vena contracta. Water
surface superelvation occurs in the vena contracta, implying transverse pressure
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gradient . The maximum contraction happens between the section from x∗ = 1
to x∗ = 2 for ξ = 0.25 while the process get delayed for ξ∗ = 0.75 where the
maximum happens between x∗ = 2 to x∗ = 3. It appears the higher momentum
ratio ξ leads to more water surface increase in the upstream tributary and more
depression downstream, which results in more energy losses.The comparison of
the two cases further implied the discharge ratios or momentum ratios might be
an important control driving combining flow structures and hydraulics.
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Figure 4.7: Experimental (left) and numerical predicted (right) water surface
profiles in the main channel.
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4.9.3.4 Turbulence kinetic energy
As the turbulent quantity is also of the research interest, the predicted kinetic en-
ergy distribution was plotted at selective cross-sections downstream of the junc-
tion in comparison with the experimental data as shown in Figure 4.8 and Fig-
ure 4.9.
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Figure 4.8: Turbulent kinetic energy measured(left) and numerical predicted
(right) at four cross-sections for ξ = 0.25.
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Figure 4.9: Turbulent kinetic energy measured(left) and computed (right) at four
cross-sections downstream for ξ = 0.75.
The predictions agree with measurements both quantitatively and qualitatively,
though the model results is slightly lower than the observations just downstream
the junction. As the momentum ratio ξ increases, two local maximum occurs
with a large core of high TKE centered at the inner upper corner (left bank) and
a smaller core produced in the inner lower corner. The lateral incoming momen-
tum results in more flow curvature imposing broader flow separation, and more
turbulent kinetic energy which indicates higher energy dissipation. As a result,
both the prediction and observations show a dense TKE zone initiates from the
surface on the left side (y¡0.5) of the channel and lean towards to the bed on the
inner bank. The spatial pattern of TKE is also consistent with the secondary flow
pattern. As with the absence of bed topography, for confluence with small mo-
mentum ratios, the secondary vortices is mainly turbulence driven, hence, results
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in stronger secondary flows in the near bed on the left hand side of the channel as
show in Figure 4.6a.
4.9.3.5 Grid independent study
Three alternative grids with different resolutions have been tested and the results
compared to the output for the 412500 (80×50×25 + 50×50×25 + 25×50×25 +
120×50×25) grid cells reported in the current work. Using a total of found dif-
ferent mesh sizes is consistent with the recommendations of Hardy et al. (1999),
who proposed that hydraulic or environmental modeling projects should construct
at least four meshes of different spatial resolution. As the current grid construc-
tion already imposed very fine grid cells in the vicinity of junction and was proved
to adequate capture the near junction flow structure, therefore the streamwise and
lateral grids resolution is sustained. As we know, in RANS-based solvers, the
Reynolds stresses are functions of the turbulent kinetic energy and the turbulent
dissipation rate hence, the results are independent of the grid resolution. RANS
models only depend on physical quantities, including geometric features like the
wall distance. It appears the vertical resolution near the bed and surface can play
an important role in accurately solving for boundary shear, flow separation and
reverse flows which are enhanced in combining flows. Therefore, grids of 25, 30,
35, 40 vertical layers have been employed and Figure 4.10 and Figure 4.11 show
that the predicted velocity vectors are graphically indistinguishable throughout
the tributaries either near the surface (z∗ = 0.28) or close to the bed (z∗ = 0.10).
The plots also facilitate the three-dimensional comparison of the predicted veloc-
ity components in x− y − z directions, respectively.
The increase of grid resolution did not either alter the streamwise flow pattern
and magnitude or change the vertical motion of the flow as shown in Figure 4.12.
Despite the fact that minor differences of the magnitude of the v velocity were
identified at the vena contracta near the bed, the four grid sizes shows the same
pattern that the vertical velocity swaps from downwelling to upwelling towards
the inner bank (y = 0) across the stream near the bed to form a converging flow
at the left side of the channel with a helicoidal secondary circulation. The struc-
ture would be maintained by continued streamline curvature as well as water sur-
face superelevation. This three dimensional structure rapidly decays when moving
downstream through the postconfluence channel. the grid size of 25 verticals were
equally good at predicting the progressive transformation of the three-dimensional
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flow structure. Regardless of the momentum ratios, the current selection of grids
shows the identical size of lateral and longitudinal separation and water surface
mappings as illustrated in Figure 4.13 as well as twisted velocity profiles across-
stream as those predicted by higher grid resolution as demonstrated in Figure 4.10
and Figure 4.11. In strict terms, the solution is not absolute grid-independent, al-
though the magnitude of numerical errors is minimal. Due to the limited compu-
tational resources, it is difficult to demonstrate a fully grid-independent solution.
Therefore, the grid with 25 vertical layers was selected to perform the series of
numerical simulations based on its good accuracy and computation efficiency.
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Figure 4.10: Plan view and three-dimensional view of velocity at two different
depths and using four different grid sizes for ξ = 0.25.
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Figure 4.10: Continued.
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Figure 4.11: Plan view and three-dimensional view of velocity at two different
depths and using four different grid resolution for ξ = 0.75.
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Figure 4.11: Continued.
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Figure 4.12: Variation of velocity profile on the center vertical along the main
channel using four different grid resolution for (a) ξ = 0.25 and (b) ξ = 0.75.
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Figure 4.13: Water surface mappings using four different grid resolution for ξ =
0.25 (left) and ξ = 0.75 (right).
4.9.3.6 Effects of Turbulence models
As the shear generated turbulence is anisotropic, and confluence flows involves
separation, secondary circulation as well as streamline curvature. Thus the choice
of an appropriate turbulence models is a key challenge of the 3D simulation of the
confluence. Accord with the sharp streamline curvature generated by high mo-
mentum ratios in the upstream tributaries, higher TKE production and intensity
are observed downstream of the confluence, hence, the results from the run of ξ =
0.75 is used to assess the performance of different turbulence models. Based on
4.1.2, the standard k − ω and k −  is inadequate in accounting for the above
complex flow structures. Therefore, SST k − ω and RNG k −  is generally rec-
ommended, and the resulting velocity distribution near the water surface and the
bed is compared to the standard k −  as well the most complete seven equation
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RSM turbulence model as in Figure 4.14. SST-k − ω model yields similar flow
pattern transformation as both RNG k− and RSM, however, resembles best with
RSM in terms of near wall velocity gradient, the intensity of reverse flow as well
the size of separation zone. The standard k−  models deviate from other models
near the inner bank just downstream of the junction which results in an underesti-
mate of separation toward the bed.
Figure 4.15 show the secondary flow vectors for two sections just downstream of
the junction for the numerical simulations utilizing four turbulence models. Like-
wise, SST k − ω and RNG k −  generates the similar pattern and intensity of
secondary circulation with stronger clockwise rotation near the bed, another weak
counterclockwise cell near the surface. The two counterroating helical cells is
rapidly replaced with one single cell structure as shown at x∗ = 3 as predicted by
SST k−ω and RNG k−  model, even the standard k−  model though with less
intensity. However, RSM yields more divergent motion and dissipated the closed
circulation more rapidly than others, hence, no helical motion is visible further
downstream.
In addition, SST k − ω yields the fastest convergence and best computation sta-
bility, also requires least computation time to reach the desired equilibrium state
amongst the four. The comparison with RSM further confirmed SST k − ω is ad-
equate by minimizing the anisotropic effect in the standard two equation model.
The consistent findings of secondary flow pattern using different turbulence mod-
els also justified the difference between numerical models and experimental re-
sults does not reside in the use of SST k − ω turbulence model. It is well known
that experimental findings inspires the development of numerical models, vice
versa, the advanced numerical models and theoretical studies provides foundation
to identify experimental bias introduced by either the equipment or techniques,
hence, promotes the advancement in experimental studies.
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Figure 4.14: Plan view of velocity at two different depths utilizing four different
turbulence models for ξ = 0.75.
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Figure 4.15: Secondary flow pattern at two cross-sections downstream utilizing
SST k − ω, RNG k − , Standard k −  and RSM (from top to bottom) for ξ =
0.75.
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CHAPTER 5
RESULTS AND DISCUSSION OF STEADY
AND UNSTEADY FLOW SIMULATIONS
5.1 Description of numerical experiments
As the numerical model has been validated to simulate the confluence at the 90◦
laboratory flume, a series of numerical experiment were conducted to facilitate
the visualization the flow structures under different controls. The combining pro-
cess leads to flow deflection, acceleration, recirculation, contraction, separation
and recovery downstream. The intensity and location of those featured zone de-
pend on three major categories of controls(Mosley, 1976; Best, 1987; Ashmore
et al., 1992; Bradbrook et al., 2000b): (1) Planform of the junction including
junction angles, width ratios as well as asymmetry and symmetry of the plan-
form; (2) momentum ratios or discharge ratios of the upstream tributaries. (3)
total kinetic energy or post-confluence Froude number. The 1-D numerical pre-
dictions in Chapter 3 also highlighted the junction flow hydraulics is a function of
these the three factors above.
Most previous numerical work confined to qualitatively describe the flow patterns
and the agreement of numerical predictions with specific experimental setup. The
current work adopted a simplified geometry of junction to facilitate a generalized
and comprehensive quantitative study on the 3D flow structures and characteristics
under solely the major controls. The numerical experiments were conducted in a
way, each control factor served as a standalone parameter subject to change, while
keeping the other parameters as constants to isolate any interactive or combined
effects. The bed is set up as smooth and flat to exclude any topographic steering
effect. Equal channel widths is maintained throughout the numerical simulations
with overall post-confluence cross-sectional area decreased by half.
The model was first applied to steady flow analysis, with constant total inflow of
seven discharge ratios varying from 0.083 to 0.917. The gradually increased dis-
charge ratios were chosen to facilitate comparison with the experimental study by
103
Weber et al. (2001).
The aim of this analysis is to use the numerical results to evaluate the existing con-
trols on the generations of flow structures in man-made channel confluences with
immobile beds. In particular, it seeks to explain to how the asymmetrical planform
and inflow conditions control the flow structure, and explore what mechanisms
control the turbulence production, secondary flow field which lead to different de-
gree of energy loss. More importantly, the current work focused on using clouds
of results data to quantify the relative importance of different controls.
5.2 Planform geometry controls on flow structures
As introduced earlier, the generalized flow patterns consists of six featured zones
Best (1987): (1) a zone of flow stagnation near the upstream junction corner;
(2) a zone of flow deflection and where two inflows joins to enter the junction;
(3) a zone of flow contraction and acceleration (4) a flow separation zone below
the downstream junction corner; (5) a zone of flow regrowth and re-attached to
the wall; and (6) flow mixing zone and shear layer around the separation zone.
Previous work Ashmore et al. (1992); Kenworthy and Rhoads (1995); Rhoads
(1996); Bradbrook et al. (2000b) have identified that junction angle serves as a
dominant control on the size of these 3D features with a fixed flat bed and solid
bank. For this purpose, four junction angles were considered according to their
applications in engineering design, including 30◦, 45◦, 60◦ and 90◦ with a low
discharge ratio of ξ = 0.25 and a high discharge ratio of ξ = 0.75. The numerical
model was then adjusted to different geometry to investigate the effects of junction
angles on the flow characteristics.
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5.2.1 Streamlines and streamwise velocity distribution
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Figure 5.1: Streamlines for confluence of four junction angles near the channel
bed.
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Figure 5.2: Streamlines for confluence of four junction angles near the water
surface.
Figure 5.1 and Figure 5.2 show the steamlines predicted by the numerical model
near the bed and water surface, respectively. Dur to the asymmetry of the bank
curvature, the streamline curve in a clockwise manner as the flow aligns with
the straight post-confluence channel. The combination of higher momentum and
larger junction angle will result in higher centrifugal acceleration on the outer
bank and larger flow separation on the inner bank as seen on Figure 5.3 and Fig-
ure 5.4, hence an inflection of the streamline curvature from the outer bank to-
wards the inner bank. This inflection is accompanied by the greater exchange rate
of mass and momentum onto the main channel side. This inflection of streamline
of the lateral tributary decreased as approaching the bed, as the lower pressure
or negative pressure zone decreased on size laterally as well as transversely. As
the greater junction angle induced larger deflection of the tributary flows, higher
shear induced turbulence are expected when the two opposing flows meets. The
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centrifugal flow acceleration also implies that both the ξ and δ are dominant con-
trols of confluence hydrodynamics; Figure 5.1 and Figure 5.2 indicate junction
angles determine the transition of streamline curvature while discharge ratios de-
termine the relative length of the zone of tributary streamlines and the location
where the streamlines reform in the uniform direction.
The examination of streamwise u∗ isovels and velocity magnitude at the bed and
water surface also indicate larger junction angles allow the tributary flow pen-
etrates further into the confluence which also result in the larger deflection of
separation of the lateral flow. Therefore, larger junction angles result in a larger
water surface super-elevation and transverse pressure gradient, and larger surface
depression and flow contraction in the vicinity of the junction. Two features might
enhance the downstream convection of vorticity because of flow acceleration: (1)
a reduction in effective cross-sectional flow area associated with the lateral sepa-
ration zone. (2) a general reduction in the width in the post-confluence chanenl,
compared to the total width of the two tributaries. The center of higher velocity
migrates from the outer bank to the center of channel when approaching the bed
which suggests the convergence of the flow from two tributaries in the downward
direction.
The planform vectors as shown in Figure 5.5 to Figure 5.8 illustrate how the junc-
tion angles changes the cross-stream distribution of u − v vectors. Apparently,
if the junction angle is as small as 30◦ mild disturbance is imposed to the post-
confluence channel, as less cross-stream velocity components entrains the con-
fluence, the primary momentum is parallel to the main channel. Thus weak sec-
ondary circulation is generated even if the momentum ratio ξ is large, as shown
in Figure 5.11a and 5.11b. Thus the resolved post-confluence flow direction show
little effects from the cross-stream momentum. The flow entrance angle of the
confluence is determined by both the junction angles and the lateral discharge
ratios, as the combination of these two determines the amount of cross-stream
momentum entraining the confluence. Larger junction angles and higher lateral
momentum ratios lead to a larger entrance angle, thus a larger deflection angle
adjacent to the downstream corner to the junction. A zone of reserve flow forms
near the inner bank as junction angle increases, and the magnitude of the reversion
of the flow and lateral dimension of the zone will depend on the discharge ratios.
As the centrifugal acceleration and flow contraction increases with the junction
angles, greater transverse gradient of stream-wise velocity is observed for larger
junction angles. Thus greater inner wall shear stress is generated as well as the
107
thickness of boundary shear layer.
Figure 5.3: Streamwise velocity isovels and velocity magnitude distribution for
confluence of four junction angles near the channel bed.
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Figure 5.4: Streamwise velocity isovels and velocity magnitude distribution for
confluence of four junction angles near the water surface.
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Figure 5.5: Plan view of velocity vector (u∗ − v∗) at middle water depth
(z∗ = 0.18) for 30 ◦ junction with (a) ξ = 0.25 and (b) ξ = 0.75.
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Figure 5.6: Plan view of velocity vector (u∗ − v∗) at middle water depth
(z∗ = 0.18) for 45 ◦ junction with (a) ξ = 0.25 and (b) ξ = 0.75.
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Figure 5.7: Plan view of velocity vector (u∗ − v∗) at middle water depth
(z∗ = 0.18) for 60 ◦ junction with (a) ξ = 0.25 and (b) ξ = 0.75.
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Figure 5.8: Plan view of velocity vector (u∗ − v∗) at middle water depth
(z∗ = 0.18) for 90 ◦ junction with (a) ξ = 0.25 and (b) ξ = 0.75.
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Figure 5.9: Contours of deflection angle at middle water depth (z∗ = 0.18) for
junction of four angles with two discharge ratios.
The detailed solution of the three-dimensional velocity components facilitated
the calculation of the deflection angle θ, which is defined as
θ = tan−1
(v
u
)
(5.1)
The deflection zone is well defined using the contour mappings of θ. Consistent
with the streamline curvature and velocity distribution, the deflection angles and
the extent of this zone increases with the increase of junction angles and the dis-
charge ratios. However, this zone is confined to the adjacent area of junction and
might not exceed 2W upstream and downstream of the junction. As the y-axis is
pointing at the outer bank of the junction, therefore, the negative values of deflec-
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tions angles further downstream indicates the inflection of streamline towards the
inner bank.
5.2.2 Flow separation and periodic secondary flow pattern
The momentum and entrance angle of the lateral inflow force the flow detaches
itself from the inner bank downstream of the junction as it meets the flow in the
main channel to leave a separation zone of low pressure and recirculating flow
(Best and Reid, 1984). Further downstream, this low pressure make the separa-
tion streamline to deflect toward the inner-bank, forming a 3-D separation zone.
The size of separation zone is important in determining the contraction in the im-
mediate post-confluence vicinity which serves as an important parameter in 1-D
mathematical model that is used to solving junction model.
Figure 5.10 illustrates the two methods that were used to quantify the separation
zone. Figure 5.10a is based on the streamline under the premise of a detailed flow
field. In the streamline method, the downstream edge of junction was considered
as the starting point of the separation zone and the point where the streamline, via
the starting point normal to the boundary surface was reckoned be the of separa-
tion zone. An alternative using is based on calculating streamlines by measuring
the flow field of the separation zone, in which the most downstream streamline of
the lateral tributary is a separation zone border. However, due to the strong 3D
characteristic of the separation zone as illustrated in streamlines and streamwise
distribution in junctions, it is difficult to obtain the accurate three-dimensional
scales of the separation zone by the streamline method.
Figure 5.10b illustrates the isovel method proposed by Yang et al. (2009). Accord-
ing to the boundary layer theory, the separation zone starts at the separation point
where flow velocity can no longer overcome adverse pressure gradient, which
begins from the junction point. However, the separation point is not coincident
with junction point. So the velocity at the boundary of separation zone must be
zero and Yang et al. (2009) argued that defining zero-velocity isovel as the bor-
der of the separation zone is more convenient and accurate than that of streamline
method. Yang et al. (2009) also demonstrated the scales of separation zone calcu-
lated by the isovel method are smaller than those of the streamline method. As the
streamwise velocity in the main channel plays a significant role on the pollutant
and sediment transport, the isovels of u∗ = 0 is used to determine the border of
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the separation zone in this study.
Figure 5.10: Illustration of separation zone defined using (a) streamlines (b)
contours of u∗.
Figure 5.3 and Figure 5.4 illustrated the shape and dimension of the separation
zone and how it changes according to junction angles. Though only four junction
angles are presented, it helps to show qualitatively the relation between the size of
separation and junction angles. The width bS and length LS of the zone increases
with the increase of junction angles as well as the discharge ratios. Compare the
size of the separation zone near the bed and near water surface, it appears the sep-
aration zone increases its size when approaching water surface. This trend also is
also shown in Figure 5.11. At W in the post-confluence vicinity, a vertical sep-
aration zone cannot be identified for 30◦ junctions, compare with the plan view
in Figure 5.3 and Figure 5.4 where a small separation zone forms with ξ = 0.75
near water surface but with a relative small length (LS < W ), it explains why no
separation zone appears at the selected cross-section, same cause applies to the
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case of 45◦ with low discharge ratio. On the other side, the width of separation
bS increases along the water depth, which further confirms the three-dimensional
nature of separation zone. As the length of longitudinal vortex also increases
as the increase of junction angles and momentum ratios, at the same distance of
downstream corner of junction, no helical cell can be distinguished for 30◦ under
current scale. Interestingly, though the secondary flow pattern is dominated by
single cell for 45◦ and 60◦ with higher momentum ratios, weak irregular vortexes
are observed near the outer bank and shift to the inner bank as the momentum
ratio decreases. As in Figure 4.6a, the counterrotating helical cell forms at x∗ = 3
for ξ = 0.25 which is further downstream than the selected section shown in Fig-
ure 5.11g, however, for higher momentum ratio case, the counterroating helical
cell motion can be tracked as shown in Figure 5.11h. The reason might reside in
the higher momentum of the main channel migrate the helical cell further down-
stream of the junction though the dual cell will be replaced by single cell when
travels downstream and finally closed circulation diminishes.
115
0 0.2 0.4 0.6 0.8 10
0.1
0.2
0.3 0.5
z
*
a. δ=30o, ξ=0.25
0 0.2 0.4 0.6 0.8 10
0.1
0.2
0.3 0.5
z
*
b. δ=30o, ξ=0.75
0 0.2 0.4 0.6 0.8 10
0.1
0.2
0.3
z
*
c. δ=45o, ξ=0.25
0 0.2 0.4 0.6 0.8 10
0.1
0.2
0.3
0
z
*
d. δ=45o, ξ=0.75
0 0.2 0.4 0.6 0.8 10
0.1
0.2
0.3
0
z
*
e. δ=60o, ξ=0.25
0 0.2 0.4 0.6 0.8 10
0.1
0.2
0.3
0
z
*
f. δ=60o, ξ=0.75
0 0.2 0.4 0.6 0.8 10
0.1
0.2
0.3
0
z
*
g.
y*
δ=90o, ξ=0.25
0 0.2 0.4 0.6 0.8 10
0.1
0.2
0.3
0
z
*
h.
y*
δ=90o, ξ=0.75
Figure 5.11: Cross-sectional view of secondary circulation (v∗ − w∗) at section
one times of channel width downstream of the junction for junctions of four
angles and with two discharge ratios.
5.3 Contribution of momentum ratios
The previous experimental studiesBest and Reid (1984) and numerical results
Bradbrook et al. (2000b); ZHANG et al. (2009) highlighted that the discharge
ratio or momentum ratio plays a significant role on the characteristics of an open-
channel junction flow, such as the size of separation zone, secondary flow pattern,
deflection angle of lateral inflow, post-confluence contraction acceleration. This
section will focus on exploring the effect of the discharge ratio on the flow char-
acteristics.
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5.3.1 Streamwise velocity distribution
Figure 5.12 to Figure 5.15 show how the numerical predicted vertical profiles
of u∗ − w∗ on the center plane of the main channel respond to the increase of
discharge ratios for a fixed planform. The simulated discharge ratios ξ are sym-
metrical about ξ = 0.5. Figure 5.12 shows little effect of the vertical component
w at all discharge ratios which indicates weak secondary circulation for junction
angles less than 30◦. It was observed the velocity profiles are almost identical
for ξ = 0.25 and ξ = 0.75 and ξ = 0.083 and ξ = 0.917 when the flow travels
beyond ξ∗=2. This interesting behavior of asymmetry junction of small δ resides
in its similarity with the symmetrical confluence where a symmetrical flow char-
acteristics can be expected about ξ = 0.5 due to the similar magnitude of shear
generated turbulence as well as little contribution of secondary circulation. At ξ =
=0.5, least difference between the momentum of lateral and main channels, hence,
least interfacial shear is expected and least momentum transfer is resulted. Thus
minor flow separation and contraction is generated downstream which results in
less flow acceleration and more uniform velocity distribution.
For junction with δ > 45◦, higher flow acceleration is observed in the vicinity
of the junction due to the increase of flow separation and contraction as shown
in Figure 5.16. In addition, as the discharge ratio increases, the intensity of sec-
ondary circulation increase which alters the direction of velocity vectors. More
downwellng secondary velocity components deflect the velocity vector to the bed
in the post-confluence vicinity, and the vertical component increase its magni-
tude and the area of influence with the increase of discharge ratios. As the sec-
ondary circulation increases, the momentum transport caused by secondary flow
results in ’velocity-dip’ phenomena. Figure 5.14 and Figure 5.15 clearly shows
the deviation of velocity distribution from the standard velocity distribution in
open-channels with to bed topography where the maximum happens at the wa-
ter surface. As the discharge ratio increases, the location of maximum in the
post-confluence channel migrates below the water surface and moves towards the
channel bed which results in a adverse velocity gradient towards the water surface
and greater bed shear stress. It also takes longer distance for the confluence with
higher discharge ratios to recover the uniform distribution downstream.
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Figure 5.12: Vertical velocity profiles at center plane of the main channel (y∗ =
0.5) for 30◦ junction with five discharge ratios.
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Figure 5.13: Vertical velocity profiles at center plane of the main channel (y∗ =
0.5) for 45◦ junction with five discharge ratios.
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Figure 5.14: Vertical velocity profiles at center plane of the main channel (y∗ =
0.5) for 60◦ junction with five discharge ratios.
-2 -1 0 1 2 3 4 5
0
0.1
0.2
0.3
0.4
1b. θ=90
o
,  ξ=0.25
z
*
-2 -1 0 1 2 3 4 5
0
0.1
0.2
0.3
0.4
1c. θ=90
o
,  ξ=0.5
z
*
-2 -1 0 1 2 3 4 5
0
0.1
0.2
0.3
0.4
1d. θ=90
o
,  ξ=0.75
z
*
x*-2 -1 0 1 2 3 4 5
0
0.1
0.2
0.3
0.4
1e. θ=90
o
,  ξ=0.917
z
*
-2 -1 0 1 2 3 4 5
0
0.1
0.2
0.3
0.4
1a. θ=90
o
,  ξ=0.083
z
*
Figure 5.15: Vertical velocity profiles at center plane of the main channel (y∗ =
0.5) for 90◦ junction with five discharge ratios.
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(a)
(b)
Figure 5.16: Streamwise velocity isovels and mappings of velocity magnitude for
90◦ junction with six discharge ratios: (a) near the bed and (b) near the water
surface.
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Due to the strong asymmetry of the planform, single core of high velocity is
observed in the post-confluence channel of 90◦. With increasing discharge ra-
tio, more lateral flow momentum needs to be converted into the post-confluence
channel direction, as shown in Figure 5.16, thus more energy loss is expected as-
sociated with a larger separation zone. To the contrary, the streamwise u isovels
almost coincide with the absolute velocity magnitude as the discharge ratio de-
creases.
5.3.2 Streamlines and water surface mappings
Figure 5.17 shows the calculated streamlines near the bed and near the water sur-
face. It is observed that a stream diving line developes between the two tribu-
taries. Figure 5.17 shows that the dividing line shifts to the outer bank of the
post-confluence channel when the lateral momentum ratio increases as a result of
the reduced area of the vena contracta and the increase of separation zone. Due to
the 3D characteristics of the separation zone, this dividing line can be considered
as a shear plane between the two combining flows.The diving line shifts location
at different water depth. The separation zone is smaller near the bed, as a result
the diving shifts to the inner bank as approaching the bed.
Figure 5.18 shows the 3D view of water surface in CHZ for different discharge
ratios. Apparently, the increase of discharge ratio result in larger water surface
depression in the vicinity of post-confluence and reach-scale pressure gradient.
The water surface redevelops and stabilizes rapidly when the flow travels down-
stream exceeding the section x∗ = 4. In addition, the water depth in the upstream
tributaries is generally greater than the recovered downstream water depth and
increases with the increase of discharge ratios up to ξ = 0.75. The interaction
between the main and lateral flows lead to an increase in water depth upstream
of channel junction, results in flow deceleration and thus converting the kinetic
energy to potential energy. The upstream water depths increase with the increase
of discharge ratio. The superelevation of water surface forms with higher water
surface near the outer bank and lower water surface and lower pressure near the
inner bank. This water surface super elevation results in traverse pressure gradi-
ent which drives the generation and migration of the secondary helical cell motion.
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Figure 5.17: Streamlines for 90◦ junction with six discharge ratios (a) near the
bed and (b) near the water surface.
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Figure 5.18: Water surface mapping for 90◦ junction with six discharge ratios.
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5.3.3 Secondary circulation flow pattern
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Figure 5.19: Secondary flow pattern at x∗ = 2 for 90◦ junction with six discharge
ratios.
The secondary circulation forms immediately after the merging of two inflows.
The pattern is mainly caused by the combination of transverse pressure gradient,
streamline curvature, lateral flow deflection that was steered by the junction plan-
form as well as discharge ratio which determines lateral momentum ratio. The
momentum ratio is the prime control of the transverse pressure gradient that ini-
tiates cross-stream velocities. However, for significant secondary circulation to
form, crosstream v velocities must lead to significant transfer of fluid in the cross-
stream direction. As discussed earlier in Chapter 4, the asymmetrical planform
lead to asymmetrical secondary flow pattern with an initial weak counterroating
pattern replaced further downstream by a single clockwise rotation near the inner
bank. At the same section x∗ = 2, as the discharge ratio increases, the closed
circulation first form near the bed and become stronger. Strong upwelling motion
is observed at the inner bank, and decreases and is replaced with downwelling
motion. In additon, a weaker cell form near the water surface adjacent to the outer
bank along with upwelling motion near the outer lower corner which is a result of
124
increased flow deflection and transverse pressure gradient.
5.4 Implication of 3D flow features for 1D modeling
The numerical study has shown that the flow field in vicinity of post-confluence
channel is highly affected by the tributary inflows. Complex three-dimensional
mean flow structures may develop and vary according to the tributary hydrolog-
ical conditions and junction planform. Nevertheless, junction flows in a large
open channel network are often addressed by means of one-dimensional numeri-
cal modeling in which the influence of such three-dimensional effects is usually
parameterized with simplified calculations or estimations. In fact, the highly 3D
nature of the flow field may have important implications on variables that are in-
volved in 1D models as integrated or average averaged quantities, such as the
mean flow velocity, the specific energy. As introduced earlier, two major assump-
tions involved in conventional analysis of gradually varied flows are: (1) the cor-
rection factor remains constant, and (2) the energy head gradient may be evaluated
by Manning’s formula based on 1-D energy or momentum analysis. However,
due to the spatially varied 3D nature of flow in a junction in an open channel sys-
tem, these two assumptions are usually not applicable or valid as as the flow is
highly nonuniform in the streamwise direction and turbulent eddies are generated
in the region. In the case of open channel flow with significant lateral inflows,
Lin and Soong (1979) showed that the nonuniform flow field requires a stream-
wise variation of the correction factor and the Manning’s formula substantially
underestimates the total energy loss while ingnoring the turbulent eddy loss. The
results collected from the numerical experiments supported the quantification of
the discrepancies of variables predicted using 3D numerical model in comparison
with the 1D approximations. The streamwise velocity distribution downstream of
the junction deviates far from full developed uniform open-channel velocity dis-
tribution with the occurrence of secondary circulation and separation zone. The
correction coefficients for kinetic energy and momentum which are also termed
as Coriolis and Boussinesq coefficients, respectively quantify the discrepancies
between the actual cross-sectional flow velocity distribution and a uniform veloc-
ity distribution. Superior to the 1-D model which neglects the spatial variation of
these parameters, the 3D numerical results facilitate the mapping of the parame-
ters in the main channel direction to account for spatial variation due to the high
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nonuniformity of flow in a junction in an open channel system. The kinetic en-
ergy or energy flux correction and momentum correction coefficients α and β are
calculated using the detailed streamwise velocity data at the cell center, by means
of numerical integration over the cross-section. The Coriolis and Boussinesq co-
efficients are then determined as follows:
α =
∫
A
u3dA
U3mean · A
=
∑
i,j u
3
i,jAi,j
U3mean ·
∑
i,j Ai,j
(5.2)
β =
∫
A
u2dA
U2mean · A
=
∑
i,j u
2
i,jAi,j
U2mean ·
∑
i,j Ai,j
(5.3)
where Umean is average flow velocity given by
Umean =
∑
i,j ui,jAi,j∑
i,j Ai,j
(5.4)
Once energy flux factor is calculated based on the 3D numerical results, the en-
ergy flux can be calculated based on Equation 3.32. The shear induced turbulence
caused the complexity of 3D flow field in the post-confluence channel. Turbulent
mixing is one of the major mechanisms that causes junction energy losses, there-
fore, the magnitude of area averaged TKE (turbulent kinetic energy) is plotted in
Figure 5.20 to show the streamwise spatial variation and its variation due to the
change of junction angle.
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Figure 5.20: Spatial variation of area-average TKE predicted numerically
throughout the main channel.
As the discharge ratio and junction angle increases, larger TKE is generated due
to stronger secondary circulation, larger separation and streamline curvature. The
maximum TKE happens closer to the downstream junction corner as the junction
angle decreases and which indicates the longitudinal vortex increases its length
as the juntion angle and discharge ratio increases. The maximum value for the
case with ξ = 0.75 is as much as 3 times of that value calculated from the results
of case ξ = 0.25. As the flow travels downstream from the junction, the vortex
dampens and the TKE is reduced rapidly as is expected from the physical model.
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Figure 5.21: Spatial variation of Coriolis and Boussinesq coefficients throughout
the main channel predicted numerically in comparison with computation based
on the experimental data by Weber et al. (2001).
The Coriolis and Boussinesq coefficients is then calculated using the numeri-
cal results and experimental data by Weber et al. (2001). The strong 3D feature
in the vicinity of post-confluence channel lead to a large value of both of these
two integral quantities. The numerical predictions are in good agreement with
the calculation based on the experimental velocity measurements throughout the
main channel with the maximum values happens at x∗ = 2 of the value as much
as 2.54 and 1.62 for α and 1.28 and 1.63 for β for the two cases, respectively.
Those values are much higher than the values their normal values for open chan-
nel flows which indicates the deviation of the velocity distributions from those
of open channels flows without significant lateral inflows. Again, the values is
decreased rapidly as the flow reform its uniform distribution downstream. Those
correction factors also increases with the increase of lateral momentum.
Figure 5.22 and Figure 5.23 shows the comparison of α and β calculated using
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numerical results for four junction angles with two distinct discharge ratios. The
maximum happens almost the same location though the distance to the down-
stream corner of junction varies. Consistent with the flow field obtained, 30◦
junction leads to the least value of both of these two quantities as well as minor
spatial variation along the main channel. The two factors shows the similar trend
indicates the values are highly dependent on the discharge ratios and junction an-
gles. The increase with lateral momentum and junction angles can be associated
with the inherent turbulent production and the increased flow field complexity due
to intensified secondary circulation.
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Figure 5.22: Spatial variation of Coriolis coefficient throughout main channel
predicted numerically for four junction angles with (a) ξ = 0.25 and (b) ξ = 0.75.
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Figure 5.23: Spatial variation of Boussinesq coefficient throughout main channel
predicted numerically for four junction angles with (a) ξ = 0.25 and (b) ξ = 0.75.
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Figure 5.24: Variation of Coriolis and Boussinesq coefficients according to
discharge ratios predicted numerically for four junction angles with (a) Coriolis
coefficients and (b) Boussinesq coefficients.
5.5 Comparative 1-D and 3-D study of confluence
hydraulics and energy loss
Besides turbulent mixing, another important mechanism that contributes to energy
loss is the contraction in the vicinity in post-confluence. The contraction resides
in the reduction of flow area due to water surface depression and separation. In
1-D mathematical formulation of open-channel flow based on momentum and
energy, an important parameter is the contraction coefficient µ which is normally
interpreted as:
µ =
(W − bS)
W
(5.5)
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Figure 5.25: Variation of maximum contraction coefficient with respect to the
discharge ratio predicted using 3D numerical results in comparison with
experimental data.
Namely the contraction is termed as ratio of effective width at maximum flow
constriction to channel width. The numerical predictions based on Equation 5.5
are compared with the experimental measurements by Best and Reid (1984), Hsu
et al. (1998a) and Weber et al. (2001) for 90◦ junction. The numerical predic-
tions agree with the its physical model by Weber et al. (2001), but are consistently
higher than the other two experimental data sets. The differences stems from dif-
ferent lab flume setup including the boundary roughness and flow rate and the res-
olution of measurements. Besides the differences, the experimental results and the
numerical prediction shows similar trend that the contraction coefficient decreases
with respect to the increase of lateral discharge ratio. This is also consistent with
the findings from the previous sections, higher discharge ratios lead to a larger
separation zone.
However, such a definition uses the maximum width of separation which is trou-
blesome to either measure or calculate. The accuracy of 1-D approach resides
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in the measurement of separation zone of which the lateral width increases ver-
tically up to the water surface. However, the analysis of the separation zone and
the vena contracta presented in previous sections showed the strong 3D charac-
teristics of the separation zone and the superelevation as well as substantial water
surface depression at vena contracta, hence, an 1-D definition would not be accu-
rate when strong separation and water surface variation present. Thus, utilizing
of 3D flow field data, a more accurate interpretation of the maximum contraction
can be calculated as:
µ =
Aeff
Au
(5.6)
whereAu is the entrance flow area in the main channel andAeff is th effective flow
area in the vena contracta which is simply computed as the post-confluence flow
rate Q3 divided by the area-averaged velocity Umean which is calculated based on
Equation 5.4.
Figure 5.26: Variation of maximum contraction coefficient with respect to the
discharge ratio for 90◦ junction calculated using Equation 5.5 and Equation 5.6
based on 3D numerical results.
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Figure 5.27: Variation of maximum contraction coefficient with respect to the
discharge ratio for four junction angles predicted using 3D numerical results and
1-D theoretical approach by Hager (1989) in comparison with experimental data.
Figure 5.26 shows the contraction coefficient calculated using two approaches
defined as Equation 5.5 and Equation 5.6. The results fall apart when the dis-
charge ratio increases, Equation 5.6 consistently leads to higher values than the
1-D approach, which indicates, only measuring the maximum width of separa-
tion may overestimate the contraction of the flow area. Figure 5.27 shows the
variation of the contraction coefficient calculated based on Equation 5.6 using 3D
numerical flow field data for four junction angles. The computed values was then
compared with the predictions based on 1-D theoretical approach proposed by
Hager (1989). Hager (1989) solve the energy conservation and momentum equa-
tion in together with a mass continuity for the contraction coefficient defined as
Equation 5.5 under the assumption of critical flow at the maximum contraction
section. The differences resides in the different calculation methods of using 1-D
interpretation as Equation 5.5 and 2-D approach based on Equation 5.6. As the
separation zone is not only a feature of zero velocity which is always assumed in
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1-D models but also reverse flows. Also the critical flow and energy conservation
adopted in Hager’s model is shown to not applicable for most combining flows
cases. Therefore, the 1-D approach might not be able to account for these com-
plex features which can be better interpreted using the 2-D approach utilizing 3D
flow field data.
As junction angles play an important role in the junction hydrodynamics, based
on the 3D flow analysis, asymmetrical junctions of small angles has the similar
behavior with symmetrical angles, where symmetrical hydraulic properties are ex-
pected with discharge ratio of ξ = 0.5. Figure 5.27 shows that junction angles of
angles as small as 30◦ shows reverse parabolic shape about ξ = 0.5, the contrac-
tion coefficient decreases with the increase of discharge ratio and the minimum
happens at ξ = 0.5. When ξ > 0.5, µ increases as the discharge ratio increases,
however, the contraction for small junction angles is generally small so the re-
lation between µ and ξ is relatively flat and the value of µ is scattered within a
small range of 0.9 to 0.95. However, this kind of behavior can not be adequately
described by 1-D theoretical curve. As the junction angle exceeds 45◦, the con-
traction gets larger when the lateral momentum ratio increases due to the larger
flow separation. Though there are differences in the numeric values between dif-
ferent approaches, they display similar trend by showing µ decreases with the
increase of junction angles.
Figure: 5.28 compares the upstream water depth ratio for four junction angles at
different discharge ratios computed using 3D numerical results at the centerline
of the main channel as the transverse slope upstream is negligible and the predic-
tions by 1-D dynamic model introduced in Chapter 3. The comparison shows bet-
ter agreement for the lateral channel while showing underestimation of upstream
water depth increase in main channel for 90◦ junction. General good agreement is
found for δ ≤ 60◦ for both tributaries, it shows the 1-D dynamic model is capable
of predicting the upstream depths accurately by lumping all the forces into the two
control volume system. But the deviation of 1-D prediction from 3-D numerical
results is increased when the planform curvature or junction angle as well as the
discharge ratio increases. Figure 4.7 showed that the 3-D numerical predictions
are in good agreement with the experimental measurements at 90◦ regardless of
the discharge ratios. Therefore, the 3-D numerical results can be considered as
a reference to assess the goodness of 1-D predictions in general. The increase
of errors of 1-D model at large junction angles might be attributed to an under-
estimation of separation zone shear as well as interfacial shear which was only
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considered as linear function of junction angles as formulated in Equation 3.26
and Equation 3.27. The 3-D numerical results can facilitate the calibration of
these relations to further improve the accuracy of 1-D dynamics models. The re-
sults also implies the stagnation upstream increases with the increase of junction
angles and discharge ratios, hence, more kinetic energy was converted to potential
energy.
On the other side, the parabolic behavior of upstream water depth with respect to
discharge ratios exists by both approaches for junctions of δ ≤ 60◦. Namely, the
upstream depths increase with respect to discharge ratios up to ξ = 0.5 and starts
to fall when ξ > 0.5. The symmetry of the parabola about ξ = 0.5 decreases with
as the junction angle δ increases, when δ = 90◦, this parabola become almost flat
at large discharge ratios.
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Figure 5.28: Variation of upstream depth ratio with respect to the discharge ratio
for four junction angles predicted using 3D numerical results and 1-D dynamic
model based on Shabayek et al. (2002).
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Figure 5.29: Variation of coefficient of energy loss with respect to the discharge
ratio for four junction angles predicted using 3D numerical results and 1-D
dynamic model as Equation 3.35.
The energy coefficient is computed based on Equation 3.35 utilizing both 3D
numerical results and experimental data for 90◦ junction at different discharge ra-
tios as shown in Figure 5.29. The calculations based on 3D numerical results and
agree better with experimental data by Weber et al. (2001) for the equal width 90◦
junction than the ones predicted using the 1-D dynamical model. Both 3-D and
1-D predictions has the same pattern. It was observed that energy loss increases
with respect to discharge ratio, and the slope ∂Ke./∂ξ increases as the discharge
ratio increases. Figure 5.29 also shows the variation of the relation at different
junction angles computed numerically in comparison with the predictions based
on 1-D dynamic model. Apparently, for δ > 30◦ the energy loss increases mono-
tonically with respect to discharge ratio ξ due to the increase of turbulent eddies
and flow separation as a result of increased lateral momentum. With the same
lateral inflows, however, the increased junction asymmetry associated with larger
junction angles results in larger energy loss due to the same mechanism of more
intense turbulent mixing. For junctions of small angles δ ≤30◦, the symmetry
of hydraulic behavior about ξ also lead to a symmetrical relation between energy
loss and discharge ratio due to the weak asymmetry of the planform, which lead
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to less streamline curvature as well as tranverse pressure gradient and momentum
transfer.
5.6 Unteady flow case studies
5.6.1 Numerical experimental description
During a storm event, both the flow rate and water depth in the open channel
system is subject to change, which implies the change of Reynolds number and
Froude number in space and time. In open channel flows, various coherent vor-
tices are also observed and they affect sediment transport significantly. In the in-
ner region closed to the wall or bed, bursting phenomena occur quasi-periodically
and sustain the turbulence. In the outer region near the water surface, kolk-boil
vortices occur Nezu and Nakagawa (1997). The flood flows are characterized by
these coherent structures. It has been observed that the hydrodynamic behavior
of the storm flows is quite different between the rising and falling stages during
the storm event due to the coherent structures. Thus it is very important to inves-
tigate the time evolution of hydrodynamic flow behavior during the passage of a
flood hydrograph. On the other hand, the inflow hydrographs to the stormwater
collection system which are either direct runoff from the nearby drainage basin
or directed from other intercepting or conveyance pipes are by characterized by
unsteadiness. Therefore, it is meaningful to examine unsteadiness effects on mean
flow field in CHZ to improve an understanding of the storage effect and backwater
effect which could results in large longitudinal water surface slope and associated
reach-scale pressure gradient in the vicinity of the junction.
As one of the largest civil engineering project on earth, integrated Chicago com-
bined sewer and Tunnel and Reservoir Plan is such a system of over thousands of
inlets, junctions and pipes. As a typical subset of the system, Figure 5.30 shows
Mainstream Drop Shaft 15 (MDS-15) in the Mainstream-Des Plaines TARP sys-
tem receives combined-sewer flows from a 216”(5.482 m) by 172.8”(4.395 m)
horseshoe shape City of Chicago sewer pipe. Flows from the 180”(4.572 m)×144
(3.657)”connecting conduit are conveyed through two 7.5’ (2.286 m)x 12’ (3.657m)
sluice gates to the 13-ft (3.96 m) diameter dropshaft. If and when TARP reaches
capacity and the sluice gates are closed or the capacity of the hydraulic struc-
tures is exceeded, combined sewage overflows into the Sanitary Drainage and
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Ship Canal through one CSO pipe (216 by 173 horseshoe) to DS-M15,Kenton
Ave (Kostner Ave Ext.) (N). Therefore, during extreme storm event,the regu-
lating structure serves as a junction where overflow backing up from TARP and
the intercepted combined sewer flow combine and overflow through downstream
CSO pipe. The system was selected because of the similarity with the planform
of 90◦ junction of equal width in upstream tributaries and post-confluence chan-
nels. The purpose is to reproduce the combining overflow process during extreme
storm event.
5.6.2 Hypothetical storm hydrographs
An ARI 100 year 12 hour design storm was routing through Chicago city sewer
model and IUHM (Illinois Urban Hydrologic Model), and then the inflow that was
directed to the upstream connecting tunnel was obtained with the peak flow rate of
3.536 m3/s, a rating curve at outlet of downstream CSO pipe was obtained by run-
ning TARP-CS model with the inflow hydrograph. As this part of work is focused
on examining the unsteadiness and the time evolution of confluence hydrodynam-
ics when both upstream tributaries receive unsteady inflows, the discharge ratio of
the two tributaries was maintained as constants of ξ = 0.25 and ξ = 0.75. The in-
flow hydrographs were designed in a way that unsteadiness will be the only factor
that affects the shape of the hydrograph. Thus, a hypothetical dimensionless unit
hydrograph (DUH) was constructed based on a gamma function as:
Q
QP
= em
[(
t
tp
)m] [
e
(
−m
(
t
tP
))]
(5.7)
There is only one parameter m Since the equation has only one parameter, m, one
value of m produces a unique DUH, and thus one unique peak rate factor (PRF).
PRF is calculated after the DUH coordinates are calculated. This means that var-
ious values of m must be tried in the equation until a desired PRF is reached.
Therefore the shape of DUH determines PRF and PRF can be considered as one
measure of overall unsteadiness of a hydrograph. PRF is a parameter that is used
to reflect the effect of watershed storage on runoff hydrograph shape. According
to the NRCS National Resources Conservation Service (NRCS) (2007), PRF has
been known to vary from 200 in flat swampy country to 600 in steep terrain.
The SAS (Scale adaptive simulation) was then implemented with SST k−ω model
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(b)
Figure 5.30: Description of MDS-15: (a) spatial location in Mainstream and Des
Plaines System and (b) Schematic of connection at MDS-15.
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to dynamically adapted to resolved structures in a URANS simulation, yielding
LES-like performance in unsteady region and reserving RANS capabilities in rel-
ative stable region. To facilitate the comparison, the duration of flow is set the
same as 1 hour and the reference total upstream flow rate is set as 3.536 m3/s.
Figure 5.31a shows the inflow profiles for lateral channel for ξ = 0.75 at various
PRF. Figure 5.31b shows the inflow profiles with different peak flow compared to
the reference value. For the same duration, PRF determines the timing when the
peak happens, smaller PRF results in a hydrograph with a sharply increased rising
limb followed with a longer tail. The other important factor determines the un-
steadiness is the magnitude of the peak flow which is illustrated in Figure 5.31b.
As mentioned earier, it is meaningful to examine the flow field at the rising limb
and falling limb followed by a comparison utilizing the same inflow rate at the in-
lets. A constant discharge ratio was maintained constant between two tributaries,
besides the dry period where the same base flow is maintained in two pipes. As
the hypothetical hydrograph is characterized by PRF and the peak ratio defined as
QP/QR, where QP is the peak flow and QR is the reference flow rate which is
taken as the peak flow rate of 100 year 12 hour storm. Namely, the former deter-
mines the timing of the peak and the later determines the intensity of the flow. A
set of four hydrographs for PRF andQP/QR were selected to run the experiments.
In total 16 runs were completed. The first scenario consists of four runs of ξ =
0.75 with PRF= 200, 300, 400, 500; The second scenario consists of four runs
of ξ = 0.25 with the same PRF as utilized in first scenario; The third scenario
consists of four runs of ξ = 0.75 with QP/QR= 0.2, 0.4, 0.6, 0.8; The second
scenario consists of four runs of ξ = 0.25 with the same QP/QR as utilized in
third scenario.
5.6.3 Simulation results and discussions
Figure 5.32 shows the outflow profile at the exit of the junction in comparison
with the inflow profiles with different PRF and peak ratios. It appears, the storage
effect of the junction is generally subtle if the bed is concordant or flat. Thus,
simple mass continuity assumes total inflow equals outflow applies.
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Figure 5.31: Hypothetical inflow hydrograph : (a) at different PRF (b) with
different peak ratio.
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Figure 5.32: Outflow profiles at exit of junction in comparison with total inflow
for ξ = 0.75: (a) at various QP/QR (b) at various PRF.
Results for two runs for first scenario with PRF=200 and PRF=500 andQP/QR =0.2
and 0.8 for from the third scenario are selected to be presented here. For each case,
the solution was chosen for approximately Q/Qp = 0.25 and Q/Qp = 0.75, as
there are two inflows on the rising limb and falling limb corresponds to the desired
value, therefore four sets of results were presented for each case.
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Figure 5.33: Numerical results of scenario PRF=200 for ξ = 0.75: (a) water
surface mapping (m) (b) streamwise velocity u (m/s).
145
(a)
(b)
Figure 5.34: Numerical results of scenario PRF=500 for ξ = 0.75: (a) water
surface mapping (m) (b) streamwise velocity u (m/s).
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Figure 5.35: Numerical results of scenario QP/QR = 0.2 for ξ = 0.75: (a) water
surface mapping (m) (b) streamwise velocity u (m/s).
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Figure 5.36: Numerical results of scenario QP/QR = 0.8 for ξ = 0.75: (a) water
surface mapping (m) (b) streamwise velocity u (m/s).
Figure 5.33 and Figure 5.34 show that for the same inflow rate as well as the
peak inflow of the hydrograph, the water surface and velocity distribution vary
dramatically with respect to PRF that determines the timing of the peak. It ap-
pears with the sharp rising limb featured by PRF= 200, the flow from the lateral
channel backed up into the main upstream channel, which resulted in a signifi-
cant increase of water surface upstream and further a large pressure gradient in
the streamwise direction. The lateral width of the separation zone was observed
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to increase at the water surface due to a smaller PRF. Based on the observations,
one can argue that an inflow hdyrograph with small PRF, which means greater
unsteadiness on the rising limb would lead to larger and irregular separation zone,
more significant water depth difference between upstream and post-confluence
channel, larger reach scale pressure, hence, result in more energy loss.
The QP/QR indicate the intensity of the flow which also can be interpreted as a
measure of unsteadiness, as larger QP/QR suggests larger unsteadiness. Interest-
ingly, this increase though leads to larger flow acceleration downstream, which
might be due to the increase of total momentum. However, there are not con-
clusive observations that show the either the water surface slope or separation
increases with the increase QP/QR.
Due to the scope of this work, although extensive numerical simulations might not
be available to make a conclusion, but the numerical results give insights of the
effect of unsteadiness and the junction flow behavior during a big or even extreme
event in the context of a real wastewater infrastructure.
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CHAPTER 6
CONCLUSIONS AND FUTURE WORK
6.1 Summary
A 1-D dynamic model was analyzed and applied to investigate the flow hydraulics
at junctions in an open channel. The model is capable of predicting the rise of wa-
ter surface in upstream tributaries, respectively.The total energy loss associated
with dominated by turbulent mixing using on a newly derived formula The model
was capable of incorporating geometry design factors and considering the scale
effects in terms of prototype scaling. An extensive investigation of junction loss
in an open channel system have been conducted for a variety of flow conditions
and fitting configurations.
As 1-D model is subject to limitations that underlines 1-D approximations that are
not valid for discontinuous and highly nonuniform flow that occurs in a junction
of open channels or channels that receives significant inflows. Thus, a generalized
3-D model was constructed using commercial CFD codes Fluent to provide com-
prehensive details of flow behaviors and turbulent eddies from three-dimensional
hydrodynamic perspective. A detailed description of directly related modeling
and simulation strategy summarized from literature was also provided. The good
accuracy of the model was demonstrated by the comparison with literature avail-
able experimental measurements of mean flow, turbulent terms as well as water
surface. A comparative numerical study of the turbulence models and grid inde-
pendent study was also conducted to justify the final choice of the two important
model components.
The validated numerical model was then applied to investigate the complex three-
dimensional flow field including the primary flow and secondary flow field. A
series of numerical experiment were conducted to examine the effect of upstream
hydrological conditions and junction planforms as major controls on the flow be-
havior in the CHZ. The detailed analysis of CHZ highlighted the controls of plan-
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form geometry and momentum ratio on flow structures in the vicinity of junc-
tion. The mappings of streamlines, water surface and mean flow field illustrated
qualitatively and quantitatively the secondary flow pattern, flow contraction and
acceleration as well separation the mechanisms that contribute to post-confluence
energy losses.
The detailed three-dimensional numerical solution facilitated the computation of
integral quantities such as energy flux correction and momentum correction co-
efficients which are important parameters in 1-D modeling. The cross-sectional
integration of these parameters throughout the main channel also facilitated quan-
titative analysis of spatial variation of them and turbulence production which is
the main contributor of associated junction energy loss. A comparative analysis
of the separation associated flow contraction and total energy loss was followed
to provide insight to modify the existing 1-D models.
The model was also scaled up to a prototype wastewater infrastructure scale and
run through the referenced hypothetical storm flows. Though the study is not con-
clusive, it give insights that the hydrological conditions at the upstream featured
with unsteadiness does play a important role in the flow behavior in CHZ.
6.2 Conclusions
The prediction of upstream water depths and increased hydraulic resistance at
junctions in open channels is very important in the design of open channel net-
works related to drainage system. The 1-D analysis identified three major con-
trols on the junction hydraulics: (1) junction planform including junction en-
trance angle, width raios and the degree of asymmetry (2) lateral momentum ra-
tios or discharge ratios and (3) downstream hydraulics in terms of Froude number.
The upstream depths and energy losses or hydraulic resistance were found to in-
crease with junction angles and downstream Froude number. Parabolic relation
was found between the discharge ratio and energy loss as well as upstream water
depth increase. The symmetry of parabola decreases with the increase of junction
angles, this kind of parabolic shape vanishes when approaching δ =90◦ due to
the asymmetry of the junction planform. Thus, for junction of smaller angles, the
upstream water depth and energy losses increased with discharge ratio when ξ <
0.5 and decrease when ξ > 0.5 with the maximum happens about ξ = 0.5. For
junctions of larger angles, the upstream widths and energy losses increased mono-
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tonically with respect to discharge ratios. The unsteady flow scenario implies the
increased unsteadiness of the inflow was found to be attributed to the increased
total energy loss.
The developed 3-D numerical model with selected grid configuration, turbulence
model as well as water surface treatment and discretization scheme is capable of
capturing the complex hydrodynamics and flow behaviors in the vicinity of conflu-
ence at a good agreement with the experimental data. The secondary flow pattern
is found to vary with momentum ratios and junctions angles. Both counterrotaing
cells and single helical cells are observed, the former is replaced by the latter fur-
ther downstream of the junction. The separation zone and intensity of turbulence
and secondary circulation is increased with junction angles and discharge ratios,
as a result, the flow contraction and acceleration increases. The 3-D water sur-
face does not only show the water surface depression downstream but also reveals
the superelevation in the vicinity of post-confluence channel which also drives
the secondary circulation form in a certain way. Due to the fact that both turbu-
lent terms and secondary circulation are highly dependent on junction planform
and upstream momentum ratios, the streamwise velocity distribution also shows
consistent trend. For combining flows meets at smaller angles, the streamwise
velocity did not show obvious deviation from velocity profiles in standard open
channel flows, however, for junction of larger angles, the velocity distribution is
drastically different from that of straight open channel without topographic effect
where the secondary flow is generally weak. Larger discharge ratios and larger
junctions angles lead to maximum velocity located closer to the bed rather than at
the water surface.
The area integrated mean flow and turbulent quantities implied that spatial vari-
ation of momentum and energy correction coefficient are associated with that of
the spatial distribution of TKE, the maximum of both happens about 2-3 times of
channel width downstream of the downstream corner of junction. The maximum
contraction coefficient increases with respect to junction angles but shows reverse
parabolic behavior about discharge ratios for junction of smaller angles, other-
wise, it decreases as the discharge ratio increases. The comparative 1-D and 3-D
study on the important features of maximum contraction, upstream water depth in-
crease and energy losses quantify the deviation of 1-D results from full 3-D flow
field data. This gap between the calculated values from 1-D theoretical methods
and 3-D numerical results shows the importance of 3-D effects. 1-D approxima-
tion is only acceptable for smaller discharge ratios and junction angles where the
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3-D effects is minor. Otherwise, a 3-D numerical model is necessary to quantify
the bias especially in channel network design due to the expected upstream water
depth and increased hydraulic resistance. The storm flows are characterized by
unsteadiness, two types of unsteadiness determined the timing of the peak and the
intensity of flow show impact on the confluence hydrodynamics and the former
plays a relative more important role. For flat bed junctions, the storage effect is
generally minor, hence simple mass continuity still applies. Thus, unsteadiness of
inflow alters the flow structure even at the same discharge ratio with same total
combining flow due to varied turbulence production during storm events. In addi-
tion, the flow behavior differs on the rising limb and falling limb due to the time
gradient of the flow rate.
6.3 Suggestions for future work
There are three major categories can be performed as an extension of current work:
• The limitation of the adopted 1-D dynamic model is that it is only valid for
subcritical flow, however, the contraction at downstream channel might also
lead to supercritical flow if it meets certain fitting configurations especially
during flash storm event. Thus transitional flow is suggested to be incor-
porated into 1-D modeling work, to facilitate the extend the application to
highly unsteady flows.
• The extensive analysis of flow structure in emphasized the 3D characteris-
tics of flow that varies due to junction planform and hydrological conditions.
Though the cloud of dimensionless results presented in this study can be ap-
plied to the similar connections with the similar configurations, a full 3-D
and 1-D coupling is promising and important especially in open channel
system. Utilizing 3D modeling at the CHZ to provide the precise boundary
conditions in the sense of flow level and dynamics at the interface simulta-
neously will facilitate in conjunction with the 1-D finite volume unsteady
flow solver will improve the accuracy of unsteady flow simulations while
optimizing the computational cost therefore facilitate real-time monitoring
in extreme event in the global changing climate context.
• Apply the modeling strategy to other flow diversion problems, such as flow
at pipe bend, flow splitter, lateral weirs and river meander and so forth.
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6.4 Related technical papers, reports & conferences
• Luo, H. and Schmidt, A. (2015) Three-dimensional numerical study of
steady and unsteady flows in open-channel junctions, Oral Presentation,
EWRI World Environmental & Water Resources Congress , Austin, Texas.
• Luo, H. and Schmidt, A. (2013) Application of modified 1-D dynamic
model to unsteady subcritical open channel junction flows, Oral Presen-
tation, EWRI World Environmental & Water Resources Congress , Cincin-
nati, Ohio.
• Luo, H., Schmidt, A., Oberg, N., Garcia, M. (2013) Hydrologic and Hy-
draulic Analysis of Mainstream/Des Plaines TARP System, MWRD Tech-
nical Report.
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