We consider an Ito stochastic differential equation with delay, driven by brownian motion, whose solution, by an appropriate reformulation, defines a Markov process X with values in a space of continuous functions C, with generator L. We then consider a backward stochastic differential equation depending on X, with unknown processes (Y, Z), and we study properties of the resulting system, in particular we identify the process Z as a deterministic functional of X. We next prove that the forward-backward system provides a suitable solution to a class of parabolic partial differential equations on the space C driven by L, and we apply this result to prove a characterization of the fair price and the hedging strategy for a financial market with memory effects. We also include applications to optimal stochastic control of differential equation with delay: in particular we characterize optimal controls as feedback laws in terms the process X.
Introduction
We will consider stochastic differential equations with delay (SDDEs for short) on a finite interval of the form dy t = b(t, y t+· ) dt + σ(t, y t+· ) dW t , t ∈ [0, T ], y θ = x(θ), θ ∈ [−r, 0], (1.1) for an unknown process (y t ) t∈[−r,T ] in R n . Here r > 0 is called the delay and we use the notation y t+· = (y t+θ ) θ∈ [−r,0] . It is customary, and convenient, to introduce the space C = C([−r, 0]; R n ) and the C-valued process X = (X t ) t∈[0,T ] defined by X t (θ) = y t+θ , θ ∈ [−r, 0]
With this notation, b(t, ·) and σ(t, ·) are functions defined on C and the equation can be written dy t = b(t, X t ) dt + σ(t, Xt) dW t , t ∈ [0, T ],
SDDEs are a classical subject: in the standard reference book [17] (see also [18] ) basic results are established: existence and uniqueness of solutions, regular dependence on parameters, Markov property of X as a C-valued process, characterization of its generator. In [7] long time asymptotics is studied in detail. In this paper we will present new results on optimal control problems for SDDEs. Moreover, since the Markov character of solutions allows for application of dynamic programming arguments, we will also prove new results on the corresponding Hamilton-Jacobi-Bellman equation. More generally, we will consider a class of semilinear versions of the parabolic Kolmogorov equation associated to the process X. This class includes as a very special case some infinitedimensional variants of the Black-Scholes equation for the fair price of an option, of great interest in mathematical finance and already considered in [5] .
The main tool will be the use of techniques from the theory of backward stochastic differential equations (BSDEs) in the sense of Pardoux-Peng, first considered in the nonlinear case in the paper [23] . We refer to the monographs [8] , [22] for an exposition of the basic theory. The BSDE approach that we follow consists in addressing equation ( where ∇ 0 is a differential operator defined by ∇ 0 v(t, x) = ∇ x v(t, x)({0}) (1.4) where the gradient ∇ x v(t, x) at point (t, x) ∈ [0, T ] × C is an element of the dual space C * , hence an n-tuple of finite Borel measures on [−r, 0]. Thus, ∇ 0 v(t, x) is a vector in R n whose components are the masses at point 0 of the components of ∇ x v(t, x). It turns out that v is a solution of a semilinear parabolic equation of the form:      ∂v(t, x) ∂t + L t v(t, x) = ψ(t, x, v(t, x), ∇ 0 v(t, x) σ(t, x)), v(T, x) = φ(x), t ∈ [0, T ], x ∈ C,
where L t is the generator of the Markov process (X t,x τ ). In the finite-dimensional case, this was first proved in [24] for classical solutions of (1.5) . If one considers the controlled SDDE dy u s = b(s, X u s ) ds + σ(s, X u s ) [h(s, X u s , u s )) ds + dW s ], s ∈ [t, T ], X t = x.
( 1.6) where the solution depends on a control process u(·) taking values in a space U , and h : [0, T ] × C × U → R d is given, and one tries to minimize a cost functional
where g : U → [0, ∞), then equation (1.5) is the associated Hamilton-Jacobi-Bellman equation, provided the hamiltonian function ψ : [0, T ] × C × R d → R is defined by the formula ψ (t, x, z) = inf {g(u) + zh (t, x, u) :
This way we eventually prove that v coincides with the value function of the control problem. Although BSDEs were known to be useful tools in the study of control problems and nonlinear partial differential equations, applications to infinite-dimensional state spaces are more recent and difficult: see e.g. [10] , [11] for the case of a Hilbert space, and [16] for some related results on Banach spaces. In these papers, as well as in the present one, the solution of (1.5) is understood in the so-called mild sense. Special difficulties are given by the fact that the state space C is used as the state space of the basic stochastic process X. The reason for doing this is to allow for great generality on the coefficients b, σ of the SDDEs as well as on the cost functional of the control problem. For instance the functional φ occurring in (1.7) could have the form φ(z) = [−r,0] g(z(θ)) µ(dθ), z ∈ C, (1.8)
for some g ∈ C 1 (R) and some measure µ on [−r, 0]. The special case when µ is supported on a finite number of points is of particular interest and could be studied by direct methods, but it is included in our results. More generally, if φ 1 , . . . , φ n are functionals with the form (1.8) corresponding to functions g 1 , . . . , g n ∈ C 1 (R), and if h ∈ C 1 (R n ), then the functional φ(z) = h(φ 1 (z), . . . , φ n (z)), can also be treated by our methods. One could avoid the use of the space C by looking at X as a process with values in the space L 2 ([0, T ]; R n ) instead. This was the approach taken in [12] . However, this leads to restrictions on the applicability of the corresponding results. Optimal control problems for SDDEs have been thoroughly investigated in recent years: we refer to the book [4] and the references therein. One of the main results there is the characterization of the value function as the unique viscosity solution of the Hamilton-Jacobi-Bellman equation (1.5) . This is achieved for controlled equations of more general form than (1.6), in particular with possibly control-dependent diffusion coefficients. In our paper we assume stronger conditions, namely a special form for the control system (1.6) and differentiability assumptions on the data b, σ, φ, ψ with respect to the space variable x ∈ C. In this case we are able to prove further properties on the solution v, namely its differentiability. Thus, some of our results can be viewed as regularity properties, occurring under appropriate assumptions, of the viscosity solutions of (1.5). However, the existence of the gradient of v is of special interest in optimal control theory, since it allows to characterize optimal controls via feedback laws and to prove existence of optimal controls after appropriate formulation.
Parabolic equations on the space C of the form (1.5) have also been considered for other purposes, in particular as a generalization of the Black-Scholes equation for the fair price of an option, in case the market models exhibits memory effects, see [5] . In particular, the special operator ∇ 0 defined in (1.4) also occurs in the class of equations considered there. In the same spirit in [1] some formulae of Black-Scholes type are proved. Here again the approach based on BSDEs gives new results in comparision to [5] .
The plan of the paper is as follows: in section 2 we introduce notation and review some results on SDDEs, adding some precision on regularity properties of the solution, concerning in particular their Malliavin derivative. Section 3 is devoted to proving Theorem 3.1, which is the key of many subsequent results; here the operator ∇ 0 is introduced. In section 4 we present the forward-backward system (1.2) and prove in particular the second formula in (1.3). In section 5 we study the optimal control problem, we prove in particular the so-called fundamental relation, we give criteria for optimality of feedback controls and we prove existence of optimal controls in the weak sense. Section 6 is devoted to the study of equation (1.5) : it is proved that a solution exists and it is connected to the solution of the forward-backward system (1.2) by formula (1.3); in particular it is proved that the value function of the control problem is a solution to this equation (in the mild sense); finally, it is shown how (1.5) may arise as the a Black-Scholes equation in a financial market and we give explicit conditions for its solvability.
2 Preliminary results on stochastic delay differential equations
Notations
In this paper we consider a complete probability space (Ω, F, P) and a standard Wiener process W = (W t ) t≥0 with values in R d . We denote by (F t ) t≥0 the natural filtration of W augmented in the usual way by the sets of P-measure 0.
For fixed r > 0, we introduce the space
of continuous functions from [−r, 0] to R n , endowed with the usual norm |f | C = sup θ∈[−r,0] |f (θ)|.
We will consider C-valued stochastic processes: for T > 0 we say that a C-valued process
is finite. Here and in the following, if no confusion is possible, we denote the norm of R n , R d and R nd by | · |. We next define several classes of differentiable functions between Banach spaces, first introduced in [10] in connection with stochastic processes, which allow to formulate several regularity results in a compact way.
In the following, if E and K are Banach spaces, we denote by G 1 (E, K) the space of continuous functions u : E → K such that: 1) u is continuous; 2) u is Gâteaux differentiable on E, with Gâteaux differential at point x ∈ E denoted by ∇u(x) ∈ L(E, K) (the latter being the space of bounded linear operators from E to K, endowed with its usual norm); 3) for every h ∈ E, the map x → ∇u(x) h is continuous from E to K. We note that the map x → ∇u(x) is not required to be continuous from E to L(E, K): if this happens then u is also Fréchet differentiable.
We say that a function v :
, where a, b ∈ R, a < b. We recall that the dual space of C( [a, b] ) is the space of finite Borel measures on [a, b], endowed with the variation norm. Identifying E with the product space C([a, b]) n in the obvious way we conclude that the dual space E * of E can be identified with the space of n-tuples µ = (µ k ) n k=1 , where each µ k is a finite Borel measure on [a, b] , and the value of µ at an element
. We denote by |∇ x v(t, x)| its total variation norm and we define
i.e., ∇ 0 v(t, x) is a vector in R n whose components ∇ k 0 v(t, x) (k = 1, . . . , n) are the masses at point 0 of the components of ∇ x v(t, x).
Remark 2.1 In the following, a basic role will be played by the space G 0,1 ([0, T ] × C, R): according to the previous definitions, it consists of real continuous functions v on [0, T ] × C such that, for every t ∈ [0, T ], v(t, ·) is Gâteaux differentiable on C, with Gâteaux differential at point x ∈ C denoted by ∇ x v(t, x) (an n-tuple of finite Borel measures on [−r, 0]), such that the map
Stochastic delay differential equations
We fix T > 0 and we consider the following stochastic delay differential equation for an unknown process (y t ) t∈[0,T ] taking values in R n : We make the following assumptions on the coefficients of (2.2). 
In the following we collect some results on existence and uniqueness of a solution to equation (2.2) and on its regular dependence on the initial condition. It turns out that there exists a continuous solution, so we can define a C-valued process X = (X t ) t∈[0,T ] by
We notice that if t + θ < 0 then y t+θ = x(t + θ). We will use the notations y x , y x t , X x or X x t to indicate dependence on the starting point x ∈ C. 
In addition, the map x → X x is Lipschitz continuous from C to S p ([0, T ]; C); more precisely,
If we further assume that Hypothesis 2.2, point 3, holds true then the map x → X x belongs to the space
Proof. For the proof (in the case of p = 2), we refer to [17] , Chapter II: we refer to Theorem 2.1 for existence and uniqueness of the solution of equation (2.2), to Theorem 3.1 for the Lipschitz dependence of this solution on the initial datum, and to Theorem 3.2 for the differentiability of the solution with respect to the initial datum. See also [18] , Theorems I.1 and I.2. The proof in the case of p > 2 can be performed in a similar way.
Let us introduce a delay equation similar to (2.2) but with initial condition given at time t ∈ [0, T ]:
We introduce the C-valued process given by
By [17] , Chapter III, Theorem 2.1, the C-valued process (X t,x τ ) τ ∈[t,T ] is a Markov process with transition semigroup, acting on bounded and Borel measurable φ : C → R, given by
Remark 2.4 The transition semigroup (P t,τ ) has been extensively studied in the literature, see e.g. [17] and [18] . For the sake of completeness, we briefly recall some result on its generator, which will appear in section 6 in the formulation of the Kolmogorov equation. For simplicity, let us consider the autonomous case in equation (2.4): b and σ do not depend on time and s = 0, so we consider the one parameter semigroup (P t ) t∈[0,T ] . The transition semigroup (P t ) is never strongly continuous on the space C, nevertheless it admits a weakly continuous generator L, see [17] , chapter IV and [18] , chapter II. Let S t : C → C denote the shift operator and let S denote the weak generator of the corresponding semigroup. To derive a formula for the generator L we need to augment C by adding an n-dimensional direction. L will be equal to the sum of the generator of the shift semigroup S and a second order linear partial differential operator along this new direction. Let F n := {v1 0 : v ∈ R n } and C ⊕ F n := {f + v1 0 : f ∈ C, v ∈ R n } with the norm f + v1 0 C⊕Fn := |f | C + |v|. Suppose that φ : C → R is twice continuously Frechet differentiable and let f ∈ C. Then the Frechet derivatives ∇φ(f ) and ∇ 2 φ(f ) have unique weakly continuous linear and bilinear extensions
We are ready to introduce L. Suppose that φ : C → R, φ ∈ D(S), and φ is sufficiently smooth (e.g. φ is twice continuously differentiable and its derivatives are globally bounded and lipschitz
where
is any basis of R n .
Differentiability in the Malliavin sense
Our aim is now to compute the Malliavin derivative of the solution of the delay equation. We start by recalling some basic definitions from the Malliavin calculus. We refer the reader to the book [19] for a detailed exposition. We consider again a standard Wiener process W = (W t ) t≥0 in R d and the Hilbert space 
, called the first Wiener chaos. Given a Hilbert space K, let S K be the set of K-valued random variables F of the form
with values in K; by ∂ k we denote the partial derivatives with respect to the k-th variable. It is known that the operator D :
is closable. We denote by D 1,2 (K) the domain of its closure, endowed with the graph norm, and we use the same letter to denote D and its closure:
The adjoint operator of D,
we will also use the notations
It is known that dom(δ) contains every (F t )-predictable process in L 2 (Ω × T ; K) and for such processes the Skorohod integral coincides with the Itô integral; dom(δ) also contains the class L 1,2 (K), the latter being defined as the space of processes u ∈ L 2 (Ω × T ; K) such that u j t ∈ D 1,2 (K) for a.e. t ∈ [0, T ] and every j, and there exists a measurable version of
Finally we recall that if
We now introduce the Malliavin derivative for a functional of a stochastic process. In the remainder of this section we set E = C([−r, T ]; R n ). If f ∈ G 1 (E, R n ) then, according to the notation introduced above,
If y is a continuous stochastic process with time parameter [−r, T ] then f (y . ) is a random variable. We wish to state a chain rule for the Malliavin derivative of f (y . ). We will restrict to the case when y is adapted, more precisely its restriction to [0, T ] is adapted to (F t ) t∈[0,T ] and its restriction to [−r, 0] is deterministic. Clearly, Dy t = 0 for t ∈ [−r, 0]. Following [14] , lemma 2.6, we have the following basic result (we note that in [14] derivatives are understood in the sense of Fréchet, but the same arguments apply to the present situation).
is a process in R n satisfying the following conditions:
1. y is a continuous adapted process and
} is a continuous process and
Then f (y . ) ∈ D 1,2 and its Malliavin derivative is given by the formula: for j = 1, ..., d and a.e. s ∈ [0, T ] we have, P-a.s.,
Next we establish when the solution of the delay equation is Malliavin differentiable, and moreover we write a stochastic (functional) differential equation satisfied by the Malliavin derivative. We substantially follow [14] , Theorem 4.1. 
Finally, for every p ∈ [2, ∞) and s ∈ [0, T ] we have
Proof. Except for the final statement, the proof can be achieved with techniques similar to the ones indicated in the proof of Theorem 4.1 in [14] . The only minor difference is that we consider a general delay differential equation, while in [14] the coefficients depend on the past behavior of the solution only after time 0: however, the same arguments apply. The proof of the final statement follows by standard estimates on equation (2.10), taking into account that ∇ x b and ∇ x σ are bounded in the total variation norm.
Corollary 2.7 Suppose that the assumptions of Theorem 2.6 hold true, let
for some C > 0 and m ≥ 0.
Then for every
Proof. The conclusion follows immediately from Lemma 2.5 and Theorem 2.6 if f is a Lipschitz function. The general case can be proved by approximating f by a sequence of Lipschitz functions obtained by a standard truncation procedure.
Remark 2.8 The first result on Malliavin differentiability of the solution of a functional stochastic differential equations was proved in [15] . In that paper the aim was to prove that y t belongs to the domain of the generator of the Ornstein-Uhlenbeck semigroup of the Malliavin calculus, therefore more restrictive assumptions were assumed on the coefficients of equation (2.2), in particular they were required to be twice differentiable.
A result on joint quadratic variations
The aim of this section is to state and prove a technical result, Theorem 3.1, which will be used in the rest of this paper. To state this theorem we need to recall some definitions concerning joint quadratic variations of stochastic processes and to introduce a differential operator, denoted ∇ 0 , which will also play a basic role in the sequel.
We say that a pair of real stochastic processes (X t , Y t ), t ≥ 0, admits a joint quadratic variation on the interval [0, T ] if setting
) exists in probability. The limit will be denoted X, Y [0,T ] . This definition is taken from [26] , except that we do not require that the convergence in probability holds uniformly with respect to time. In [26] the process X, Y is called generalized covariation process; several properties are investigated in [27] , [28] , often in connection with the stochastic calculus introduced in [25] . With respect to the classical definition, the present one has some technical advantages that are useful when dealing with convergence issues (compare for instance the proof of Theorem 3.1 below).
In the following we will consider joint quadratic variations over different intervals, which is defined by obvious modifications.
It is easy to show that if X has paths with finite variation and Y has continuous paths then
If X and Y are stochastic integrals with respect to the Wiener process then the joint quadratic variation as defined above coincides with the classical one. A similar conclusion holds for general semimartingales: see [26] , Proposition 1.1.
We set C = C([−r, 0]; R n ) and, for every t ∈ [0, T ] and x ∈ C, we let {X t,x s , s ∈ [t, T ]} denote the process defined by the equality (2.5), obtained as a solution to equation (2.4). In particular it is an C-valued process with continuous paths and adapted to the filtration
Borel measures on [−r, 0]; we denote by |∇ x u(t, x)| its total variation norm and we denote ∇ 0 u(t, x) = ∇ x u(t, x)({0}), compare (2.1); thus, ∇ 0 u(t, x) is a vector in R n whose components ∇ k 0 u(t, x) (k = 1, . . . , n) are the masses at point 0 of the components of ∇ x u(t, x). We denote W i (i = 1, . . . , d) the i-th component of the Wiener process W , by σ i the i-th column of the n × d matrix σ, and by σ i k (k = 1, . . . , n) its components. 
Proof. For the sake of simplicity we write the proof in the case t = 0, the general case being deduced by the same arguments.
We fix x ∈ C, T ′ ∈ (0, T ) and we denote X 0,x by X for simplicity. Thus,
We will use the results on the Malliavin derivatives stated in Theorem 2.6, and in particular formula (2.9) that, in view of (2.11), can be written in the form:
for 0 ≤ t ≤ s ≤ T . Noting that ∇ x b(t, x) and ∇ x σ(t, x) are bounded by the Lipschitz constant L of b(t, ·) and σ(t, ·), it follows from (2.11) that for every r ∈ [0, T ]
We have to prove that
in probability, as ǫ → 0. We need to re-write C ǫ in an appropriate way, fixing ǫ > 0 so small that T ′ + ǫ ≤ T . We first explain our argument by writing down some informal passages: by the rules of Malliavin calculus we have, for a.a. 4) where the symboldW denotes the Skorohod integral, and by e i we denote the i-th component of the canonical basis of R d and by e * i its transpose (row) vector. Integrating over [0, T ′ ] with respect to t and interchanging integrals gives
To justify (3.4) and (3.5) rigorously we proceed as follows. To shorten notation we define
Using Corollary 2.7 and formula (2.10), it is easy to show that, for all t, v t belongs to D 1,2 and the process 
, it is in fact easy to verify that we even have z ∈ L 2 (Ω × [0, T ]); thus (3.6) holds for a.a. t, and (3.6) yields (3.4) for a.a.
Next we wish to show that the process
is Skorohod integrable and to compute its integral, which occurs in the right-hand side of (3.5). For arbitrary G ∈ D 1,2 , by the definition of the Skorohod integral and by (3.6),
This
Recalling (3.6) we obtain
and (3.5) is proved.
Recalling that D s (u(t, X t )) = 0 for s > t by adaptedness, and using the chain rule (2.11) for the Malliavin derivative we have, for a.a. s, t with s ∈ [t, t + ǫ],
and from (3.5) we deduce
Now we let ǫ → 0, and we first claim that I ǫ 2 → 0 in probability. To prove this, it is enough to show that the process
Indeed, since the Skorohod integral is a bounded linear operator from L 1,2 to L 2 (Ω), this implies that
in L 2 (Ω). We prove, more generally, that for an arbitrary element y ∈ L 1,2 (R), if we set
). So to prove the claim it is enough to show that the norm of T ǫ , as an operator on L 1,2 (R), is bounded uniformly with respect to ǫ. We have
This shows the required bound, and completes the proof that I ǫ 2 → 0 as ǫ → 0. Now we proceed to compute the limit of I ǫ 1 . We note that, by adaptedness, D s y(t + ǫ+ θ) = 0 for s > t + ǫ + θ, so that
For fixed t, let us exchange integrals with respect to ds and ∇ x u(t + ǫ, X t+ǫ )(dθ) obtaining
Next we replace D s y(t + ǫ + θ) by the expression given by (3.2) and we obtain
then, using the notation |∇ x u(t + ǫ, X t+ǫ )|(dθ) to indicate the total variation measure, we have
Taking the L 1 (Ω) norm of both sides and using the Hölder and the Doob maximal inequality we have
Denoting for simplicity h(s,
|D s y(t)| 2 ds < ∞.
Let us define the operator
, so to prove that
. This is obvious if k is in the space of bounded functions on
for some constant C and for every k ∈ L 1 ([0, T ] 2 ). This follows from the inequalities
since the term in square brackets is less or equal to ǫ. This finishes the proof that J ǫ 3 → 0 in L 1 (Ω), hence in probability. In a similar and simpler way one proves that J ǫ 2 → 0 in probability. To finish the proof of the proposition it remains to compute the limit of J ǫ 1 . Exchanging integrals with respect to ds and ∇ x u(t + ǫ, X t+ǫ )(dθ), and then using another change of variable we have
Next we show that H ǫ 2 → 0, P-a.s. Since
we have
Let us fix ω ∈ Ω and note that, P-a.s.,
, P-a.s., so to prove that H ǫ 2 → 0 in probability it is enough to show that
. This follows from the inequality
This finishes the proof that H ǫ 2 → 0 P-a.s., hence in probability. It remains to consider the term
We clearly have, P-a.s.,
and by dominated convergence, P-a.s.,
This shows that C ǫ converges in probability and its limit is
The forward-backward system with delay
In this section we will discuss existence, uniqueness and regular dependence on the initial data of the following forward-backward system: for given t ∈ [0, T ] and
Here we use the notation X τ (θ) = y τ +θ , θ ∈ [−r, 0], as before, so the first equation in (4.1) is the same as (2.4). We extend the definition of X setting X s = x for 0 ≤ s ≤ t. The second equation in (4.1), namely
is of backward type. Under suitable assumptions on the coefficients ψ :
and φ : C → R we will look for a solution consisting of a pair of predictable processes, taking values in R × R d , such that Y has continuous paths and
see e.g. [23] . In the following we denote by K cont ([0, T ]) the space of such processes. The solution of (4.1) will be denoted by (X τ , Y τ , Z τ ) τ ∈[0,T ] , or, to stress the dependence on the initial time t and on the initial datum x, by (X 
3. there exist K > 0 and m ≥ 0 such that
4. φ ∈ G 1 (C, R) and there exist K > 0 and m ≥ 0 such that
Under these assumptions we can state a result on existence and uniqueness of a solution of the forward-backward system (4.1) and on its regular dependence on x.
Proposition 4.2 Assume that Hypotheses 2.2 and 4.1 hold true. Then the forward-backward system (4.1) admits a unique solution
. Finally, the following estimate holds true: for every p ≥ 2 there exists C > 0 such that
Proof. We only give a sketch of the proof. The forward equation has a unique solution by Theorem 2.3. Existence and uniqueness of the solution of the backward equation follows from the classical result [23] .
In Theorem 2.3 we have shown that the map x → X t,x belongs to C 1 (C, S p ([0, T ] ; C)) for every 2 ≤ p < ∞. Then the proof of continuity and differentiability of (t, x) → (X t,x , Y t,x , Z t,x ) in the appropriate norms, as well as the final estimate on ∇ x Y t,x τ , can be achieved as in Proposition 5.2 in [10] . The only difference is that in [10] the process X t,x takes values in a Hilbert space, while in our context it takes values in the Banach space C; nevertheless the same arguments apply (see also [16] for a similar result in Banach spaces).
Corollary 4.3 Assume that Hypotheses 2.2 and 4.1 hold true. Then the function
Finally, for every t ∈ [0, T ] and x ∈ C, we have, P-a.s,
Proof. It is well known that v(t, x) is deterministic, and its properties are therefore a direct consequence of Proposition 4.2. Equality (4.4) is also a standard consequence of uniqueness of the solution of the backward equation.
To prove (4.5) we consider the joint quadratic variation of Y t,x and the Wiener process W i on an interval [t, T ′ ], with T ′ < T . Taking into account the backward equation we obtain
By Theorem 3.1 we have
so that (4.4) implies (4.5).
Remark 4.4 If we strengthen slightly the regularity assumptions and we require that, for all t ∈ [0, T ], the functions b(t, ·), σ(t, ·), φ are continuously Fréchet differentiable on C and ψ(t, ·, ·, ·) is continuously Fréchet differentiable on C × R × R d , then we can prove, with only minor changes in the proofs, that the function v defined in (4.3) is Fréchet differentiable with respect to x and the Fréchet derivative is a continuous function from [0, T ] × C to the dual space C * with respect to the usual norm (i.e. the variation norm).
Remark 4.5 In the context of Proposition 4.2, the law of the solution (X t,x , Y t,x , Z t,x ) is uniquely determined by , x and the coefficients b, σ, ψ, φ. Since v(t, x) is deterministic, hence determined by its law, we conclude that the function v is a functional of the coefficients b, σ, ψ, φ and does not depend on the particular choice of the probability space (Ω, F, P) nor on the Wiener process W .
5 Application to stochastic optimal control 5.1 Strong formulation of the optimal control problem Let (Ω, F, (F t ) t≥0 , P) be a filtered probability space, satisfying the usual conditions, and let W be an R d -valued standard Wiener process with respect to (F t ) and P. We consider the following controlled functional stochastic equation on an interval [t, T ] ⊂ [0, T ]:
The coefficients b and σ satisfy the previous assumptions. u(·) denotes the control and y u the corresponding solution. We assume that controls are (F t )-predictable process with values in a given measurable space (U, U). The function h : [0, T ]×C×U → R d is measurable and bounded. We introduce again the process
which now depends on the control and takes values in C = C([−r, 0]; R n ), so that equation (5.1) can be rewritten as
We introduce the cost functional to minimize:
where g : U → [0, ∞) and φ : C → R are given functions.
Remark 5.1 Without any substantial change, we could consider more general cost functionals of the form
where ℓ : R n → R. In fact, this kind of cost can be put in the form (5.4) as follows: first note that in equation (5.1) we can assume r ≥ T , possibly extending the functions b and σ in the obvious way; next we define, for x ∈ C,
so that φ 0 (X u T ) = T t ℓ 0 (y u s ) ds and we conclude that
which has the required form. In a similar way, under suitable assumptions, one could consider even more general costs of the form
However, we limit ourselves to cost functionals with the structure of (5.4).
To proceed further we need to introduce the hamiltonian function ψ :
and the corresponding, possibly empty, set of minimizers 
We are now ready to formulate the assumptions we need . 
Remark 5.4 1. Hypothesis 5.3 is stronger than Hypothesis 4.1. Indeed, point 1 of Hypothesis 4.1 is a straightforward consequence of the fact that h is assumed to be bounded.
2. In the case U ⊂ R k , h(t, x, u) = u, the previous assumptions require in particular that the set U where control processes take values should be bounded.
3. The assumptions on the hamiltonian function ψ can be easily verified in specific cases. For instance if U is a closed ball of R k centered at the origin, and g(u) = g 0 (|u| p ) for some p > 1 and some convex function g 0 : [0, ∞) → [0, ∞) such that g ∈ C 1 ([0, ∞)) and g ′ (0) > 0, then the hamiltonian is differentiable with respect to z and ψ satisfies points 2 and 3 of Hypothesis 4.1.
Now let us consider a probability space ( Ω, F , P), a standard Wiener process W in R d , and the following forward-backward system: 
is a functional of the coefficients b, σ, ψ, φ and does not depend on the particular choice of ( Ω, F , P) nor on the Wiener process W .
In the following proposition we show that the function v, defined in this way by means of an appropriate forward-backward stochastic differential system, plays a basic role in the control problem. (5.4) . Let v be defined in (5.9) . Then for every t ∈ [0, T ] and x ∈ C and for every admissible control u(·) we have J (t, x, u(·)) ≥ v (t, x).
Proposition 5.5 Assume that Hypotheses 2.2 and 5.3 hold true, and that the cost functional is given in
Proof. We fix t, x and a control u(·). Let (X u τ ) τ ∈[t,T ] be the corresponding process defined by (5.2). We define the process
and we note that X u solves the equation
Since h is bounded, we can apply the Girsanov theorem and deduce that there exists a probability measure P u on (Ω, F) such that W u is a Wiener process with respect to P u . We remark that, by uniqueness, X u is in fact a continuous process adapted to the natural filtration generated by W u and augmented by the P u -null sets. In (Ω, F, P u ) let us consider the backward equation for the unknown process (Y u τ , Z u τ ), τ ∈ [t, T ]:
We notice that the forward-backward system (5.10)-(5.11) has the form (5.8) and we conclude that
, where v is defined in (5.9); in particular, it does not depend on u(·). Now we wish to prove that T t Z u s dW s has finite expectation, equal to zero. By the Burkholder-Davis-Gundy inequalities, it is enough to prove that
We remember that
We denote dP u dP by ρ, and by E u the expectation with respect to P u . We estimate
Since the process Z u , solution to (5.11), is square-summable withe respect to P u , it remains to prove that E u ρ −2 is finite. Noting that
and recalling that h is bounded we get, for some constant C,
Now (5.12) is proved and therefore τ t Z u s dW s has zero expectation with respect to the original probability P. If we set τ = t in (5.11) and we take expectation with respect to P, we obtain
Adding and subtracting E T t g (u s ) ds we arrive at
By the definition of ψ the term in the square brackets is non positive and consequently v (t, x) ≤ J (t, x, u(·)).
The equality (5.13) can be regarded as a version of the so-called fundamental relation. We immediately deduce the following consequences: Proposition 5.6 Let t ∈ [0, T ] and x ∈ C be fixed. If a control u(·) satisfies J (t, x, u(·)) = v (t, x) then u(·) is optimal for the control problem starting from x at time t.
Assume that the set-valued map Γ has non empty values and it admits a measurable selection
and assume that a control u(·) satisfies
Then J (t, x, u(·)) = v (t, x), u(·) is optimal, and the optimal pair (u(·), X u ) satisfies the feedback law
We note that (5.15) follows from (5.14) and (4.5). However, we can not prove the existence of an optimal control satisfying (5.14) (and hence (5.15)). Such a control can be shown to exist if there exists a solution to the so-called closed-loop equation
16) since in this case one can define an optimal control setting
However, under the present assumptions, we can not guarantee that the closed-loop equation has a solution in the usual strong sense. To circumvent this difficulty we will revert to a weak formulation of the optimal control problem.
Weak formulation of the optimal control problem
We formulate the optimal control problem in the weak sense following the approach of [9] , see e.g. chapter III. The main advantage is that we will be able to solve the closed loop equation in a weak sense, and hence to find an optimal control, even if the feedback law is non smooth.
Initially, we are given the set U and the functions b, σ, h, g, φ. By an admissible control system we mean (Ω, F, (
where (Ω, F, (F t ) t≥0 , P) is a filtered probability space satisfying the usual conditions, W is an R d -valued standard Wiener process with respect to (F t ) and P, u is an (F t )-predictable process with values in U , X u satisfies (5.2)-(5.3). An admissible control system will be briefly denoted by (W, u, X u ) in the following. Our aim is now to minimize the cost functional
over all the admissible control systems (W, u, X u ). We can prove the following results: (5.17) . Let v be defined in (5.9) . Then for every t ∈ [0, T ] and x ∈ C and for all admissible control system (W, u, X u ) we have
and the equality holds if and only if
Moreover assume that the set-valued map Γ has non empty values and it admits a measurable
Finally, the closed loop equation (5.16 ) admits a weak solution (Ω, F, (F t ) t≥0 , P, W, X) which is unique in law and setting
we obtain an optimal admissible control system (W, u, X).
Proof. The proof follows from the fundamental relation (5.13) and the same arguments leading to Proposition 5.6 and the remarks following it. The only difference here is the solvability of the closed loop equation in a weak sense, which is however a standard application of a Girsanov change of measure.
Parabolic equations and application to a pricing problem
Let us consider again the Markov process {X t,x τ , 0 ≤ t ≤ τ ≤ T, x ∈ C}, defined by the formula (2.5), starting from the family of solutions to equation (2.4) . Let us denote by (L t ) t∈[0,T ] the corresponding generator. Thus, each L t is a second order differential operator acting on a suitable domain consisting of real functions defined on C. In the autonomous case, a description of the generator, denoted by L, was given in Section 2, remark 2.4. In this section we treat semilinear parabolic equations driven by (L t ), which are generalizations of the Kolmogorov equations. We will introduce a concept of solution, called mild solution, that does not require a description of the generators. In the sequel the notation L t will be used only in a formal way.
The parabolic equations that we study have the following form: We notice that this formula is meaningful if ∇ 0 v is well defined and provided φ and ψ satisfy some growth and measurability conditions. This way we arrive at the following definition of mild solution of the semilinear Kolmogorov equation (6.1). and the equality (6.2) holds.
The space G 1 ([0, T ] × C; R) was described in Remark (2.1). |∇ x v(t, x)| denotes the total variation norm of the R n -valued finite Borel measure ∇ x v(t, x) on [−r, 0]. 
Application to pricing
We consider a financial market, of Black and Scholes type, with one risky asset, whose price at time t is denoted by S t , and one non risky asset, whose price is denoted by B t . We assume the following prices evolution:        dS t = µ(t, S t+· ) S t dt + σ(t, S t+· ) S t dW t , t ∈ [0, T ], S θ = s θ , θ ∈ [−r, 0], dB t = ρB t dt, t ∈ [0, T ], B 0 = 1, (6.6) where ρ > 0, r > 0 and s ∈ C = C([−r, 0], R). We notice that the coefficients µ and σ depend on the past trajectory: S t+· stands for the past trajectory of length r, i.e. S t+· = (S t+θ ) θ∈[−r,0] . Moreover we consider a contingent claim of the form φ(S T +· ), where φ : C → R. If r > T then the claim depends on the whole evolution in time of the prices of the shares: see [3] , [21] or [29] and references within for a general discussion on such kind of options, usually referred to as path-dependent.
We denote by π t the value of the investor's portfolio invested in the risky asset at time t. π is called a trading strategy; we will only consider predictable trading strategies which are squareintegrable, i.e. E T 0 |π t | 2 dt < ∞. We notice that the value V t of the corresponding self-financing portfolio satisfies the equation dV t = ρV t dt + π t σ(t, S t+· ) θ(t, S t+· ) dt + π t σ(t, S t+· ) dW t ,
where θ(t, S t+· ) = µ(t, S t+· ) − ρ σ(t, S t+· )
is called the risk premium. At time T the investor has to pay a contingent claim of the form φ(S T +· ), where φ : C → R is some given function. The pricing problem is to find and characterize pairs (π, V 0 ) consisting of a strategy π and an initial capital V 0 ∈ R such that V T = φ(S(T + ·)).
π is then called a hedging strategy and V 0 is called the fair price of the claim at time t = 0.
Throughout this section we assume the following.
It follows from Corollary 4.5 that Z which can be considered as a generalization of the Black-Scholes equation to the present setting.
