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INFINITELY MANY HYPERELLIPTIC CURVES WITH EXACTLY
TWO RATIONAL POINTS
YOSHINOSUKE HIRAKAWA AND HIDEKI MATSUMURA
Abstract. In this paper, we construct some families of infinitely many hyperelliptic
curves of genus 2 with exactly two rational points. In the proof, we first show that the
Mordell-Weil ranks of these hyperelliptic curves are 0 and then determine the sets of
rational points by using the Lutz-Nagell type theorem for hyperelliptic curves which was
proven by Grant.
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1. Main theorem
In this paper, we determine the set of rational points of the following hyperelliptic
curves.
Theorem 1.1. Let p be a prime number, i, j ∈ Z, and C(p;i,j) be a hyperelliptic curve
defined by
y2 = x(x2 + 2ipj)(x2 + 2i+1pj).
Suppose that one of the following conditions holds.
(1) p ≡ 3 (mod 16) and (i, j) = (0, 1).
(2) p ≡ 11 (mod 16) and (i, j) = (1, 1).
(3) p ≡ 3 (mod 8) and (i, j) = (0, 2).
(4) p ≡ −3 (mod 8) and (i, j) = (0, 2).
Then, C(p;i,j)(Q) = {(0, 0),∞}.
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2Here, note that, in each case, there exist infinitely many prime numbers satisfying the
above congruent condition by Dirichlet’s theorem on arithmetic progressions. A striking
feature of Theorem 1.1 is that we can treat infinitely many prime numbers p which are
“2-adically near to each other” simultaneously.
Our proof of Theorem 1.1 is based on natural generalizations of the 2-descent argument
and the Lutz-Nagell theorem (cf. [11], [5, Theorem 3]). Recall that, in the case of elliptic
curves, the 2-descent argument makes it possible to bound the Mordell-Weil rank of an
elliptic curve by means of the 2-Selmer group, and the Lutz-Nagell theorem makes it
possible to determine the torsion points of an elliptic curve by means of the discriminant.
For example, by applying them, we can prove that the only rational points on an elliptic
curve defined by y2 = x(x + p)(x − p) with a prime number p ≡ 3 mod 8 are (x, y) =
(0, 0), (p, 0), (−p, 0) and ∞, i.e., such a prime number p is never a congruent number (cf.
[6, D27] and the references therein). Note that the 2-descent argument allows us to treat
prime numbers p which are “2-adically near to each other” simultaneously.
In §2, we prove that the Mordell-Weil rank of the Jacobian variety J (p;i,j) of C(p;i,j)
is 0 by the 2-descent argument [11]. 1 Therefore, it is sufficient to determine the set of
rational points on C(p;i,j) which map to torsion points of J (p;i,j) via the Abel-Jacobi map
associated with the point at infinity ∞.
In §3, we carry out this task by applying the Lutz-Nagell type theorem for hyperelliptic
curves which was proven by Grant [5]. 2
Remark 1.2. (1) If p is a prime number which does not satisfy the above congruence
condition, then C(p;i,j) may have additional rational points. For instance, C(17;0,1)
has additional rational points (8,±252).
(2) Let i, j ∈ Z≥0 and C(i,j) be a hyperelliptic curve over Q(t) defined by
y2 = x(x2 + 2itj)(x2 + 2i+1tj).
Then, C(i,j)(Q(t)) = {(0, 0),∞}. For (i, j) = (0, 1), (1, 1), (0, 2), this is a conse-
quence of Theorem 1.1. In fact, we can deduce it easily from the abc conjecture
for polynomials (cf. [10, Theorem]) for general (i, j) (Appendix A).
2. 2-descent
Let p be a (odd) prime number, i, j ∈ Z, and f(x) = x(x2 + 2ipj)(x2 + 2i+1pj). Let
C(p;i,j) be a hyperelliptic curve defined by y2 = f(x) and J (p;i,j) be its Jacobian variety.
In this section, we prove the following theorem.
Theorem 2.1. Suppose that one of the following conditions holds.
(1) p ≡ 3 (mod 16) and (i, j) = (0, 1).
(2) p ≡ 11 (mod 16) and (i, j) = (1, 1).
(3) p ≡ 3 (mod 8) and (i, j) = (0, 2).
(4) p ≡ −3 (mod 8) and (i, j) = (0, 2).
Then, we have rank(J (p;i,j)(Q)) = 0.
We treat the above four cases separately but in a similar manner in the following four
subsections respectively. Since J (p;i,j)(Q)/2J (p;i,j)(Q) can be embedded into the 2-Selmer
group Sel(2)(Q, J (p;i,j)), in order to bound the Mordell-Weil rank from above, it is sufficient
1The primary advantage of our families is that the verification of this fact is relatively easy.
2Since #C(p;i,j)(Fq) ≥ 4 for every p, i, j and another prime number q 6= 2, p, the Chabauty-Coleman
method (cf. [2, Corollary 4a], [7, Theorem 5.3 (b)]) is not sufficient.
3to calculate the dimension of the 2-Selmer group. By [11, p. 256], we have
dim Sel(2)(Q, J (p;i,j)) = dim val−1(G) + dim(Im(δ2)× Im(δp))
− dim((Im(δ2)× Im(δp)) + resS(val−1(G))).
In each case, we can prove that the right hand side equals 2. 3 4 Here and after, we follow
the notation in [11] as below.
Notation 2.2. We fix p, i, and j, so we abbreviate C(p;i,j) to C and J (p;i,j) to J . Denote
• the x-coordinate of the point P ∈ C(Q) by xP ,
• every divisor class in J(Q) represented by a divisor D simply by D,
• a fixed algebraic closure of Q by Q.
For every place v, we also use a similar notation and fix an embedding Q ↪→ Qv. Define
• L := Q[T ]/(f(T )) '→ ∏3i=1 L(i); T 7→ (T1;T2;T3), where L(1) := Q[T1]/(T1),
L(2) := Q[T2]/(T 22 + 2ipj) and L(3) := Q[T3]/(T 23 + 2i+1pj). We denote the trivial
elements in L× and L×/L×2 by 1.
For every place v, define
• Lv := Qv[T ]/(f(T )) '→
∏m
i=1 L
(i)
v ; T 7→ (T1; · · · ;Tm), where f(T ) = f1(T ) · · · fm(T )
is the irreducible decomposition in Qv[T ] and L
(i)
v := Qv[Ti]/(fi(Ti)). We denote
the trivial elements in L×v and L×v /L×2v by 1v.
• δv : J(Qv)→ L×v /L×2v ; D =
∑n
i=1miPi 7→
∏n
i=1(xPi − T )mi, where D is a divisor
whose support is disjoint from the support of the divisor div(y)
• resv : L×/L×2 → L×v /L×2v as the map induced by L→ Lv; T 7→ T .
• Iv(L) :=
∏3
i=1 (the group of fractional ideals of L
(i)
v ). We often denote
– each element of Iv(L) and Iv(L)/Iv(L)
2 by (a(1); . . . ; a(m))v.
– the trivial elements of Iv(L) and Iv(L)/Iv(L)
2 by 1v.
• valv : L×v → Iv(L); a 7→ (a). 5 We denote the induced map L×v /L×2v → Iv(L)/Iv(L)2
simply by valv.
• Gv := valv(Im(δv)) ⊂ Iv(L)/Iv(L)2.
Finally, define
• I(L) := ∏v Iv(L) '∏3i=1(the group of fractional ideals of L(i)). We identify I2(L)×
Ip(L) with its image in I(L).
• Cl(L) := ∏3i=1 Cl(L(i)), where Cl(L(i)) are the ideal class groups of L(i).
• S := {2, p,∞}.
• resS :=
∏
v∈S\{∞} resv : L
×/L×2 →∏v∈S\{∞} L×v /L×2v .
• val := ∏v valv ◦ resv : L× → I(L). We denote the induced map L×/L×2 →
I(L)/I(L)2 simply by val.
• G := ∏v∈S\{∞}Gv ⊂ I(L)/I(L)2.
• W := Ker(G→ Cl(L)/Cl(L)2).
3In other cases, computation by MAGMA [1] suggests that dimF2 Sel
(2)(Q, J(p;i,j)) > 2.
4Note that Im(δ∞) is trivial. Note also that dimF2 Im(δ2) (resp. dimF2 Im(δp)) is independent of prime
number p. For the detail, see Lemmas 2.5, 2.6, 2.15, 2.16, 2.22, 2.23, 2.29 and 2.30. More strongly,
C(p;i,j) and C(q;i,j) are isomorphic over Q2 whenever p ≡ q (mod 16). Moreover, C(p;0,2) and C(q;0,2) are
isomorphic over Q2 whenever p2 ≡ q2 (mod 16).
5Let q
(i,1)
v , ..., q
(i,ji)
v be the prime ideals of L
(i) above v, then
valv(α1, . . . , αm) =
(
α
v
(
q
(1,j1)
v
)
1 , . . . , α
v
(
q
(1,j1)
v
)
m ; . . . ;α
v
(
q
(m,1)
v
)
1 , . . . , α
v
(
q
(m,jm)
v
)
m
)
,
which is well-defined up to the order of q
(i,1)
v , ..., q
(i,ji)
v for each i. Here, we identify the prime number v
and the associated valuation map.
42.1. Case (i, j) = (0, 1)
Suppose that p ≡ 3 (mod 16). Then, we have the following irreducible decompositions:{
L2 = Q2[T1]/(T1)×Q2[T2]/(T 22 + p)×Q2[T3]/(T 23 + 2p),
Lp = Qp[T1]/(T1)×Qp[T2]/(T 22 + p)×Qp[T3]/(T 23 + 2p).
Lemma 2.3. The following two elements form an F2-basis of J(Q)[2] and J(Qv)[2] for
v = 2, p,∞:
(0, 0)−∞,
∑
P∈C(Q)
x2P+p=0
P − 2∞.
In particular, we have the following table. 6
v dim J(Qv)[2] dim Im(δv)
2 2 4
p 2 2
∞ 2 0
Proof. The first statement follows from [12, Lemma 5.2]. Note that neither −p nor −2p is
not square in Qv for v = 2, p,∞. The second statement follows from the following formula
(cf. [4, p. 451, proof of Lemma 3]).
dimF2 Im(δv) = dimF2 J(Qv)[2]

+0 (v 6= 2,∞),
+2 (v = 2),
−2 (v =∞).

In the calculation of Im(δv), we use the following formula.
Lemma 2.4 ([9, Lemma 2.2]). Let C : y2 = f(x) be a hyperelliptic curve over Q such that
deg f is odd. For every place v of Q, any point on J(Qv) can be represented by a divisor
of degree 0 whose support is disjoint from the support of the divisor div(y). Then, we have
δv(D) = 1 if D is supported at ∞. If D is of the form D =
∑n
i=1Di with Di = (αi, 0),
where αi runs through all roots of a monic irreducible factor h(x) ∈ Qv[x] of f(x), then
we have
δv(D) = (−1)deg h
(
h(x)− f(x)
h(x)
)
.
For example, we obtain the following lemma.
Lemma 2.5. The following two elements of L×p /L×2p form an F2-basis of Im(δp):
(2;−T2;−T3), (p;T2; 2).
In particular, the following two elements of Ip(L)/Ip(L)
2 form an F2-basis of Gp:
((1); (T2); (p, T3))p, ((p); (T2); (1))p.
6The condition p ≡ 3 (mod 16) is used only to deduce that −p is not square in Qv for v = 2, p. In fact,
this lemma is true for p ≡ 1, 3, 5 (mod 8).
5Proof. Lemma 2.4 implies that
δp((0, 0)−∞) = −T + (T 2 + p)(T 2 + 2p) = (2;−T2;−T3),
δp
 ∑
P∈C(Qp)
x2P+p=0
P − 2∞
 = (T 2 + p)− T (T 2 + 2p) = (p;T2; 2).
Hence, (2;−T2;−T3), (p;T2; 2) ∈ Im(δp).
By Lemma 2.3, it is sufficient to prove that the above two elements are linearly in-
dependent. Since vT2(−T2) = vT2(T2) = 1, (2;−T2;−T3) and (p;T2; 2) are non-trivial in
L×/L×2. Moreover, since vp(2p) = 1, (2;−T2;−T3)(p;T2; 2) = (2p;−1;−2T3) is non-trivial
in L×/L×2. Thus, the lemma holds. 
Lemma 2.6. (1) Suppose that p ≡ 3 (mod 32). Then, the following four elements of
L×2 /L
×2
2 form an F2-basis of Im(δ2):
(2;−T2;−T3), (3;T2;−3), (−1;−1− T2;−1− T3), (−1; 4 + 2T2; 1 + 2T3).
(2) Suppose that p ≡ 19 (mod 32). Then, the following four elements of L×2 /L×22 form
an F2-basis of Im(δ2):
(2;−T2;−T3), (3;T2;−3), (−3; 5− T2; 5− T3), (−1; 4 + 2T2; 1 + 2T3).
In particular, the following two elements of I2(L)/I2(L)
2 form an F2-basis of G2:
((2); (1); (2, T3))2, ((1); (2); (1))2.
Proof. (1) First, we show that the above four elements actually lie in Im(δ2). Indeed,
Lemma 2.4 implies that
δ2((0, 0)−∞) = −T + (T 2 + p)(T 2 + 2p) = (2;−T2;−T3),
δ2
 ∑
P∈C(Q2)
x2P+p=0
P − 2∞
 = (T 2 + p)− T (T 2 + 2p) = (3;T2;−3).
Hence, (2;−T2;−T3), (3;T2;−3) ∈ Im(δ2). Moreover, since f(−1) ≡ 4 (mod 32),
there exists Q ∈ C(Q2) such that xQ = −1, and
(−1;−1− T2;−1− T3) = δ2(Q−∞) ∈ Im(δ2).
Finally, since 2 = τ2 in Q2[τ ]/(τ2−2) and p ≡ 1+ τ2 (mod τ7), we can check that
f(1 + τ + τ2) ≡ (τ + τ2 + τ3)2 (mod τ7),
hence f(1+τ+τ2) is square in Q2[τ ]/(τ2−2) by using Hensel’s lemma. Therefore,
we see that there exist R, R ∈ C(Q2) such that xR + xR = 6, xRxR = 7, and
R+R− 2∞ defines an element of J(Q2). 7 Thus,
(−1; 4 + 2T2; 1 + 2T3) = δ2(R+R− 2∞) ∈ Im(δ2).
By Lemma 2.3, it is sufficient to prove that the above four elements are linearly
independent. By taking their first components into account, we see that they are
non-trivial in L×/L×2, and the only possible relation is
(−1;−1− T2;−1− T3)(−1; 4 + 2T2; 1 + 2T3) = 1.
7We can take each element of J(Q2) in one of the seven quadratic extensions of Q2.
6However, this is impossible because
(−1− T3)(1 + 2T3) ≡ 1 + T3 6≡ 1 (mod T 23 ).
Therefore, we obtain the assertion.
(2) The proof is similar to (1). Lemma 2.4 implies that (2;−T2;−T3), (3;T2;−3) ∈
Im(δ2). Since f(5) ≡ 4 (mod 32), there exists Q ∈ C(Q2) such that xQ = 5, and
(−3; 5−T2; 5−T3) = δ2(Q−∞) ∈ Im(δ2). Moreover, (−1; 4+2T2; 1+2T3) ∈ Im(δ2)
by the proof of (1).
By Lemma 2.3, it is sufficient to prove that the above four elements are linearly
independent. By taking their first components into account, they are non-trivial
in L×/L×2, and only possible relation is
(3;T2;−3)(−3; 5− T2; 5− T3)(−1; 4 + 2T2; 1 + 2T3) = 1.
However, it is impossible because
−p(5− T3)(1 + 2T3) ≡ 1 + T3 6≡ 1 (mod T 23 ).
Therefore, we obtain the assertion.
By the first statement, to prove the second, it is sufficient to show that
val2(2;−T2;−T3) = ((2); (1); (2, T3))2,
val2(3;T2;−3) = 12,
val2(−1;−1− T2;−1− T3) = ((1); (2); (1))2,
val2(−1; 4 + 2T2; 1 + 2T3) = ((1); (2); (1))2,
val2(−3; 5− T2; 5− T3) = ((1); (2); (1))2.
The first components are obvious. Since p ≡ 3 (mod 8), we can calculate the second
components as follows.
• v2(T2) = v2(−T2) = 0.
• Since v2(N(−1 − T2)) = v2(4) = 2 and v2(tr(−1 − T2)) = v2(−2) = 1, we have
v2(−1− T2) = 1.
• Since v2(N(4 + 2T2)) = v2(28) = 2 and v2(tr(4 + 2T2)) = v2(8) = 3, we have
v2(4 + 2T2) = 1.
• Since v2(N(5 − T2)) = v2(28) = 2 and v2(tr(5 − T2)) = v2(10) = 1, we have
v2(5− T2) = 1.
Since T3 is a uniformizer in L
(3)
2 , we obtain the third components. 
Remark 2.7. In fact, we can relate the above two cases in a more direct manner as
follows: Let
M2 := Q2[σ]/(σ(σ2 + 3)(σ2 + 6)), L2 := Q2[τ ]/(τ(τ2 + 19)(τ2 + 38)).
Then, we have an isomorphism M2
'→ L2;σ 7→ τ/u2 of Q2-algebras, where u ∈ Z×2 is
taken so that 19 = 3u4. It induces an isomorphism M×2 /M
×2
2
'→ L×2 /L×22 which maps
(−1;−1− σ2;−1− σ3) to −9− τ = (3; τ2;−3)(−3; 5− τ2; 5− τ3), where σ2, σ3 (resp. τ2,
τ3) are the images of σ (resp. τ) in Q2[σ]/(σ2 + 3), Q2[σ]/(σ2 + 6) (resp. Q2[τ ]/(τ2 + 19),
Q2[τ ]/(τ2 + 38)).
The following proposition is essentially due to Gauss’ genus theory.
Proposition 2.8 (cf. [8, Theorem 2], [3, Proposition 3.11, Theorem 5.30]). Let K be an
imaginary quadratic field of discriminant D.
(1) The class of an ideal a of K lies in Cl(K)2 if and only if the equation N(a)x2 +
Dy2 = z2 has a primitive Zl-solution for every prime number l dividing D.
7(2) Let r be the number of odd prime numbers dividing D. Then, we have
#Cl(K)[2] =
{
2r−1 D ≡ 1 (mod 4),
2r D ≡ 0 (mod 4).
Corollary 2.9. The class of (2, T3) does not lie in Cl(L
(3))2. In particular, Cl(L(3))[2] is
generated by (2, T3).
Proof. By Proposition 2.8 (1), it is sufficient to prove that 2x2−8py2 = z2 has no primitive
Z2-solution. We prove it by contradiction.
Suppose that 2x2 − 8py2 = z2 has a primitive Z2-solution (x, y, z). Then, we have
• x2 − 4py2 = 2z′2 for some z′ ∈ Z2, hence
• 2x′2 − 2py2 = z′2 for some x′ ∈ Z2, hence
• x′2 − py2 = 2z′′2 for some z′′ ∈ Z2.
Since p ≡ 3 (mod 8) and y ∈ Z×2 , x′2 − py2 is congruent to 1, 5 or 6 (mod 8). However,
2z′′2 is congruent to 0 or 2 (mod 8), a contradiction. Therefore, the first statement follows.
The second statement follows from Proposition 2.8 (2) and (2, T3)
2 = (2) as ideals. 
Corollary 2.10. The following four elements of L×/L×2 form an F2-basis of Ker(val):
(1; 1;−1), (1;−1; 1), (−1; 1; 1), (1; 1; 2).
Proof. We have the following commutative diagram.
O×L 2 //

O×L //

Ker(val)

L× 2 //
val

L× //
val

L×/L×2
val

// 0
0 // I(L)
2 //

I(L) //

I(L)/I(L)2 // 0
Cl(L)
2 // Cl(L)
By applying the snake lemma, we obtain a short exact sequence
1→ O×L/O×2L → Ker(val)→ Cl(L)[2]→ 0.
First, (1; 1;−1), (1;−1; 1) and (−1; 1; 1) form an F2-basis of O×L/O×2L . Since the ring of
integers of L(1) ' Q is a PID, we have Cl(L(1))[2] = 0. By Proposition 2.8 (2), we have
Cl(L(2))[2] = 0. Corollary 2.9 implies that Cl(L(3))[2] is generated by the class of (2, T3).
Therefore, by a diagram chasing, we can check that the image of (1; 1; 2) in Cl(L)[2] is
non-trivial. This completes the proof. 
Lemma 2.11. The following three elements of I(L)/I(L)2 form an F2-basis of W :
((1); (2); (1))2 × 1p, 12 × ((p); (T2); (1))p, ((2); (1); (2, T3))2 × ((1); (T2); (p, T3))p.
Proof. By Lemmas 2.5 and 2.6, the following four elements of I(L)/I(L)2 form an F2-basis
of G:
((1); (2); (1))2 × 1p, ((2); (1); (2, T3))2 × 1p, 12 × ((p); (T2); (1))p, 12 × ((1); (T2); (p, T3))p.
8Since the images of
((1); (2); (1))2 × 1p, 12 × ((p); (T2); (1))p, ((2); (1); (2, T3))2 × ((1); (T2); (p, T3))p
in Cl(L) are trivial, the three elements in the statement lie in W . Moreover, we see that
they are linearly independent. Finally, by Corollary 2.9, we have ((2); (1); (2, T3))2× 1p 6∈
W . Therefore, we obtain the assertion. 
Lemma 2.12. The following seven elements of L×/L×2 form an F2-basis of val−1(G):
(1; 1;−1), (1;−1; 1), (−1; 1; 1), (1; 1; 2), (1; 2; 1), (p;T2; 1), (2;T2;T3).
Proof. By the definition of W , we have val(val−1(G)) ⊂ W . Moreover, we have W ⊂
val(val−1(G)): Indeed, for every [a] ∈ W , there exists b ∈ I(L) such that [ab2] = [(1)]
in Cl(L)/Cl(L)2. Thus, there exists a ∈ L× such that [a] = [ab2] = [(a)] in I(L)/I(L)2.
Therefore, we obtain the following short exact sequence:
0→ Ker(val)→ val−1(G) val→W → 0.
By Corollary 2.10 and Lemma 2.11, we obtain the assertion. 
Lemma 2.13. Set elements of L×2 /L
×2
2 × L×p /L×2p as follows:
d1 := (2;−T2;−T3)2 × 1p,
d2 := (3;T2;−3)2 × 1p,
d3 := (−1;−1− T2;−1− T3)2 × 1p, d˜3 := (−3; 5− T2; 5− T3)2 × 1p,
d4 := (−1; 4 + 2T2; 1 + 2T3)2 × 1p,
d5 := 12 × (2;−T2;−T3)p,
d6 := 12 × (p;T2; 2)p,
h1 := resS(1; 1;−1) = (1; 1;−1)2 × (1; 1;−1)p,
h2 := resS(1;−1; 1) = (1;−1; 1)2 × (1;−1; 1)p,
h3 := resS(−1; 1; 1) = (−1; 1; 1)2 × (−1; 1; 1)p,
h4 := resS(1; 1; 2) = (1; 1; 2)2 × (1; 1; 2)p,
h5 := resS(1; 2; 1) = (1; 2; 1)2 × (1; 2; 1)p,
h6 := resS(p;T2; 1) = (p;T2; 1)2 × (p;T2; 1)p,
h7 := resS(2;T2;T3) = (2;T2;T3)2 × (2;T2;T3)p.
(1) We have d1d5h1h2h7 = d2d6h4h6 = 12 × 1p.
(2) Suppose that p ≡ 3 (mod 32). Then, d1, d2, d3, d4, h1, . . . , h7 form an F2-basis of
(Im(δ2)× Im(δp)) + resS(val−1(G)).
(3) Suppose that p ≡ 19 (mod 32). Then, d1, d2, d˜3, d4, h1, . . . , h7 form an F2-basis
of (Im(δ2)× Im(δp)) + resS(val−1(G)).
Proof. (1) We can check it by direct calculation.
9(2) By (1), Lemmas 2.5, 2.6 and 2.12, (Im(δ2)× Im(δp)) + resS(val−1(G)) is generated
by d1, . . . d4, h1, . . . , h7. Set
d1 = (2;−T2;−T3)2 × 1p,
d2 = (3;T2;−3)2 × 1p,
d′3 := d3d4 = (1; (−1− T2)(4 + 2T2); (−1− T3)(1 + 2T3))2 × 1p,
d4 = (−1; 4 + 2T2; 1 + 2T3)2 × 1p,
h′1 := h1h4 = (1; 1;−2)2 × 1p,
h′2 := h2h5 = (1;−2; 1)2 × 1p,
h′3 := h3h7 = (−2;T2;T3)2 × (1;T2;T3)p,
h4 = resS(1; 1; 2) = (1; 1; 2)2 × (1; 1; 2)p,
h5 = resS(1; 2; 1) = (1; 2; 1)2 × (1; 2; 1)p,
h6 = resS(p;T2; 1) = (p;T2; 1)2 × (p;T2; 1)p,
h7 = resS(2;T2;T3) = (2;T2;T3)2 × (2;T2;T3)p.
It is sufficient to prove that the above eleven elements are linearly independent.
(a) By taking the first components at v = p into account, we see that there is no
relation containing h6 and h7 .
(b) By taking the second components at v = p into account, we see that there is
no relation containing h′3 and h5.
(c) By taking the third components at v = p into account, we see that there is
no relation containing h4.
(d) By taking the first components at v = 2 into account, we see that there is no
relation containing d1, d2 and d4.
(e) By taking the third components at v = 2 into account, we see that there is
no relation containing d′3 and h′1 because
• (−1− T3)(1 + 2T3) ≡ 1 + T3 (mod T 23 ),
• −2 ≡ T 23 (1 + T 23 ) (mod T 63 ),
• −2(−1− T3)(1 + 2T3) ≡ T 23 (1 + T3) (mod T 43 ).
(f) Finally, by taking the second components at v = 2 into account, we see that
there is no relation containing h′2.
(3) Respectively, (2) holds.
By (1), Lemmas 2.5, 2.6 and 2.12, (Im(δ2)×Im(δp))+resS(val−1(G)) is generated
by d1, . . . d4, h1, . . . , h7. Set
d1 = (2;−T2;−T3)2 × 1p,
d′2 := d2d3d4 = (1;T2(5− T2)(4 + 2T2);−p(5− T3)(1 + 2T3))2 × 1p,
d˜3 = (−3; 5− T2; 5− T3)2 × 1p,
d4 = (−1; 4 + 2T2; 1 + 2T3)2 × 1p,
h′1 := h1h4 = (1; 1;−2)2 × 1p,
h′2 := h2h5 = (1;−2; 1)2 × 1p,
h′3 := h3h7 = (−2;T2;T3)2 × (1;T2;T3)p,
h4 = resS(1; 1; 2) = (1; 1; 2)2 × (1; 1; 2)p,
h5 = resS(1; 2; 1) = (1; 2; 1)2 × (1; 2; 1)p,
h6 = resS(p;T2; 1) = (p;T2; 1)2 × (p;T2; 1)p,
h7 = resS(2;T2;T3) = (2;T2;T3)2 × (2;T2;T3)p.
It is sufficient to prove that the above eleven elements are linearly independent.
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(a) By taking the first components at v = p into account, we see that there is no
relation containing h6 and h7.
(b) By taking the second components at v = p into account, we see that there is
no relation containing h′3 and h5.
(c) By taking the third components at v = p into account, we see that there is
no relation containing h4.
(d) By taking the first components at v = 2 into account, we see that there is no
relation containing d1, d˜3 and d4.
(e) By taking the third components at v = 2 into account, we see that there is
no relation containing d′2 and h′1 because
• −p(5− T3)(1 + 2T3) ≡ 1 + T3 (mod T 23 ),
• −2 ≡ T 23 (1 + T 23 ) (mod T 63 ),
• Since 2p(5− T3)(1 + 2T3) ≡ T 23 (1 + T3) (mod T 43 ).
(f) Finally, by taking the second components at v = 2 into account, we see that
there is no relation containing h′2.

Recall that
dim Sel(2)(Q, J (p;i,j)) = dim val−1(G) + dim(Im(δ2)× Im(δp))
− dim((Im(δ2)× Im(δp)) + resS(val−1(G)))
and
J(Q)/2J(Q) ' Frank(J(Q))2 ⊕ J(Q)[2].
Therefore, by Lemmas 2.3, 2.5, 2.6, 2.12 and 2.13, we obtain
rank(J(Q)) ≤ dim Sel(2)(Q, J)− dim J(Q)[2] = 7 + 6− 11− 2 = 0.
This completes the proof of Theorem 2.1 (1).
2.2. Case (i, j) = (1, 1)
Suppose that p ≡ 11 (mod 16). Then, we have the following irreducible decompositions:{
L2 = Q2[T1]/(T1)×Q2[T2]/(T 22 + 2p)×Q2[T3]/(T 23 + 4p),
Lp = Qp[T1]/(T1)×Qp[T2]/(T 22 + 2p)×Qp[T3]/(T 23 + 4p).
Lemma 2.14. The following two elements form an F2-basis of J(Q)[2] and J(Qv)[2] for
v = 2, p,∞:
(0, 0)−∞,
∑
P∈C(Q)
x2P+2p=0
P − 2∞.
In particular, we have the following table.
l dim J(Qv)[2] dim δv(J(Qv))
2 2 4
p 2 2
∞ 2 0
Proof. The first statement follows from [12, Lemma 5.2]. Note that neither −p nor −2p is
not square in Qv for v = 2, p,∞. The second statement follows from the following formula
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(cf. [4, p. 451, proof of Lemma 3]).
dimF2 δv(J(Qv)) = dimF2 J(Qv)[2]

+0 (v 6= 2,∞),
+2 (v = 2),
−2 (v =∞).

Lemma 2.15. The following two elements of L×p /L×2p form an F2-basis of Im(δp):
(2;−T2;−T3), (2p;T2; 2).
In particular, the following two elements of Ip(L)/Ip(L)
2 form an F2-basis of Gp:
((1); (p, T2); (T3))p, ((p); (p, T2); (1))p.
Proof. Lemma 2.4 implies that
δp((0, 0)−∞) = −T + (T 2 + 2p)(T 2 + 4p) = (2;−T2;−T3),
δp
 ∑
P∈C(Qp)
x2P+2p=0
P − 2∞
 = (T 2 + 2p)− T (T 2 + 4p) = (2p;T2; 2).
Hence, (2;−T2;−T3), (2p;T2; 2) ∈ Im(δp).
By Lemma 2.14, it is sufficient to prove that the above two elements are linearly indepen-
dent. Since vT3(−T3) = 1 and vp(2p) = 1, (2;−T2;−T3) and (2p;T2; 2) are non-trivial in
L×/L×2. Moreover, since vp(p) = 1, (2;−T2;−T3)(2p;T2; 2) = (p;−1;−2T3) is non-trivial
in L×/L×2. Thus, the lemma holds. 
Lemma 2.16. The following four elements of L×2 /L
×2
2 form an F2-basis of Im(δ2):
(2;−T2;−T3), (6;T2; 2), (3; 3− T2; 3− T3), (5; 3; 2− 2T3).
In particular, the following two elements of I2(L)/I2(L)
2 form an F2-basis of G2:
((2); (2, T2); (2))2, ((1); (1); (2))2.
Proof. First, we show that the four elements in the statement actually lie in Im(δ2).
Indeed, Lemma 2.4 implies that
δ2((0, 0)−∞) = −T + (T 2 + 2p)(T 2 + 4p) = (2;−T2;−T3),
δ2
 ∑
P∈C(Q)
x2P+2p=0
P − 2∞
 = (T 2 + 2p)− T (T 2 + 4p) = (6;T2; 2).
Hence, (2;−T2;−T3), (6;T2; 2) ∈ Im(δ2). Moreover, since f(3) ≡ 1 (mod 8), there exists
Q ∈ C(Q2) such that xQ = 3, and
(3; 3− T2; 3− T3) = δ2(Q−∞) ∈ Im(δ2).
Finally, since 2 = τ2 +τ3 in Q2[τ ]/(τ2 +2τ +2) and p ≡ 1+τ2 +τ3 +τ6 (mod τ7), we can
check that f(τ2(1 + τ2)) ≡ τ10(1 + τ)2(1 + τ2)2 (mod τ15), hence f(τ2(1 + τ2)) is square
in Q2[τ ]/(τ2 + 2τ + 2) by using Hensel’s lemma. Therefore, we see that there exist R, R
such that xR +xR = −8, xRxR = 20, and R+R− 2∞ defines an element in J(Q2). Thus,
(5; 3; 2− 2T3) = δ2(R+R− 2∞) ∈ Im(δ2).
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By Lemma 2.14, it is sufficient to prove that the four elements in the statement are
linearly independent. By taking their first components into account, the four elements in
the statement are non-trivial in Im(δ2), and the only possible relation is
(2;−T2;−T3)(6;T2; 2)(3; 3− T2; 3− T3) = 1.
However, this is impossible because
T2 − 3 ≡ 1 + T2 6≡ 1 (mod T 22 ).
Therefore, we obtain the assertion.
By the first statement, to prove the second, it is sufficient to show that
val2(2;−T2;−T3) = ((2); (2, T2); (2))2,
val2(6;T2; 2) = ((2); (2, T2); (2))2,
val2(3; 3− T2; 3− T3) = 12,
val2(5; 3; 2− 2T3) = ((1); (1); (2))2.
First, the first components are obvious. Since T2 is a uniformizer in L
(2)
2 , we obtain the
second components. Since 2 is a uniformizer in L
(3)
2 we obtain the third components. 
Corollary 2.17. The following four elements of L×/L×2 form an F2-basis of Ker(val):
(1; 1;−1), (1;−1; 1), (−1; 1; 1), (1; 2; 1).
Proof. By the exactly same manner as in Corollary 2.10, we obtain a short exact sequence
1→ O×L/O×2L → Ker(val)→ Cl(L)[2]→ 0.
First, (1; 1;−1), (1;−1; 1) and (−1; 1; 1) form an F2-basis of O×L/O×2L . Since the ring of
integers of L(1) ' Q is a PID, we have Cl(L(1))[2] = 0. Corollary 2.9 implies that Cl(L(2))[2]
is generated by the class of (2, T2). By Proposition 2.8 (2), we have Cl(L
(3))[2] = 0.
Therefore, by a diagram chasing, we can check that the image of (1; 2; 1) in Cl(L)[2] is
non-trivial. This completes the proof. 
Lemma 2.18. The following three elements of I(L)/I(L)2 form an F2-basis of W :
((1); (1); (2))2 × 1p, ((2); (2, T2); (2))2 × ((1); (p, T2); (T3))p, 12 × ((p); (1); (T3))p.
Proof. Lemmas 2.15 and 2.16, the following four elements of I(L)/I(L)2 form an F2-basis
of G.
((2); (2, T2); (2))2 × 1p, ((1); (1); (2))2 × 1p,
12 × ((1); (p, T2); (T3))p, 12 × ((p); (p, T2); (1))p.
Since the images of
((1); (1); (2))2 × 1p, ((2); (2, T2); (2))2 × ((1); (p, T2); (T3))p, 12 × ((p); (1); (T3))p.
in Cl(L) are trivial, the three elements in the statement lie in W . Moreover, we see that
they are linearly independent. Finally, by Corollary 2.9, we have ((2); (2, T2); (2))2× 1p 6∈
W . Therefore, we obtain the assertion. 
By the exactly same manner as in Lemma 2.12, the following lemma follows from
Corollary 2.17 and Lemma 2.18.
Lemma 2.19. The following seven elements of L×/L×2 form an F2-basis of val−1(G):
(1; 1;−1), (1;−1; 1), (−1; 1; 1), (1; 2; 1), (1; 1; 2), (2;T2;T3), (p; 1;T3).
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Lemma 2.20. Set elements of L×2 /L
×2
2 × L×p /L×2p as follows:
d1 := (2;−T2;−T3)2 × 1p,
d2 := (6;T2; 2)2 × 1p,
d3 := (3; 3− T2; 3− T3)2 × 1p,
d4 := (5; 3; 2− 2T3)2 × 1p,
d5 := 12 × (2;−T2;−T3)p,
d6 := 12 × (2p;T2; 2)p,
h1 := resS(1; 1;−1) = (1; 1;−1)2 × (1; 1;−1)p,
h2 := resS(1;−1; 1) = (1;−1; 1)2 × (1;−1; 1)p,
h3 := resS(−1; 1; 1) = (−1; 1; 1)2 × (−1; 1; 1)p,
h4 := resS(1; 2; 1) = (1; 2; 1)2 × (1; 2; 1)p,
h5 := resS(1; 1; 2) = (1; 1; 2)2 × (1; 1; 2)p,
h6 := resS(2;T2;T3) = (2;T2;T3)2 × (2;T2;T3)p,
h7 := resS(p; 1;T3) = (3; 1;T3)2 × (p; 1;T3)p.
(1) We have d1d5h1h2h6 = d2d6h7 = 12 × 1p.
(2) d1, . . . , d4, h1, . . . , h7 form an F2-basis of (Im(δ2)× Im(δp)) + resS(val−1(G)).
Proof. (1) We can check it by direct calculation.
(2) By (1), Lemmas 2.15, 2.16 and 2.19, (Im(δ2)×Im(δp))+resS(val−1(G)) is generated
by d1, . . . d4, h1, . . . , h7. Set
d′1 := d1d2d3 = (1;−3 + T2; 2T3(T3 − 3))2 × 1p,
d2 = (6;T2; 2)2 × 1p,
d3 = (3; 3− T2; 3− T3)2 × 1p,
d4 = (5; 3; 2− 2T3)2 × 1p,
h′1 := h1h5 = (1; 1;−2)2 × 1p,
h′2 := h2h4 = (1;−2; 1)2 × 1p,
h′3 := h3h6 = (−2;T2;T3)2 × (1;T2;T3)p,
h4 = resS(1; 2; 1) = (1; 2; 1)2 × (1; 2; 1)p,
h5 = resS(1; 1; 2) = (1; 1; 2)2 × (1; 1; 2)p,
h6 = resS(2;T2;T3) = (2;T2;T3)2 × (2;T2;T3)p,
h7 := resS(p; 1;T3) = (3; 1;T3)2 × (p; 1;T3)p.
It is sufficient to prove that the above eleven elements are linearly independent.
(a) By taking the first components at v = p into account, we see that there is no
relation containing h6 and h7.
(b) By taking the second components at v = p into account, we see that there is
no relation containing h′3 and h4.
(c) By taking the third components at v = p into account, we see that there is
no relation containing h5.
(d) By taking the first components at v = 2 into account, we see that there is no
relation containing d2, d3 and d4.
(e) By taking the second components at v = 2 into account, we see that there is
no relation containing d′1 and h′2 because
• −3 + T2 ≡ T2 + 1 (mod T 22 ),
• −2 is non-square in L(2)2 ' Q2(
√−6),
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• −2(−3 + T2) ≡ T 22 (T2 + 1) (mod T 42 ).
(f) Finally, by taking the third components at v = 2 into account, we see that
there is no relation containing h′1.

Recall that
dim Sel(2)(Q, J (p;i,j)) = dim val−1(G) + dim(Im(δ2)× Im(δp))
− dim((Im(δ2)× Im(δp)) + resS(val−1(G)))
and
J(Q)/2J(Q) ' Frank(J(Q))2 ⊕ J(Q)[2].
Therefore, by Lemmas 2.14 to 2.16, 2.19 and 2.20, we obtain
rank(J(Q)) ≤ dim Sel(2)(Q, J)− dim J(Q)[2] = 7 + 6− 11− 2 = 0.
This completes the proof of Theorem 2.1 (2).
2.3. Case (i, j) = (0, 2), p ≡ 3 (mod 8)
Suppose that p ≡ 3 (mod 8). Then, we have the following irreducible decompositions:{
L2 = Q2[T1]/(T1)×Q2[T2]/(T 22 + p2)×Q2[T3]/(T 23 + 2p2),
Lp = Qp[T1]/(T1)×Qp[T2]/(T 22 + p2)×Qp ×Qp.
Here, we fix an element α ∈ Qp such that α2 = −2, which is denoted by
√−2. More-
over, we also fix an isomorphism L
(3)
p ' Qp × Qp which sends T3 to (p
√−2,−p√−2).
According to this irreducible decomposition, we denote each element in Lp by the form
(α1;α2;α3,1, α3,2).
Lemma 2.21. The following two elements form an F2-basis of J(Q)[2] and J(Qv)[2] for
v = 2,∞:
(0, 0)−∞,
∑
P∈C(Q)
x2P+p
2=0
P − 2∞.
On the other hand, the following three elements form an F2-basis of J(Qp)[2]:
(0, 0)−∞, (p√−2, 0)−∞, (−p√−2, 0)−∞.
In particular, we have the following table.
v dim J(Qv)[2] dim Im(δv)
2 2 4
p 3 3
∞ 2 0
Proof. The first and second statements follow from [12, Lemma 5.2]. Note that
• neither −1 nor −2 is square in Qv for v = 2,∞.
• −2 is square in Qp and −1 is not square in Qp.
The third statement follows from the following formula (cf. [4, p. 451, proof of Lemma
3]).
dimF2 Im(δv) = dimF2 J(Qv)[2]

+0 (v 6= 2,∞),
+2 (v = 2),
−2 (v =∞).

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Lemma 2.22. The following three elements form a basis of L×p /L×2p form an F2-basis of
Im(δp):
(2;T2;−p
√−2, p√−2), (p√−2; p√−2− T2; 1,−p
√−2), (−1; 1; p√−2,−p√−2).
In particular, the following three elements of Ip(L)/Ip(L)
2 form a basis of Gp:
((1); (p); (p), (p))p, ((p); (p); (1), (p))p, ((1); (1); (p), (p))p.
Proof. Lemma 2.4 implies that
δp((0, 0)−∞) = −T + (T 2 + p2)(T 2 + 2p2) = (2;T2;−p
√−2, p√−2),
δp((p
√−2, 0)−∞) = −(T − p√−2) + T (T + p√−2)(T 2 + p2)
= (p
√−2; p√−2− T2; 1,−p
√−2),
δp
 ∑
P∈C(Q)
x2P+2p
2=0
P − 2∞
 = (T 2 + 2p2)− T (T 2 + p2) = (−1; 1; p√−2,−p√−2).
Hence, the above three elements lie in Im(δp). By taking their images in Gp into account,
we see that they are linearly independent. By Lemma 2.21, this completes the proof. 
Lemma 2.23. The following four elements of L×2 /L
×2
2 form an F2-basis of Im(δ2):
(2;T2;−T3), (1;T2;−1), (−2; 2 + T2;−2− T3), (1; 1− 4T2; 1).
In particular, the following element of I2(L)/I2(L)
2 forms an F2-basis of G2:
((2); (1); (T3))2.
Proof. First, we show that the above four elements actually lie in Im(δ2). Lemma 2.4
implies that
δ2((0, 0)−∞) = −T + (T 2 + p2)(T 2 + 2p2) = (2;T2;−T3),
δ2
 ∑
P∈C(Q)
x2P+p
2=0
P − 2∞
 = (T 2 + p2)− T (T 2 + 2p2) = (1;T2;−1).
Hence, (2;T2;−T3), (1;T2;−1) ∈ Im(δ2).
• Since f(−2) ≡ 4 (mod 32), there exists Q ∈ C(Q2) such that xQ = −2. In
particular, (−2; 2 + T2;−2− T3) = δ2(Q−∞) lies in Im(δ2).
• Since 210f(1/4) ≡ 1 (mod 8), there exists R ∈ C(Q2) such that xR = 1/4. In
particular, (1; 1− 4T2; 1) = δ2(R−∞) lies in Im(δ2).
Since v2(2) = v2(−2) = 1, the first and third elements are non-trivial in L×/L×2. Since
−1 is non-trivial in L(3)×2 /L(3)×22 , the second element is non-trivial in L×/L×2. In what
follows, we show that 1− 4T2 is non-trivial in L(2)×/L(2)×2 by contradiction.
Let t be a uniformizer in L
(2)
2 , and b1, b2 ∈ {0, 1} such that 2 ≡ t2 + b1t3 (mod t4).
Suppose that 1 − 4T2 ≡ (1 + a1t + a2t2 + · · · )2 (mod t5) with a1, a2 ∈ {0, 1}. Then, we
have
1 + t4 ≡ 1 + a21t2 + a1t3 + (a2 + a22 + a1b1)t4 (mod t5),
which implies that a1 = 0 and a2 + a
2
2 = 1 (mod 2), a contradiction. Thus, (1; 1− 4T2; 1)
is non-trivial in L×/L×2.
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Finally, by taking the first and third components into account, the four elements in the
statement are linearly independent. 
Corollary 2.24. The following three elements of L×/L×2 form an F2-basis of Ker(val):
(1; 1;−1), (1;T2/p; 1), (−1; 1; 1).
Proof. By the exactly same manner as in Corollaries 2.10 and 2.17, we obtain a short
exact sequence
1→ O×L/O×2L → Ker(val)→ Cl(L)[2]→ 0.
The lemma follows from the facts that (1; 1;−1), (1;T2/p; 1) and (−1; 1; 1) form an F2-basis
of O×L/O×2L , and the class number of L(i) is 1 for every i = 0, 1, 2. 
Lemma 2.25. The following four elements of I(L)/I(L)2 form an F2-basis of W = G:
((2); (1); (T3))2 × 1p, 12 × ((1); (p); (p), (p))p,
12 × ((p); (p); (1), (p))p, 12 × ((1); (1); (p), (p))p.
Proof. Since the class number of L(i) is 1 for every i = 0, 1, 2, we have W = G. Thus, the
lemma follows from Lemmas 2.22 and 2.23. 
Recall that there exists an exact sequence 1 → Ker(val) → val−1(G) → W → 1. By
Corollary 2.24 and Lemma 2.25, we have the following lemma.
Lemma 2.26. Fix a, b ∈ Z such that p = a2 + 2b2 in L(3). Then, the following seven
elements of L×/L×2 form an F2-basis of val−1(G):
(1; 1;−1), (1;T2/p; 1), (−1; 1; 1), (2; 1;T3), (1; p; p), (p; p; a+ b · T3/p), (1; 1; p).
Lemma 2.27. Set elements of L×2 /L
×2
2 × L×p /L×2p as follows:
d1 := (2;T2;−T3)2 × 1p,
d2 := (1;T2;−1)2 × 1p,
d3 := (−2; 2 + T2;−2− T3)2 × 1p,
d4 := (1; 1− 4T2; 1)2 × 1p,
d5 := 12 × (2;T2;−p
√−2, p√−2)p,
d6 := 12 × (p
√−2; p√−2− T2; 1,−p
√−2)p,
d7 := 12 × (−1; 1; p
√−2,−p√−2)p,
h1 := resS(1; 1;−1) = (1; 1;−1)2 × (1; 1;−1,−1)p,
h2 := resS(1;T2/p; 1) = (1;T2/p; 1)2 × (1;T2/p; 1, 1)p,
h3 := resS(−1; 1; 1) = (−1; 1; 1)2 × (−1; 1; 1, 1)p,
h4 := resS(2; 1;T3) = (2; 1;T3)2 × (2; 1; p
√−2,−p√−2)p,
h5 := resS(1; p; p) = (1; p; p)2 × (1; p; p, p)p,
h6 := resS(p; p; a+ b · T3/p) = (p; p; a+ b · T3/p)2 × (p; p; a+ b
√−2, a− b√−2)p,
h7 := resS(1; 1; p) = (1; 1; p)2 × (1; 1; p, p)p.
(1) We have d1d2d7h4 = d2d5d7h1h2h5h7 = 12 × 1p.
(2) The twelve elements d3, . . . , d7, h1, . . . , h7 form an F2-basis of (Im(δ2)× Im(δp)) +
resS(val
−1(G)).
Proof. (1) We can check it by direct calculation.
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(2) By (1) and Lemmas 2.22, 2.23 and 2.26, (Im(δ2) × Im(δp)) + resS(val−1(G)) is
generated by d3, . . . d7, h1, . . . , h7. Set
d3 = (−2; 2 + T2;−2− T3)2 × 1p,
d4 = (1; 1− 4T2; 1)2 × 1p,
d′5 := d5d7h1h2h5h7 = (1;T2;−1)2 × 1p,
d6 = 12 × (p
√−2; p√−2− T2; 1,−p
√−2)p,
d′7 := d7h4 = (2; 1;T3)2 × 1p,
h1 = (1; 1;−1)2 × (1; 1;−1,−1)p,
h2 = (1;T2/p; 1)2 × (1;T2/p; 1, 1)p,
h′3 := h3h4 = (−2; 1;T3)2 × (1; 1; p
√−2,−p√−2)p,
h4 = (2; 1;T3)2 × (2; 1; p
√−2,−p√−2)p,
h5 = (1; p; p)2 × (1; p; p, p)p,
h6 = (p; p; a+ b · T3/p)2 × (p; p; a+ b
√−2, a− b√−2)p,
h7 = (1; 1; p)2 × (1; 1; p, p)p.
It is sufficient to prove that the above twelve elements are linearly independent.
(a) By taking the first components at v = p into account, we see that there is no
relation containing d6, h4 and h6.
8
(b) By taking the second components at v = p into account, we see that there is
no relation containing h2 and h5.
(c) By taking the third and fourth components at v = p into account, we see that
there is no relation containing h1, h
′
3 and h7.
(d) By taking the first components at v = 2 into account, we see that there is no
relation containing d3 and d
′
7.
(e) By taking the third components at v = 2 into account, we see that there is
no relation containing d′5.
(f) Finally, by taking the second components at v = 2 into account, we see that
there is no relation containing d4.

Recall that
dim Sel(2)(Q, J (p;i,j)) = dim val−1(G) + dim(Im(δ2)× Im(δp))
− dim((Im(δ2)× Im(δp)) + resS(val−1(G)))
and
J(Q)/2J(Q) ' Frank(J(Q))2 ⊕ J(Q)[2].
Therefore, by Lemmas 2.21 to 2.23, 2.26 and 2.27, we obtain
rank(J(Q)) ≤ dim Sel(2)(Q, J)− dim J(Q)[2] = 7 + 7− 12− 2 = 0.
This completes the proof of Theorem 2.1 (3).
8Note that the relations among our generators do NOT depend on p whenever p ≡ 3 (mod 8) although
the representation of h6 depends on a, b ∈ Z such that p = a2 + 2b2. It is similar in the cases p ≡ −3, −1
(mod 8) (cf. Lemma 2.34). In contrast, when p ≡ 1 (mod 8), the relations DO depend on a, b, c, d ∈ Z
such that p = a2 + 2b2 = c2 + d2.
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2.4. Case (i, j) = (0, 2), p ≡ −3 (mod 8)
Suppose that p ≡ −3 (mod 8). Then, we have the following irreducible decompositions:{
L2 = Q2[T1]/(T1)×Q2[T2]/(T 22 + p2)×Q2[T3]/(T 23 + 2p2),
Lp = Qp[T1]/(T1)×Qp ×Qp ×Qp[T3]/(T 23 + 2p2).
Here, we fix an element β ∈ Qp such that β2 = −1, which is denoted by
√−1. More-
over, we also fix an isomorphism L
(2)
p ' Qp × Qp which sends T2 to (p
√−1,−p√−1).
According to this irreducible decomposition, we denote each element in Lp by the form
(β1;β2,1, β2,2;β3,2).
Lemma 2.28. The following two elements form an F2-basis of J(Q)[2] and J(Qv)[2] for
v = 2,∞:
(0, 0)−∞,
∑
P∈C(Q)
x2P+p
2=0
P − 2∞.
On the other hand, the following three elements form an F2-basis of J(Qp)[2]:
(0, 0)−∞, (p√−1, 0)−∞, (−p√−1, 0)−∞.
In particular, we have the following table.
v dim J(Qv)[2] dim Im(δv)
2 2 4
p 3 3
∞ 2 0
Proof. The first and second statements follow from [12, Lemma 5.2]. Note that
• neither −1 nor −2 is square in Qv for v = 2,∞.
• −1 is square in Qp and −2 is not square in Qp.
The third statement follows from the following formula (cf. [4, p. 451, proof of Lemma
3]).
dimF2 Im(δv) = dimF2 J(Qv)[2]

+0 (v 6= 2,∞),
+2 (v = 2),
−2 (v =∞).

Lemma 2.29. The following three elements of L×p /L×2p form an F2-basis of Im(δp).
(2; p
√−1, p√−1;T3), (p
√−1; 1, 2p√−1; p√−1− T3), (1; p
√−1, p√−1; 1).
In particular, the following three elements of Ip(L)/Ip(L)
2 form an F2 basis of Gp:
((1); (p), (p); (p))p, ((p); (1), (p); (p))p, ((1); (p), (p); (1))p.
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Proof. Lemma 2.4 implies that
δp((0, 0)−∞) = −T + (T 2 + p2)(T 2 + 2p2) = (2; p
√−1, p√−1;T3),
δp((p
√−1, 0)−∞) = (T − p√−1) + T (T + p√−1)(T 2 + 2p2)
= (p
√−1; 2, 2p√−1; p√−1− T3),
δp
 ∑
P∈C(Q)
x2P+p
2=0
P − 2∞
 = (T 2 + p2)− T (T 2 + 2p2) = (1; p√−1, p√−1; 1).
Hence, the above three elements lie in Im(δp). By taking their images in Gp into account,
we see that they are linearly independent. By Lemma 2.28, this completes the proof. 
Lemma 2.30. The following four elements of L×2 /L
×2
2 form an F2-basis of Im(δ2):
(2;T2;−T3), (1;T2;−1), (−2; 2 + T2;−2− T3), (1; 1− 4T2; 1).
In particular, the following element of I2(L)/I2(L)
2 forms an F2-basis of G2:
((2); (1); (T3))2.
Proof. See the proof of Lemma 2.23. 
Corollary 2.31. The following three elements of L×/L×2 form an F2-basis of Ker(val):
(1; 1;−1), (1;T2/p; 1), (−1; 1; 1).
Proof. See the proof of Corollary 2.24. 
Lemma 2.32. The following four elements of I(L)/I(L)2 form an F2-basis of W = G:
((2); (1); (T3))2 × 1p, 12 × ((1); (p), (p); (p))p,
12 × ((p); (1), (p); (p))p, 12 × ((1); (p), (p); (1))p.
Proof. See the proof of Lemma 2.25. 
Recall that there exists an exact sequence 1 → Ker(val) → val−1(G) → W → 1. By
Corollary 2.31 and Lemma 2.32, we have the following lemma.
Lemma 2.33. Fix c, d ∈ Z such that p = c2 + d2 in L(3). Then, the following seven
elements of L×/L×2 form an F2-basis of val−1(G):
(1; 1;−1), (1;T2/p; 1), (−1; 1; 1), (2; 1;T3), (1; p; p), (p; c+ d · T2/p; p), (1; p; 1).
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Lemma 2.34. Set elements of L×2 /L
×2
2 × L×p /L×2p as follows:
d1 := (2;T2;−T3)2 × 1p,
d2 := (1;T2;−1)2 × 1p,
d3 := (−2; 2 + T2;−2− T3)2 × 1p,
d4 := (1; 1− 4T2; 1)2 × 1p,
d5 := 12 × (2; p
√−1, p√−1;T3)p,
d6 := 12 × (p
√−1; 1, 2p√−1; p√−1− T3)p,
d7 := 12 × (1; p
√−1, p√−1; 1)p,
h1 := resS(1; 1;−1) = (1; 1;−1)2 × 1p,
h2 := resS(1;T2/p; 1) = (1;T2/p; 1)2 × (1;
√−1,√−1; 1)p,
h3 := resS(−1; 1; 1) = (−1; 1; 1)2 × 1p,
h4 := resS(2; 1;T3) = (2; 1;T3)2 × (2; 1, 1;T3)p,
h5 := resS(1; p; p) = (1; p; p)2 × (1; p, p; p)p,
h6 := resS(p; c+ d
√−1; p) = (p; c+ d · T2/p;T3)2 × (p; c+ d
√−1, c− d√−1;T3)p,
h7 := resS(1; p; 1) = (1; p; 1)2 × (1; p, p; 1)p.
(1) We have d1d2d7h4 = d2d5d7h1h2h5h7 = 12 × 1p.
(2) The twelve elements d3, . . . , d7, h1, . . . , h7 form an F2-basis of (Im(δ2)× Im(δp)) +
resS(val
−1(G)).
Proof. (1) We can check it by direct calculation.
(2) By (1) and Lemmas 2.29, 2.30 and 2.33, (Im(δ2) × Im(δp)) + resS(val−1(G)) is
generated by d3, . . . d7, h1, . . . , h7. Set
d′3 := d3d5d7h3h4 = (1; 2 + T2; (−2− T3)T3)2 × 1p,
d4 = (1; 1− 4T2; 1)2 × 1p,
d′5 := d5d7h4 = (2; 1;T3)2 × 1p,
d6 = 12 × (p
√−1; 1, 2p√−1; p√−1− T3)p,
d′7 := d7h2h7 = (1;T2; 1)2 × 1p,
h1 = (1; 1;−1)2 × 1p,
h2 = (1;T2/p; 1)2 × (1;
√−1,√−1; 1)p,
h3 = (−1; 1; 1)2 × 1p,
h4 = (2; 1;T3)2 × (2; 1, 1;T3)p,
h5 = (1; p; p)2 × (1; p, p; p)p,
h6 = (p; c+ d · T2/p;T3)2 × (p; c+ d
√−1, c− d√−1;T3)p,
h7 = (1; p; 1)2 × (1; p, p; 1)p.
It is sufficient to prove that the above twelve elements are linearly independent.
(a) By taking the first components at v = p into account, we see that there is no
relation containing d6, h4 and h6.
(b) By taking the fourth components at v = p into account, we see that there is
no relation containing h5.
(c) By taking the second and third components at v = p into account, we see
that there is no relation containing h2 and h7.
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(d) By taking the first components at v = 2 into account, we see that there is no
relation containing d′5, and h3.
(e) By taking the third components at v = 2 into account, we see that there is
no relation containing d′3, and h1.
(f) Finally, by taking the second components at v = 2 into account, we see that
there is no relation containing d4 and d
′
7.

Therefore, by Lemmas 2.28 to 2.30, 2.33 and 2.34, we obtain
rank(J(Q)) ≤ dim Sel(2)(Q, J)− dim J(Q)[2] = 7 + 7− 12− 2 = 0.
This completes the proof of Theorem 2.1 (4).
3. Application of the Lutz-Nagell type theorem for hyperelliptic curves
Let p be a prime number, i, j ∈ Z≥0, and f(x) = x(x2 + 2ipj)(x2 + 2i+1pj). Let C be a
hyperelliptic curve defined by y2 = f(x) and J be its Jacobian variety.
By taking Theorem 2.1 into account, Theorem 1.1 is an immediate consequence of the
following proposition.
Proposition 3.1. Let P ∈ C(Q) \ {∞} such that φ(P ) ∈ J(Q)tors.
(1) Suppose that p 6= 3. Then, P = (0, 0).
(2) Suppose that p = 3 and (i, j) 6≡ (2, 2), (3, 2) (mod 4). Then, P = (0, 0).
This proposition follows from the following Lutz-Nagell type theorem.
Theorem 3.2 (cf. [5, Theorem 3]). Let φ : C → J be the Abel-Jacobi map defined by
φ(P ) = [P − ∞]. If P = (a, b) ∈ C(Q) \ {∞} and φ(P ) ∈ J(Q)tors, then a, b ∈ Z and
either b = 0 or b2 | disc(f).
Note that Grant [5] proved the above Lutz-Nagell type theorem in more general settings.
Proof of Proposition 3.1. (1) We prove this statement by contradiction. Suppose that
P = (a, b) ∈ C(Q) \ {∞} satisfies φ(P ) ∈ J(Q)tors and b 6= 0. Then, Theorem 3.2
implies that a, b ∈ Z and b2 | disc(f), hence b = ±2kpl for some k, l ∈ Z≥0. In
particular, every prime divisor of f(a) ∈ Z≥0 is 2 or p.
First, if l = 0, then f(a) is a power of 2, which contradicts that 1 < (a2 +
2i+1pj)/(a2 + 2ipj) < 2. Thus, we may assume that p is odd and l > 0.
• Suppose that j = 0. Then, disc(f) is divisible only by 2, i.e. l = 0, which is
impossible.
Thus, j must be positive, and there exists a1 ∈ Z such that a = pa1, i.e.
b2 = p3a1(pa
2
1 + 2
ipj−1)(pa21 + 2
i+1pj−1).
• Suppose that j = 1. Since p is odd, neither pa21 + 2i nor pa21 + 2i+1 is divisible
by p. Thus, both pa21+2
i and pa21+2
i+1 must be powers of 2, which contradicts
that 1 < (pa21 + 2
i+1)/(pa21 + 2
i) < 2.
• Suppose that j = 2. Then,
b2 = p5a1(a
2
1 + 2
i)(a21 + 2
i+1).
– Suppose that i = 0. If a1 is odd, then the right hand side is divisible by
2 exactly odd times, which is impossible. If a1 is even, then a
2
1 + 1 > 1
and (a21 + 2)/2 > 1 must be coprime powers of p, which is impossible.
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– Suppose that i = 1. If a1 is odd, then a
2
1 + 2 > 1 and a
2
1 + 4 > 1 must
be coprime powers of p, which is impossible. If a1 is even, then there
exists a2 ∈ Z such that a1 = 2a2, i.e
b2 = 24p5a2(2a
2
2 + 1)(a
2
2 + 1).
If a2 is odd, then the right hand side is divisible by 2 exactly odd times,
which is impossible. If a2 is even, then 2a
2
2 + 1 > 1 and a
2
2 + 1 > 1 must
be coprime powers of p, which is impossible.
– Suppose that i = 2. If a1 is odd, then a
2
1 + 4 > 1 and a
2
1 + 8 > 1 must
be coprime powers of p, which is impossible. If a1 is even, then there
exists a2 ∈ Z such that a1 = 2a2, i.e.
b2 = 25p5a2(a
2
2 + 1)(a
2
2 + 2).
If a2 is odd, then a2 and a
2
2 + 2 are coprime powers of p. Thus a2 = 1,
and the right hand side is divisible by p 6= 3 exactly odd times, which
is impossible. If a2 is even, then a
2
2 + 1 > 1 and (a
2
2 + 2)/2 > 1 must be
coprime powers of p, which is impossible.
– Suppose that i = 3. If a1 is odd, then a
2
1 + 8 > 1 and a
2
1 + 16 > 1 must
be coprime powers of p, which is impossible. If a1 is even, then there
exists a2 ∈ Z such that a1 = 2a2, i.e.
b2 = 25p5a2(a
2
2 + 2)(a
2
2 + 4).
If a2 is odd, then a
2
2 + 2 > 1 must be a
2
2 + 4 > 1 are coprime powers of
p, which is impossible. If a2 is even, then there exists a3 ∈ Z such that
a2 = 2a3, i.e.
b2 = 29p5a3(2a
2
3 + 1)(a
2
3 + 1).
If a3 is odd, then a3 and 2a
2
3 + 1 are coprime powers of p. Thus, a3 = 1,
and the right hand side is divisible by p 6= 3 exactly odd times, which
is impossible. If a3 is even, then 2a
2
3 + 1 > 1 and a
2
3 + 1 > 1 must be
coprime powers of p, which is impossible.
– Suppose that i ≥ 4. If a1 is odd, then a21 + 2i > 1 and a21 + 2i+1 > 1
must be coprime powers of p, which is impossible. If a1 is even, then
there exists a2 ∈ Z such that a1 = 2a2, i.e.
b2 = 25p5a2(a
2
2 + 2
i−2)(a22 + 2
i−1).
If a2 is odd, then a
2
2 + 2
i−2 > 1 and a22 + 2i−1 > 1 must be coprime
powers of p, which is a impossible. If a2 is even, then there exist a3,
b1 ∈ Z such that (a2, b) = (2a3, 25b1), i.e.
b21 = p
5a3(a
2
3 + 2
i−4)(a23 + 2
i−3).
Therefore, by a simple induction on i, we obtain the claim.
• The case j = 3 is similar to the case j = 1.
• If j ≥ 4, then there exist a2, b1 ∈ Z such that (a1, b) = (pa2, p5b1), i.e.
b21 = a2(a
2
2 + 2
ipj−4)(a22 + 2
i+1pj−4).
Therefore, by a simple induction on j, we obtain the claim.
This completes the proof.
(2) The proof of (2) is exactly similar to (1). Note that, in the above proof, we used
the condition p 6= 3 only in the cases (i, j) ≡ (2, 2), (3, 2) (mod 4).

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4. Concluding remarks
If a hyperelliptic curve C covers an elliptic curve E over Q, then we can determine C(Q)
by determining E(Q). 9 However, our hyperelliptic curves in Theorem 1.1 do not cover
elliptic curves over Q. Indeed, the congruent zeta functions of C(p;i,j) with p 6= 11 over
F11 are
Z(C(p;i,j)/F11, T ) =
1 + 14T 2 + 121T 4
(1− T )(1− 11T ) ,
whose numerators are irreducible in Q[T ]. 10
On the other hand, it might be possible to prove Theorem 1.1 by determining the set
of rational points of some elliptic curves over number fields covered by our hyperelliptic
curves. There are two obstructions in this direction. First, it is a non-trivial problem to
find such elliptic curves of Mordell-Weil rank 0. Secondly, since the unit group of number
fields are infinite in general, the Lutz-Nagell theorem is not sufficient to determine the
torsion points of elliptic curves over number fields.
Appendix A.
In this appendix, we prove the following proposition.
Proposition A.1. Let i, j ∈ Z≥0 and C(i,j) be a hyperelliptic curve over Q(t) defined by
C(i,j) : y2 = x(x2 + 2itj)(x2 + 2i+1tj).
Then, C(i,j)(Q(t)) = {(0, 0),∞}.
This is a consequence of the following “abc conjecture for polynomials”.
Theorem A.2 (cf. [10, Theorem]). Let k be a field of characteristic 0, and a, b and
c ∈ k[x] be coprime polynomials such that a + b = c. Suppose that a, b and c are not all
constants. Then, deg(c) < n0(abc), where n0(abc) is the number of distinct zeroes of abc.
Lemma A.3. There exist no X, Y , Z ∈ Z>0 such that
(1) X4 + Y 4 = Z2 or
(2) X4 + 4Y 4 = Z2.
Proof of Lemma A.3. (1) is a well-know theorem by Fermat.
We prove (2) by contradiction.
Suppose that there exist X, Y , Z ∈ Z>0 such that X4 + 4Y 4 = Z2. If gcd(X,Y ) =
d ∈ Z>0, then Z is divisible by d2. Thus, by replacing X, Y , Z by X/d, Y/d, Z/d2
if necessary, we may assume that gcd(X,Y, Z) = 1. Assume that X is even. Since
gcd(X2/2, Y 2, Z/2) = 1, there exist S, T ∈ Z>0 such that gcd(S, T ) = 1 and
X2
2 = 2ST,
Y 2 = S2 − T 2,
Z
2 = S
2 + T 2.
Since gcd(S, T ) = 1, the first equality implies that there exist U , V ∈ Z>0 such that
S = U2 and T = V 2. The second equality implies that Y 2 = U4 − V 4. Since Y is odd, U
9For example, y2 = (x2 +1)(x2 +1+p)(x2 +1−p) with a prime p ≡ 3 (mod 8) has no rational solution.
10Similarly, by calculating the congruent zeta functions over F13, we can check that C(11;i,j) do not
cover elliptic curves over Q.
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is odd and V is even. Therefore, there exists S′, T ′ ∈ Z>0 such that gcd(S′, T ′) = 1 and
Y = S′2 − T ′2,
V 2 = 2S′T ′,
U2 = S′2 + T ′2.
The second equality implies that there exist U ′, V ′ ∈ Z>0 such that S′ = U ′2 and T ′ = V ′2.
Therefore, U2 = U ′4 + V ′4, which contradicts (1).
The case when X is odd is similar. 
Proof of Proposition A.1. Recall that C(i,j) ⊂ P2(1,3,1) is defined by the following weighted
homogeneous equation:
Y 2 = XZ(X2 + 2itjZ2)(X2 + 2i+1tjZ2).
We may assume that X, Y , Z ∈ Q[t]. Put t = s4, U = sjY and V = s2jZ. Then, we
obtain the curve C˜(i,j) defined by the following equation over Q(s):
U2 = XV (X2 + 2iV 2)(X2 + 2i+1V 2).
It is sufficient to prove that C˜(i,j)(Q(s)) = {(0, 0),∞}. Let P := [X : U : V ] ∈ C(i,j)(Q(s)).
We may assume that X = X(s), U = U(s), V = V (s) are taken from Z[s] such that
gcd(X,U, V ) = 1. Then, there exist coprime polynomials U1, U2, U3, U4 ∈ Z[s] such that
X = U21 ,
V = U22 ,
X2 + 2iV 2 = U23 ,
X2 + 2i+1V 2 = U24 .
Since i or i + 1 is even, there exists U5 ∈ Z[s] such that one of the following conditions
holds. 
U41 + U
4
5 = U
2
3 (i ≡ 0 (mod 4)).
U41 + 4U
4
5 = U
2
4 (i ≡ 1 (mod 4)).
U41 + 4U
4
5 = U
2
3 (i ≡ 2 (mod 4)).
U41 + U
4
5 = U
2
4 (i ≡ 3 (mod 4)).
Suppose that U41 + U
4
5 = U
2
3 . Let g := gcd(U1, U3, U5) ∈ Z>0, U ′1 := U1/g, U ′3 := U2/g2,
U ′5 := U5/g. If U ′1, U ′3, U ′5 are not all constants, then Theorem A.2 implies that
2 deg(U ′3) < n0(U
′
1U
′
3U
′
5) ≤ degU ′1 + degU ′3 + degU ′5.
Thus, we have
deg(U ′23 ) < deg(U
′2
1 ) + deg(U
′2
5 ) ≤ deg(U ′41 + U ′45 ),
which is impossible. Therefore, U ′1, U ′3, U ′5 are all integers such that gcd(U ′1, U ′3, U ′5) = 1.
Thus, by Lemma A.3 (1), (U ′1, U ′3, U ′5) = (0,±1,±1) or (±1,±1, 0), i.e. P = [0 : 0 : 1] or
[1 : 0 : 0] as desired. The other cases are exactly similar. This completes the proof. 
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