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THE LINEAR INVARIANTS (DN ) AND (Ω) FOR
SPACES OF GERMS OF HOLOMORPHIC FUNCTIONS
ON COMPACT SUBSETS OF Cn
Bui Dac Tac, Le Mau Hai and Nguyen Quang Dieu
Abstract
For a compact subset K of Cn, we give necessary and sufficient
conditions for [H(K)]′ to have the property (DN ), and similarly
for the property (Ω). We also show that H(D) is isomorphic
to H(∆
n
), where ∆n is the unit polydisc in Cn and D is any
bounded Reinhardt domain in Cn. This last result requires a
generalization of the classical Hartogs phenomenon.
1. Introduction
The linear topological invariants of types (DN ) and (Ω) were intro-
duced and investigated by D. Vogt in the early 80’s. These properties
play a central role in the modern theory of Fre´chet spaces. They have
been applied successfully to the problem of classifying Fre´chet spaces,
in particular, to investigating the structure of holomorphic functions on
open subsets, and compact subsets, of Cn, as well as of more general
objects, such as complex manifolds, Fre´chet spaces, etc. In this direc-
tion, we could mention an interesting result due to Aytuna (see [Ay1],
[Ay2]) which says that if M is a Stein manifold, and n = dimM , and ∆n
denotes the open unit polydisk in Cn, then H(M) ∼= H(∆n) if and
only if H(M) ∈ (Ω), or equivalently M is hyperconvex, meaning that
there exists a negative, continuous, plurisubharmonic, exhaustion func-
tion on M . A slightly weaker form of this statement was proved by Za-
harjuta, in [Za]. For a compact K (in a Stein manifold), Zaharjuta also
gave a characterization, in terms of pluripotential theory, for H(K) to be
isomorphic toH(∆
n
). Later, Aytuna showed, in [Ay2], that for a general
complex manifold M , H(M) ∼= H(Cn) if and only if H(M) ∈ (DN ), or
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equivalently M admits no non-constant, bounded-from-above, plurisub-
harmonic function. More recently, it was shown in [HT], that, if K is
a compact subset of a Stein complex space (possibly with singularities),
then [H(K)]′ ∈ (Ω˜) if and only if K∩Z is either empty or non-pluripolar
in Z, for every irreducible branch Z of every neighbourhood U (in X)
of K.
The aim of the present paper is to study the structure of the
space H(K) in terms of invariants (DN ), (Ω), where K is a compact
set in Cn. We now briefly outline the principal results in this work. In
Section 3, we show in Theorem 3.1 that [H(K)]′ ∈ (DN ) if and only if K
has a Runge neighbourhood. The proof of this theorem uses a standard
application of the L2-estimates of Ho¨rmander, as was presented in [Ay1].
A characterization for the property (Ω) of [H(K)]′ is given in Section 4.
Namely it is proved there that if K has a Stein neighbourhood basis then
[H(K)]′ ∈ (Ω) if and only if K is pluriregular in every neighbourhood
of K. As a consequence to this, we show that for every locally pluriregu-
lar compact Stein set K in Cn we have [H(Ωϕ(K))]′ ∈ (Ω) where ϕ is a
(real valued) continuous, plurisubharmonic function on a neighbourhood
of K and Ωϕ(K) is the compact Hartogs set defined by
Ωϕ(K) = {(z, λ) ∈ K ×C : |λ| ≤ e
−ϕ(z)}.
We also display an example of a compact setK in C2 such that [H(K)]′ ∈
(Ω) but [H(Ωϕ(K))]′ /∈ (Ω) for some real valued continuous function ϕ
on K. This contrasts sharply with Corollary 3.4 in Section 3.
Finally, in Section 5 we consider the case where K = D where D is
a bounded Reinhardt domain in Cn. The main result is that H(D) ∼=
H(∆
n
). The main ingredient is the following observation: There exists
a bounded hyperconvex Reinhardt domain D˜ in Cn such that H(D) ∼=
H(D˜). This observation should be considered as a generalization of the
well known fact that every holomorphic function on a neighbourhood of
the Hartogs triangle (in C2) extends holomorphically to a neighbourhood
of the closed unit bidisk.
2. Preliminaries
2.1. We first recall the definitions of linear topological invariants (DN ),
(Ω). These properties were introduced and investigated by Vogt in the
early 80’s.
Let E be a Fre´chet space with an increasing fundamental system of
seminorms
|| · ||1 ≤ || · ||2 ≤ · · · ≤ || · || ≤ · · ·
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For each k ≥ 1, define a generalized semi-norm || · ||∗k on E
′, the dual
space of E, by
||u||∗k = sup{|u(x)| : ||x||k ≤ 1}.
We say that E has the property
|| · ||1+dq ≤C|| · ||k|| · ||
d
p
{
(DN ) ∃ p ≥ 1 ∀ d > 0 ∀ q ≥ p ∃ k ≥ q, C>0
(DN ) ∃ p ≥ 1 ∀ q ≥ p ∃ k, d, C>0
|| · ||∗1+dq ≤C|| · ||
∗
k|| · ||
∗d
p
{
(Ω) ∀ p ≥ 1 ∀ d > 0 ∃ q ≥ p ∀ k ≥ q ∃ C>0
(Ω˜) ∀ p ≥ 1 ∃ q ≥ p ∃ d > 0 ∀ k ≥ q ∃ C>0.
For more details concerning these topological invariants, we refer the
reader to the book [MV].
2.2. We next recall the definition of germs of holomorphic functions on
compact sets. For K a compact set in Cn, denote by H(K) the space of
germs of holomorphic functions on K, equipped with the inductive limit
topology. More precisely
H(K) = limind
U⊃K
H∞(U),
where H∞(U) is the Banach space of bounded holomorphic functions
on U and U runs over all neighbourhoods of K.
2.3. Finally we also require some elements of pluripotential theory that
will be used further on. For more details on this material, we refer to
the surveys [Sa] and [Sic].
Let U be a domain in Cn and K a subset of U . We define the relative
extremal function (or plurisubharmonic measure) ω∗(U,K, ·) as follows
ω∗(U,K, z) = lim
z′→z
sup{u(z′) : u ∈ PSH (U), u ≤ 1, u
∣∣
K
≤ 0},
where PSH (U) denotes the cone of plurisubharmonic functions on U .
We say that K is pluriregular in U if ω∗(U,K, ·)
∣∣
K
≡ 0, or equiv-
alently ω∗(U,K, ·) is continuous on U . A point a ∈ K is called a
pluriregular point of K if for every neighbourhood U of a we have
ω∗(U,K ∩ U, ·)
∣∣
K∩U
≡ 0. K is called locally pluriregular if every point
of K is a pluriregular point.
3. The property (DN ) for [H(K)]′
The main result in this section is the following
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Theorem 3.1. Let K be a compact subset in Cn. Then the following
assertions are equivalent
(i) [H(K)]′ ∈ (DN ).
(ii) [H(K)]′ has a continuous norm.
(iii) K has a Runge neighbourhood.
Here by a Runge neighbourhood of K we mean an open set D in Cn
containingK and satisfies the following requirement: For every holomor-
phic function f on a neighbourhood U of K in D there exists a (possibly
smaller) neighbourhood U˜ of K such that for every ε > 0 we can find a
holomorphic function g on D satisfying
sup{|f(z)− g(z)| : z ∈ U˜} < ε.
Proof: (i) ⇒ (ii) is trivial.
(ii) ⇒ (iii). Assume that || · || is a continuous norm of [H(K)]′. Take a
bounded subset B in H(K) such that
||µ|| ≤ C||µ||∗B , ∀ µ ∈ [H(K)]
′
for some constant C > 0.
Since H(K) = limind
U⊃K
H∞(U) is regular, we can find a neighbour-
hood U of K such that B is contained and bounded in H∞(U). We
claim that U is a Runge neighbourhood of K. Indeed, it suffices to show
that H∞(U) is dense in H(K). Otherwise, by the Hahn-Banach theorem
there exists µ ∈ [H(K)]′, µ 6= 0 such that µ
∣∣
H∞(U)
= 0. This implies
that µ = 0. A contradiction!
(iii) ⇒ (i). The proof relies on the following lemma which is of indepen-
dent interest.
Lemma 3.2. Let D be a Runge neighbourhood of K. Then there ex-
ists a compact holomorphically convex subset K˜ of Dˆ, the envelope of
holomorphy of D, such that H(K) is isomorphic to H(K˜).
We also need methods and the following result taken from the proof
of Theorem 2 in [Ay1].
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Lemma 3.3. Let M be a Stein manifold and dV the volume form of
a Hermitian metric on M . Then there exists a measure µ equivalent
to dV and a strictly positive continuous function c on M with the fol-
lowing properties: For any covering {W+,W−} of M with W+ ∩ W−
relatively compact, there exists a constant C > 0, such that for any
plurisubharmonic function ρ on M and for any holomorphic function f
on W+∩W−, there exist holomorphic functions f+ on W+ and f− on W−
such that f+ − f− = f on W+ ∩W− and the following estimates hold∫
W+
|f+|
2e−ρc dµ ≤ C
∫
W+∩W−
|f |2e−ρ dµ
∫
W−
|f−|
2e−ρc dµ ≤ C
∫
W+∩W−
|f |2e−ρ dµ.
Assuming Lemma 3.2 for the moment, we continue the proof of
(iii) ⇒ (i). It follows from Lemma 3.2 that [H(K)]′ is isomorphic
to [H(K˜)]′. It is therefore sufficient to show that [H(K˜)]′ ∈ (DN ).
Since K˜ is holomorphically convex in the Stein Riemann domain Dˆ, there
exists a non negative plurisubharmonic function ρ on Dˆ such that K˜ is
the zero set of ρ (see [Sib, p. 203], the proof given there is valid without
changes to the case of Stein manifolds). We may assume that the open
sets
Uk = {z ∈ Dˆ : ρ(z) < 1/k}, k ≥ 1
form a Stein neighbourhood basis for K˜.
Now let dλ = c dµ, where c, µ are as in Lemma 3.3, we define
Vk =
f ∈ H(Uk) :
∫
Uk
|f |2 dλ ≤ 1
 .
Then {Vk}k≥1 is a basis of bounded subsets of H(K˜). In order to prove
that [H(K˜)]′ ∈ (DN ), it suffices to verify the following assertion
(1) ∀ q ≥ 2 ∃ k, d,M > 0 ∀ r > 0 : Vq ⊂Mr
dV2 +
1
r
Vk.
Indeed, given q ≥ 2, from Theorem 2.6.11 in [Ho¨] we deduce that there
exists a continuous plurisubharmonic function ρ˜ on U1 such that
K˜ ⊂W− := {z ∈ U1 : ρ˜(z) < 1} ⊂ Uq ⊂ U2.
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Choose δ1, δ2 such that
sup
z∈K˜
ρ˜(z) < δ2 < δ1 < 1.
Let α = sup
z∈U2
ρ˜(z) < ∞. Fix L > 0, and let ϕL be the convex function
on (−∞, α) given by
ϕL(t) =

L
δ2
t− L for δ2 < t < α
0 for t ≤ δ2.
It follows that ρL = ϕL ◦ ρ˜ is continuous plurisubharmonic on U2. Take
k > q sufficiently large such that Uk ⊂ {z ∈ U1 : ρ˜(z) < δ2}. Set
W+ = U2\{z ∈ U2 : ρ˜(z) < δ1}, W = W− ∩W+.
For each f ∈ Vq , we have
(2)
∫
W
|f |2e−ρL dλ ≤ sup
W
e−ρL = eL(1−
δ1
δ2
).
By Lemma 3.3 there exist f+ ∈ H(W+) and f− ∈ H(W−) such that
f ≡ f+ − f− on W
and ∫
W+
|f+|
2e−ρL dλ ≤ CeL(1−
δ1
δ2
);
∫
W−
|f−|
2e−ρL dλ ≤ CeL(1−
δ1
δ2
)
(3)
for some constant C > 0 independent of f and L.
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As ρL ≡ 0 on Wδ2 = {z ∈ U1 : ρ˜(z) < δ2}, from (3) we easily get the
following estimates∫
Wδ2
|f−|
2 dλ =
∫
Wδ2
|f−|
2e−ρL dλ ≤ CeL(1−
δ1
δ2
)
(4)
∫
W+
|f+|
2 dλ ≤ sup
W+
eρL
∫
W+
|f+|
2e−ρL dλ ≤ Ce
L
δ2
(α−δ1)(5)
∫
W−\W+
|f−|
2 dλ ≤ sup
W−\W+
eρL
∫
W−
|f−|
2e−ρL dλ ≤ Ce
L
δ2
(1−δ1).(6)
From (6) and the fact that
∫
Uq
|f |2 dλ ≤ 1 we get
∫
W−\W+
|f + f−|
2 dλ ≤


∫
W−\W+
|f |2 dλ

1/2
+

∫
W−\W+
|f−|
2 dλ

1/2

2
≤(1 + C1/2)2e
L
δ2
(α−δ1).
(7)
Since f+ − f− ≡ f on W and W−
⋃
W+ = U2 then we can define
g ∈ H(U2) by
g(z) =
{
f+(z) for z ∈W+
f(z) + f−(z) for z ∈W−.
It now follows from (4) that∫
Wδ2
|h|2 dλ =
∫
Wδ2
|f−|
2 dλ ≤ CeL(1−
δ1
δ2
), h = f − g.
Moreover, since Uk ⊂Wδ2 then∫
Uk
|h|2 dλ ≤
∫
Wδ2
|h|2 dλ ≤ CeL(1−
δ1
δ2
)
.
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On the other hand, from (5) and (7) we obtain∫
U2
|g|2 dλ =
∫
W+
|f+|
2 dλ+
∫
W−\W+
|f + f−|
2 dλ
≤ Ce
L
δ2
(α−δ1) + (1 + C1/2)2e
L
δ2
(α−δ1)
= [(1 + C1/2)2 + C]e
L
δ2
(α−δ1).
Therefore
Vq ⊂ Ce
L(1−
δ1
δ2
)
Vk + [(1 + C
1/2)2 + C]e
L
δ2
(α−δ1)V2, ∀ L > 0.
By setting s = e−L(1−
δ1
δ2
), the above inclusion can be rewritten as
Vq ⊂
C
s
Vk + [(1 + C
1/2) + C]sdV2, ∀ s > 0,
where d = α−δ1δ1−δ2 .
Thus (1) is proved, the proof is thereby finished.
It remains to prove Lemma 3.2. A proof of this result has been given
by Zaharjuta in [Za]. For the convenience of readers, we offer below a
full proof.
Proof of Lemma 3.2: For the sake of simplicity, we only consider the case
where Dˆ is schlicht, i.e. Dˆ is a pseudoconvex domain in Cn. The general
case, i.e. Dˆ is a Stein Riemann domain over Cn can be treated in the
same way. Let KˆDˆ denote the holomorphic hull of K in Dˆ. We will show
that the conclusion of the lemma is satisfied for K˜ = KˆDˆ.
Let f be a holomorphic function on a neighbourhood U ofK. Then by
our hypothesis, there exist a neighbourhood U ′ of K, a sequence {fj}j≥1
of holomorphic functions on D converges uniformly to f on compact
sets of U ′. We still denote by fj the holomorphic extension of fj to Dˆ.
Since K is compact in U ′, we can find r > 0 sufficiently small such that
K + r∆n is relatively contained in U ′ where ∆n is the unit polydisk
in Cn.
Notice that, by shrinking U ′ we may assume that there exists M > 0
such that
||fj ||U ′ < M, ∀ j ≥ 1.
By applying the Cauchy inequalities we obtain∣∣∣∣∣f
(α)
j (ξ)
α!
∣∣∣∣∣ ≤ Mrα , ∀ α ∈ Nn, ∀ ξ ∈ K.
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It follows that ∣∣∣∣∣f
(α)
j (ξ)
α!
∣∣∣∣∣ ≤ Mrα , ∀ α ∈ Nn, ∀ ξ ∈ K˜.
By the Cartan-Thullen theorem (see [Ho¨, Theorem 2.5.4]), we have K˜+
r
2∆
n ⊂ Dˆ. Moreover, for any λ ∈ r2∆
n and ξ ∈ K˜ we have
|fj(ξ + λ)| =
∣∣∣∣∣ ∑
α∈Nn
f
(α)
j (ξ)λ
α
α!
∣∣∣∣∣ ≤ ∑
α∈Nn
M
rα
(r
2
)α
< M ′ <∞.
Thus the sequence {fj}j≥1 is uniformly bounded on a fixed neighbour-
hood of K˜. By passing to a subsequence, we may assume that {fj}j≥1
converges to f∗ which is holomorphic on a neighbourhood of K˜. Clearly
f∗ is an extension of f to a neighbourhood of K˜.
We derive below some consequences of the preceding theorem.
Corollary 3.4. If [H(K)]′ ∈ (DN ) then [H(Ωϕ(K))]
′ ∈ (DN ), for every
continuous function ϕ on K.
Proof: By Theorem 3.1 there exists a Runge neighbourhood D of K.
Now let ϕ˜ be a continuous extension of ϕ to Cn. We show that Ωϕ˜−1(D)
is a Runge neighbourhood of Ωϕ(K). Indeed, let f be a holomorphic
function on a neighbourhood W of Ωϕ(K) in Ωϕ˜−1(D). Since ϕ˜ is con-
tinuous we can find a neighbourhood U of K in D and 0 < ε < 1 such
that
Ωϕ(K) ⊂ Ωϕ˜−ε(U) ⊂W.
We expand f in the Hartogs series
f(z, λ) =
∞∑
k=0
ak(z)λ
k, (z, λ) ∈ Ωϕ˜−ε(U),
where ak are holomorphic functions on U defined by
ak(z) =
1
2pii
∫
|λ|=e−ϕ˜(z)+δ
f(z, λ)
λk+1
dλ, z ∈ U, 0 < δ < ε.
As K is Runge in D we deduce that f can be uniformly approximated
on neighbourhoods of Ωϕ(K) by holomorphic functions on Ωϕ˜−1(D). By
applying Theorem 3.1 we conclude the proof.
Corollary 3.5. Let K be a star shaped compact set in Cn containing 0,
that is for every z ∈ K the segment {tz : 0 ≤ t ≤ 1} ⊂ K. Then
[H(K)]′ ∈ (DN ).
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Proof: Since K is star shaped, K has a neighbourhood basis of star
shaped domains. The existence of a Runge neighbourhood for K now
follows from Proposition 1 in [Ka].
Corollary 3.6. Let K be a compact in C. Then the following assertions
are equivalent.
(i) [H(K)]′ ∈ (DN ).
(ii) C\K has a finite number of connected components.
(iii) There exists a neighbourhood D of K such that K = KˆD.
Proof: (i) ⇒ (ii) follows from the following duality relationship
[H(K)]′ ∼= H0(C\K),
where H0(C\K) is the space of holomorphic functions on the comple-
ment of K that vanish at ∞.
(ii) ⇒ (iii). Let U1, . . . , Uk be bounded connected components of C\K.
For each 1 ≤ j ≤ k we choose a point aj ∈ Uj . Let D = C\{a1, . . . , ak}.
It is easy to check that D\K has no relatively bounded component in D.
Thus the classical Runge theorem [Ho¨, Theorem 1.3.1] implies (iii).
(iii) ⇒ (i) follows from Theorem 1.3.1 in [Ho¨] and Theorem 3.1.
4. The property (Ω)
The first result in this section is the following
Theorem 4.1. Let K be a compact Stein in Cn i.e. K has a Stein
neighbourhoods basis in Cn. Then [H(K)]′ ∈ (Ω) if and only if K is
pluriregular in every neighbourhood W of K.
Proof: Assume that [H(K)]′ ∈ (Ω). Let W be an arbitrary Stein neigh-
bourhood of K in Cn. Since [H(K)]′ ∈ (Ω), we can find a neighbour-
hood U of K in W such that for any neighbourhood V of K in U , for
any ε > 0 the following inequalities hold
(8) ||f ||U ≤ C||f ||
1−ε
V ||f ||
ε
W , ∀ f ∈ H
∞(W ),
where C > 0 is independent of f . By applying (8) to fn we obtain
||f ||nU ≤ C||f ||
(1−ε)n
V ||f ||
εn
W , ∀ f ∈ H
∞(W ), ∀ n ≥ 1.
Taking n-th root and let n tend to ∞ we get
||f ||U ≤ ||f ||
1−ε
V ||f ||
ε
W , ∀ f ∈ H
∞(W ).
It follows that
||f ||U ≤ ||f ||
1−ε
K ||f ||
ε
W , ∀ f ∈ H
∞(W ).
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Therefore
log |f(z)| − log ||f ||K
log ||f ||W − log ||f ||K
≤ ε, ∀ f ∈ H∞(W ), ∀ z ∈ U.
Now it follows from a result of Zaharjuta (see [Sa, Proposition 10.2])
that
ω∗(W,K, z) ≤ ε, ∀ z ∈ U.
Since ε > 0 can be arbitrary small, we conclude that K is pluriregular
in W .
Conversely, assume that K is pluriregular in every neighbourhood
of K. Let W be an arbitrary neighbourhood of K. Then for every ε > 0,
there exists a neighbourhood U of K in W such that
ω∗(W,K, z) < ε, ∀ z ∈ U.
It implies that
log |f(z)| − log ||f ||K
log ||f ||W − log ||f ||K
≤ ε, ∀ z ∈ U, ∀ f ∈ H∞(W ).
Hence
||f ||U ≤ ||f ||
1−ε
K ||f ||
ε
W , ∀ f ∈ H
∞(W ).
So [H(K)]′ ∈ (Ω).
Combining the above theorem with Proposition 6.1 in [Sic] (or Lem-
ma 12.3 in [Sa]) we easily deduce the following
Corollary 4.2. Let K be a polynomially convex compact set in Cn.
Then [H(K)]′ ∈ (Ω) if and only if VK , the Siciak extremal function
of K, is continuous on Cn, or equivalently V ∗K ≡ 0 on K.
We next apply Theorem 4.1 to the case of compact Hartogs sets.
Corollary 4.3. Let K be a compact Stein set in Cn, which is locally
pluriregular. Assume that ϕ is a plurisubharmonic function on a neigh-
bourhood of K and continuous on K. Then [H(Ωϕ(K))]′ ∈ (Ω).
Proof: We first notice that Ωϕ(K) has a Stein neighbourhood basis.
Indeed, it suffices to observe that if U is a Stein neighbourhood of K
then the Hartogs domain
Ωϕ(U) = {(z, λ) : |λ| < e
−ϕ(z)}
is a Stein neighbourhood of Ωϕ(K).
It remains, in view of Theorem 4.1, to check that Ωϕ(K) is locally
pluriregular. For this, we fix an arbitrary point p = (z0, w0) ∈ Ωϕ(K).
By [Sa, Proposition 12.5], it is enough to show that V ∗
U∩Ωϕ(K)
(p) = 0
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for every neighbourhood U of p in Cn+1. Then we can find a neighbour-
hood U˜ of z0 in C
n so small that
(U˜ ∩K)× {w : |w| ≤ e−M} ⊂ U ∩ Ωϕ(K),
where M = sup
z∈U˜∩K
ϕ(z). It follows that
V ∗
U∩Ωϕ(K)
(p) ≤ V ∗
(U˜∩K)×{|w|≤e−M}
(p)
= max
(
V ∗
U˜∩K
(z0), V
∗
{|w|≤e−M}(w0)
)
= log+
(
|w0|
e−M
)
≤M − ϕ(z0),
here we have used the product property of Siciak extremal functions in
the second line (see [Sic, Proposition 5.9]). Since ϕ ∈ C(K) we deduce
that M − ϕ(z0) → 0 when U˜ shrinks to z0. Thus for every neighbour-
hood U of p we have
V ∗
U∩Ωϕ(K)
(p) = 0.
This means that p is a locally pluriregular point of Ωϕ(K). We finish
the proof.
The next result should be compared to Corollary 3.4.
Proposition 4.4. There exists a polynomially convex compact set K
in C2 and a continuous real valued function ϕ on K such that
(i) [H(K)]′ ∈ (Ω).
(ii) Ωϕ(K) is polynomially convex.
(iii) [H(Ωϕ(K))]′ 6∈ (Ω).
Proof: We let K be the compact set in [Sa, Proposition 8.1], i.e., K =
K1 ∪K2 where{
K1 ={(z, w)∈C2 : |z| ≤ 1, w = 0}
K2 ={(z, w)∈C2 : z=eiθ, Rew=0, 0 ≤ Imw ≤ e
1
cos θ−1 , θ∈ [−pi, pi]}.
It is proved there that K is polynomially convex and V ∗K ≡ 0 on K.
Thus Corollary 4.2 implies that [H(K)]′ ∈ (Ω). It remains to construct
a continuous function ϕ satisfying (ii) and (iii). Let v be an arbitrary
continuous subharmonic function in C satisfying
v(z) = 0, ∀ z ∈ ∂∆, v 6≡ 0 on ∆,
where ∆ is the open unit disk in C. We set ϕ(z, w) = v(z) + |w|.
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We have
Ωϕ(K) = {(z, w, u) ∈ K ×C
2 : log |u|+ ϕ(z, w) ≤ 0}.
It follows from Theorem 4.3.4 in [Ho¨] that Ωϕ(K) is polynomially convex
in C3. Assume for the sake of contradiction that [H(Ωϕ(K))]′ ∈ (Ω).
Then by Corollary 4.2 we would have
(9) V ∗Ωϕ(K)(z) = 0, ∀ z ∈ Ωϕ(K).
Next we write
Ωϕ(K) = K
′
1 ∪K
′
2,
where K ′i = Ωϕ(Ki), i = 1, 2. Since K2 is locally pluriregular (as was
shown in [Sa, p. 73]), by the proof of Corollary 4.3 we get K ′2 is plurireg-
ular. Now we have
V ∗K′1∪K′2
≡ V ∗(K′1∪K′2 )ˆ
≤ V ∗
K̂′2∪K
′
1
≤ V ∗K′1∪K′2 .
Notice that K ′1 is pluripolar in C
3, so we obtain
V ∗K′1∪K′2
≡ V ∗
K̂′2∪K
′
1
= V ∗
K̂′2
.
Thus
V ∗K′1∪K′2
≡ V ∗
K̂′2
.
Combining this with (9) we get K ′1 ⊂ K̂
′
2. On the other hand, by the
choice of v we have
K ′1 = {(z, w, u) : (z, w) ∈ K1, |u| ≤ e
−v(z)}
K ′2 = {(z, w, u) : (z, w) ∈ K2, |u| ≤ e
−|w|} ⊂ K2 ×∆.
It follows that K ′1 ⊂ C
2 × ∆. Thus v ≥ 0 on ∆. By the maximum
principle we have v ≡ 0 on ∆, a contradiction to the choice of v.
5. The case K is closure of a Reinhardt domain
We devote this section to study the structure of H(K) in the case
where K is the closure D of a bounded Reinhardt domain D. First of
all, we recall some basic facts about Reinhardt domains that will be used
in the sequel.
Let D be a domain in Cn. D is said to be Reinhardt if for every
(θ1, . . . , θn) ∈ Rn we have
(z1, . . . , zn) ∈ D ⇒ (e
iθ1z1, . . . , e
iθnzn) ∈ D.
62 Bui Dac Tac, Le Mau Hai, Nguyen Quang Dieu
For each Reinhardt domain D in Cn we denote by logD∗ its logarithmic
image, more precisely
logD∗ = {(log |z1|, . . . , log |zn|) : (z1, . . . , zn) ∈ D∗},
where D∗ = {(z1, . . . , zn) ∈ D : z1 . . . zn 6= 0}. We also write Dˆ for the
envelope of holomorphy of D. It is well known that Dˆ is a pseudoconvex
Reinhardt in Cn. Next we let for 1 ≤ j ≤ n
Vj = {z ∈ C
n : zj = 0}, and V =
⋃
1≤j≤n
Vj .
The following useful criterion for pseudoconvexity of a Reinhardt domain
can be found in [Zw1].
Lemma 5.1. Let D be a Reinhardt domain in Cn. Then the following
assertions are equivalent.
(i) D is pseudoconvex.
(ii) logD∗ is convex and if D ∩ Vj 6= ∅ for some 1 ≤ j ≤ n then
(z1, . . . , zj−1, zj , . . . , zn)∈D ⇒ (z1, . . . , zj−1, λzj , . . . , zn)∈D ∀ |λ|<1.
We next recall the concept of hyperconvexity. A bounded domain D
in Cn is said to be hyperconvex if there is a negative exhaustive contin-
uous plurisubharmonic function for D. It is a remarkable fact that for
bounded hyperconvex domains, it is enough to have a weak plurisubhar-
monic barrier at every boundary point. This fact is perhaps most clearly
explained in [Bl]. More precisely, we have
Theorem 5.2. Let D be a bounded domain in Cn. Then D is hypercon-
vex if and only if every boundary point ξ has a weak plurisubharmonic
barrier, i.e., there exists a non constant negative plurisubharmonic func-
tion ψ on D such that
lim
z→ξ
ψ(z) = 0.
If the domain in question is pseudoconvex Reinhardt then we have a
simpler criterion.
Lemma 5.3. Let D be a bounded pseudoconvex Reinhardt domain in Cn.
Then
(i) There exists a weak plurisubharmonic barrier at every point ξ ∈
∂D\V , which extends to a plurisubharmonic function in a neigh-
bourhood of ξ in Cn.
(ii) D is hyperconvex if and only if there exists a weak plurisubharmonic
barrier at every point ξ ∈ (∂D) ∩ V .
The Linear Invariants (DN ) and (Ω). . . 63
Proof: (i) The proof is implicitly contained in that of Theorem 2.14
in [CCW], we omit the details.
(ii) follows immediately from Theorem 5.2 and Lemma 5.3(i).
For pseudoconvex Reinhardt domains we mention the following beau-
tiful result in [Zw2].
Lemma 5.4. A bounded pseudoconvex Reinhardt domain D in Cn is
hyperconvex if and only if D ∩ Vj 6= ∅ for any j ∈ {1, . . . , n} satisfying
D ∩ Vj 6= ∅.
Now we are able to formulate the main result in this section
Theorem 5.5. Let D be a bounded Reinhardt domain in Cn. Then
H(D) ∼= H(∆
n
).
The key element in the proof is the following lemma, which is of
independent interest.
Lemma 5.6. Let {Un}n≥1 be a decreasing sequence of bounded pseudo-
convex Reinhardt domains satisfying Un+1 ⊂ Un. Let
G =
⋂
n≥1
Un
and Ω = IntG. Then Ω is a bounded hyperconvex Reinhardt domain.
Proof: We first show that Ω is connected. For this, it suffices to check
that so is Ω∗ = Ω \ V . For this, we take two arbitrary points a, b ∈ Ω∗
and set
a′ = (log |a1|, . . . , log |an|) ∈ log Ω∗
b′ = (log |b1|, . . . , log |bn|) ∈ log Ω∗.
There exist two small balls S1 and S2 centered at a
′, b′ such that S1∪S2 ⊂
log Ω∗.
Then
S1 ∪ S2 ⊂ log(Un)∗, n ≥ 1.
Since log(Un)∗ is a convex domain in R
n we infer that
conv(S1 ∪ S2) ⊂ log(Un)∗, ∀ n ≥ 1.
Thus conv(S1 ∪ S2) ⊂ logG∗ and consequently
conv(S1 ∪ S2) ⊂ log Ω∗.
It implies that Ω∗ is connected. This also shows that Ω is a pseudoconvex
Reinhardt domain.
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It remains to check that Ω is hyperconvex. By Lemma 5.3 it is enough
to show the existence of a weak plurisubharmonic barrier at every point a
of ∂Ω ∩ V . There are two cases to consider
Case 1: a = 0. Let p = (p1, . . . , pn) be some point in Ω∗. Fix n ≥ 1.
Since Ω ⊂ Un+1 ⊂ Un, we can find ε > 0 such that
{z ∈ Cn : |z1| < ε, . . . , |zn| < ε} ∪ {p} ⊂ Un.
Hence
log(Un)∗ ⊃ conv
{
(log |p1|, . . . , log |pn|) ∪ {(x1, . . . , xn) : xj < log ε}
}
⊃ {(x1, . . . , xn) : x1 < log |p1|, . . . , xn < log |pn|}.
It follows that
{z ∈ Cn : |zi| < |pi|, 1 ≤ i ≤ n} ⊂ Un, ∀ n ≥ 1.
Therefore, 0 ∈ Int(G) = Ω, a contradiction!
Case 2: If a = (0, 0, . . . , 0, ak+1, . . . , an), where aj 6= 0 for k+1 ≤ j ≤ n,
1 ≤ k < n. Let pi denote the projection (z1, . . . , zn) 7→ (zk+1, . . . , zn).
By Lemma 5.1 pi(Ω) is a pseudoconvex Reinhardt domain in Cn−k.
We claim that pi(a) /∈ pi(Ω). Indeed, otherwise we can find α =
(c1, c2, . . . , ck, ak+1, . . . , an) ∈ Ω∗ with pi(α) = pi(a). We denote
α˜ = (log |c1|, . . . , log |ck|, log |ak+1|, . . . , log |an|) ∈ log Ω∗.
Then there exists a small ball S˜ centered at α˜ such that S˜ ⊂ log Ω∗. It
implies that there exists a Reinhardt neighbourhood (in Cn∗ ) S of α such
that
logS = S˜ ⊂ log Ω∗.
We choose δ so small that
0 < δ < min(|z1|, . . . , |zn|), ∀ (z1, . . . , zn) ∈ S.
Notice also that Un ∩ Vj 6= ∅ for j = 1, k, thus by Lemma 5.1 we get
(10) (z1, . . . , zn) ∈ S ⇒ (0, . . . , 0, zk+1, . . . , zn) ∈ Un.
Next we let pi be the projection (x1, . . . , xn) 7→ (xk+1, . . . , xn) and fix
(z01 , . . . , z
0
n) ∈ S. According to (10) we can find ε > 0 small enough such
that
{(z1, . . . , zk, z
0
k+1, . . . , z
0
n) : |zj | < ε, j = 1, k} ⊂ Un.
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It implies that
log(Un)∗ ⊃ (log |z
0
1 |, . . . , log |z
0
n|)∪{{(x1, . . . , xk) : xj< log ε, j = 1, k}
× (log |z0k+1|, . . . , log |z
0
n|)}.
Thus
log(Un)∗ ⊃conv
{
(log |z01 |, . . . , log |z
0
n|)
∪{(x1, . . . , xk, log |z
0
k+1|, . . . , log |z
0
n|) : xj < log ε, j = 1, k}
}
⊃
{
(x1, . . . , xk, log |z
0
k+1|, . . . , log |z
0
n|) : xj < log |z
0
j |, j = 1, k
}
.
It follows that
log(Un)∗ ⊃ {(x1, . . . , xk) : xj < log δ} × p˜i(logS).
This implies that G contains a neighbourhood of a. In other words,
a ∈ Int(G) = Ω. This is absurd. Thus pi(a) /∈ pi(D) and therefore
pi(a) ∈ ∂pi(D). Hence, we can find a weak plurisubharmonic u barrier
at pi(a) in pi(D). It follows that u ◦pi is a weak plurisubharmonic barrier
for a in D. Therefore Ω is hyperconvex.
We now proceed to the
Proof of Theorem 5.5: We divide the proof into four steps.
Step 1: We will prove that there exists a bounded hyperconvex Rein-
hardt domain D˜ in Cn such that D ⊂ D˜ and every holomorphic function
on a neighbourhood of D extends to a neighbourhood of D˜. For this, we
let Dn be a decreasing sequence of Reinhardt domains such that
∞⋂
n=1
Dn = D, Dn+1 ⊂ Dn.
Let
Un = Dˆn, D˜ = Int
(
∞⋂
n=1
Un
)
.
It is clear that Un+1 ⊂ Un and D ⊂ D˜. By Lemma 5.6 we conclude
that D˜ is the domain we seek for.
Step 2: D˜ has a Runge neighbourhood. Indeed, it follows from Lem-
ma 5.4 and the remark in [Fu, p. 171] that D˜ is rationally convex,
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i.e. Cn\D˜ is union of algebraic hypersurfaces. Thus D˜ has a Runge
neighbourhood basis.
Step 3: D˜ is pluriregular in every neighbourhood of it. Let U be a
neighbourhood of D˜. It is clear that
(11) ω∗(U, D˜, z) = 0, ∀ z ∈ D˜.
It remains to check (11) at every point z = (z1, . . . , zn) ∈ ∂D˜. Since
z 6= 0 we may assume that z = (0, . . . , zk+1, . . . , zn), where zj 6= 0,
∀ 1 ≤ j ≤ k. Since D˜ ∩ Vj 6= ∅, 1 ≤ j ≤ k we deduce that D˜ ∩ Vj 6= ∅,
∀ 1 ≤ j ≤ k. By Lemma 5.1 we can find a point (0, . . . , 0, ak+1, . . . , an),
where aj 6= 0, ∀ k + 1 ≤ j ≤ n. Let pi be the projection (z1, . . . , zn) 7→
(zj+1, . . . , zn) and we denote
z˜ = (log |zk+1|, . . . , log |zn|),
a˜ = (log |ak+1|, . . . , log |an|) ∈ log(D˜)∗.
We have log(pi(D˜))∗ is a convex domain in R
n−k, and z˜ ∈ ∂(log(pi(D˜))∗),
a˜ ∈ log(pi(D˜))∗. It follows that the segment having z˜ and a˜ as endpoints
lies inside this convex domain. Thus by Lemma 5.1 we can find a real
analytic curve γ ⊂ D˜ with endpoints z and a. It is also easy to see that γ
is contained in a larger real analytic curve through z. Thus z is not a
pluri-thin point of γ, therefore ω∗(U, D˜, z) = 0.
Step 4: H(D) ∼= H(∆
n
). It follows from Step 1 that H(D) ∼= H(D˜).
Notice that D˜ has a Runge neighbourhood and D˜ is pluriregular in
every neighbourhood of it, in particular D˜ is Cn regular (in the sense of
Zaharjuta, see [Za, p. 141]). Under these conditions Theorem 4.2 in [Za]
tells us that H(D˜) ∼= H(∆
n
).
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