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ON ASANOV’S FINSLEROID-FINSLER METRICS AS THE SOLUTIONS OF
A CONFORMAL RIGIDITY PROBLEM
CS. VINCZE
Abstract. Finsleroid-Finsler metrics form an important class of singular (y-local) Finsler met-
rics. They were introduced by G. S. Asanov [2] in 2006. As the special case of the general
construction Asanov produced singular (y - local) examples of Landsberg spaces of dimension
at least three that are not of Berwald type. The existence of regular (y - global) Landsberg
metrics that are not of Berwald type is an open problem up to this day; for a detailed exposition
of the so-called unicorn problem in Finsler geometry see D. Bao [3].
In this paper we are going to characterize the Finsleroid-Finsler metrics as the solutions of
a conformal rigidity problem. We are looking for (non-Riemannian) Finsler metrics admitting
a (non-homothetic) conformal change such that the mixed curvature tensor of the Berwald
connection contracted by the derivatives of the logarithmic scale function is invariant. We
prove that the solutions of class at least C2 on the complement of the zero section are conformal
to Finsleroid-Finsler metrics.
Introduction
In the paper we prove the following theorems.
Theorem A Let M be a manifold of dimension n ≥ 3 equipped with the Finslerian metric
function F and consider a function α : M → R satisfying the regularity condition dpα 6= 0 at a
point p ∈M . If the sectional curvature of the indicatrix hypersurface at p is positive and
P˜ lijk = P
l
ijk
under the conformal change F˜ = eαF , where P lijk is the mixed curvature tensor of the Berwald
connection, then F is a locally Riemannian metric function.
Theorem B Let M be a manifold of dimension n ≥ 3 equipped with the Finslerian metric
function F and consider a function α : M → R satisfying the regularity condition dpα 6= 0 at a
point p ∈M . If the sectional curvature of the indicatrix hypersurface at p is positive and
P˜ lijkαl = P
l
ijkαl
under the conformal change F˜ = eαF , where αl denotes the partial derivatives of α (depending
only on the position), then F is locally conformal to a Finsleroid-Finsler metric or it is a locally
Riemannian metric function.
Looking for results like Theorem A and Theorem B was originally motivated by the so-called
Matsumoto’s problem [12] in 2001: are there conformally related (non-Riemannian) Berwald
manifolds? The problem is closely related to the intrinsic characterization of Wagner manifolds
[17], see also [20]. Wagner manifolds form a special class of generalized Berwald manifolds
admitting a linear connection on the base manifold such that the parallel transports preserve the
Finslerian norm of tangent vectors. Especially, the compatible linear connection of a Wagner
manifold is semi-symmetric with a special (exact or at least closed) one-form in the usual
decomposition of its torsion. Wagner manifolds can be also defined as conformally Berwald
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Finsler manifolds due to M. Hashiguchi and Y. Ychijyo [10], see also [14], [15] and [19]. The
logarithm of the scale function (the logarithmic scale function) corresponds to the potential of
the one-form in the torsion of the compatible linear connection up to a constant proportional
term. It is clear that the scale function of the conformal change of a Finslerian metric function
to a Berwaldian one is uniquely determined (up to a constant homothetic term) if and only if the
conformality between two (non-Riemannian) Berwald manifolds must be trivial (homothetic).
The first attempt to solve Matsumoto’s problem was given in [16], where the author investigated
the consequences of the conformal invariance of the mixed curvature tensor of the Berwald
connection (see Theorem A). It is a natural generalization of the original problem1. In what
follows we generalize the basic results of [16] to prove Theorem B which gives the conformal
characterization of Finsleroid-Finsler metrics [2]. The cronology of the basic steps:
• 1998 - the central symmetric version of the Finsleroid-Finsler metric in G. S. Asanov [1].
• 2003 - the non-symmetric version of the Finsleroid-Finsler metric in [16] as Asanov-type
Finslerian metric functions. They satisfy differential equation (46) of the generalized
Matsumoto’s problem (conformal invariance of the mixed curvature tensor of the Berwald
connection) for the Finslerian energy along special directions in the tangent spaces; see
also [19].
• 2006 - Asanov’s necessary and sufficient conditions for (non-symmetric) Finsleroid-
Finsler metrics to be of Landsberg but not of Berwald type;
• 2016 - non-symmetric Finsleroid-Finsler metrics as the solution of a conformal rigid-
ity problem (the invariance of the contracted mixed curvature tensor of the Berwald
connection), see Theorem B and section 6.2. (the converse of the theorem);
for a detailed exposition of the unicorn problem in Finsler geometry see D. Bao [3]. In what
follows we give a characterization of Finsleroid-Finsler metrics as the singular non-Riemannian
solutions of the conformal rigidity problem P˜ lijkαl = P
l
ijkαl, where P
l
ijk’s are the components of
the mixed curvature tensor of the Berwald connection and αl’s are the partial derivatives of the
”logarithmic” scale function α depending only on the position. The basic steps of the proof are
Theorem 1, Theorem 2, the solution of a Ricatty-type diffrential equation (sections 4.2, 4.4, 4.5
and 4.6) and Theorem 6.
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1. Notations and terminology
Let M be a manifold with local coordinates u1, . . . , un. The induced coordinate system of the
tangent manifold TM consists of the functions
x1, . . . , xn and y1, . . . , yn,
where x’s refer to the coordinates of the base point and y’s denote the coordinates of the
directions:
v ∈ TpM can be written as v = yi(v) ∂
∂ui x(v)
, where x(v) = p.
1Bochner’s technic and the theory of geometric vector fields in the tangent spaces of a Finsler manifold give
another way to solve the generalized Matsumoto’s problem in [18].
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1.1. Finsler metrics. A Finsler metric is a continuous function F : TM → R satisfying the
following conditions:
• F is smooth on the complement of the zero section (regularity),
• F (tv) = tF (v) for all t > 0 (positive homogenity),
• the Hessian
gij =
∂2E
∂yi∂yj
of the Finslerian energy function E = (1/2)F 2 is positive definite at all nonzero elements
v ∈ TpM (strong convexity). It is called the Riemann-Finsler metric of the Finsler
manifold.
In what follows we summerize some basic notations and facts we need to prove our theorems.
As a general reference of Finsler geometry and the forthcoming list of quantities see [3] and [4]:
• F is a Finsler metric function, E := 1
2
F 2 is the energy function,
• li = ∂F
∂yi
,
• gij = ∂
2E
∂yi∂yj
is the Riemann-Finsler metric and its inverse gij = (gij)
−1,
• C = yl ∂
∂yl
is the Liouville vector field,
• Cijk = ∂gij
∂yk
is the so-called first Cartan tensor2, Clij = glkCijk. The first Cartan tensor is
totally symmetric and ykCijk = 0. It is also known that
(1)
∂glm
∂yi
= −2gmkClik = −2Clmi
and, consequently,
(2)
∂Cljk
∂yi
− ∂C
l
ik
∂yj
= 2
(CljmCmik − ClimCmjk) , where Qlijk = CljmCmik − ClimCmjk
is the vv-curvature of the Cartan connection.
1.2. Geodesic spray coefficients:
(3) Gl =
1
2
glm
(
yk
∂F lm
∂xk
− F ∂F
∂xm
)
, i.e. Gl =
1
2
glm
(
yk
∂2E
∂ym∂xk
− ∂E
∂xm
)
.
1.3. Horizontal sections:
δ
δxi
=
∂
∂xi
−Gli
∂
∂yl
, where Gli =
∂Gl
∂yi
.
2The Cartan tensor quantities are often defined as
Aijk =
F
2
∂gij
∂yk
see e.g. [3] and [4]. The symbol Cijk follows [7] and [8].
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1.4. The second Cartan tensor: (Landsberg tensor3)
P lij =
1
2
glm
(
δgjm
δxi
−Gkijgkm −Gkimgjk
)
=
1
2
glm
(
∂gjm
∂xi
− 2Gki Cjkm −Gkijgkm −Gkimgjk
)
,
where Glij =
∂Gli
∂yj
.
1.5. The mixed curvature of the Berwald connection:
P lijk = −Glijk, where Glijk =
∂Glij
∂yk
.
1.6. An identity:
(4) P lij = −
F
2
lmg
klPmijk
Proof. Since
• F lm = ∂E
∂ym
,
• ∂E
∂ym
Gm =
1
2
yk
∂E
∂xk
,
• gmiGm = 1
2
(
yk
∂2E
∂yi∂xk
− ∂E
∂xi
)
,
• ∂
∂yi
(
∂E
∂ym
Gm
)
− gmiGm = ∂E
∂xi
we have
−F lmPmijk =
∂E
∂ym
Gmijk =
∂
∂yk
(
∂E
∂ym
Gmij
)
− gmkGmij =
∂
∂yk
(
∂
∂yj
(
∂E
∂ym
Gmi
)
− gmjGmi
)
− gmkGmij =
∂
∂yk
(
∂
∂yj
(
∂
∂yi
(
∂E
∂ym
Gm
)
− gmiGm
)
− gmjGmi
)
− gmkGmij =
∂
∂yk
(
∂
∂yj
(
∂E
∂xi
)
− gmjGmi
)
− gmkGmij =
∂
∂xi
gjk − 2CjmkGmi − gmjGmik − gmkGmij =
2Pijk = 2gklP
l
ij ⇒ P lij = −
F
2
lmg
klPmijk
as was to be proved 
2. Conformality
Definition 1. Let F˜ , F : TM → R be Finsler metrics. They are conformally related if F˜ (x, y) =
eα(x)F (x, y), where α : M → R is a function (depending only on the position).
As an easy consequence of the conformality we have:
E˜ = e2αE, g˜ij = e
2αgij ⇒ C˜kij = Ckij .
For the sake of simplicity let us use the following abbreviation:
• αm = ∂α
∂um
, m = 1, . . . , n.
3Following subsection 1.6. the Landsberg tensor is often defined as
.
Aijk= −1
2
Fli
∂Gli
∂yj
;
see e.g. [3] and [4]. The symbol P lij follows [9] and [11].
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Using (3)
G˜l = Gl + ymαmy
l − Eglmαm.
According to its distinguished role let us introduce the gradient-type vector field
(5) X = X l
∂
∂yl
, where X l = glmαm ⇒ glmX l = αm
and X lαl = X
lglmX
m = g(X,X) is just the Riemann-Finsler norm square of the vector field
X . Under this notation
(6) G˜l = Gl + ymαmy
l −EX l,
(7) G˜li = G
l
i + αiy
l + ymαmδ
l
i −
∂E
∂yi
X l − E∂X
l
∂yi
.
According to its distinguished role let us introduce the (vector valued) one-form
(8) X li =
∂X l
∂yi
.
We have
(9) X li =
∂X l
∂yi
=
∂glm
∂yi
αm = −2Clmi αm =


−2gmsClisαm = −2XsClis or, equivalently,
−2glsCmisαm
and the second line of formula (9) gives the symmetry property
(10) glkX
l
i = −2Cmikαm ⇒ glkX li = gliX lk
because of the symmetry of the first Cartan tensor. Therefore we also have the following cross-
lifting formula
(11) gklXmk gmj = X
l
j .
Finally
(12) XsX ls = −2XsX tClst.
Using formula (7)
(13) G˜lij = G
l
ij + αiδ
l
j + αjδ
l
i − gijX l −
∂E
∂yi
X lj −
∂E
∂yj
X li − E
∂X li
∂yj
.
According to its distinguished role let us introduce the quantity
X lij =
∂X li
∂yj
=
∂2X l
∂yj∂yi
.
Proposition 1. (Transformation formula for the Landsberg tensor)
P˜ lij = P
l
ij − ymαmClij + EXsi Cljs +
1
2
∂E
∂yi
X lj +
1
2
∂E
∂yj
X li +
1
2
gsjX
s
i y
l +
1
2
EX lij +
1
2
EglmXsimgsj.
The proof is a long straightforward calculation; see [16] and Hashiguchi [9]. In terms of the
first Cartan tensor
glmXsimgsj = g
lm∂X
s
m
∂yi
gsj =
∂glmXsmgsj
∂yi
− ∂g
lm
∂yi
Xsmgsj − glmXsm
∂gsj
∂yi
(11)
=
X lij + 2Clmi Xsmgsj − 2glmXsmgsrCrji
(10)
=
X lij + 2Clmi Xsj gsm − 2glmXsrgsmCrji = X lij + 2ClisXsj − 2X lrCrij .
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Therefore
(14) P˜ lij = P
l
ij−ymαmClij+
1
2
∂E
∂yi
X lj+
1
2
∂E
∂yj
X li+
1
2
gsjX
s
i y
l+EX lij+EX
s
i Cljs+EClisXsj −EX lrCrij .
Remark 1. Some further computation shows that
X lij +X
s
i Cljs + ClisXsj −X lrCrij = −2Xs∇vsClij
where ∇vs denotes the v-covariant derivative with respect to the Cartan connection. Therefore
P˜ lij = P
l
ij − ymαmClij +
1
2
∂E
∂yi
X lj +
1
2
∂E
∂yj
X li +
1
2
gsjX
s
i y
l − 2EXs∇vsClij
and the formula corresponds to formula (21) in [16] or formula (3.4C) in [9]; note that [9] involves
an extra minus sign in the definition of P lij (formula (2.14*), page 35).
3. Special conformal relationships I
From now on we suppose that the Landsberg tensor satisfies the invariance prop-
erty
P˜ lijαl = P
l
ijαl
under the conformal change F˜ = eαF . As a direct consequence of formula (14) and the
invariance property we have special expressions for X lij and the contracted quantities X
l
ijαl and
XjX lij.
Corollary 1. If P˜ lij = P
l
ij then
(15) EX lij = y
mαmClij −
1
2
∂E
∂yi
X lj −
1
2
∂E
∂yj
X li −
1
2
gsjX
s
i y
l −EXsi Cljs −EClisXsj + EX lmCmij .
Proof. Equation (15) is a direct consequence of the transformation formula (14). 
Corollary 2. If P˜ lijαl = P
l
ijαl then
(16) EX lijαl =(
ymαmClij −
1
2
∂E
∂yi
X lj −
1
2
∂E
∂yj
X li −
1
2
gsjX
s
i y
l −EXsi Cljs −EClisXsj + EX lmCmij
)
αl
and
(17) EXjX lij =
Xj
(
ymαmClij −
1
2
∂E
∂yi
X lj −
1
2
∂E
∂yj
X li −
1
2
gsjX
s
i y
l − EXsi Cljs − EClisXsj + EX lmCmij
)
.
Proof. Equation (16) is a direct consequence of Corollary 1. Since the lowered second Cartan
tensor Pijk is totally symmetric we have that
P lijαl = g
lkPijkαl
(5)
= XkPijk = X
kPikj = X
kP likglj.
Using that g˜ij = e
2αgij, the same computation results in
P˜ lijαl = g˜
lkP˜ijkαl =
1
e2α
XkP˜ijk =
1
e2α
XkP˜ikj =
1
e2α
XkP˜ likg˜lj = X
kP˜ likglj,
i.e. P˜ lijαl = P
l
ijαl implies that
XkP likglj = X
kP˜ likglj ⇒ XkP lik = XkP˜ lik.
This means, by Corollary 1, that formula (17) holds. 
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3.1. The first basic step. Equations (16) and (17) will be the key formulas to conclude the
linear dependence of the vector fields
X l
∂
∂yl
− X
l
F
∂F
∂yl
C and XsX ls
∂
∂yl
(12)
= −2XsX tClst
∂
∂yl
.
Since
X l
∂F
∂yl
=
X l
F
∂E
∂yl
(5)
=
glmαm
F
∂E
∂yl
=
ymαm
F
we can also write that
X l
∂
∂yl
− X
l
F
∂F
∂yl
C = X l
∂
∂yl
− y
mαm
F 2
yl
∂
∂yl
= X l
∂
∂yl
− y
mαm
2E
yl
∂
∂yl
.
Remark 2. Note that the projected vector field
X l
∂
∂yl
− X
l
F
∂F
∂yl
C
is obviously tangential to the indicatrix hypersurface. The vector field XsX ls
∂
∂yl
is also tan-
gential to the indicatrix because of formula (12) and the basic properties of the first Cartan
tensor:
XsX ls
∂F
∂yl
=
XsX ls
F
∂E
∂yl
(9)
=
Xs
F
(
−2X tClst
∂E
∂yl
)
, where Clst
∂E
∂yl
= glmCmst∂E
∂yl
= ymCmst = 0.
To conclude the linear dependency we use the substitution of Xs systematically into the
arguments of the difference tensor Blijk = G˜
l
ijk −Glijk. Especially we prove the following lemma
which is the generalization of Lemma 5 in [16] (page 22).
Lemma 1. If P˜ lijαl = P
l
ijαl then
1
3
XkXjBlijkαl =
1
2
(
X lαlX
s
i αs −XkXjkαjαi
)
+
ymαm
4E
(
X tjX
jαt
∂E
∂yi
− (ymαm)X liαl
)
+
EXjXsjX
pXrQpisr
where
Blijk = G˜
l
ijk −Glijk
is the difference tensor of the mixed curveture of the Berwald connection and Qpisr = gplQ
l
isr is
the lowered vv-curvature tensor of the Cartan connection.
Proof. Let us introduce the abbreviation
(18) Blij = G˜
l
ij −Glij
(13)
= αiδ
l
j + αjδ
l
i − gijX l −
∂E
∂yi
X lj −
∂E
∂yj
X li − EX lij.
Since
(19) XkXjBlijkαl = X
kXj
∂Blij
∂yk
αl = X
k ∂
∂yk
(
XjBlijαl
)−XkXjkBlijαl
it is enough to compute the terms
Xk
∂
∂yk
(
XjBlijαl
)
and XkXjkB
l
ijαl.
By some direct calculations
(20) XjBlijαl
(18)
= Xjαjαi − ∂E
∂yi
XjX ljαl − ymαmX liαl −EXjX lijαl
8 CS. VINCZE
because of
Xj
∂E
∂yj
= gjmαm
∂E
∂yj
= ymαm and X
jgijX
l = αiX
l.
Using formula (16)
EXjX lijαl = y
mαmX
jClijαl −
1
2
∂E
∂yi
XjX ljαl−
1
2
Xj
∂E
∂yj
X liαl −
1
2
XjgsjX
s
i y
lαl −EXsiXjCljsαl − EClisXjXsjαl + EX lmαlXjCmij
(5),(9)
=
−3
2
ymαmX
l
iαl −
1
2
∂E
∂yi
XjX ljαl − EClisXjXsjαl − EXsiXjCljsαl + EX lrαlXjCrij .
On the other hand
X lrαlX
jCrij
(9)
= −1
2
X lrαlX
r
i , X
s
iX
jCljsαl
(9)
= −1
2
XsiX
l
sαl,
ClisXjXsjαl
(10)
= −1
2
gsrX
r
iX
jXsj = −
1
2
gsjX
r
iX
jXsr = −
1
2
αsX
r
iX
s
r
and, consequently,
(21) EXjX lijαl = −
3
2
ymαmX
l
iαl −
1
2
∂E
∂yi
XjX ljαl +
1
2
EX liX
m
l αm.
From equations (20) and (21)
(22) XjBlijαl = X
jαjαi − 1
2
∂E
∂yi
XjX ljαl +
1
2
ylαlX
s
i αs −
1
2
EXml X
l
iαm.
Using the previous formula
(23) Xk
∂
∂yk
(
XjBlijαl
)
= Xk
(
Xjkαjαi −
1
2
gikX
jX ljαl −
1
2
∂E
∂yi
XjkX
l
jαl −
1
2
∂E
∂yi
XjX ljkαl
)
+
Xk
(
1
2
αkX
s
i αs +
1
2
ylαlX
s
ikαs −
1
2
∂E
∂yk
Xml X
l
iαm −
1
2
EXmlkX
l
iαm −
1
2
EXml X
l
ikαm
)
=
XkXjkαjαi −
1
2
αiX
jX ljαl −
1
2
∂E
∂yi
XkXjkX
l
jαl −
1
2
∂E
∂yi
XjXkX ljkαl+
1
2
X lαlX
s
i αs +
1
2
ylαlX
kXsikαs −
1
2
ymαmX
s
lX
l
iαs −
1
2
EXkXmlkX
l
iαm −
1
2
EXml X
kX likαm =
1
2
αiX
jX ljαl −
1
2
∂E
∂yi
XkXjkX
l
jαl −
1
2
∂E
∂yi
XjXkX ljkαl+
1
2
X lαlX
s
i αs +
1
2
ylαlX
kXsikαs −
1
2
ymαmX
s
l X
l
iαs −
1
2
EX liX
kXmlkαm −
1
2
EXkX likX
m
l αm.
Each term containing X lij means second order partial derivatives of X
l with respect to y’s. To
reduce the order of the partial differentiation in the first, the second and the third indicated
terms we can directly use formula (21); for example (by replacing the free index i with j in (21))
(24) XkX ljkαl
(21)
=
1
E
(
−3
2
ymαmX
l
jαl −
1
2
∂E
∂yj
XkX lkαl +
1
2
EX ljX
m
l αm
)
and we have similar expressions coming from the terms
XkXmlkαm =
1
E
(
−3
2
ymαmX
t
lαt −
1
2
∂E
∂yl
XkX tkαt +
1
2
EX tlX
m
t αm
)
and
XkXsikαs =
1
E
(
−3
2
ymαmX
l
iαl −
1
2
∂E
∂yi
XkX lkαl +
1
2
EX liX
m
l αm
)
.
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For the last indicated term
EXjX lijX
t
lαt
(17)
=
Xj
(
ymαmClij −
1
2
∂E
∂yi
X lj −
1
2
∂E
∂yj
X li −
1
2
gsjX
s
i y
l − EXsi Cljs − EClisXsj + EX lmCmij
)
X tlαt
(9)
=
ymαm
(
−1
2
X li
)
X tlαt −
1
2
∂E
∂yi
XjX ljX
t
lαt −
1
2
ymαmX
l
iX
t
lαt −
1
2
αsX
s
i y
lX tlαt−
EXsi
(
−1
2
X ls
)
X tlαt − EXjClisXsjX tlαt + EX lm
(
−1
2
Xmi
)
X tlαt
because of
1
2
Xj
∂E
∂yj
X li
(5)
=
1
2
gjmαm
∂E
∂yj
X li =
1
2
ymαmX
l
i and y
lX tl = 0;
see (9) and the basic property ylCijl = 0 of the first Cartan tensor. Therefore
EXjX lijX
t
lαt = −ymαmX liX tlαt −
1
2
∂E
∂yi
XjX ljX
t
lαt − EXjClisXsjX tlαt
and we have by substituting the expressions of XkX ljkαl (see (24)), X
kXmlkαm, X
kXsikαs and
EXjX lijX
t
lαt in formula (23)
Xk
∂
∂yk
(
XjBlijαl
)
=
1
2
(XkXjkαj)αi −
1
2
∂E
∂yi
XjX ljX
t
lαt +
1
2
X lαlX
s
i αs −
1
2
ymαmX
l
iX
t
lαt−
1
2
∂E
∂yi
(
− 2
E
ymαmX
jX ljαl +
1
2
XjX ljX
m
l αm
)
+
1
2E
ylαl
(
−3
2
ymαmX
l
iαl −
1
2
∂E
∂yi
X tjX
jαt +
1
2
EX liX
m
l αm
)
−
1
2
(
−3
2
ymαmX
t
lαtX
l
i +
1
2
EX liX
t
lX
m
t αm
)
−
1
2
(
−ymαmX liX tlαt −
1
2
∂E
∂yi
XjX ljX
t
lαt − EXjClisXsjX tlαt
)
.
Now the formula has been free from the second order terms containing X lij. On the other hand
XkXjkαlB
l
ij
(18)
= XkXjk
(
2αiαj − gijX lαl − ∂E
∂yi
X ljαl −
∂E
∂yj
X liαl − EX lijαl
)
.
To set the formula free from X lij we use formula (16):
EX lijαl = y
mαmClijαl −
1
2
∂E
∂yi
X ljαl −
1
2
∂E
∂yj
X liαl −
1
2
gsjX
s
i y
lαl − EXsi Cljsαl − EClisXsjαl+
EX lmCmij αl
(10)
= −gjsXsi ymαm −
1
2
∂E
∂yi
X ljαl −
1
2
∂E
∂yj
X liαl +
1
2
EXsi gjmX
m
s +
1
2
EgsmX
m
i X
s
j+
EX lmCmij αl
and, consequently,
XkXjkαlB
l
ij = X
kXjk
(
2αiαj − gijX lαl − 1
2
∂E
∂yi
X ljαl −
1
2
∂E
∂yj
X liαl
)
+
XkXjk
(
gjsX
s
i y
mαm − 1
2
EXsi gjmX
m
s −
1
2
EgsmX
m
i X
s
j − EX lmCmij αl
)
=
2XkXjkαiαj − gijXkXjkX lαl −
1
2
∂E
∂yi
XkXjkX
l
jαl + gjsX
kXjkX
s
i y
mαm−
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1
2
EXsi gjmX
kXjkX
m
s −
1
2
EgsmX
m
i X
kXjkX
s
j −EX lmCmijXkXjkαl
because of
XkXjk
∂E
∂yj
= −2XkX tCjtk
∂E
∂yj
= −2XkX tymCmtk = 0.
Using the symmetry property
EXsi gjmX
kXjkX
m
s
(10)
= EXsi gsmX
kXjkX
m
j
it follows that
XkXjkαlB
l
ij = 2X
kXjkαiαj − gijXkXjkX lαl −
1
2
∂E
∂yi
XkXjkX
l
jαl + gjsX
kXjkX
s
i y
mαm−
EXsi gjmX
kXjkX
m
s − EX lmCmijXkXjkαl
(10)
=
2XkXjkαiαj − gkjXkXjiX lαl −
1
2
∂E
∂yi
XkXjkX
l
jαl + gjkX
kXjsX
s
i y
mαm−
EXsi gjkX
kXjmX
m
s −EX lmCmijXkXjkαl =
2XkXjkαiαj −Xji αjX lαl −
1
2
∂E
∂yi
XkXjkX
l
jαl +X
j
sαjX
s
i y
mαm−
EXsiX
j
mαjX
m
s −EX lmCmijXkXjkαl.
Finally
Xk
∂
∂yk
(
XjBlijαl
)−XkXjkαlBlij = −32XkXjkαjαi + 34EymαmX tjXjαt∂E∂yi + 32X lαlXsi αs−
3
4E
(ymαm)
2X liαl +
3
2
EXjClisXsjX tlαt +
3
4
EXsiX
j
mαjX
m
s ,
where
3
4
EXsiX
j
mαjX
m
s
(9)
= −3
2
EX tCsitXjmXms αj .
Therefore
Xk
∂
∂yk
(
XjBlijαl
)−XkXjkαlBlij = −32XkXjkαjαi + 34EymαmX tjXjαt∂E∂yi + 32X lαlXsi αs−
3
4E
(ymαm)
2X liαl +
3
2
E
(
XjClisXsjX tlαt −X tCsitXjmXms αj
)
,
where
XjClisXsjX tlαt −X tCsitXjmXms αj = 2XpXjXsjXrQpisr
as a straightforward computation shows4. 
4
XjClisXsjXtlαt −XtCsitXjmXms αj
(5)
= XjClisXsjXtlαt −XtCsitXjmXms gjrXr
(10)
=
XjClisXsjXtlαt −XtCsitXjrXms gjmXr
(10)
= XjClisXsjXtlαt −XtCsitXjrXmj gmsXr =
XjClisXsjXtlαt −XtCmitXjrXmj Xr = XjXsj
(ClisXtlαt −XtCmitXms ) (5)= XjXsj (ClisXtlαt − gtrαrCmitXms ) =
XjXsj
(ClisXtlαt − αrCrmiXms ) = XjXsj (ClisXtl − CtmiXms )αt (9)= XjXsj (Clis (−2XpCtpl)− Ctmi (−2XpCmps))αt =
−2XpXjXsj
(ClisCtpl − CtmiCmps)αt = −2XpXjXsjQtipsαt = −2XpXjXsjQtipsXrgrt = −2XpXjXsjXrQipsr =
2XpXjXsjX
rQpisr because of Qipsr = −Qpisr.
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Corollary 3.
1
3
X imX
mXkXjBlijkαl =
1
2
(
X imX
mXsi αs
(
X lαl − (y
mαm)
2
2E
)
− (XkXjkαj)2
)
+
EXjXsjX
pXrX imX
mQpisr,
where
X imX
mXsi αs
(
X lαl − (y
mαm)
2
2E
)
− (XkXjkαj)2 = the Gram determinant of the vector fields
X l
∂
∂yl
− y
mαm
2E
yl
∂
∂yl
and XsX ls
∂
∂yl
with respect to the Riemann-Finsler metric gij.
4. Special conformal relationships II
From now on we suppose that the mixed curvature of the Berwald connection
satisfies the invariance property
P˜ lijkαl = P
l
ijkαl
under the conformal change F˜ = eαF . Using subsection 1.6 this implies the invariance
property
P˜ lijαl = P
l
ijαl
of the Landsberg tensor too. Since
P˜ lijkαl = P
l
ijkαl ⇒ Blijkαl = 0,
where Blijk = G˜
l
ijk −Glijk is the difference tensor of the mixed curvatures, as a direct consequence
of Corollary 3, we have
0 =
1
2E
(
X imX
mXsi αs
(
X lαl − (y
mαm)
2
2E
)
− (XkXjkαj)2
)
+XjXsjX
pXrX imX
mQpisr.
This means that if the tangent vector v ∈ TpM is of Finslerian length 1 then
F 2(v) = 2E(v) = 1 ⇒ 0 = 1 + X
jXsjX
pXrX imX
mQpisr(
X imX
mXsi αs
(
X lαl − (ymαm)22E
)
− (XkXjkαj)2)(v),
provided that we can divide by the Gram determinant. This is just the Gauss equation for the
curvature of the indicatrix as a Riemannian submanifold5. To sum up: If the Gram determinant
is not identically zero than we have zero sectional curvature of the indicatrix hypersurface and
the following theorem can be formulated.
Theorem 1. Let M be a manifold of dimension n ≥ 3 equipped with the Finslerian metric
function F and consider a function α : M → R satisfying the regularity condition dpα 6= 0 at a
point p ∈M . If the sectional curvature of the indicatrix hypersurface at p is positive and
P˜ lijkαl = P
l
ijkαl
under the conformal change F˜ = eαF , where αl denotes the partial derivatives of α (depending
only on the position), then the Gram determinant of the vector fields
X l
∂
∂yl
− y
mαm
2E
yl
∂
∂yl
and XsX ls
∂
∂yl
with respect to the Riemann-Finsler metric gij
must be zero and the vector fields are linearly dependent at all non-zero elements v ∈ TpM .
5The Liouville vector field is the outer unit normal of the indicatrix with respect to gij . Since the components
Ckij of the first Cartan tensor are the parameters of the Le´vi-Civita connection and yjCkij = 0 it follows that the
shape operator is working as the identity map and the normal curvature is constant 1.
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Theorem 1 corresponds to Lemma 6 in [16] (page 28).
4.1. The associated Riemannian metric. The Riemannian metric is derived from the con-
formal invariance property of the mixed curvature:
P˜ lijkαl = P
l
ijkαl ⇒
∂3G˜l
∂yi∂yj∂yk
αl =
∂3Gl
∂yi∂yj∂yk
αl
which means that the difference Glαl − G˜lαl is quadratic in the tangent spaces. Therefore
(25) E∗ := EX lαl
(6)
=
(
Gl − G˜l
)
αl + (y
mαm)
2 is quadratic and E∗
(5)
= EX lgrlX
r > 0.
Using the Riemannian energy function E∗ we will pay our attention to the associated Riemann-
ian objects such as
g∗ij =
∂E∗
∂yi∂yj
(Riemannian metric), gij∗ = (g
∗
ij)
−1, X l∗ = g
lk
∗ αk (Riemanian gradient).
Note that both g∗ij and its inverse depend only on the position, cf. Lemma 7 in [16] (page 28).
4.2. The second basic step: a Ricatti-type differential equation. The following theorem
is the key result to conclude a differential equation for the Finslerian energy E along the lines
c(t) = v + tX∗(p), where v ∈ TpM and v(α) = 0.
The proof will be presented in section 4.3.
Theorem 2. The vector fields
X l
∂
∂yl
(the Riemann-Finsler gradient), X l∗
∂
∂yl
(the ”vertically lifted” Riemannian gradient)
and the Liouville vector field C = yl
∂
∂yl
form a linearly dependent system at all non-zero elements v ∈ TpM , i.e. its Gram-determinant
with respect to the metric gij vanishes.
Theorem 2 corresponds to Lemma 9 in [16] (page 30). Using that the Gram-determinant of
the vector fields vanishes we have:
(26) 0 = det


X lXkglk X
lXk∗ glk X
lykglk
X lXk∗ glk X
l
∗X
k
∗ glk X
l
∗y
kglk
X lykglk X
l
∗y
kglk y
lykgkl

 = det


Xkαk X
k
∗αk y
mαm
Xk∗αk X
l
∗X
k
∗
∂2E
∂yk∂yl
Xk∗
∂E
∂yk
ymαm X
k
∗
∂E
∂yk
2E


=
Xkαk
(
2EX l∗X
k
∗
∂2E
∂yk∂yl
−
(
Xk∗
∂E
∂yk
)2)
−Xk∗αk
(
2EXk∗αk − (ymαm)Xk∗
∂E
∂yk
)
+
ymαm
(
(Xk∗αk)X
l
∗
∂E
∂yl
− (ymαm)X l∗Xk∗
∂2E
∂yk∂yl
)
at all non-zero elements v ∈ TpM.
On the other hand
EXkαk = E∗ (Riemannian energy) ⇒ Xkαk = E∗
E
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and the evaluation of the Gram-determinant along the line6
c(t) = v + tX∗(p), where v ∈ TpM and v(α) = 0,
gives the differential equation
0 = 2E∗(c(t))(E ◦ c)′′(t)−E∗(c(t))((E ◦ c)
′(t))2
(E ◦ c)(t) − 2(X
k
∗αk)
2(c(t))(E ◦ c)(t)+
2(Xk∗αk)(c(t))(y
mαm)(c(t))(E ◦ c)′(t)− (ymαm)2(c(t))(E ◦ c)′′(t).
Using the abbreviations
• a2 = 2E∗(v) the Riemannian norm square of the starting position v ∈ TpM , where
v(α) = 0,
• b2 = 2E∗(X∗(p)) the Riemannian norm square of the Riemannian gradient vector field
X∗ at the point p,
• y(t) = E ◦ c(t)
we have that
• 2E∗(c(t)) = a2 + t2b2,
• (Xk∗αk)(c(t)) = (Xk∗αk)(p) = (gkl∗ αkαl)(p) = b2,
• (ymαm)(c(t)) = v(α) + t(Xm∗ αm)(p) = tb2 because of v(α) = 0
and the differential equation can be written into the following form
(27) 0 =
(
a2 + t2b2(1− b2)) y(t)y′′(t)− 1
2
(a2 + t2b2)(y′)2(t) + 2tb4y(t)y′(t)− 2b4y2(t).
Using the substitution
z(t) =
y′
y
(t)
we obtain a Riccati-type differential equation
(28) 0 =
(
a2 + t2b2(1− b2)) z′(t) + 1
2
(a2 + t2b2(1− 2b2))z2(t) + 2tb4z(t)− 2b4.
4.3. The proof of Theorem 2. In order to prove Theorem 2 we need the relationship between
the Riemannian metric g∗ij and the Riemann-Finsler metric gij. According to Theorem 1 we can
use that the projected vector field
(29) X l
∂
∂yl
− y
mαm
2E
yl
∂
∂yl
and the vector field
(30) XsX ls
∂
∂yl
are linearly dependent at all non-zero elements v ∈ TpM . An easy calculation shows that the
Riemann-Finsler norm square of the projected vector field (29) is(
X l − y
mαm
2E
yl
)(
Xk − y
mαm
2E
yk
)
gkl =
(
X l − y
mαm
2E
yl
)(
αl − y
mαm
2E
∂E
∂yl
)
=
X lαl − (y
mαm)
2
2E
.
Therefore
0 ≤ X lαl − (y
mαm)
2
2E
⇒ 0 ≤ 2EX lαl − (ymαm)2 = 2E∗ − (ymαm)2 ⇒
6It is the integral curve of the vertically lifted Riemannian gradient vector field X l
∗
∂
∂yk
starting from v in
TpM ; note that the quantities X
l
∗
’s depend only on the position.
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(31)
(ymαm)
2
2E∗
≤ 1.
The left hand side is homogeneous of degree 0 and it attains its maximum at the (Riemannian)
unit vector parallel to the (Riemannian) gradient X∗(p). Since the Riemannian norm square of
the Riemannian gradient vector field X∗ at the point p is
(Xm∗ αm)(p) = 2E∗(X∗(p)) and 2E∗ = F
2
∗
inequality (31) shows that
b2 := 2E∗(X∗(p)) ≤ 1
and the equality
0 = 2E∗(v)− (ymαm)2(v)
occours (i.e. the projected vector field vanishes at some nonzero element v ∈ TpM) if and only
if
ymαm
F∗
(X∗(p)) = sup
v 6=0
ymαm
F∗
(v) = 1.
Lemma 2. (The zeros of the projected vector field) The projected vector field (29)
• does not vanish at any v 6= ±X∗(p) in TpM ,
• vanishes at ±X∗(p) if and only if b2 := 2E∗(X∗(p)) = 1, i.e. the Riemannian gradient
X∗ is of unit Riemannian lenght at the point p.
The result corresponds to Lemma 8 in [16] (page 30). Using Theorem 1 and Lemma 2 we can
write that
(32) X lsX
s = θ
(
X l − y
mαm
2E
yl
)
for all v ∈ TpM \ {±X∗(p)}.
According to the distinguished role of the projected vector field let us introduce the abbreviations
• ηl = X l − y
mαm
2E
yl ⇒ η := ηlαl = X lαl − (y
mαm)
2
2E
.
From (32)
(33) X lsX
sαl = θ
(
X lαl − (y
mαm)
2
2E
)
.
Differentiating the left hand side by y’s
∂X lsX
s
∂yj
αl = X
l
jsX
sαl+X
l
sX
s
jαl
(24)
= − 1
2E
(
3ymαmX
l
jαl +
∂E
∂yj
XkX lkαl −EX ljXml αm
)
+X lsX
s
jαl =
− 1
2E
(
3ymαmX
l
jαl +
∂E
∂yj
XkX lkαl
)
+
3
2
X lsX
s
jαl.
By the symmetry property
(34) X ljαl = X
l
jglrX
r (10)= X lrgljX
r (32)= θ
(
αj − y
mαm
2E
∂E
∂yj
)
.
In a similar way,
XkX lkαl = X
kθ
(
αk − y
mαm
2E
∂E
∂yk
)
= θ
(
Xkαk − (y
mαm)
2
2E
)
= θη
because of
Xk
∂E
∂yk
= gkrαr
∂E
∂yk
= yrαr
and
X lsX
s
jαl
(34)
= θ
(
αs − y
mαm
2E
∂E
∂ys
)
Xsj = θαsX
s
j
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because of
∂E
∂ys
Xsj
(9)
= −2X tCstj
∂E
∂ys
= −2X tgsrCtjr ∂E
∂ys
= −2X tyrCtjr = 0.
Therefore
(35) X lsX
s
jαl = θαsX
s
j
(34)
= θ2
(
αj − y
mαm
2E
∂E
∂yj
)
.
Using the previous formulas
(36)
∂X lsX
s
∂yj
αl = − 1
2E
(
3ymαmθαj +
(
θη − 3θ (y
mαm)
2
2E
)
∂E
∂yj
)
+
3
2
θ2
(
αj − y
mαm
2E
∂E
∂yj
)
.
Now we are going to differentiate the right hand side of (33):
(37)
∂θ
∂yj
(
X lαl − (y
mαm)
2
2E
)
+ θ
(
X ljαl −
4E(ymαm)αj − 2(ymαm)2 ∂E∂yj
(2E)2
)
=
∂θ
∂yj
(
X lαl − (y
mαm)
2
2E
)
+ θ
(
θ
(
αj − y
mαm
2E
∂E
∂yj
)
−
4E(ymαm)αj − 2(ymαm)2 ∂E∂yj
(2E)2
)
=
∂θ
∂yj
η +
(
θ2 − θy
mαm
E
)
αj −
(
θ2
ymαm
2E
− 2θ (y
mαm)
2
(2E)2
)
∂E
∂yj
.
Comparing the partial derivatives (36) and (37) it follows that
(38)
∂θ
∂yj
η =
(
−θ η
2E
+ θ
(ymαm)
2
(2E)2
− 1
2
θ2
ymαm
2E
)
∂E
∂yj
+
(
1
2
θ2 − 1
2
θ
ymαm
E
)
αj .
Now we are in the position to compute a detailed relationship between the Riemannian metric
g∗ij and the Riemann-Finsler metric gij as follows: E∗ = EX
lαl ⇒
g∗ij =
∂2E∗
∂yi∂yj
=
∂
∂yj
(
∂E
∂yi
X lαl + EX
l
iαl
)
=
∂
∂yj
(
∂E
∂yi
X lαl + Eθ
(
αi − y
mαm
2E
∂E
∂yi
))
(34)
=
gijX
lαl +
∂E
∂yi
θ
(
αj − y
mαm
2E
∂E
∂yj
)
+
∂E
∂yj
θ
(
αi − y
mαm
2E
∂E
∂yi
)
+
E
∂θ
∂yj
(
αi − y
mαm
2E
∂E
∂yi
)
−Eθy
mαm
2E
gij−
Eθ
2Eαj − 2(ymαm) ∂E∂yj
(2E)2
∂E
∂yi
.
Using (38) a straightforward calculation shows that
(39) g∗ij =
(
X lαl − θy
mαm
2
)
gij + θ
ymαm
4E
(
ymαm
2η
(
θ − y
mαm
E
)
− 1
)
∂E
∂yi
∂E
∂yj
+
θ
E
2η
(
θ − y
mαm
E
)
αiαj +
θ
2
(
1 +
(ymαm)
2
2Eη
− θy
mαm
2η
)(
αi
∂E
∂yj
+ αj
∂E
∂yi
)
.
Therefore
(40) g∗ij ∈ L
(
gij,
∂E
∂yi
∂E
∂yj
, αiαj , αi
∂E
∂yj
+ αj
∂E
∂yi
)
,
where the linear combination contains functions as coefficients of the symmetric terms
gij,
∂E
∂yi
∂E
∂yj
, αiαj, αi
∂E
∂yj
+ αj
∂E
∂yi
.
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Formula (40) implies the linear dependence of the Riemannian gradient X∗, the Riemann-Finsler
gradient X and the Liouville vector field C because of
αj = X
i
∗g
∗
ij ∈ L
(
X i∗gij, X
i
∗
∂E
∂yi
∂E
∂yj
, X i∗αiαj , X
i
∗
(
αi
∂E
∂yj
+ αj
∂E
∂yi
))
⇒
X l = gljαj ∈ L
(
X l∗, X
i
∗
∂E
∂yi
yl, X i∗αiX
l, X i∗αiy
l +X i∗
∂E
∂yi
X l
)
as was to be proved.
4.4. What about the constant b2? The solution of differential equation (28) seems to be
hard in general. In what follows we present an essential simplification in case of dimension
n ≥ 3. The result corresponds to Lemma 10 in [16] (page 32). Keeping the singular solutions
in mind note that the forthcoming argument can be also used under some y - locality:
(RP) the Finslerian energy function E is of class C2 at y = X∗(p).
Theorem 3. b2 := 2E∗(X∗(p)) = 1.
Proof. Suppose now that b2 < 1. Lemma 2 shows that the projected vector field (29) has no
zeros, i.e. its Finslerian norm square is strictly positive:
η = X lαl − (y
mαm)
2
2E
> 0.
By (32)
θ =
X lsX
sαl
η
=
1
η
∂X lαl
∂ys
Xs.
This means7 that θ is of class C1 at X∗(p) because of X lαl = E∗/E and property (RP). In what
follows we will use equation (39) at v := X∗(p). For the sake of simplicity let us introduce the
following abbreviations
• A :=
(
X lαl − θy
mαm
2
)
,
• P := θy
mαm
4E
(
ymαm
2η
(
θ − y
mαm
E
)
− 1
)
,
• R := θ E
2η
(
θ − y
mαm
E
)
,
• Q := θ
2
(
1 +
(ymαm)
2
2Eη
− θy
mαm
2η
)
for the coefficients in formula (39):
g∗ij = Agij + P
∂E
∂yi
∂E
∂yj
+Rαiαj +Q
(
αi
∂E
∂yj
+ αj
∂E
∂yi
)
;
see the notations in our main reference work [16], page 32, formula (43). An easy computation
shows that
(41) 2EP + ymαmQ = 0 and 2EQ +Ry
mαm = Eθ.
7Note that (RP) does not imply automatically that X ls and the further y - derivatives exist at X∗(p) but we
can introduce the contracted terms X lsαl or X
l
jsαl up to order 2 by the formulas
X lsαl =
∂X lαl
∂ys
and X ljsαl =
∂2X lαl
∂yj∂ys
because of X lαl = E∗/E and property (RP).
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We have
Xk = gkjαj = g
kjX i∗g
∗
ij
(39)
= AXk∗ +
(
PX i∗
∂E
∂yi
+QX i∗αi
)
yk+(
QX i∗
∂E
∂yi
+RX i∗αi
)
Xk.
Evaluating both side at v := X∗(p):
(42) (1− Eθ) (v)Xk(v) = A(v)vk (k = 1, . . . , n)
because of (41) and the homogenity property
vi
∂E
∂yi
(v) = 2E(v).
Observe that A(v) = 0 contradicts to equation (39). Indeed, since the dimension is at least
3 we can choose a tangent vector w ∈ TpM to eliminate each term of
∂E
∂yi
∂E
∂yj
, αiαj and αi
∂E
∂yj
+ αj
∂E
∂yi
at v ∈ TpM . Therefore
wiwjg∗ij(p) = A(v)w
iwjgij(v).
This means that the main coefficient A(v) must be positive because the Riemannian metric
g∗ij (depending only on the position) is positive definite. Since A(v) 6= 0 we have by (42) that
(1− Eθ) (v) 6= 0 and
Xk(v) :=
A(v)
(1−Eθ) (v)v
k (k = 1, . . . , n) ⇒ X(v) || C(v),
i.e. the projected vector field (29) vanishes at v := X∗(p) which contradicts to b2 < 1 in the
sense of Lemma 2. 
4.5. The initial condition.
Theorem 4.
y′(0)
y(0)
=
K(p)
F∗(v)
for some real constant K(p).
In what follows we use again that the dimension is at least 3. This means that the
linear subspace
(43) TpN := {v ∈ TpM | v(α) = 0}
is of dimension at least 2 and TpN \ {0} is connected.
Theorem 5. Both X lαl(v) and (FX
l
sX
sαl)(v) are independent of the choice v ∈ TpN .
Proof. Let N be the level hypersurface of the function α such that p ∈ N and consider a
tangent vector v at the point p. Formula (39) shows that
g∗ij(v) = X
l(v)αlgij(v)
and Knebelman’s theorem for conformally related Riemann-Finsler metrics says that the scale
function X lαl restricted to TpN is constant. We can get the same result by some direct calcula-
tions too: let w ∈ TpM be an arbitrary vector such that w(α) = 0 (geometrically w is tangential
to the level hypersurface of α passing through the point p). Then
wi
∂X lαl
∂yi
(v) = wiX li(v)αl
(34)
= θ(v)
(
wiαi − v
mαm
2E(v)
wi
∂E
∂yi
(v)
)
= 0,
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i.e. X lαl is constant along the subspace (43). On the other hand
wi
∂X lsX
sαl
∂yi
(v) = wiX lsi(v)X
s(v)αl + w
iX ls(v)X
s
i (v)αl,
where, by formula (35), the second term vanishes:
(44) wiX ls(v)X
s
i (v)αl = θ
2(v)
(
wiαi − v
mαm
2E(v)
wi
∂E
∂yi
(v)
)
= 0.
Formula (21) and (44) show that
wiX lsi(v)X
s(v)αl = − 1
2E(v)
wi
∂E
∂yi
(v)X ls(v)X
s(v)αl.
Therefore
wi
∂X lsX
sαl
∂yi
(v) +
1
2E(v)
wi
∂E
∂yi
(v)X ls(v)X
s(v)αl = 0 ⇒
F (v)wi
∂X lsX
sαl
∂yi
(v) + wi
∂F
∂yi
(v)X ls(v)X
s(v)αl = 0
because of F 2 = 2E. Finally
wi
∂FX lsX
sαl
∂yi
(v) = 0
as was to be proved. 
Theorem 5 corresponds to Lemma 11 in [16] (page 33). Since
E =
E∗
Xlαl
we have that
y′(0) = X i∗(p)
∂E
∂yi
(v) = X i∗(p)
∂E∗
∂yi
(v)(X lαl)(v)−E∗(v)X li(v)αl
(Xlαl)2(v)
,
where
X i∗(p)
∂E∗
∂yi
(v) = gij∗ (p)αj
∂E∗
∂yi
(v) = (yjαj)(v) = v
jαj = 0
because X∗ is the Riemannian gradient of α and v(α) = 0. Therefore
y′(0) = −X i∗(p)
E∗(v)X li(v)αl
(Xlαl)2(v)
(34)
= −E∗(v)θ(v)
X i∗(p)
(
αi − vmαm2E(v) ∂E∂yi (v)
)
(Xlαl)2(v)
=
−E∗(v)X i∗(p)αi
θ(v)
(Xlαl)2(v)
(33)
= −E∗(v)X i∗(p)αi
X ls(v)X
s(v)αl
(Xlαl)3(v)
because of v(α) = 0. Finally
y′(0) = −E∗(v)X i∗(p)αi
F (v)X ls(v)X
s(v)αl
F (v)(Xlαl)3(v)
(25)
=
−E∗(v)X i∗(p)αi
F (v)X ls(v)X
s(v)αl
F (v)(Xlαl)
1/2(v)︸ ︷︷ ︸
F∗(v)
(Xlαl)5/2(v)
=
−1
2
F∗(v)X i∗(p)αi
F (v)X ls(v)X
s(v)αl
(Xlαl)5/2(v)
= −1
2
F∗(v)
F (v)X ls(v)X
s(v)αl
(Xlαl)5/2(v)
because of
b2 = 2E∗(X∗(p)) = X
i
∗(p)αi = 1
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(see section 4.4). On the other hand
y(0) = E(v) =
E∗(v)
(Xlαl)(v)
and, by Theorem 5, we can write that
(45)
y′(0)
y(0)
=
K(p)
F∗(v)
for some real constant K(p).
4.6. The solution of the differential equation. Using section 4.4 (Theorem 3) we can reduce
differential equation (28) to the following simple form
(46) 0 = a2z′(t) +
1
2
(a2 − t2)z2(t) + 2tz(t)− 2.
It can be directly seen that the function
(47) z(t) := 2
2t+K(p)F∗(v)
2t2 + tK(p)F∗(v) + 4E∗(v)
is the solution of the problem satisfying
z(0) =
K(p)
F∗(v)
.
Since the solution should be defined for all real parameters we have that
(48) − 4 < K(p) < 4.
Integrating (47)
(49) E(v + tX∗(p)) = K∗(p)
(
F 2∗ (v) +K(p)F∗(v)
t
2
+ t2
)
e2A(v,t),
where
A(v, t) =
K(p)√
16−K2(p)
(
arctan
1√
16−K2(p)
(
4t
F∗(v)
+K(p)
)
− arctan K(p)√
16−K2(p)
)
.
5. The comparison of the metrics
Following Asanov [2] (section 2) we show that the metric (49) belongs to the class of Finsleroid-
Finsler metrics up to conformality.
Theorem 6. The metric given by formula (49) is conformal to a Finsleroid-Finsler metric.
Proof. The general form of Finsleroid-Finsler metrics is given by
(50) F = eGΦ/2
√
b2 + gqb+ q2,
where
• b = bi(x)yi (the Finsleroid axis 1 - form),
• aij(x)yiyj (the Riemannian metric) and aijbibj = 1,
• q =√rij(x)yiyj, where rij = aij − bibj ,
• g = g(x) and −2 < g(x) < 2 (the Finsleroid charge),
• h =
√
1− g
2
4
,
• G = g/h,
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• Φ =


+pi
2
+ arctan G
2
− arctan q+
g
2
b
hb
if b > 0
−pi
2
+ arctan G
2
− arctan q+
g
2
b
hb
if b < 0.
The common limit of the right hand sides as b→ 0 is arctan G
2
. Let us introduce the function
f(b) := arctan
q + g
2
b
hb
;
then
(51) lim
b→±∞
f(b) = arctan
g
2h
= arctan
G
2
and f ′(b) = − qh
b2 + q2 + bgq
because h2 + g2/4 = 1. In a similar way, if
h(b) := arctan
2b+ gq
2hq
then
(52) lim
b→±∞
h(b) = ±pi
2
and h′(b) =
qh
b2 + q2 + bgq
.
Therefore f + h is constant on the connected parts of the domain. Taking the limits b → ∞
and b→ −∞, respectively, we have
arctan
q + g
2
b
hb
+ arctan
2b+ gq
2hq
=


+pi
2
+ arctan G
2
if b > 0
−pi
2
+ arctan G
2
if b < 0.
Therefore
(53) Φ = arctan
2b+ gq
2hq
.
The following table shows the correspondence between the notations.
Finsleroid-Finsler metric [2] formula (49)
b = bi(x)y
i (the Finsleroid axis 1 - form) dα
aij(x)y
iyj (the Riemannian norm sqare) F 2∗
g = g(x) and −2 < g(x) < 2 (the Finsleroid charge) K(x)
2
h =
√
1− g2
4
√
1− K2
16
=
√
16−K2
4
G = g/h 2K√
16−K2
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We have that (
b2 + gqb+ q2
)
(v + tX∗(p)) = t2 +
K(p)
2
F∗(v)t+ F 2∗ (v),
Φ(v + tX∗(p))
(53)
= arctan
2b+ gq
2hq
(v + tX∗(p)) = arctan
1√
16−K2(p)
(
4t
F∗(v)
+K(p)
)
and, consequently,
(54) E(v + tX∗(p))
(49)
= K∗(p)
(
F 2∗ (v) +K(p)F∗(v)
t
2
+ t2
)
e2A(v,t) =
2K∗(p)e−G(p) arctan
G(p)
2 · Finsleroid-Finsler energy,
where
G =
2K√
16−K2
and the Finsleroid-Finsler energy is
1
2
eGΦ(b2 + gqb+ q2)
in the sense of formula (50). 
6. The proofs of the main theorems
6.1. A continuity argument and the proof of Theorem B. In the previous section we
proved that metric (49) is conformal to a Finsleroid-Finsler metric. Since Finsleroid-Finsler
metrics have indicatrices of constant positive curvature [2] (formula (2.32), page 284) it follows
that the condition of the positivity of the sectional curvature in the main theorem can be
extended to a local neighbourhood U of p together with the regularity condition dqα 6= 0
(q ∈ U) and the steps of the proof can be repeated to have the special form (49) of E|TU .
6.2. The converse of Theorem B and the proof of Theorem A. Using formulas (A.5),
(A.7) and (A.12) in [2] (page 295) a direct computation shows that
EX lαl = Eg
klαkαl =


1
2
(b2 + q2) (Asanov’s notations)
1
2
F 2∗ = E∗.
This means that
Glαl − G˜lαl (6)= EX lαl − (ymαm)2
is quadratic in the tangent spaces, i.e.
0 =
∂3Gl
∂yi∂yj∂yk
αl − ∂
3G˜l
∂yi∂yj∂yk
αl ⇒ P˜ lijkαl = P lijkαl.
On the other hand formula (6) shows that
P˜ lijk = P
l
ijk
if and only if
0 =
∂3Gl
∂yi∂yj∂yk
− ∂
3G˜l
∂yi∂yj∂yk
,
i.e. EX l is quadratic in the tangent spaces for all indices l = 1, . . . , n. Since
(55) EX l = Egklαk =
1
2
(b2 + q2)− gq
2
vl,
where vl = yl − bbl (see Asanov’s notations (A.5) in [2]), we have that it is impossible because
of the term q unless g = 0 (the Finslerian charge vanishes) and the space is Riemannian. For
different proofs of Theorem A and the solution of Matsumoto’s problem see [16], [17] and [18].
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7. A note on the two-dimensional case
The case of dimension 2 seems to be easier in the beginning: Theorem 1 and Theorem 2 is
automatically holds because three vector fields must be linearly dependent in a two-dimensional
vector space (vector fields which are tangential to the indicatrix form a one-dimensional linear
space; cf. Remark 2 and Theorem 1). The rigidity conditions of type
P˜ lijk = P
l
ijk or P˜
l
ijkαl = P
l
ijkαl
implies the existence of the associated Riemannian metric (see section 4.1.) independently of
the dimension of the space and differential equation (28) follows in the same way. Unfortunately,
the solution seems to be hard because of two main reasons:
• we need at least three independent directions to conclude that b2 = 1 in section 4.4,
• we should pay a special attention to the initial conditions in section 4.5: they must be
formulated along the one-dimensional linear subspace
TpN = {v ∈ TpM | v(α) = 0}, where dimTpM = 1.
This means that the origin, as the singularity of the Finslerian setting, divides the
subspace into two disjoint connected parts (open half lines) and the initial condition for
the unknown function
z(t) =
X l∗∂E/∂y
l
E
(v + tX∗(p))
can be described independently along the opposite directions ±v (cf. Theorem 5 in
dimension 3). Using b2 = 1 as an additional condition we can linearize the term gq
on the right hand side of formula (55) by choosing the ”constant” with opposite signs ±g
for the opposite half-lines. Therefore singular solutions of the generalized Matsumoto’s
problem in dimension 2 can be presented. Especially, any two-dimensional Finsler space
with constant main scalar admits conformal changes keeping the mixed curvature tensor
of the Berwald connection invariant; for the details see [13] and Berwald’s list of Finsler
spaces with constant main scalar [5], formulas 118 I-III; see also [6].
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