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1 Introduction
Let Fq, where q = pm with m ∈ N, be the finite field of characteristic p and cardinality q. A
linear feedback shift register (LFSR) with characteristic polynomial f (x) ∈ Fq[x] satisfying
f (0) 6= 0 generates some periodic sequences s = (s0,s1, . . . ,sN−1) ∈ FNq with N | ord( f (x)).
All polynomials in this work are monic with positive degrees.
Let Ω ( f (x)) denote the set containing all sequences with f (x) as their characteristic
polynomial. The cycle structure of Ω ( f (x)) for arbitrary f (x) reflects the algebraic struc-
ture and properties of its LFSR and has many potential applications. Determining the cycle
structure is a crucial step in the construction of q-ary de Bruijn sequences using the cycle
joining method discussed in, e.g., [5, 6].
Binary de Bruijn sequences have numerous well-known applications in cryptography,
most notably as an ingredient in stream ciphers. Powerful tools developed from de Bruijn
graphs whose vertices are length ℓ strings of 4 alphabets accelerated DNA sequencing tech-
nologies [3]. Genome assembly triggered in earnest investigations into possible applications
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of q-ary de Bruijn sequences and related structures, inviting us to go beyond the usual binary
set-up.
Two areas where q-ary de Bruijn sequences have recently been shown to play important
roles are neuroscience and biochemistry. In the former, the sequences are crucial in design-
ing experiments to test the relationship between ordered stimuli and the neural responses
that they trigger [1]. In the latter, 4-ary de Bruijn sequences help build compact libraries
of RNA probes, useful to measure protein-RNA interactions [2]. These implementations re-
quire a large number of efficiently generated sequences. Our work lays a good foundation
for further investigation in this direction.
Results on the distribution of the periods and the number of sequences having a partic-
ular period can be found in [10, Ch. 8, Sect. 5]. The exact cycle structure, i.e., the list of
states belonging to the sequences that generate each cycle in Ω ( f (x)), is known only for
several limited cases. When f (x) is a primitive polynomial, the cycle structure is treated
in [10, Ch. 8]. For f (x) = (1+ x)n, it is given in [9].
Let {g1(x),g2(x), . . . ,gk(x)} be a set of k pairwise distinct monic irreducible polyno-
mials in Fq[x], ni := deg(gi(x)), and bi ∈ N. Let f (x) := ∏ki=1 gbii (x). This paper settles the
open problem of determining the cycle structure of Ω ( f (x)). For each cycle, a state belong-
ing to the cycle is identified. We then use this knowledge to build a procedure to generate all
sequences in Ω ( f (x)) by supplying a state belonging to each of these sequences.
2 Preliminaries
A q-ary sequence s = s0,s1,s2, . . . has entries si ∈ Fq. For N ∈ N, if si+N = si for all i ≥ 0,
then s is N-periodic or with period N and we write s = (s0,s1, . . . ,sN−1). The period of s is
not unique, so we call the smallest one the least period of s. For brevity and when it is clear
from the context, by period we mean least period in the sequel.
Let s = s0,s1,s2, . . ., s′ = s′0,s′1,s′2, . . ., and c∈ Fq. Addition and scalar multiplication are
given respectively by s+ s′ = s0 + s′0,s1 + s′1,s2 + s′2, . . . and cs = cs0,cs1,cs2, . . ..
It is well-known (see, e.g., [7, Ch. 4]) that s = (s0,s1, . . . ,sN−1) can be generated by a
linear feedback shift register (LFSR). The entries satisfy the linear recursive relation
sk+n + cn−1sk+n−1 + . . .+ c1sk+1 + c0sk = 0 for k ≥ 0, (1)
where c0,c1, . . . ,cn−1 ∈ Fq, n ∈ N, and c0 6= 0.
A (left) shift operator L acts on s = (s0,s1, . . . ,sN−1) by Ls = (s1,s2, . . . ,sN−1,s0). Thus,
Lis = (si,si+1, . . . ,si−1) for i ∈ N with the convention that L0s = s. Using L, we write (1) as
0 = Lns+ cn−1Ln−1s+ . . .+ c1Ls+ c0L0s = (Ln + cn−1Ln−1 + . . .+ c1L+ c0L0) s.
The equation defines a characteristic polynomial
f (x) = xn + cn−1xn−1 + · · ·+ c1x+ c0 (2)
of s over Fq. The sequence s may have many such polynomials. We call the monic charac-
teristic polynomial with the least degree the minimal polynomial and its degree the linear
complexity of s. The (least) period of s is equal to the order of its minimal polynomial.
If the minimal polynomial of s is primitive with degree n, then s is the corresponding
m-sequence (also known as maximal length sequence) with period qn−1. This period is the
maximal period of all sequences generated by any LFSR with minimal polynomial of degree
n. We use m to denote an m-sequence.
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A sequence v is said to be a d-decimation sequence of s, denoted by v = s(d), if v j = sd· j
for all j ≥ 0. A d-decimation m(d) of an m-sequence m is also an m-sequence if and only if
gcd(d,qn−1) = 1. Hence, the number of distinct m-sequences of period qn−1, up to cyclic
shifts, is φ(q
n−1)
n
where φ(.) is the Euler totient function. There is a bijection between the
set of all such sequences and the set of primitive polynomials of degree n in Fq[x]. More
properties of sequences in relation to their characteristic and minimal polynomials can be
found in [7, Ch. 4] and [10, Ch. 8].
For s = (s0,s1, . . . ,sN−1) with characteristic polynomial f (x) defined in (2), the vector
si = (si,si+1, . . . ,si+n−1) ∈ F
n
q is the i-th n-stage state of s. In particular, we call s0 the initial
state. Note that the states of the sequence depends on the specified characteristic polynomial.
A state operator T turns the state si into si+1, i.e., si+1 = T si. If si is a state of s and e is
the period of s, then the e distinct states of s are si,T si = si+1, . . . ,T e−1si = si+e−1.
To f (x) in (2), one associates a matrix
A :=


0 0 · · · 0 −c0
1 0 · · · 0 −c1
0 1 · · · 0 −c2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 0 · · · 1 −cn−1

 . (3)
Using s0 as the input state, the state vectors of the resulting sequence are s j = s0A j for
j ∈ {0,1,2, . . .}. We know from [10, Thm. 8.13] that e divides the order of A in GL(n,Fq).
Furthermore, si+1 = siA = T si.
For an N-periodic sequence u ∈ Ω ( f (x)), define the set [u] := {u,Lu,L2u, . . . ,LN−1u}
to be a shift equivalent class or a cycle in Ω ( f (x)). Sequences in a cycle are said to be shift
equivalent. Thus, Ω ( f ) can be partitioned into cycles.
If Ω ( f (x)) consists of exactly j cycles [u1], [u2], . . . , [u j] for some j ∈ N, then its cycle
structure is presented as Ω ( f (x)) = [u1]∪ [u2]∪ . . .∪ [u j]. To study the cycle structure,
determining a state belonging to each sequence ui is crucial. Starting with the state, one
easily generates the whole sequence and, hence, the corresponding cycle in Ω ( f (x)).
Given our setup, from [7, Sect. 4.4] we can derive the following properties.
1. Ω ( f (x)) can be decomposed into a direct sum of Ω (gbii (x)) with 1≤ i≤ k, i.e.,
Ω ( f (x)) = Ω (gb11 (x))⊕Ω (gb22 (x))⊕·· ·⊕Ω (gbkk (x)).
2. Every sequence s ∈Ω ( f (x)) can be written as
s = s1 + s2 + · · ·+ sk with si ∈Ω (gbii (x)) for 1≤ i≤ k.
3. The period of s is lcm(e1,e2, . . . ,ek) where ei is the period of si.
Remark 1 The polynomial f (x) in [7, Thm. 4.10] is a product of distinct irreducible poly-
nomials, i.e., bi = 1 for all i. The same inductive proof works in our setup here.
4 Chang et al.
3 The Cycle Structure of Ω (g(x)) when g(x) is Irreducible
This section discusses two ways to determine a state belonging to a sequence with irre-
ducible minimal polynomial
g(x) = xn +gn−1xn−1 + · · ·+g1x+g0 ∈ Fq[x]. (4)
In the first subsection the state is found by using cyclotomic classes while the second sub-
section makes use of decimation sequences.
3.1 Using Cyclotomic Classes
The relation between sequences and cyclotomic classes can be used to find a state for each
sequence with minimal polynomial g(x). Let β ∈ Fqn be a root of g(x) with order e and let
t = q
n−1
e
. There must exist a primitive polynomial
q(x) = xn +qn−1xn−1 + . . .+q0 ∈ Fq[x]
with a root α satisfying β = α t . While we need only one q(x) to be associated with a given
g(x), in general the choice is not unique.
Lemma 1 Let g(x) be a non-primitive irreducible polynomial of degree n with a root β and
order e. There are φ(q
n−1)
φ(e) primitive polynomials that can be associated with g(x). Such a
polynomial q(x) has degree n with a root α that satisfies β = α t .
Proof Each of the roots of q(x), say χ , satisfies g(χ t) = 0. It is then clear that a chosen q(x)
can be an associated primitive polynomial of only one irreducible polynomial of degree n
and order e. Two distinct non-primitive irreducible polynomials, both with degree n and or-
der e, have the same number of associated primitive polynomials. There are φ(qn − 1)/n
primitive polynomials with degree n and there are φ(e)/n non-primitive irreducible polyno-
mials with degree n and order e. Taking their ratio completes the proof. ⊓⊔
Following [11], the cyclotomic classes Ci ⊆ Fqn , for 0≤ i < t, are defined by
Ci = {α i+k·t | 0≤ k < e}= {α iβ k | 0≤ k < e}= α iC0. (5)
The classes partition Fqn into disjoint union
Fqn = {0}∪C0 ∪ · · ·∪Ct−1.
Using {1,β , . . . ,β n−1} as a basis for Fqn as an Fq-vector space, for 0≤ j < qn−1, one
can uniquely express α j as α j = ∑n−1i=0 a j,iβ i with a j,i ∈ Fq. Hence,
α j+t = α jβ = β
n−1
∑
i=0
a j,iβ i =
n−1
∑
i=0
a j,iβ i+1 =
n−2
∑
i=0
a j,iβ i+1−
n−1
∑
i=0
a j,n−1giβ i. (6)
Define the mapping ϕ : Fqn → Fnq by ϕ(0) = 0 and ϕ(α j) = (a j,0,a j+t,0, . . . ,a j+(n−1)t,0)
with the subscripts reduced modulo (qn−1). By the recursive relation in (6), ϕ is a one-to-
one mapping. Let
ui :=
(
ai,0,ai+t,0, . . . ,ai+(e−1)t,0
)
. (7)
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The discussion in [8, Thm. 3] treats the case of q = 2. It generalizes naturally to any
q. Following the same line of arguments, we deduce that, under ϕ , the cyclotomic class Ci
corresponds to the cycle [ui]. In other words, ui and the sequence of states of ui, namely
((ui)0,(ui)1, . . . ,(ui)e−1), where (ui) j =
(
ai+ jt,0,ai+( j+1)t,0, . . . ,ai+( j+n−1)t,0
)
= ϕ(α iβ j)
for 0≤ j < e, are shift equivalent. Hence, ui ←→Ci. Thus,
Ω (g(x)) = [0]∪ [u0]∪ [u1]∪ . . .∪ [ut−1]. (8)
Since {1,α , . . . ,αn−1} and {1,β , . . . ,β n−1} are bases for Fqn as an Fq-vector space,
there is an invertible matrix M such that
(
1,β , . . . ,β n−1)= (1,α , . . . ,αn−1)M.
Build M by using the representations of 1,β , . . . ,β n−1 in the basis {1,α , . . . ,αn−1} and
the fact that q(α) = 0. Conversely, with {1,β , . . . ,β n−1} as the basis, (1,α , . . .,αn−1) =
(1,β , . . . ,β n−1)M−1, from which we derive the representation of α i for 0≤ i < qn−1.
For 0≤ i < t, using the representation of α i in the basis {1,β , . . . ,β n−1} and by (6), we
derive ϕ(α i), which is a state of sequence ui.
3.2 Via Decimation
An alternative method to find a state for each nonzero cycle in Ω (g(x)) involves decimating
m-sequences. The trace function from Fqn to Fq is given by Tr(x) = x+xq + . . .+xqn−1 . Re-
call, e.g., from [7, Sect. 4.6] that m = (m0,m1, . . . ,mqn−2) whose characteristic polynomial
q(x) is primitive of degree n with a root α can be described using
mi = Tr(γα i) : 0 6= γ ∈ Fqn for i = 0,1,2, . . . ,qn−2.
Without loss of generality, one can let γ = 1, i.e., mi = Tr(α i).
From m, construct the t distinct t-decimation sequences, each of period e:
u0 = m
(t),u1 = (Lm)(t), . . . ,ut−1 = (Lt−1m)(t).
Observe that the entries in the resulting sequences satisfy
(uk) j = Tr(αk+t· j) for 0≤ k < t and 0≤ j < e.
Since β = α t , each cycle [ui] is a cycle in Ω (g(x)).
Starting from an arbitrary n · t consecutive elements of m, one can derive t distinct n-
stage states by the above t-decimating process. It is then straightforward to verify that each
of the derived states corresponds to one nonzero cycle. Since the ordering of the cycles in
Ω (g(x)) has no significant bearing in our investigation, we can label these states arbitrarily.
Given an irreducible polynomial g(x), finding an associated primitive polynomial q(x)
can become computationally expensive for large values of n and t. Decimating m-sequences
is a useful tool to accomplish the task while keeping the time complexity low.
Let λ := φ(qn−1)
n
. Given g(x), for 1 ≤ j ≤ λ let p j(x) be a primitive polynomial of
degree n and let m j be its corresponding m-sequence. The set Mn of all shift inequivalent
m-sequences with period qn−1 is given by
Mn = {m1,m2, . . . ,mλ}.
One can also build M from an arbitrary m-sequence m by simply collecting all the di-
decimations {m(di)} with di satisfying gcd(di,qn− 1) = 1 and, for i 6= j, di and d j do not
belong to the same conjugate coset.
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We now perform a systematic check to determine which among the p j(x)s can be used as
the associated primitive polynomials of g(x). Derive m(t)j with period e and check if it shares
a common string of 2n consecutive elements with a sequence generated by an LFSR with
characteristic polynomial g(x). If yes, then p j(x) can be associated to g(x). The states that
we want can then be determined using the method already described above. Performing the
routine for all m js guarantees a match between g(x) and some p j(x). The required steps can
be performed without using costly operations over Fq. As q or n grows, our saving becomes
more prominent since operations on polynomials over large finite fields are prohibitively
expensive.
To end this section, the following example follows both approaches.
Example 1 Let g(x) = x3 +2x+2 ∈ F3[x]. It is irreducible with a root β of order 13. Hence,
(e, t) = (13,2) and Ω (g(x)) = [0]∪ [u0]∪ [u1]. Note that q(x) = x3 +x2 +2x+1 ∈ F3[x] is a
primitive polynomial whose root α satisfies β = α2. We can then express
(1,α ,α2) = (1,β ,β 2)

1 2 00 1 1
0 1 0

 .
Using β 3 = 1+β and writing in the form of (6), α = 2+β +β 2,α3 = 1+β 2, and α5 =
1+2β . This implies that a1 = ϕ(α) = (2,1,1) is a state of u1 and a0 = (1,0,0) is a state of
u0. Thus, u0 = (1,0,0,1,0,1,1,1,2,2,0,1,2) and u1 = (2,1,1,0,2,1,2,0,0,2,0,2,2).
We can also get the respective states of u0 and u1 via decimation. The m-sequence with
characteristic polynomial q(x) is
m = (1,1,1,2,1,0,2,0,2,2,0,0,1,2,2,2,1,2,0,1,0,1,1,0,0,2).
The first 6 consecutive elements of m can be taken to form v = (1,1,1,2,1,0). Hence,
v(2) = (1,1,1) and (Lv)(2) = (1,2,0) are the respective 3-stage states of u0 and u1.
In F3[x], there are 4 primitive polynomials of degree 3: p1(x) = x3 + 2x+ 1, p2(x) =
x3 +2x2 + x+1, p3(x) = x3 + x2 +2x+1, and p4(x) = x3 +2x2 +1. There are also 4 non-
primitive irreducible polynomials of degree 3, each having e = 13 and t = 2: g1(x) =
x3 + 2x2 + 2x + 2, g2(x) = x3 + 2x + 2, g3(x) = x3 + x2 + 2, and g4(x) = x3 + x2 + x + 2.
By Lemma 1, each gi(x) is associated with exactly one p j(x) for 1 ≤ i, j ≤ 4. We now use
decimation to find the association and, subsequently, determine the respective states of the
nonzero cycles in Ω (gi(x)) for all i.
The m-sequences are
m1 = (1,1,1,0,0,2,0,2,1,2,2,1,0,2,2,2,0,0,1,0,1,2,1,1,2,0),
m2 = (1,1,1,2,0,0,1,1,0,1,0,2,1,2,2,2,1,0,0,2,2,0,2,0,1,2),
m3 = (1,1,1,2,1,0,2,0,2,2,0,0,1,2,2,2,1,2,0,1,0,1,1,0,0,2), and
m4 = (1,1,1,0,2,1,1,2,1,0,1,0,0,2,2,2,0,1,2,2,1,2,0,2,0,0).
Their respective 2-decimation sequences are
m
(2)
1 = (1,1,0,0,1,2,0,2,0,1,1,1,2), m
(2)
2 = (1,1,0,1,0,0,1,2,1,0,2,2,1),
m
(2)
3 = (1,1,1,2,2,0,1,2,1,0,0,1,0), m
(2)
4 = (1,1,2,1,1,1,0,2,0,2,1,0,0).
We feed the first three entries of m(2)j to each LFSR whose characteristic polynomial is gi(x)
to establish the association and the results given in Table 1.
⊓⊔
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Table 1 States and Nonzero Cycles in Ω (gi(x))
g(x) q(x) States Nonzero Cycles
g1(x) p4(x) (1,1,2),(1,0,1) [(1,1,2,1,1,1,0,2,0,2,1,0,0)], [(1,0,1,2,0,0,2,2,1,2,2,2,0)]
g2(x) p3(x) (1,1,1),(1,2,0) [(1,1,1,2,2,0,1,2,1,0,0,1,0)], [(1,2,0,0,2,0,2,2,2,1,1,0,2)]
g3(x) p2(x) (1,1,0),(1,2,0) [(1,1,0,1,0,0,1,2,1,0,2,2,1)], [(1,2,0,1,1,2,2,2,0,2,0,0,2)]
g4(x) p1(x) (1,1,0),(1,0,2) [(1,1,0,0,1,2,0,2,0,1,1,1,2)], [(1,0,2,2,2,1,2,2,0,0,2,1,0)]
4 The Cycle Structure of Ω
(
gb(x)
)
with b > 1
Our next task is to find one state of each cycle in Ω
(
gb(x)
)
with g(x),β ,e, and t as defined in
Sect. 3 and 1< b∈N. Since (8) already gives the cycle structure of Ω (g(x)), we consider the
states of the cycles in Ω
(
gb(x)
)
\Ω (g(x)). The following result follows directly from [10,
Thm. 3.8 and Thm. 8.63].
Lemma 2 For 1 ≤ r ≤ b, sequences in Ω
(
gb(x)
)
with minimal polynomial gr(x) can be
divided into
qnr −qn(r−1)
e · pc
= t ·
qn(r−1)
pc
distinct cycles, each with period e · pc where c is the least integer satisfying pc ≥ r.
We adapt the notion of D-morphism, first introduced by Lempel in [9], to generate cycles
with minimal polynomial gr+1(x) from cycles with minimal polynomial gr(x). A state of a
cycle with minimal polynomial gr+1(x) can then be derived from a state belonging to a cycle
with minimal polynomial gr(x). We apply the procedure recursively to cover all cycles. The
mapping D : F(r+1)nq −→ Frnq sends a = (a0,a1, . . . ,a(r+1)n−1) 7→ b = (b0,b1, . . . ,brn−1)
⇐⇒


b0 = g0a0 +g1a1 + . . .+gn−1an−1 +an,
b1 = g0a1 +g1a2 + . . .+gn−1an +an+1,
.
.
.
.
.
.
brn−1 = g0arn−1 +g1arn + . . .+gn−1a(r+1)n−2 +a(r+1)n−1.
(9)
Note that D is onto. Given (a0,a1, . . . ,an−1) ∈ Fnq and b ∈ Frnq , one can uniquely deter-
mine an,an+1, . . . ,a(r+1)n−1. Hence, for any b, there are qn distinct a’s satisfying b = D(a).
Let a =
(
a0,a1, . . . ,a(r+1)n−1
)
∈ F
(r+1)n
q be an n(r+ 1)-stage state of a sequence with
characteristic polynomial g(x). Then g0ai + g1ai+1 + . . .+ ai+n = 0 implies D(a) = 0 for
0≤ i≤ nr−1.
Lemma 3 The mapping D is a surjective homomorphism whose kernel, denoted by ker(D),
is the set {k0,k1, . . . ,kqn−1} of qn distinct n(r+1)-stage states of the sequences in Ω (g(x)).
Since L(D(a)) = D(L(a)) for any a ∈ F(r+1)nq , D preserves shift relation. Whenever
a0,a1, . . . are consecutive states of a sequence, we know that D(a0),D(a1), . . . are also con-
secutive states of some sequence. Hence, for a sequence s = (s0,s1, . . . ,sN−1) with period
N, sequence u := D(s) has period N ′ | N and entries
ui = g0si +g1si+1 + . . .+gn−1si+n−1 + si+n. (10)
Lemma 4 If s∈Ω (gr+1(x)), then u := D(s)∈Ω (gr(x)). If gc(x) is the minimal polynomial
of s, for some 1≤ c≤ r+1, then gc−1(x) is the minimal polynomial of u.
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Proof For a given sequence s in Ω (gr+1(x)), sequence u in (10) can be written as
u = g0s+g1Ls+ . . .+gn−1Ln−1s+Lns = g(L)s.
Since gr+1(L)s = 0, we have gr(L)u = gr(L) g(L)s = gr+1(L)s = 0. Thus, u ∈Ω (gr(x)).
The second assertion can be similarly argued using the fact that g(x) is irreducible. ⊓⊔
Corollary 1 Let s be a sequence with minimal polynomial h(x). Then the minimal polyno-
mial of u = D(s) is { h(x)
g(x) if g(x) divides h(x) and
h(x) if g(x) does not divide h(x).
Let b ∈ Fnrq be a state belonging to sequence u with minimal polynomial gr(x). By (9),
the qn distinct vectors a satisfying b =D(a) are the respective states of some sequences with
minimal polynomial gr+1(x). Given one such a, these states can be written as the sum of a
and the corresponding states in ker(D), i.e., as a+ki with 0≤ i < qn.
Let s be a sequence with minimal polynomial gr+1(x) containing a as a state. Now, con-
sider all qn sequences: s plus each of the qn distinct sequences in Ω (g(x)). We next decide
whether these sequences correspond to distinct cycles with minimal polynomial gr+1(x).
The consideration is based on whether r is a power of p.
Lemma 5 Suppose r is not a power of p. Let s be a sequence with minimal polynomial
gr+1(x). Let s1 and s2 be two distinct sequences in Ω (g(x)). Then s+ s1 and s+ s2 are shift
inequivalent.
Proof Lemma 2 says that the period of s is e · pc where c is the least integer with pc ≥ r+1.
Assume that s+ s1 and s+ s2 are shift equivalent. Then there exists an integer 0≤ ℓ < e · pc
such that s+ s1 = Lℓ(s+ s2) = Lℓs+Lℓs2. Hence,
(
Lℓ− I
)
s = s1−Lℓs2 ∈ Ω (g(x)). Thus,
g(x) must be a characteristic polynomial of (Lℓ−I)s, implying that gr(x) | xℓ−1 with e · pc =
ord
(
gr+1(x)
)
. This forces ℓ≥ e · pc, which is a contradiction. ⊓⊔
With r not a power of p, let a state b of a sequence u with minimal polynomial gr(x)
be given. Then, by (9), the qn distinct vectors a satisfying b = D(a) are states of pairwise
distinct cycles, all of which has gr+1(x) as their minimal polynomial.
Given respective states b and b′ from two distinct cycles, each with minimal polynomial
gr(x),their D pre-image states a and a′ belong to two distinct cycles with minimal poly-
nomial gr+1(x). Thus, given all δ := t · qn(r−1) · p−c states of distinct cycles with minimal
polynomial gr(x), the exact qn · δ states of all distinct cycles having minimal polynomial
gr+1(x) are known.
In fact, given b, we can let a0 = . . . = an−1 = 0 and construct a state a by using (9).
Taking the sum of a and each of the n(r+1)-stage states of sequences in Ω (g(x)) gives us
what we are after.
Lemma 6 Let r = pd for some nonnegative integer d. For a sequence s with minimal poly-
nomial gr+1(x), there exists a sequence s′ in Ω (g(x)) such that the set {s+ηs′ : η ∈ Fp}
contains p shift equivalent sequences.
Proof Lemma 2 says that the period of s is e · pd+1 = p · e · r.
Observe that that Le·rs− s = (Le·r− I)s = (Le− I)rs. Since g(x) is irreducible, gr(x) di-
vides (xe−1)r but gr+1(x) does not divide (xe−1)r. Hence, g(x) is the minimal polynomial
of s′ := (Le− I)rs 6= 0 and Le·rs = s+ s′.
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Let 2≤ η ≤ p−1. Since s′ has period e,
Lη·e·rs−L(η−1)·e·rs = L(η−1)·e·r[(Le·r− I)s] = L(η−1)·e·rs′ = s′.
Proceeding inductively, one obtains Lη·e·rs = L(η−1)·e·rs+ s′ = s+ηs′. ⊓⊔
When r = pd , given a state b of a sequence u with minimal polynomial gr(x), we com-
bine Lemma 6 and (9) to determine the qn distinct vectors a ∈ Fn(r+1)q satisfying b = D(a).
For an arbitrary a, let a′ := T e·ra−a. Then the p distinct states a+ηa′ with η ∈ Fp corre-
spond to one cycle with minimal polynomial gr+1(x).
For two arbitrary such states, say a1 and a2, it follows that a′ = T e·ra1−a1 = T e·ra2−a2.
Thus, given b and a′, we can construct the states of all the q
n
p distinct cycles with minimal
polynomial gr+1(x). Since there are t · q
n(r−1)
r
possible choices for b, we can provide the exact
t ·qn·r · p−(d+1) states of all the distinct cycles with minimal polynomial gr+1(x).
Remark 2 It may be possible to derive an exact formula for a′ given g(x), the value r = pd ,
and a vector b. The formula is likely to be quite complicated and we leave it as an open
problem. Using the LFSR to compute T e·ra−a directly from an arbitrary a seems to be the
simplest approach.
Example 2 ([9]) Let g(x) = x + 1 ∈ F2[x]. Given a state b = (b0,b1, . . . ,br−1) ∈ Fr2 of a
sequence with minimal polynomial gr(x) = (x+1)r and an element a0 ∈ F2, the entries of
the resulting a = (a0,a1, . . . ,ar) ∈ Fr+12 are ai = a0 + b0 + . . .+ bi−1 for i ∈ {1,2, . . . ,r}.
When a0 = 0, we denote the resulting state by a0. The state is a1 when a0 = 1. Since the
only nonzero sequence with minimal polynomial x+1 is the all one sequence 1, we know
that a1 = a0 +1.
If r is not a power of 2, then a0 and a1 are the respective states of two distinct sequences
sharing the same minimal polynomial (x+1)r+1. If r is a power of 2, then a0 and a1 belong
to the same sequence with minimal polynomial (x+1)r+1. ⊓⊔
Example 3 Let g(x) = x3 +2x+2 ∈ F3[x], and note that r = 1 = 30. From Example 1, the
respective states of the two nonzero cycles are (1,0,0) and (2,1,1).
Using b=(1,0,0) and letting a0 = a1 = a2 = 0, we get a 6-stage state a=(0,0,0,1,0,1)
from (9) and a′= T 13a−a=(1,2,0,0,2,0). The corresponding sequence s of period 39 with
minimal polynomial g2(x) = x6 + x4 + x3 + x2 +2x+1 is
(0,0,0,1,0,1︸ ︷︷ ︸
a
,2,1,1,1,0,1,0,1,2,0,1,2,1︸ ︷︷ ︸
a+a′
,1,0,0,2,1,1,2,2,1,0,1,1,1︸ ︷︷ ︸
a+2a′
,0,2,2,0,2,1,1).
(11)
It is easy to check that L13s− s = L26s−L13s = (1,2,0,0,2,0,2,2,2,1,1,0,2). As indicated
by the underbraces in (11), a, a+a′ and a+2a′ generate the same cycle [s].
The 27 distinct 6-stage states in ker(D) can be partitioned into 9 disjoint sets, each of
the form ai + {0,a′,2a′} for 0 ≤ i < 9. The respective states of the cycles with minimal
polynomial g2(x) are a+ai. After some computation we arrive at
{ai : 0≤ i < 9} = {(0),(1,0,0,1,0,1),(0,0,1,0,1,1),(1,0,1,1,1,2),(1,1,1,2,2,0),
(1,1,2,2,0,1),(1,2,2,0,1,2),(0,1,2,1,0,0),(1,1,0,2,1,2)}.
Obtaining {a+ai : 0≤ i < 9} means we are halfway done.
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To derive the remaining half we use b = (2,1,1) and let a0 = a1 = a2 = 0. This yields a
6-stage state a = (0,0,0,2,1,0) with a′ = (1,1,2,2,0,1). The corresponding sequence s is
(0,0,0,2,1,0︸ ︷︷ ︸
a
,0,0,1,2,1,0,2,1,1,2,1,1,1︸ ︷︷ ︸
a+a′
,2,1,1,2,2,0,0,2,2,1,0,1,2︸ ︷︷ ︸
a+2a′
,1,2,1,2,0,0,1).
One eventually gets
{ai : 0≤ i < 9} = {(0),(1,0,0,1,0,1),(0,0,1,0,1,1),(0,1,0,1,1,1),(1,0,1,1,1,2),
(0,1,1,1,2,2),(1,1,1,2,2,0),(0,1,2,1,0,0),(2,1,1,0,2,1)}
from which we can explicitly compute elements in {a+ai : 0≤ i < 9}.
All of the 18 states we have determined above belong to their 18 respective distinct
cycles in Ω
(
g2(x)
)
\Ω (g(x)). ⊓⊔
Applying the approach recursively, starting from the states of distinct cycles in Ω (g(x)),
we determine the states of distinct cycles in Ω (gb(x)). For brevity, we present them as n ·b-
stage states. This step can be performed by using well-known properties of the LFSRs or,
better still, by the method that we propose in the next section.
5 The Cycle Structure of Ω ( f (x))
We combine the results established in previous sections to study Ω ( f (x)). The first subsec-
tion considers the cycle structure of Ω ( f (x)). The second one develops a procedure to find
a state of each cycle in Ω ( f (x)).
5.1 The Cycle Structure
We start by setting up the notations. Recall that f (x) = ∏ki=1 gbii (x). Let gi(x) be of degree
ni having βi as a root. Let ei = ord(gi(x)) = ord(βi) and ti = qni−1ei . Based on Lemma 2, we
label the cycles in Ω (gbii (x)):
[0], [ui0], [ui1], . . . , [uiσi−1] with σi =
bi∑
ri=1
ti
qni(ri−1)
pcri
(12)
where cri is the least integer satisfying p
cri ≥ ri. The respective periods and states of the
cycles are 1,ei0,ei1, . . . ,eiσi−1 and 0,a
i
0,a
i
1, . . . ,a
i
σi−1 ∈ F
bi·ni
q .
The cycle structure of Ω ( f (x)) can be deduced from the three properties listed at the
end of Section 2. We give the formal statement in the next theorem.
Theorem 1 Let γ := gcd
(
ekjk , lcm
(
e1j1 , . . . ,e
k−1
jk−1
))
. Then
Ω ( f (x)) = [0]
k⋃
i=1
σi−1⋃
j=0
[uij]
⋃
1≤i1<i2≤k
σi1−1⋃
j1=0
σi2−1⋃
j2=0
gcd
(
e
i2j2 ,e
i1j1
)
−1⋃
ℓ2=0
[
u
i1j1 +L
ℓ2 u
i2j2
]
· · · · · ·
σ1−1⋃
j1=0
· · ·
σk−1⋃
jk=0
gcd
(
e2j2 ,e
1j1
)
−1⋃
ℓ2=0
· · ·
γ−1⋃
ℓk=0
[
u1j1 +L
ℓ2 u2j2 + . . .+L
ℓk ukjk
]
. (13)
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If some cycles being the same is allowed, we can express Ω ( f (x)) more succinctly as
Ω ( f (x))= ⋃
ai∈{0,1}
1≤i≤k
σ1−1⋃
j1=0
· · ·
σk−1⋃
jk=0
gcd
(
e2j2 ,e
1j1
)
−1⋃
ℓ2=0
· · ·
γ−1⋃
ℓk=0
[
a1u
1
j1 +a2L
ℓ2 u2j2 + . . .+akL
ℓk ukjk
]
.
(14)
Remark 3 Theorem 1 shows the types of nonzero cycles that we have in Ω ( f (x)). Cycles
[uij] come from Ω
(
gbii (x)
)
. For an r-subset Sr := {i1, i2, . . . , ir} of {1,2, . . . ,k} with i j < iℓ
for j < ℓ, cycles
[
a1u
i1j1 +a2L
ℓ2 u
i2j2 + . . .+arL
ℓr uirjr
]
are from Ω
(
Πi∈Sr
(
gbii (x)
))
. If some
of the a1,a2, . . . ,ak are 0, then
[
a1u
1
j1 +a2L
ℓ2 u2j2 + · · ·+akL
ℓk ukjk
]
may be the same for
different parameter choices.
Proof When k = 1, the statements hold.
Let k = 2 and f (x) = gb11 (x) gb22 (x) ∈ Fq[x]. It is clear that Ω ( f (x)) contains Ω (gb11 (x))
and Ω (gb22 (x)) as subsets. Hence,
[0]
σ1−1⋃
j1=0
[u1j1 ]
σ2−1⋃
j2=0
[u2j2 ]⊆Ω ( f (x)).
All other sequences in Ω ( f (x)) must be of the form
Lℓ1 u1j1 +L
ℓ2 u2j2 = L
ℓ1
(
u1j1 +L
ℓ2−ℓ1 u2j2
)
(15)
with 0≤ j1 < δ1, 0 ≤ j2 < δ2, 0 ≤ ℓ1 < e1j1 , 0 ≤ ℓ2 < e2j2 , and ℓ2− ℓ1 reduced modulo e2j2 .
The period is lcm
(
e1j1 ,e
2
j2
)
.
When j1 6= j′1 or j2 6= j′2, sequences Lℓ1
(
u1j1 +L
ℓ2−ℓ1 u2j2
)
and Lℓ′1
(
u1j′1
+Lℓ′2−ℓ′1 u2j′2
)
are
shift inequivalent. For a contradiction, assume that for some ℓ1, ℓ′1, ℓ2, and ℓ′2,
Lℓ1 u1j1 +L
ℓ2 u2j2 = L
ℓ′1 u1j′1 +L
ℓ′2 u2j′2 ⇐⇒ L
ℓ1 u1j1 −L
ℓ′1 u1j′1 =−(L
ℓ2 u2j2 −L
ℓ′2 u2j′2) = 0.
The last equality holds since
Lℓ1 u1j1 −L
ℓ′1 u1j′1 ∈ Ω
(
gb11 (x)
)
and Lℓ2 u2j2 −L
ℓ′2 u2j′2 ∈Ω
(
gb22 (x)
)
,
and g1(x) and g2(x) are distinct irreducible polynomials. This forces j1 = j′1 and j2 = j′2, a
contradiction.
The e1j1 · e
2
j2 distinct sequences having the form of (15) are divided into
e1j1 ·e
2j2
lcm
(
e1j1 ,e
2j2
) =
gcd
(
e1j1 ,e
2
j2
)
distinct cycles. Let τ1 :=
e1j1
gcd
(
e1j1 ,e
2j2
) and τ2 := e2j2
gcd
(
e1j1 ,e
2j2
)
. We show that
u1j1 +L
ℓ2 u2j2 and u
1
j1 +L
ℓ2+κ ·gcd
(
e1j1 ,e
2j2
)
u2j2
are shift equivalent for 0≤ ℓ2 < gcd
(
e1j1 ,e
2
j2
)
and 0 < κ < τ2.
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Since gcd(τ1,τ2) = 1, there exist v,w ∈ Z such that v · τ1 +w · τ2 = 1, implying
κ · v · e1j1 = κ
(
gcd
(
e1j1 ,e
2
j2
)
−w · e2j2
)
.
The respective periods of u1j1 and u
2
j2 are e
1
j1 and e
2
j2 . Hence,
u1j1 +L
ℓ2+t·gcd
(
e1j1 ,e
2j2
)
u2j2 = L
κ ·v·e1j1 +Lℓ2+κ ·
(
gcd
(
e1j1 ,e
2j2
)
−w·e2j2
)
u2j2 = L
κ ·v·e1j1 (u1j1 +L
ℓ2 u2j2).
Thus, a ( j1, j2) pair corresponds to the cycle u1j1 +Lℓ2 u2j2 with 0≤ ℓ2 ≤ gcd
(
e1j1 ,e
2j2
)
−1.
Going through all possible ( j1, j2) pairs gives us all the possible cycles, confirming (13)
for the case of k = 2. The case of k > 2 follows by induction. ⊓⊔
5.2 A State Belonging to Each Cycle
We now denote a cycle in Ω ( f (x)) by [c] with c = a1u1j1 + a2Lℓ2 u2j2 + . . .+ akLℓk ukjk . If
ai = 0 for some i, then aiuiji is the all zero sequence 0.
Let n′i = bi · ni and n = n′1 + n′2 + · · ·+ n′s. By Sections 3 and 4, to find a state of c, it
suffices to find an n-stage state aiviji ∈ F
n
q of aiu ji for all i. The desired state is
a1a
1
j1 +a2T
ℓ2 a2j2 + . . .+akT
ℓk akjk . (16)
The representation in (16) has several limitations. Given such a global expression, we
can only use the properties of the whole cycle [c] without being able to utilize the properties
of every component sequence uiji . When the period of [c] is fairly large, determining whether
a state is in this cycle may be hard to do, so we propose an alternative.
To each gbii (x), one associates an n′i × n′i matrix Ai similar to the one constructed in
(3), i.e., treating gbii (x) as a characteristic polynomial. Construct the n′i×n matrix Pi in the
following manner. The first n′i columns form the identity matrix In′i . The matrix Ai occupies
columns 2 to n′i + 1. Next, add columns recursively by appending the last column of A
j
i ,
starting with j = 2 until all n columns of Pi are completed.
Given an n′i-stage state ai of some sequence in Ω (g
bi
i (x)), it is evident that aiPi is the
corresponding n-stage state of that same sequence.
Lemma 7 The n×n matrix
P =


P1
P2
.
.
.
Pk

 is of full rank, i.e., rank(P) = n, making P ∈ GL(n,Fq).
Proof Let α i, j denote the j-th row of Pi. We show that the rows α i, j of P are linearly
independent for all (i, j) with 1≤ i≤ k and 1≤ j ≤ n′i.
Notice that α i, j is the first n entries of the sequence from LFSR with characteristic
polynomial gbii (x) and initial n′i-stage state (0, . . . ,0,1,0, . . . ,0) ∈ F
n′i
q , where the unique 1 is
in the j-th position. For a fixed i, it is clear that the rows of Pi are linearly independent.
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For a contradiction, suppose that there exists a linear combination of the n rows of P
k
∑
i=1
n′i∑
j=1
ai, jα i, j = 0
with not all ai, j = 0. Without loss of generality, with not all a1, j = 0, write
n′1∑
j=1
a1, jα 1, j =
k
∑
i=2
n′i∑
j=1
(−ai, j)α i, j. (17)
The left hand side of (17) is the first n entries of a sequence in Ω
(
gb11 (x)
)
with a nonzero
initial state of length n′1 while the right hand side is the first n entries of a sequence in
Ω
(
gb22 (x) · · ·g
bk
k (x)
)
with a nonzero initial state of length n− n′1. Since deg
(
gb11 (x)
)
and
deg
(
gb22 (x) · · ·g
bk
k (x)
)
are < n, if the first n entries of these two sequences are equal, then
they must be the same sequence. Hence, there exists a sequence that simultaneously belongs
to both Ω
(
gb11 (x)
)
and Ω
(
gb22 (x) · · ·g
bk
k (x)
)
. Since g1(x), . . . ,gk(x) are pairwise distinct,
this sequence must be 0, a contradiction. ⊓⊔
Suppose that we already have P . Let v∈ Fnq and ai ∈ F
n′i
q with 1≤ i≤ k be the respective
n-stage and n′i-stage states of the sequences in Ω ( f (x)) and Ω
(
gbii (x)
)
. Then P provides a
one-to-one correspondence between v and (a1,a2, . . . ,ak) via v = (a1,a2, . . . ,ak)P . Since
T v = T [(a1,a2, . . . ,ak)P] = (T a1,Ta2, . . . ,T ak)P,
we know P and T commute. Hence, any sequence s ∈ Ω ( f (x)) with an initial state v is
the sum of sequences si from Ω
(
gbii (x)
)
with corresponding initial states ai for 1 ≤ i ≤ k.
When convenient, we use (a1,a2, . . . ,ak) to represent v.
Assume that we have obtained the set Ei := {0,ai0,ai1, . . . ,aiσi−1}, where a
i
j is a state of
cycle [sij] and 0 the state of [0]. This set contains all of the states corresponding to the σi +1
distinct cycles in Ω (gbii (x)). Then
v = (a1j1 ,a
2
j2 , . . . ,a
k
jk)P with a
i
ji ∈ Ei (18)
can be taken as an initial state of a cycle [s] ∈Ω ( f (x)). Notice that
s = a1u
1
j1 +a2u
2
j2 + · · ·+aku
k
jk
with ai = 0 if the corresponding component state is 0 and ai = 1 otherwise.
Let ℓi be a nonnegative integer for 1 ≤ i ≤ k. By the state obtained in (18) and by the
properties of P and T , the state v′ =
(
T ℓ1 a1j1 ,T
ℓ2 a2j2 , . . . ,T
ℓk akjk
)
P belongs to cycle
[
a1Lℓ1 s1j1 +a2L
ℓ2 s2j2 + · · ·+akL
ℓk skjk
]
=
[
a1s
1
j1 +a2L
ℓ2−ℓ1 s2j2 + · · ·+akL
ℓk−ℓ1 skjk
]
.
This approach enables us to find a state belonging to any cycle in Ω ( f (x)).
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Example 4 Consider the characteristic polynomial
f (x) = (x2 +1)2︸ ︷︷ ︸
=g21(x)
(x3 +2x+2)2︸ ︷︷ ︸
=g22(x)
(x3 + x2 +2)2︸ ︷︷ ︸
=g23(x)
∈ F3[x]
= (x4 +2x2 +1)(x6 + x4 + x3 + x2 +2x+1)(x6 +2x5 + x4 + x3 + x2 +1)
= x16 +2x15 + x14 +2x13 + x12 + x11 + x9 + x8 + x7 + x5 + x4 +2x3 + x2 +2x+1.
The parameters are (e1, t1) = (4,2), (e2, t2) = (e3, t3) = (13,2), and bi = 2 for all i. Our
g2(x) and g3(x) here are exactly the g2(x) and g3(x) in Example 1 so we can use its relevant
results. We choose p1(x) = x2 + x+2 as the associated primitive polynomial of g1(x).The
two nonzero cycles in Ω (g1(x)) are [(1,0,2,0)] and [(1,1,2,2)].
With each respective Ai in the box, the matrix P is given by
P =

P1P2
P3

 with P1 =


1 0 0 0 2 0 2 0 0 0 1 0 1 0 0 0
0 1 0 0 0 2 0 2 0 0 0 1 0 1 0 0
0 0 1 0 1 0 0 0 2 0 2 0 0 0 1 0
0 0 0 1 0 1 0 0 0 2 0 2 0 0 0 1

 ,
P2 =


1 0 0 0 0 0 2 0 1 1 0 0 2 0 1 0
0 1 0 0 0 0 1 2 2 0 1 0 1 2 2 1
0 0 1 0 0 0 2 1 0 0 0 1 2 1 0 2
0 0 0 1 0 0 2 2 2 1 0 0 0 2 2 0
0 0 0 0 1 0 2 2 0 0 1 0 2 0 0 2
0 0 0 0 0 1 0 2 2 0 0 1 0 2 0 0

 , P3 =


1 0 0 0 0 0 2 2 0 2 1 0 1 2 0 1
0 1 0 0 0 0 0 2 2 0 2 1 0 1 2 0
0 0 1 0 0 0 2 2 2 1 1 2 2 2 1 0
0 0 0 1 0 0 2 1 2 1 2 1 0 1 2 2
0 0 0 0 1 0 2 1 1 1 2 2 2 2 1 0
0 0 0 0 0 1 1 0 1 2 0 2 1 0 2 0

 .
(19)
There are 8 nonzero cycles in Ω (g21(x)): 2 cycles of period 4 in Ω (g1(x)) and 6 cycles,
each with period 12, in Ω (g21(x))\Ω (g1(x)). Performing the required computations, the first
3 cycles with period 12 can be derived using b = (1,0), a = (1,0,0,0), and a′ = T 4a−a =
(1,0,2,0), yielding ai ∈ {(0),(0,2,0,1),(0,1,0,2)}. The 4-stage states that we want are
{a+ai}. To get the other 3, we use b = (1,1), a = (1,1,0,0), and a′ = T 4a−a = (1,1,2,2),
yielding ai ∈ {(0),(1,0,2,0),(0,1,0,2)}. Explicitly determining elements in {a+ai} com-
pletes our task for E1.
Examples 1 and 3 lead us to the nonzero cycles in Ω (g22(x)). There are 2 cycles of period
13 in Ω (g2(x)) and 18 cycles, each with period 39, in Ω (g22(x))\Ω (g2(x)).
To determine all nonzero cycles in Ω (g23(x)) we perform a similar analysis. Table 1
already listed the 2 cycles of period 13 in Ω (g3(x)). The remaining 18 cycles, each with
period 39, can be easily determined. The first 9 comes from b= (1,1,0), a= (0,0,0,1,0,0),
and a′ = T 13a−a = (1,2,2,2,0,2). The initial states are a+ai with
ai ∈ {(0),(1,1,0,1,0,0),(1,0,1,0,0,1),(0,1,0,0,1,2),(1,0,0,1,2,1),
(0,0,1,2,1,0),(1,2,1,0,2,2),(0,2,2,1,1,1),(2,0,1,1,2,2)}.
The remaining 9 comes from b = (1,2,0), a = (0,0,0,1,1,2), and a′ = (0,1,2,1,0,2). The
initial states are a+ai with
ai ∈ {(0),(1,1,0,1,0,0),(0,1,0,0,1,2),(1,0,0,1,2,1),(2,1,0,2,2,1),
(1,0,2,2,1,1),(2,2,1,1,1,0),(2,1,1,1,0,1),(0,1,1,2,2,2)}.
The complete list of nonzero cycles and their corresponding states is in Table 2.
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Table 2 States and Nonzero Cycles in Ω (g2i (x))
No. State Nonzero Cycle
1 a10 = (1,0)
[
u10 = (1,0,2,0)
]
2 a11 = (1,1)
[
u11 = (1,1,2,2)
]
3 a12 = (1,0,0,0)
[
u12 = (1,0,0,0,2,0,2,0,0,0,1,0)
]
4 a13 = (1,2,0,1)
[
u13 = (1,2,0,1,2,2,2,1,0,2,1,1)
]
5 a14 = (1,1,0,2)
[
u14 = (1,1,0,2,2,1,2,2,0,1,1,2)
]
6 a15 = (1,1,0,0)
[
u15 = (1,1,0,0,2,2,2,2,0,0,1,1)
]
7 a16 = (2,1,2,0)
[
u16 = (2,1,2,0,0,2,1,2,1,0,0,1)
]
8 a17 = (1,2,0,2)
[
u17 = (1,2,0,2,2,0,2,1,0,1,1,0)
]
1 a20 = (1,1,1)
[
u20 = (1,1,1,2,2,0,1,2,1,0,0,1,0)
]
2 a21 = (1,2,0)
[
u21 = (1,2,0,0,2,0,2,2,2,1,1,0,2)
]
3 a22 = (0,0,0,1,0,1)
[
u22 = (0,0,0,1,0,1,2,1,1,1,0,1,0,1,2,0,1,2,1,1,0,0,2,1,1,2,2,1,0,1,1,1,0,2,2,0,2,1,1)
]
4 a23 = (1,0,0,2,0,2)
[
u23 = (1,0,0,2,0,2,0,2,0,0,0,2,2,2,2,0,2,2,2,2,1,2,1,1,2,1,0,1,0,2,1,2,1,0,1,2,2,2,0)
]
5 a24 = (0,0,1,1,1,2)
[
u24 = (0,0,1,1,1,2,0,0,0,1,1,0,1,1,2,1,1,0,2,2,2,2,2,2,0,0,2,1,1,1,2,2,1,1,1,0,0,0,2)
]
6 a25 = (1,0,1,2,1,0)
[
u25 = (1,0,1,2,1,0,1,1,2,0,1,1,0,2,2,1,2,0,0,0,0,1,1,2,1,2,0,1,1,2,2,0,2,2,0,2,0,1,1)
]
7 a26 = (1,1,1,0,2,1)
[
u26 = (1,1,1,0,2,1,0,0,2,1,0,2,0,2,0,1,0,1,1,2,2,1,2,1,2,2,0,2,1,0,0,1,1,1,0,0,2,2,1)
]
8 a27 = (1,1,2,0,0,2)
[
u27 = (1,1,2,0,0,2,1,2,1,1,1,1,1,2,0,2,0,2,2,0,1,0,2,2,1,0,0,2,2,0,1,2,2,0,2,0,0,1,2)
]
9 a28 = (1,2,2,1,1,0)
[
u28 = (1,2,2,1,1,0,0,1,1,2,0,2,1,2,1,2,1,0,0,2,0,0,0,1,2,0,0,0,2,1,2,0,1,2,2,1,2,2,2)
]
10 a29 = (0,1,2,2,0,1)
[
u29 = (0,1,2,2,0,1,0,1,2,2,1,0,2,1,0,2,2,2,1,2,0,1,0,2,0,1,2,2,2,2,1,1,1,2,0,1,0,0,0)
]
11 a210 = (1,1,0,0,1,0)
[
u210 = (1,1,0,0,1,0,2,1,0,1,2,0,2,2,0,0,0,0,0,1,0,2,2,0,0,1,0,2,0,0,2,0,0,2,1,0,1,0,0)
]
12 a211 = (0,0,0,2,1,0)
[
u211 = (0,0,0,2,1,0,0,0,1,2,1,0,2,1,1,2,1,1,1,2,1,1,2,2,0,0,2,2,1,0,1,2,1,2,1,2,0,0,1)
]
13 a212 = (1,0,0,0,1,1)
[
u212 = (1,0,0,0,1,1,1,1,0,1,1,1,1,2,1,2,2,1,2,0,2,0,1,2,1,2,0,2,1,1,1,0,2,0,0,1,0,1,0)
]
14 a213 = (0,0,1,2,2,1)
[
u213 = (0,0,1,2,2,1,1,2,0,2,2,2,0,1,1,0,1,2,2,0,0,0,2,0,2,1,2,2,2,0,2,0,2,1,0,2,1,2,2)
]
15 a214 = (0,1,0,0,2,1)
[
u214 = (0,1,0,0,2,1,2,2,1,0,0,1,2,1,2,2,2,2,2,1,0,1,0,1,1,0,2,0,1,1,2,0,0,1,1,0,2,1,1)
]
16 a215 = (1,0,1,0,2,2)
[
u215 = (1,0,1,0,2,2,2,0,2,1,2,0,2,2,1,0,2,2,0,1,1,2,1,0,0,0,0,2,2,1,2,1,0,2,2,1,1,0,1)
]
17 a216 = (0,1,1,0,0,2)
[
u216 = (0,1,1,0,0,2,0,1,0,0,1,0,0,1,2,0,2,0,0,2,2,0,0,2,0,1,2,0,2,1,0,1,1,0,0,0,0,0,2)
]
18 a217 = (1,1,1,1,0,0)
[
u217 = (1,1,1,1,0,0,1,2,2,2,1,1,2,2,2,0,0,0,1,0,0,2,2,2,1,0,0,0,2,2,0,2,2,1,2,2,0,1,1)
]
19 a218 = (0,1,2,0,1,0)
[
u218 = (0,1,2,0,1,0,1,0,2,0,2,2,1,1,2,1,2,1,1,0,1,2,0,0,2,2,2,0,0,1,1,2,2,2,2,0,1,2,0)
]
20 a219 = (2,1,1,2,0,1)
[
u219 = (2,1,1,2,0,1,2,0,1,1,1,2,1,0,2,0,1,0,2,1,1,1,1,2,2,2,1,0,2,0,0,0,0,2,1,1,0,2,0)
]
1 a30 = (1,1,0)
[
u30 = (1,1,0,1,0,0,1,2,1,0,2,2,1)
]
2 a31 = (1,2,0)
[
u31 = (1,2,0,1,1,2,2,2,0,2,0,0,2)
]
3 a32 = (0,0,0,1,0,0)
[
u32 = (0,0,0,1,0,0,2,1,2,1,2,1,0,1,2,2,0,0,2,2,1,1,2,1,1,1,2,1,1,2,0,1,2,1,0,0,0,1,2)
]
4 a33 = (1,1,0,2,0,0)
[
u33 = (1,1,0,2,0,0,0,0,0,1,1,0,1,2,0,2,1,0,2,0,0,2,2,0,0,2,0,2,1,0,0,1,0,0,1,0,2,0,0)
]
5 a34 = (1,0,1,1,0,1)
[
u34 = (1,0,1,1,0,1,1,2,2,0,1,2,1,2,2,0,0,0,0,1,2,1,1,0,2,2,0,1,2,2,0,2,1,2,0,2,2,2,0)
]
6 a35 = (0,1,0,1,1,2)
[
u35 = (0,1,0,1,1,2,0,1,1,0,0,2,1,1,0,2,0,1,1,0,1,0,1,2,2,2,2,2,1,2,1,0,0,1,2,2,1,2,0)
]
7 a36 = (1,0,0,2,2,1)
[
u36 = (1,0,0,2,2,1,2,0,1,2,0,2,0,2,2,2,1,2,0,2,0,0,0,2,2,1,0,1,1,0,2,2,2,0,2,1,1,2,2)
]
8 a37 = (0,0,1,0,1,0)
[
u37 = (0,0,1,0,1,0,1,0,0,2,0,1,1,1,2,0,2,1,2,1,0,2,0,2,1,2,2,1,2,1,1,1,1,0,1,1,1,1,0)
]
9 a38 = (1,2,1,1,2,2)
[
u38 = (1,2,1,1,2,2,0,2,0,1,0,1,0,2,1,0,0,2,1,0,2,2,2,2,1,1,0,0,2,2,2,0,0,2,1,0,1,1,2)
]
10 a39 = (0,2,2,2,1,1)
[
u39 = (0,2,2,2,1,1,2,2,2,1,0,0,1,1,1,1,1,1,0,2,2,1,2,2,0,2,2,0,0,0,1,2,2,2,0,0,1,0,0)
]
11 a310 = (2,0,1,2,2,2)
[
u310 = (2,0,1,2,2,2,1,1,1,1,2,0,1,0,2,0,1,2,1,1,1,0,2,1,0,2,1,1,2,0,2,0,1,1,2,0,0,0,0)
]
12 a311 = (0,0,0,1,1,2)
[
u311 = (0,0,0,1,1,2,0,2,2,0,1,1,1,0,1,2,2,1,1,2,0,0,1,1,2,1,0,2,1,0,1,0,1,1,1,2,1,0,1)
]
13 a312 = (1,1,0,2,1,2)
[
u312 = (1,1,0,2,1,2,1,1,0,0,0,0,2,1,2,2,0,1,1,0,2,1,1,0,1,2,1,0,1,1,1,0,2,0,2,2,0,2,2)
]
14 a313 = (0,1,0,1,2,1)
[
u313 = (0,1,0,1,2,1,1,2,1,2,2,2,2,0,2,2,2,2,0,0,0,2,0,2,0,2,0,0,1,0,2,2,2,1,0,1,2,1,2)
]
15 a314 = (1,0,0,2,0,0)
[
u314 = (1,0,0,2,0,0,0,1,1,1,2,2,1,1,1,2,0,0,2,2,2,2,2,2,0,1,1,2,1,1,0,1,1,0,0,0,2,1,1)
]
16 a315 = (2,1,0,0,0,0)
[
u315 = (2,1,0,0,0,0,1,0,2,1,1,1,2,2,2,2,1,0,2,0,1,0,2,1,2,2,2,0,1,2,0,1,2,2,1,0,1,0,2)
]
17 a316 = (1,0,2,0,2,0)
[
u316 = (1,0,2,0,2,0,1,2,0,0,1,2,0,1,1,1,1,2,2,0,0,1,1,1,0,0,1,2,0,2,2,1,2,1,2,2,1,1,0)
]
18 a317 = (2,2,1,2,2,2)
[
u317 = (2,2,1,2,2,2,1,2,2,1,0,2,1,2,0,0,0,2,1,0,0,0,2,0,0,1,2,1,2,1,2,0,2,1,1,0,0,1,1)
]
19 a318 = (2,1,1,2,1,0)
[
u318 = (2,1,1,2,1,0,0,2,0,2,2,1,0,2,2,0,0,1,2,2,0,1,0,2,2,0,2,0,2,1,1,1,1,1,2,1,2,0,0)
]
20 a319 = (0,1,1,0,0,1)
[
u319 = (0,1,1,0,0,1,0,1,2,0,0,2,0,0,2,0,1,0,0,2,2,0,1,0,0,0,0,0,2,2,0,2,1,0,1,2,0,1,0)
]
Consulting (18), we know that
v = (a13,a
2
9,a
3
8)P = (1,2,0,1,0,1,2,2,0,1,1,2,1,1,2,2)P
= (2,2,0,1,1,2,2,1,2,2,2,2,0,2,1,0)
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is a state of [s = u13 +u29 + u38] ∈ Ω ( f (x)). The period of s is lcm(12,39,39) = 156. One
can quickly verify that using v as the input state to the LFSR with characteristic polynomial
f (x) indeed yields s since the first 32 entries of the two sequences match. ⊓⊔
We now highlight the advantage of our new representation of the states of the cycles
in Ω ( f (x)). To construct de Bruijn sequences by the cycle joining method [5] one must
find the conjugate pairs between any two cycles C1 and C2 in Ω ( f (x)). We transform this
problem into one that decides on whether two states belong to the same cycle. The latter can
be solved by applying the state shift operator T repeatedly until one state is shown to be the
other’s cyclic shift or not.
The naive approach is to do exhaustive searching. If the period of the cycles are large,
this is time consuming. Using the new representation, Algorithm 1 simplifies the work.
Algorithm 1 Determining if two states belong to the same cycle
Input: P and two states v1 6= v2.
Output: Whether v1,v2 are in the same cycle.
1: procedure MAIN (P, v1, v2)
2: (a1,a2, . . . ,ak)← v1P−1
3: (b1,b2, . . . ,bk)← v2P−1
4: for i from 1 to k do ⊲ Finding the period of the cycle containing state ai
5: a← ai , ei ← 0
6: while Ta 6= ai do
7: ei ← ei +1
8: end while
9: end for
10: for i from 1 to k do ⊲ Find whether T ℓi ai = bi
11: a← ai , ℓi ← 0
12: if a 6= bi then
13: a← Ta, ℓi ← 1
14: end if
15: while a 6= bi and a 6= ai do
16: a← Ta, ℓi ← ℓi +1
17: end while
18: if a 6= bi then
19: Output NO and break
20: end if
21: end for
22: for i from 2 to k do ⊲ by Generalized CRT
23: for j from 1 to i−1 do
24: if gcd(ei,e j) does not divide ℓi− ℓ j then
25: Output NO and break
26: end if
27: end for
28: end for
29: Output: YES
30: end procedure
Theorem 2 Algorithm 1 is correct.
Proof If the input states v1 and v2 in Ω ( f (x)) are in the same cycle, then there exists an
integer ℓ such that v1 = T ℓv2. Multiplying by P−1, we have v1P−1 = (a1,a2, . . . ,ak) and
v2P
−1 = (b1,b2, . . . ,bk) with ai and bi in Ω (gbii (x)). If v1 and v2 are in the same cycle,
then ai and bi must be in the same cycle in Ω (gbii (x)) for all 1≤ i≤ k.
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The first part of Algorithm 1 determines the period ei of the cycle containing the state
ai. The second part tests whether ai and bi are in the same “component cycle” in Ω (gbii (x)).
If the test fail for at least one i then v1 and v2 belong to distinct cycles. Otherwise, we obtain
integers ℓis that satisfy T ℓi ai = bi for each i. The last part verifies if there exists an integer ℓ
that makes v1 = T ℓv2. If such an ℓ exists, then v1P−1 = T ℓv2P−1, i.e.,
(T ℓ1 a1,T ℓ2 a2, . . . ,T ℓk ak) = (T ℓb1,T ℓb2, . . . ,T ℓbk).
Hence, ℓ exists if and only if there exists a solution to the system of congruences:

ℓ≡ ℓ1 (mod e1)
ℓ≡ ℓ2 (mod e2)
· · ·
ℓ≡ ℓk (mod ek)
. (20)
We know from Generalized Chinese Remainder Theorem (CRT) [4, Thm. 2.4.2] that (20)
has a solution if and only if the following equations hold simultaneously:
gcd(ei,e j) divides ℓi− ℓ j for all 1≤ i 6= j ≤ k.
⊓⊔
Our new representation allows for a faster check on whether a state v is in some [s] by
inputting v and any state v′ belonging to [s] as v1 and v2 in Algorithm 1. Recall that the
number of states in [s] is the period of s. Instead of comparing v with all possible states in
[s], the representation transforms the problem into performing the verification in k “compo-
nent cycles”. Algorithm 1 requires at most ∑ki=1 ei steps while an exhaustive search takes
lcm{e1, . . . ,ek} steps to complete.
Example 5 The input consists of P in (19), v1 = (2,2,0,1,1,2,2,1,2,2,2,2,0,2,1,0), and
v2 = (0,1,0,1,0,2,0,1,0,1,1,0,0,1,1,2). Hence, a1 = (1,2,0,1), a2 = (0,1,2,2,0,1), and
a3 = (1,2,1,1,2,2) while b1 = (0,1,0,2), b2 = (1,1,0,2,0,0), and b3 = (2,2,0,0,0,1).
The sequence generated by the LFSR with characteristic polynomial g21(x) on input a1 never
contains b1 as a state. Hence, v1 and v2 are never in a common cycle.
Keep the same P and v1 but with v2 = (1,0,2,0,2,2,0,1,1,2,2,1,2,2,2,2). Hence,
b1 = (0,2,1,1), b2 = (1,0,0,0,0,1), and b3 = (0,1,1,2,1,2). The sequence generated by
the LFSR with characteristic polynomial g21(x) on input a1 is (1,2,0,1,2,2,2,1,0,2,1,1),
making T 8a1 = b1. Similarly, one obtains T 35a2 = b2 and T 35a3 = b3. Thus, ℓ1 = 8 and
ℓ2 = ℓ3 = 35. Since e1 = 12 and e2 = e3 = 39, it is immediate to confirm that gcd(39,12) = 3
divides ℓ3− ℓ1 = ℓ2− ℓ1 = 27 and gcd(e3,e2) = 39 divides ℓ3− ℓ2 = 0, ensuring v1 and v2
belong to the same cycle. ⊓⊔
6 Conclusions
Theorem 1 presents the cycle structure of LFSRs with arbitrary characteristic polynomial
f (x) ∈ Fq[x]. This had not been previously done in the literature. We put forward a method
to find a state of each cycle in Ω ( f (x)) by devising a new representation of the states to
expedite the verification process. Finding conjugate pairs shared by two arbitrary cycles,
which is crucial in the cycle joining method, can then be done more efficiently.
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