As software engineering efforts move to more complex, distributed environments, coordinating the activities of people and tools becomes very important. While groupware systems address user level communication needs and distributed computing technologies address tool level communication needs, few attempts have been made to synthesize the common needs of both. This paper describes our attempt to do exactly that.
Introduction
Modern computing systems are increasingly viewed as collaborations among groups of humans and software systems whose work must be shared and coordinated. There has been a considerable amount of work on approaches to facilitating such coordination, but none of these approaches seems to provide the full range of capabilities needed to support this next generation of computing systems.
Tool integration approaches are concerned with supporting interoperability among software systems. Such approaches have generally focused on low-level interprocess communication protocols and mechanisms. While providing a useful substrate, these mechanisms are at too low a level of abstraction to support clear exposition in application programs. We believe that higher level abstractions are needed. A higher level view of coordination and collaboration is commonly sought by the Computer Supported Cooperative Work community, but much of this work is aimed at coordination of humans only.
In our work we seek to establish abstract, yet rigorously defined. concepts that address coordination of both humans and computing systems. The essence of our approach is to extend and formalize the metaphor of agendas, or to-do lists. The use of agendas seems nearly ubiquitous, having been applied to problems in such varied domains as software engineering, the factory shop floor, and routine office work. Thus specialized instances of this metaphor have already been used to coordinate people with each other and software systems with each other. We believe that this metaphor, appropriately applied, could be effective for coordinating humans and computer systems for a wide range of applications. In this paper, we explore the problem of designing and implementing agenda management systems ( A M S s ) that are capable of doing just that.
To illustrate a typical context in which such an AMs might be effective, consider the following software engineering scenario for tracking and fixing software bugs. In this scenario, the bug fixing activity requires the coordination of many different people and software systems within an organization. We use this example to show that a well designed AMs can effectively coordinate the activities of programmers, testers, managers, an e-mail system, coniiguration management software, testing software, and compilers.
Suppose an e-mail message that contains a detailed description and stack trace information for a suspected bug in the organization's software product is sent to the organization by an off-site beta tester. Alice, the office manager, reads the message and alerts the software testers. She requests that any one of the testers verify and document the bug and, if new, send a report to the programmers so the bug may be fixed. She includes the e-mail message and records auditing information, such as the current date, in the bug report. Later in the day, Bob, a tester, looks at his agenda of things to do. On this agenda appears Alice's bug re-port. He reads Alice's instructions and the original email message and gets to work. He finds that the bug is new and reproducible. He marks the report as high priority, and forwards it to the programmers.
Catherine, a programmer, notices the arrival of Bob's annotated bug report, and takes responsibility for it. She reads the e-mail message and Bob's notes, and begins browsing source code. She finds that the source of the bug is a misunderstanding in the parameter orders of some routines that are similar and decides that a standard parameter order must be agreed upon. She must now set up a meeting with Douglas, the programmer who wrote the other routines. She does this by viewing each of their agendas, finding a time when they are both free, and adding the meeting to their agendas.
During the meeting, Catherine and Douglas agree on a standard parameter order, and decide to change all existing code to match their new specification. After the meeting, Catherine requests that the configuration management (CM) tool grant her write access to all the source objects they must change. Because one of the requested objects is already locked, the CM tool notifies Catherine that her request is pending and gives her the option of waiting or retracting her request. She chooses to wait and the retract option disappears.
Later, the CM tool is able to lock all of the requested source objects, so it tells Catherine the current identifiers of all the requested source objects thus granting her permission to edit them. Catherine and Douglas agree on who will modify which objects, and Catherine passes the identifiers of Douglas' objects to Douglas. They launch their editors, passing in the object names supplied by the CM tool's message.
We can assume that the programmers fix the problem, the CM tool moves their changes into the main source repository, and Alice is informed that the bug has been fixed.
This scenario addresses only a few activities of a small part of the organization. Already we see that a plethora of needs, from event notification to distributed scheduling, could be met by an AMs that effectively facilitates and coordinates interaction between the varied entities in the organization.
Our interest in "agendas" and "agenda management" is hardly unique. Systems dealing with these ideas have appeared before, but each has solved a particular agenda management problem. In essence each system has its own somewhat idiosyncratic notion of agenda management and an implementation to match. In contrast, the main focus of our study is the problem of agenda management itself. We propose flexible, precise definitions of key abstractions that can then be used as the basis for the implementation of a wide variety of systems for coordinating humans and tools in a variety of contexts.
Our approach is to provide a framework and a means of specifying and generating agenda management systems. We believe this approach can provide an important piece of communication and coordination infrastructure to system designers. Because agenda management needs change over time, generated agenda management systems must be evolvable. Because they are used by a variety of types of users, they must be adaptable to meet differing user requirements. These issues are addressed with an iterative generation approach, flexible data structures, and decoupled user interfaces.
In this paper, we describe some typical agenda management requirements and present our framework, describing its components and use. We then describe a prototype implementation of the system and its use in supporting a process programming environment. Finally, we mention some related work and directions for future research.
Requirements
To facilitate specification of the requirements for a general solution to the problem of AMs implementation, we informally define five entities that form the foundation of our work. These are attribute, agenda item, agenda, agent, and
view.
An attribute is a <name, type, value> triple; we regard it as the basic unit of information in an agenda management system. An agenda item is a collection of attributes. An agenda is a collection of agenda items, possibly associated with a collection of attributes. An agent is a person or software component that can view andor modify agendas. A view is a rendering of the contents of one or more agendas. Conceptually, an agenda corresponds to a set of things for an agent to do, and an agenda item is a member of that set. Clearly these concepts are broad enough to span a wide variety of specific instances of AMSs having widely varying requirements.
To illustrate the use of these terms, suppose an agent is presented with a view of all the agenda items contained in an agenda. Assume the items in this view are sorted into a list by an attribute named "priority" so that agenda items containing the highest priority value appear at the top of the list. The agent may change the priority attribute of a particular agenda item, causing its position in the rendered list to change. In the scenario, when Bob sends the high-priority bug report agenda item to the programmers' agenda, it would be expected to be shown near the top of each programmer's view.
Requirements for Agenda Management Systems
To give a sense of the breadth of issues confronting an AMS designer, we now provide a list of common types of requirements for AMSs, many of which might be specified for a particular system such as the one described in the scenario.
e hierarchy: agenda items should be dynamically decomposable into sub-items and agendas into sub- In addition to the usual requirements for software systems, such as scalability, openness, efficiency, and generality, this list enumerates the requirements that any general approach to agenda management must be prepared to address.
Approach
An approach to agenda management should meet an organization's requirements in a way that readily accommodates subsequent changes in those requirements, including individual users' demands. We propose a generational approach that accommodates subsequent evolution and customization, because generating an A M s that meets an organization's requirements greatly reduces the effort required to create such a system, ensuring that the capabilities of a generated system can be incrementally evolved to meet additions to requirements reduces maintenance effort, and allowing users of an AMS to customize (adapt) it accommodates informal changes and specialization. consists of a generic substrate and generated subclasses that extend the capabilities of several root classes. This AMS meets the specification given by the designer. The extension mechanisms include inheritance, which allows for typestrong extension of the root classes, and a policy mechanism, which provides control over the use of objects of generated classes. The root classes are the building blocks from which Ah4S data structures are constructed. The substrate is a set of underlying facilities that support concurrency, distribution, and other fundamental needs. It may be thought of as an extended operating system library that supports agenda management. The root classes and substrate are not modified during AMS generation, but remain constant regardless of the specification. This is indicated by shading in the figure. Agent specific interface code may be linked with the application programming interface (API) to the AMS to provide agents with views of, and a means of modifying, A M s data.
For a generational approach to agenda management to be practical, it should allow an AMs to change to meet changed requirements. Our approach supports three kinds of changes: designer-specified additions to a generated AMS (evohtion), agent adaptation of an AMs, and agent view customization.
Designer-specified additions may be made through iterative use of the generation framework depicted in Figure 1 . To add to an existing AMs, a designer (or possibly a user acting as a designer) writes a specification that describes the additional required capabilities and provides this specification to the A M s generator, The generator then generates additional modules that augment the Ah4S with new subclasses. These modules are dynamically linked with the rest of the system to provide the additional capabilities. Because the additional modules are linked dynamically, only they must be generated (hence the use of the word "incremental"), creating the possibility of augmenting a running system in place. These kinds of changes can be characterized as global changes to the AMS because the newly generated object cllasses are available system-wide.
The second kind of modification, agent adaptation of AMS objects, is supported by dynamic data structures. By providing collections, a very flexible, dynamic data structure, designers may give users a great deal of flexibility in creating instances that are composed of existing types. For example, if the AMS designer in the scenario had omitted a place to store the original e-mail bug report in the bug-fix agenda item type, but had created a section for arbitrary user notes, Alice could simply copy the e-mail message into the notes field of the item. This "field" could also be left blank with no ill effects. This kind of adaptation supports changes that require additional information for only a subset of the agents associated with a particular AMs.
The third kind of change is supported by decoupling "view" from the AMS itself agents can be provided with a customized viewer that presents AMs information in the way each user or tool desires. While currently not automated, it is important to note that the approach has been designed with this in mind. In fact, decoupling a viewer from the AMS greatly aids efforts to treat human and software tool users of an A M s uniformly.
By adding a customized viewer to agent-adapted AMS objects, users can make local changes to the AMs that approach the power of changes made with iterative generation. If, for example, the bug testers' agenda viewers were designed to look in the notes field of bug report items, they could find and render e-mail messages specially, even allowing users to respond to the original message using their favorite e-mail systems.
To evaluate our ideas we have built a prototype of the generator framework, called Grapevine. The remainder of this section describes the design of the prototype, including root classes, predefined subclasses, and the A M s generator, as well as the architecture of an instantiated AMS. We also show how these pieces work together to form an AMS that meets the designer's requirements.
Root Classes
Six root classes (attribute, agenda item, agenda, attribute collection, attribute iterator, and agenda iterator) form the basic extensible structure upon which all customized classes are built. This structure is conceptually simple, yet we believe it provides designers with enough expressive power to specify the structure of data for many different AMSs. Figure 2 shows the root classes' fields and methods and the way subclasses are generated from them via the inheritance mechanism (described in the next subsection). Each root class and how it is extended is described in detail below.
An attribute is a class that is the building block of an AMs, forming a "field" of agenda item and agenda classes. Each attribute class consists of a name, a data type, and a value.
Methods are provided to get and set each attribute's value and to get each attribute's name and type fields. Courier. exilmple generated pnvilie field lmlrc ~ exninple generated subcl;l%s inethod Normal -ovemdable public r w t class inethod The type field of an attribute subclass may be any standard data type (e.g., integer, float, character, and arrays of these) plus any user-defined type, represented by "Typel" in Figure  2 . Because the attribute root class has no type, it cannot be instantiated. Attributes are defined as root ob,jects to provide a uniform, reflective way to store all AMs data. They are uniform because they allow any type of data to be stored, and they are reflective because query methods are provided to answer queries about the type and name of that data.
An example of an attribute is the status of the bug r e port item. This attribute would have the name "status", be of enumerated type, and have some descriptive information, e.g., "Fixed" or "Aborted", as its value.
An attribute collection is a group of attributes whose membership may change dynamically. Methods are provided to add attributes and remove attributes from the collection and to associatively construct sub-collections based on member attributes' name, type, or value, or some such combination. Attribute collections are used for grouping together related AMs entities and for dynamic adaptation of AMS data.
An attribute iterator is used to visit in turn each attribute in an attribute collection. Methods are provided to initialize the iterator for a particular attribute collection, to check whether any members remain to be visited, and to get the next unvisited member from the collection. Defining an attribute iterator to be a class enables multiple simultaneous iteration over any single given attribute collection. The designer of an AMS may specify that an iterator may only iterate over attribute collections of a particular subclass.
An agenda item (also referred to as just "item") is a class consisting of zero or more attributes, none of which has the same name. The root agenda item class has no attributes and consequently no attribute-specific methods. If specific attributes are added to subclasses of the root agenda item class, methods to get and set the value of each attribute are generated, indicated by italics in Figure 2 . An item may be queried to determine its type.
For example, the bug tracking item subclass from the scenario might have two attribute members, the status attribute mentioned previously and a name attribute that has a name of "name," a string type, and a value that describes the agenda item.
Attribute collections and agenda items differ in important ways. First, an agenda item's attributes are static and help determine its type, while the number and identities of an attribute collection's members may vary dynamically and do not directly determine its type. Second, an item may not contain two attributes having the same name, while an attribute collection has no such restriction.
The value of any attribute of an agenda item can be an attribute collection. This definition affords enough dynamism to provide required functionality, such as annotation and auditing, while still allowing the item to be strongly typed. For example, the auditing log attribute of the bug tracking item might be an attribute collection consisting of any number of log entries. Log entries may thus be dynamically added to the item without changing its type.
An agenda is a class with zero or more attributes, none of which have the same name, and a collection of agenda items whose members may change dynamically. Methods that get and set each attribute's value and that add items to and remove items from the agenda are provided. The Selectltems method allows associative access to the items of an agenda. The agenda root class has no attributes: its only methods are the three to allow manipulation of the agenda's associated items, one to query its type, and standard create and destroy methods. A designer may specify that an agenda subclass may only contain agenda items of a particular type.
An agenda iterator is used to visit each item on an agenda in turn. Methods are provided that are similar to the attribute iterator's. The designer of an AMS may specify an iterator subclass to iterate only over agendas of a particular type.
The above definitions encourage the notion that every collection of i t e m is an agenda. Conspicuously absent are the classes "Item Collection" and "Item Iterator," having been replaced with "Agenda" and "Agenda Iterator." We have taken a minimalist approach in the specification of the root agenda class to avoid specification and performance penalties in the implementation of what we believe is the most common type of agenda, namely a single collection of items (usually of the same type) with some associated attributes that describe the collection. One key difference between these two implementations is the degree to which the "group" is formalized. In the scenario, a shared agenda formalizes the group "testers", which is entirely appropriate given the process by which bugs are fixed in the organization. On the other hand, if Catherine needs to schedule a meeting with Douglas and their manager, she should not have to construct a group agenda for the three of them. Intuition and experience with another form of collaboration, e-mail, indicates that having more than one way to designate a group is natural. Most e-mail systems allow mail to be addressed to multiple recipients as well as to systemwide mailing lists.
As shown in Figure 1 , the output of the system generation phase is generated code for an A M s that meets the requirements given to the designer. To allow agents to use the AMs, agent specific interface code must be linked with the AMs.
Human user interface code is included with the root type and specialized with each subtype to aid in the construction of user interfaces.
Extension Mechanisms
Inheritance and policy are the two mechanisms for extending root classes to create the specialized classes required by a specific agenda system. By inheritance we mean the extension of classes with additional fields and methods, as in a typical object-oriented language with single inheritance. By policy we mean the specification of higher-level constraints on the use of AMs data. Inheritance can be provided by the object-oriented inheritance found in a reasonable implementation language (e.g., Java), but code to implement policies must be synthesized during AMs generation.
Inheritance Mechanism
Extension of the root classes by inheritance is specified through use of several keywords. These keywords are used to specialize the root classes for a particular agenda management environment. The keyword extends names a subclass, type specifies the type of the contents of a class, attribute adds an attribute to a class, method adds a designer specified method to the class, itemclass specifies the type of items in an agenda's collection, and private is used to control which methods are visible outside of the specification, i.e., in the A M s API.
To give a better idea of how a specification is written, an example that might be used to create an AMS for the scenario is provided below. Some predefined attributes have been used. 
This specification provides simple examples of extension of many of the root classes.
Grapevine generates code that implements the subclasses specified by the designer. The specification of attribute, attribute collection, attribute iterator, and agenda iterator subclasses serves mainly to define their type. The methods of these classes are overridden or replaced by methods with the correct signature for each subclass. Agenda and agenda item subclass implementations are generated by copying specified methods, creating private fields with the name and type of the specified attributes, and generating methods to get and set the values of the fields. The designer may also use the specification to override inherited methods.
The use of a generator facilitates the specification of classes and subclasses in a type strong manner. By providing the type and itemclass keywords and by generating appropriately typed subclasses, the designer may create many classes of agenda items and agendas for an AMS while ensuring that these types will not inappropriately intermix. Allowing attribute collections to be included as attributes of agendas and agenda items restores much of the adaptability that is restricted by strong typing.
Policy Mechanism
Our approach also allows the designer to specify policies, or rules, for the use of subclass methods. This provides the designer with a rudimen-
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tary mechanism for enforcing consistency among the objects that comprise an A M s and to discipline their use.
For example, suppose a designer wants a system that adds a log entry to an item every time its name is changed. The designer could use the log attribute we introduced in the previous subsection to store the log, but every generated Setmame method in every object would have to be rewritten to ensure that a log entry was made. The policy mechanism is the extension mechanism that automates this task.
A policy is specified with a named collection of constraint, action and method name triples (similar to the ECA model presented in [ 5 ] ) to be applied to class methods. As illustrated below, the keyword policy names a policy and the keywords enforce and f o r bind specific methods with the constraints that make up the policy. The keywords constraint, action, check as, pre-, post-, and prepost-condition specify a policy's contents. The bodies of the constraints and actions are written in the implementation language. Constraints return a boolean value, indicating whether or not the action should be taken. Actions return no value; they successfully complete or interrupt execution flow by raising an exception. This binding mechanism allows policies to be applied to classes orthogonally to the class inheritance hierarchy. This need might also be met with multiple inheritance, as in C++, or with subject oriented programming [9].
The following example specifies the previously described logging policy with the bodies of the constraints and actions written in Java. This example also demonstrates how parameters are used. The policy parameter, String opname, is provided to pass to the constraints and actions information about the method on which a policy has been enforced. The names of the policy parameters may be used within the constraint and action implementations as regular identifiers. The method parameters, String priority and UID owner, are used to pass to the constraints and actions information about the arguments to methods on which a policy has been enforced. Multiple constraint and action definitions may be provided in a policy definition. Only those constraints and actions whose parameters match the method parameters will actually be bound to the methods. If there are no matching constraints, an error will be signaled during AMS generation.
When a subclass is defined that overrides methods that have a policy enforced, the overridden methods no longer have the policy applied. The designer must explicitly re-enforce the policy for the overridden method. This allows a designer to define a subclass that has a different kind of policy (or no policy at all) enforced for the same method.
If multiple policies are enforced for a method, several execution sequences are possible. First the composite precondition constraints could all be evaluated, then all required actions could be taken, then the method could execute, then all composite postcondition constraints could be evaluated and their required actions taken. Alternatively each policy's constraints could be evaluated in the sequence in which the policies are enforced in the specification. In this case, if an action defined in one policy raised an exception, policies whose enforcement clause appeared later in the specification would not be executed at all. Although the semantics of the former alternative are appealing, because of design and implementation concerns (e.g., livelock detection), we have currently adopted the latter.
Predefined Classes and Policies
Several predefined objects and policies are provided for the AMS designer to use. By providing an ever-growing library of such common components, we hope to further ease the development of custom A M S s .
The predefined attributes that are initially provided include Name, Description, Priority, Status, Deadline, Subitems, Owner, Prerequisites, Alternatives, Log, LogEnabled, LogEntry, and Notes. Several of these attributes are selfexplanatory or have been presented previously. Two new ones are the Alternatives attribute, which designates items that can be worked on instead of this one, and the Prerequisites attribute, which designates an agenda that holds items which must all be "completed" before this one is "started" (as reflected by the status attribute).
Several predefined policies are also provided. Many of these policies are complemented by one or more predefined attributes. The logging policy creates a new LogEntry attribute that describes the method that has been invoked and adds this to the log attribute collection. The access control policy uses an external access control table and the owner attribute to look up access privileges, providing control over who may invoke a method. The alternatives policy, used with the alternatives and status attributes, automatically removes all alternatives to an agenda item once that item has been started. The prerequisites policy, used with the prerequisites and status attributes, prevents an item from having its status modified until its prerequisite items have been completed.
Substrate
In the preceding subsections, we have described how a designer can meet some specific agenda management requirements by extending a set of root classes. The architecture of the substrate on which the root classes and the rest of the system are built must meet such other AMs requirements as concurrency control, data persistence, distribution, coherence, and scalability. In this subsection, we describe how the substrate underlying a generated A M s can work with designer-specified subclasses to meet its requirements.
We have chosen a client-server architecture for the substrate. The server implements only the six root classes, and exports their methods to the clients via remote procedure calls. Thus, the root objects' interface (API) and implementation on the server are identical for any generated AMs.
The architecture of an example instantiated system is shown in Figure 3 . All designer-specified subclasses of the six root classes are implemented entirely on the client side in terms of the small set of generic root class methods that are exported by the server. Agent specific interfaces connect to the MI, as shown at the bottom of the figure. A human's user interface looks to the AMs like just another tool using the system: the special case code required by people is confined to the user interface software used by people.
Advantages of this single-server architecture include easily understandable distributed operation, straightforward synchronization of client execution, server-side persistence, and the ability to update clients with newly generated code while the server is left running. Disadvantages include security problems (because policies are implemented in client code, they can be easily circumvented), a single point of failure, lack of scalability, and other standard problems associated with centralized software architectures.
Preliminary Evaluation
We have partially implemented a prototype version of Grapevine to evaluate the fundamentals of this approach. We used this prototype to help generate some simple AMSs and to evaluate its utility.
Prototype of Grapevine
The prototype implementation of Grapevine's substrate is split into a client and server as described previously. On the server side, all root classes are currently written in PleiadedAda [20] . Clients communicate with the server via an interlingual RPC mechanism, called Q [ 171. The substrate does not currently provide for callbacks when locally cached
AMs data are changed. Thus, clients must poll for changes.
Clients are implemented in Java. The Java inheritance mechanism is used to support Grapevine inheritance directly. All of the predefined attributes and policies are implemented. Though the policy mechanism is not yet implemented, we have experimented with manually doing the associated generation. The prototype currently has a generic user interface based directly on root class implementations on the server. The user interface is easily modified to use the client interface of each generated AMs.
The prototype does not support concurrency control and instead relies on clients to avoid interference. It is not clear what sort of concurrency control is appropriate in cooperative environments; this is an area of current research [2, 151. Java classes are loaded on-demand, so Grapevine is theoretically able to support significant dynamism and user adaptation, but we have yet to experiment with such capabilities.
Evaluation of a Generated AMS
The Grapevine prototype was evaluated by using it to generate an AMS to support the execution of process programs written in a subset of JIL [ 191. JIL programs are executed by human and software agents that were coordinated with a Grapevine-generated AMs.
The utility of the AMs was evaluated in the context of execution of a rudimentary process program for a phase of the Booch object-oriented design process. In this process execution environment, the Ah4S helps coordinate the activities of a human designer and a software client in creating a class diagram. As this process executes, the process interpreter creates agenda items and assigns them to an execution agent by posting them to the agent's agenda.
One type of agenda item and agenda were used in the prototype AMs. The item contained the predefined name, status, log, subitem, and alternative attributes, and enforced policies for controlling alternative item choice and for adding log entries upon item creation. The process interpreter used the provided agent interface to the AMs, although the lack of a callback mechanism required implementation of a separate agenda monitoring thread. The substrate and root classes were used as provided by the prototype. Attributes were manually attached to items and agendas and accessor methods were provided in a mechanical way. Policies were manually applied to item methods uniformly.
Overall the use of Grapevine proved successful. Our experiences reinforced our belief in the value of a language based AMs generation approach.
Related Work
Research related to agenda management has been primarily in the areas of process centered environments, tool integration environments, groupware and workflow systems, and in asynchronous computer supported cooperative work. Considerable overlap among these areas exists [7] . In contrast to most related work, we have focused on a solution to the problem that is applicable to a variety of domains and is useful for both human and software tool agents.
By virtue of the need to communicate with humans in a programmable way, several process execution environments have formalized the notion of agenda. Process Weaver [6] has an integrated agenda that is used to coordinate the activities of humans by posting and delegating "work contexts." It is not clear whether work contexts are dynamically decomposable into subtasks, as items in an AMs are. While Process Weaver is built with hooks for tools that provide process automation, it "aims at giving process support to software de-
,'' and is focused on supporting human users, who may then invoke tools. In contrast, we have decoupled process from the mechanism. An A M s is relatively passive: it serves to facilitate and control client interaction. An agent may be human or tool; this decision too is decoupled from the design of the AMs itself. Our aim has been to build a framework that could be used to construct a broad spectrum of AM%, including a Process Weaver-style AMs.
The importance of decoupling the process state representation from the process modeling language was noted in [IO] . ProcessWall is a process state server, intended to facilitate process execution, as an AMS could. Process state is represented as a DAG of task nodes, and operations are provided to create tasks, add precedence edges, and add subtasks to the DAG. The notion of task "satisfaction" is also introduced. Task nodes can be seen to roughly correspond to agenda items, and supporting these sorts of operational semantics in generated AMSs was a primary design goal of Grapevine. In the ProcessWall there are "task parameters" that allow data to be passed between task nodes. Grapevine has no explicit data flow concept, so it is not clear whether a generated AMs could provide the functionality of ProcessWall, though the policy mechanism might suffice. In ProcessWall, clients are divided into four types: tools, user-intermediaries, process-constructors, and process-constrainers. While the former two correspond to tool and human agents in an AMs, we have no explicit notion of the latter two. Processconstructors could be represented as ordinary tool agents. Process-constrainers provide a way of "enforcing any constraints on the legal structure of the process and product state." This functionality might be built into an AMs with policies.
The Marvel software development environment [3] has addressed the issue of assigning tasks to users, though it is tightly integrated with the process environment. The issue of supporting cooperation in Marvel was explored in [ 2 ] , however this exploration concentrated on finding appropriate concurrency models for cooperative work, whereas we have focused on AMs creation and adaptation issues.
In [1] the authors explore using the SPADE-1 environment to support asynchronous cooperative work. Like the Grapevine-generated AMs, SPADE-1 is "based on the principle of separation of concerns between process model enactment and user interaction environment." The environment consists of several tools, among them an Agenda tool specifically designed for SPADE-1. The authors are well aware of the importance of tailorability, and so Agenda uses a configuration file to define its behavior and the structure of tasks. In fact, the way information is associated with tasks is similar to the association of attributes with agenda items. Agenda is also designed to be used in a distributed environment and has an architecture similar to that of the example AMS described in section 4.2.
While SPADE-1's Agenda tool can be customized for each process, it is designed for and integrated with SPADE-1. In contrast, a Grapevine A M s can be generated for a variety of applications and used with a variety of user interfaces, in addition to having customized data types. Also, while the Agenda tool allows humans to send and receive information, a separate tool, SPADEShell, is used to send requests to the process execution environment itself. In contrast, Grapevine AMSs are used for bidirectional communication with both human and software agents.
Lotus Agenda [ 121 is a personal information manager characterized as a new type of database, an "itedcategory database." Lotus Agenda gives enormous flexibility to the end user, but in the process loses the benefits of strong typing. In addition, Lotus Agenda is not designed to be used by tools and does not have facilities for controlling flow (as with our policies). 
Concluding Remarks, Future Work
We have proposed a framework for generating agenda management systems that 0 produces useful coordination mechanisms for humans can evolve to meet organizational changes in require-0 can adapt to meet differences in agent requirements.
and tools, ments, and
We also described the entities that comprise an A M s and described the implementation and use of AMSs.
Preliminary use of an AMs generated (with manual assistance) from a prototype version of Grapevine has been encouraging. We believe that further experimentation will show that the requirements listed in section 2 can all be met. While we believe that Grapevine, as described here, will prove to be very flexible and useful, there are ways in which its capabilities might be beneficially extended.
The role and implementation of policies in AMSs warrants further investigation. Currently the policy capability is rudimentary, intended only to enforce simple well-formedness constraints on A M s structure and information. Constraints are evaluated once, and it is assumed that responses to constraint failure will either "repair" the violation or interrupt execution. More complex forms of response (e.g., reevaluation) may prove useful. In addition, in more complex AMSs, we expect multiple policies to be applied to a method. Providing only a single fixed substrate architecture means that there is no explicit control over object serverization, but it also isolates designers from the details of distributed operation, simplifying system design and the instantiation process. We might explore ways to allow the designer to specify where the client-server split should occur, although providing such control over serverization may add complexity to the designer's task without substantial benefit.
Finally, much future work needs to address the user interface issue. It seems clear that user interfaces can be generated by Grapevine along with the AMS itself. ,But it also seems clear that much customization is desirable. Future research should address ways in which generation techniques could be used to minimize customization effort.
