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Chapter 1 Introduction
Chapter 1
Introduction
Over the past few years, there has been a sharp increase in the number of images and
video available on the Internet. This has resulted in a technological and cultural revolution
such as the emergence of sites like Flickr [8] and YouTube [9]. These sites have created
new means of communication which reaches beyond geographical, political and cultural
borders, enabling the user to upload, tag and share images and video with millions of
people across the globe.
The vast number of on-line images has also revolutionized the relationship between
image processing/computer vision and the Internet. Researchers in these ﬁelds not only
have started using the Internet as a source of data but have also realized that their research
can play a signiﬁcant role in helping people navigate and utilize the sea of visual information
available on the Internet. This has resulted in an increase in novel and exciting web related
research such as [6], [10]–[16] in the past few years.
Along this line, image editing, in particular image completion, is a topic in image
processing which can greatly beneﬁt from the sharp increase in the number of images
available on-line. Image completion is a technique for ﬁlling-in or replacing an image
region with new image data. The region to be removed or replaced is referred to as
occlusion. Figure 1.1(a) shows an example of occlusions which have been identiﬁed by the
user. As shown in Fig. 1.1(b), the objective of image completion is to create a seamless
and coherent completed image so that an observer who is not familiar with the original
input image cannot detect the modiﬁcations. Automatic and seamless image completion
is a problem under research.
Applications of image completion include special eﬀects, for example removal of objects,
image restoration, for example scratch removal as presented in Fig. 1.2, or photo editing
and ﬁlm post production, for example removal of stamped date or red-eye from photographs
8
(a) (b)
Fig. 1.1 Example of completion results obtained using the proposed algorithm: (a) input
image with the occlusions indicated by the user (b) completed image.
(a) (b)
Fig. 1.2 Scratch removal using image completion: (a) input image with scratches and (b)
completed image. (source: [1]).
(a) (b)
Fig. 1.3 “Airbrushing” of political enemies: Stalin (a) with and (b) without Nikolai Yezhov
(source: [2]).
or the infamous “airbrushing” of political enemies as presented in Fig. 1.3.
Conventional image completion algorithms can be classiﬁed into two categories: 1) those
which use the image data available in the same input image and 2) others which stitch
9
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Input
1. Input image
2. Occlusion in the input image
3. Keyword identifying input image
Output Completed input image
Algorithm
Stage 1: Database creation using Internet photo sharing sites and retrieval of suitable
images from the database.
Stage 2: Detection of occlusion-free image regions in the selected images.
Stage 3: Completion of the input image using the selected occlusion-free image regions.
Fig. 1.4 Image completion algorithm using Internet photo sharing site.
sections from diﬀerent images together. Image inpainting [1], [17]–[19] and exemplar-based
image completion techniques [4], [20]–[22] are representative of the ﬁrst category. Both
techniques assume that the necessary image data to ﬁll-in the occlusion is somewhere
in the same given image. This assumption can only hold for either images with very
simple backgrounds or small low textured occlusions. The result may still show signs of
duplication. There is also the fact that the single image at hand does not contain suﬃcient
image data for coherent completion of the occlusion. Image stitching algorithms [5], [6],
[12], [23]–[27] are representative of the second category. They can further be classiﬁed into
two groups based on their objective of 1) accurately reconstructing or 2) ﬁnding acceptable
substitutes for the occlusion. Refs. [5], [23]–[25], which belong to the ﬁrst group, assume
that the stack of input images to be stitched together are all globally registered or taken
under the same scene or camera parameters. Refs. [6], [12], [26], [27], which belong to the
second group, stitch together semantically valid regions from diﬀerent images in a database.
The completed images obtained in this way usually depict diﬀerent scenes from that of the
input image.
In this thesis, we propose an image completion technique which addresses the above
10
mentioned problems. Our approach is to use the images available on Internet photo sharing
sites to remove and reconstruct as accurately as possible the user-identiﬁed occlusions in
an input image. The proposed algorithm as presented in Fig. 1.4, consists of three stages:
1) creation of a local database of related images using Internet photo sharing sites and
retrieval of suitable images from the database, 2) detection of occlusion-free regions in the
selected images, and 3) seamless completion of the input image using the selected occlusion-
free image regions. In Stage 1 of the algorithm, we use the keyword provided by the user to
create a local database of related images. We then employ an object matching technique
based on Scale Invariant Feature Transform (SIFT) keypoints [7] to ﬁnd images in the local
database which depict the same physical scene as the target image. We accurately align the
selected images with the input image using the phase-based image registration technique
introduced in Refs. [28]–[30]. Next, in Stage 2, the algorithm analyzes the selected images
to automatically ﬁnd their occlusion-free regions. Finally, in Stage 3, the occlusion-free
regions from diﬀerent selected images are stitched onto the input image to complete the
occlusion. To ensure a seamless result, we use minimum cost graph cut [31], [32] and
Poisson blending [33] when stitching the images together.
The only user intervention required in the proposed algorithm is to 1) input the image
to be completed, 2) roughly indicate the occlusion in the input image and 3) provide a
keyword which identiﬁes the scene depicted in the input image. The algorithm would then
automatically select the most suitable images which would seamlessly remove the occlusion
and output the completed image without any further user intervention.
While being among one of the ﬁrst works which utilizes Internet photo sharing sites
for image completion, the main contribution of this research is Stage 2 of the algorithm
which proposes a technique for automatic selection of occlusion-free image regions from a
database of downloaded images. Without this stage, regardless of the number of suitable
images selected from the database, we can not guarantee that the occlusion in the input
image has been faithfully removed. The eﬀectiveness of the proposed technique has been
demonstrated through experimental results using various input images.
The structure of this thesis is as follows: Chapter 2 focuses on the fundamentals of image
completion. Chapter 3 covers Stages 1 and 2 of the algorithm and describes our accurate
image alignment and automatic occlusion-free image region selection method. Chapter 4
covers Stage 3 of the algorithm and describes how the occlusion-free image regions are used
to complete the input image. Chapter 5 provides a summary of the thesis and ideas for
improvement of the proposed algorithm.
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Chapter 2
Fundamentals of Image Completion
2.1 Introduction
In this chapter, we give a detailed explanation of the concept of image completion
and present the general ideas behind the most well known conventional image completion
algorithms. We also compare how the conventional algorithms relate to our work.
2.2 Concept of Image Completion
It is not unusual for a photograph taken at a scenic spot or a famous monument to
be full of occlusions. Occlusion refers to any region in the image which the user deems
as unnecessary and thus wants removed. Getting the perfect shot with no occlusion is
a challenging and time consuming task. The occlusion in the image can be manually
replaced using interactive tools such as Photoshop clone stamp. However, the process is
time consuming and the ﬁnal result depends on user skills. Image completion refers to the
process of removing an arbitrary region from an image and replacing it in a way that it
ultimately blends in seamlessly with the rest of the image. As presented in Fig. 2.1, let the
occlusion Ω denote the set of pixels to be completed in image I. The objective of image
completion is to ﬁll-in Ω using the image data from the known parts of the same image
I−Ω or from other images. Figure 2.2 shows the general solution to the image completion
problem presented here. In the next section, we present some of the most well-known
conventional image completion algorithms.
12
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?
I
Fig. 2.1 Input image I with its occlusion indicated as Ω.
Image Completion Pseudo-Code
1. Specify the occlusion Ω as the set of pixels to be completed in image I.
2. Find suitable source image data from the known parts of the same image or
other images which can be used to complete Ω.
3. For every pixel p ∈ Ω, replace the value of p with the value of its corresponding
pixel p′ from the source image data.
Fig. 2.2 General solution to the image completion problem.
2.3 Related Works
As presented in Table 2.1, we classify conventional algorithms into two categories: 1)
those which use the image data available in the single input image and 2) others which
use the image data from multiple images or from consecutive frames of a video sequence.
Image inpainting [1], [17]–[19] and exemplar-based image completion techniques [4], [20]–
[22], [34]–[36] are representative of the ﬁrst category. Image stitching or image synthesis
algorithms [5], [6], [12], [23]–[27] are representative of the second category. In this section,
we introduce the most well-known algorithms from each category.
Image inpainting [1], [17]–[19] is a method to reconstruct the missing or damaged por-
tions of an image in order to make it more legible and to restore its unity. The basic idea
introduced in Ref. [1], is to smoothly propagate information from the surrounding area into
the occlusion along linear structures called isophotes (lines of equal gray value). This way,
the isophotes arriving at the occlusion’s boundaries are completed inside as is presented
in Fig. 2.3. Image inpainting algorithms make the assumption that the occlusion contains
13
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Table 2.1 Classiﬁcation of image completion algorithms.
Source Single image Multiple images
Objective Finding acceptable Finding acceptable Accurate reconstruction
substitutes substitutes
Example • Image inpainting • Image synthesis • Image stitching
• Exemplar-based techniques • Proposed algorithm
(a) (b)
Fig. 2.3 Isophotes arriving at the unknown region’s boundary (gray area) propagated
inwards using inpainting technique introduced in [1]: (a) incomplete and (b) completed
isophotes (source: [3]).
(a) (b)
Fig. 2.4 An example of image completion results using the image inpainting algorithm in
Ref. [1]: (a) input image and (b) completed image.
no signiﬁcant image data and that the information is mainly in the area surrounding the
occlusion. Therefore, image inpainting algorithms produce satisfactory results only when
the area to be inpainted is small and has no signiﬁcant texture as shown in Fig. 2.4.
Exemplar-based image completion techniques [4], [20]–[22], [34]–[36] are mainly derived
from exemplar-based texture synthesis algorithms [31], [37]–[39]. The aim of exemplar-
14
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(a) (b)
Fig. 2.5 An example of image completion results using exemplar-based image completion
algorithm in Ref. [4]: (a) input image and (b) completed image.
based texture synthesis is to take a sample of a texture and generate an unlimited amount
of image data which, while not exactly like the original, will be perceived by humans to be
the same texture. Borrowing from this idea, exemplar-based image completion algorithms
ﬁll-in the occlusion in an input image by sampling and copying the image data from the
known regions of the input image onto the occlusion. As is presented in Fig. 2.5, exemplar-
based algorithms produce satisfactory results for images with simple background. On the
other hand, it is beyond their scope to attempt completing images with highly-textured
complex backgrounds.
There is no doubt that in the general case, the single image at hand does not contain
suﬃcient image data to faithfully complete all the pixels in the occlusion with their true
values. Here, true pixel value refers to the value of the pixel has it not been occluded
originally. For example, if the user has identiﬁed the region marked in Fig. 2.6 as occlusion,
it would be impossible to ﬁll-in this occlusion using only the single input image. The
second category of image completion algorithms, such as image stitching or image synthesis
methods introduced in Refs. [5], [6], [12], [23]–[27], solve this problem using other sources
for the image data needed to complete the occlusion. They are further divided into two
groups based on their objective of 1) accurately reconstructing or 2) ﬁnding acceptable
substitutes for the occlusion in the input image.
References [5], [23], [24] belong to the ﬁrst group of image stitching algorithms. As
presented in Fig. 2.7, they merge selected regions from multiple images together, under
the assumption that the scene or camera parameters are maintained the same for all images.
Reference [25] also takes a similar approach but under the limiting assumption that the
input images are globally registered and from very close viewpoints. The shortcoming of
the algorithms mentioned here is their inability to do any practical image registration.
15
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Fig. 2.6 User-identiﬁed occlusion which can not be completed using the image data in the
input image alone.
(a) (b)
Fig. 2.7 An example of image completion results using the image stitching algorithm in
Ref. [5] which aims to accurately reconstruct the occlusion: (a) stack of input image and
(b) composite image obtained by stitching sections from diﬀerent input images together.
Also, this group of algorithms would fail in replacing occlusions if all the input images are
occluded in exactly the same location.
The second group of image stitching algorithms better referred to as image synthesis
approaches [6], [12], [26], merge semantically-valid sections from diﬀerent images together
to create new images. Hays et al. [6] use scene matching to automatically ﬁnd semantically
valid scenes which can be used to replace a user-identiﬁed region in an input image. While
not completely impossible, it is not their objective to complete scenes and objects with their
true selves in the database. Thus, in most situations as Fig. 2.8(c) presents, the ﬁnal result
portrays a completely diﬀerent scene from that of the input image. References [12], [26]
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(a) (c)(b)
Fig. 2.8 An example of image completion results using the image synthesis algorithm in
Ref. [6]: (a) input image, (b) region to be replaced in the input image and (c) completed
image.
propose algorithms to synthesize images either from text or image constraints using an
image database with labeled regions. However, their database labeling process is either
supervised [26] or semi-supervised [12]. Wilczkowiak et al. [27] examine the idea of both
searching the input image and other images of the same physical scene shot from diﬀerent
perspectives, to ﬁnd suitable image regions which could be used to ﬁll-in the occlusion.
However, they only use a few images which are hand selected to oﬀer potentially useful
image regions.
We believe that while conventional image completion algorithms mentioned in the lit-
erature produce some impressive results, they have the following shortcomings. Image
inpainting and exemplar-based techniques depend on the image data available in the single
input image to complete the occlusion. As a result, they can only produce satisfactory
results when the occlusion is small and low textured or when the input image has simple
backgrounds. Image stitching algorithms which aim to accurately reconstruct the occlu-
sion, require that the input images be from very close viewpoints or captured under the
same camera/scene parameters. Image synthesis algorithms which aim to ﬁnd acceptable
substitutes for the occlusion, produce completed images that in most situations depict
completely diﬀerent scenes from the input image.
2.4 Proposed Algorithm
Figure 2.9 illustrates the image completion problem being addressed in this thesis. Let
the target image IT be the input image to be completed and the target fragment ΩT be
the user-identiﬁed occlusion in IT . Our assumption is that the scene depicted in the target
17
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IT IS1 IS2
IS3 IS4
IT
(a) (b) (c)
?S1 ?S2
?T
?S3 ?S4
Fig. 2.9 Image completion problem: (a) target image IT with target fragment ΩT to
be completed, (b) the aligned source images IS with the source fragments ΩS which cor-
responds to ΩT , and (c) completed target image where the colored regions indicate the
section used from the corresponding source fragment ΩS.
image can be identiﬁed with a unique keyword. We use this keyword to tag-search and
download images from Internet photo sharing sites. The images in this thesis have been
downloaded from Flickr [8]. Images in the database which satisfy the selection criteria (to
be explained in Chap. 3) are referred to as source images IS. Let the source fragment ΩS
be the region in an aligned source image which corresponds to ΩT . We divide the target
and source fragment ΩT and ΩS into smaller patches indicated by the squares in Fig. 2.9.
We propose a technique to automatically detect occlusion-free patches in ΩS and use them
to complete ΩT as shown in Fig. 2.9(c).
Our reason for taking such an approach is ﬁrstly the fact that there is insuﬃcient data
in the target image to accurately and seamlessly reconstruct the occlusion. To address
this problem, we need to have access to other images which depict the same physical
scene as the target image. Secondly, even if the user has multiple images of the same
scene, captured on the same day, it is very probable that they are all occluded in the same
location. Therefore, we decided to use other people’s images of the same scene, available on
Internet photo sharing sites, to help us complete the occlusion in the target image. Thus,
in this thesis we propose an image completion algorithm which helps the user remove
occlusions of random size, in images with random background complexity, with minimal
user intervention.
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2.5 Summary
In this chapter we focused on the fundamentals of image completion. We presented the
most well known conventional image completion algorithms and discussed their advantages
and disadvantages. We also clariﬁed the objectives of this research and how we plan
to overcome some of the current problems faced in image completion. In the following
chapters, we present the details of our algorithm.
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Chapter 3
Occlusion Free Image Selection
3.1 Introduction
In this chapter, we describe the details of Stage 1 and 2 of our algorithm. In Stage
1, we create a local database by downloading related images from Internet photo sharing
sites using the provided keyword. We retrieve the most suitable images from the database
which can be used to complete the target image. Next, we align the selected images with
the target image. We present the details of our image selection and alignment algorithm
in Sect. 3.5. Two of the most important tools used in Stage 1 are the object matching
technique based on Scale Invariant Feature Transform (SIFT) keypoint detectors [7] and
the image registration technique using Phase-Only Correlation (POC) [28]–[30]. We use
SIFT-based object matching to automatically retrieve suitable images from the database
and employ POC-based image registration to accurately align the selected images with the
target image. We brieﬂy describe each of these techniques in Sects. 3.2 and 3.3, respectively.
In Stage 2 of the algorithm, we analyze the selected source images to automatically detect
their occlusion-free regions. The details of this part of the algorithm is described in Sect.
3.5.
3.2 SIFT-Based Object Matching
SIFT is an approach for detecting and extracting local feature descriptors that are
reasonably invariant to changes in illumination, image noise, rotation, scaling and small
changes in viewpoint. In this section, we brieﬂy explain the algorithm for detecting and
matching SIFT keypoints introduced in Refs. [7], [40], [41].
The stages involved in detecting SIFT keypoints are: scale-space extrema detection,
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Fig. 3.1 Creating Diﬀerence of Gaussian (DoG) images from the input image: (a) Gaussian
blurred images L obtained by repeatedly convolving the input image U with a Gaussian
kernel Hg and (b) DoG images D obtained by subtracting adjacent Gaussian blurred images
from each other (source: [7]).
keypoint localization, orientation assignment and generation of keypoint descriptors. As is
presented in Fig. 3.1, we ﬁrst convolve the input image with Gaussian ﬁlters and generate
Diﬀerence of Gaussian (DoG) images from the diﬀerences of adjacent blurred images. Let
U(x, y) be an input image and Hg(x, y, σ) be a Gaussian kernel with a variable scale σ
such that:
Hg(x, y, σ) =
1
2πσ2
exp(−x
2 + y2
σ2
). (3.1)
Then
L(x, y, σ) = Hg(x, y, σ) ∗ U(x, y), (3.2)
is a Gaussian blurred image obtained by convolving Hg with U . Thus, the DoG image
between scales σ and kσ is given by:
D(x, y, σ) = [Hg(x, y, kσ) ∗ U(x, y)]− [Hg(x, y, σ) ∗ U(x, y)] (3.3)
= L(x, y, kσ)− L(x, y, σ),
where k is the total number of image layers in each octave. In our experiments, we set σ to
1.6 and k to 3. SIFT keypoints are identiﬁed as local maximum or minimum of the DoG
images and are detected by comparing each pixel in the DoG image to its 8 neighboring
pixels in the current layer and 9 pixels in the layers above and below it as is presented in
Fig. 3.2. If the pixel is a local maximum or minimum, it is selected as a candidate keypoint.
For each keypoint, we interpolate the position of nearby data to accurately determine its
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Layer 1
Layer 3
Layer 2
DoG Images
Fig. 3.2 Detecting keypoints by ﬁnding the local extrema in the DoG images. × indicates
the current pixel under consideration and © indicates its neighboring pixels (source: [7]).
location. To assign a local orientation to each keypoint, the scale of the keypoint is used
to select the Gaussian smoothed image L with the closest scale. For each pixel, L(x, y), at
this scale, the gradient magnitude and orientation is precomputed using pixel diﬀerences.
An orientation histogram is formed from the gradient orientations of pixels within a 16×16
pixel region around the keypoint. Hence, each keypoint is assigned with an image location,
scale and orientation.
The next step is to compute a feature vector for each SIFT keypoint. The descriptor
window is deﬁned as the 16 × 16 pixel region around the location of the keypoint. Gra-
dient as each pixel in this descriptor window is calculated and weighted by a Gaussian
window with a σ equal to half the width of the descriptor window. The gradients are
then accumulated into 16 orientation histograms, each of which summarizes the gradient
content of a 4×4 pixel subregion. Each histogram has 8 orientation bins. The descriptor is
formed from a vector containing the values of all the orientation histogram entries. Hence,
a 4× 4× 8 = 128 element feature vector is assigned to each keypoint.
SIFT keypoints for the ﬁrst input image are extracted and stored along with their
descriptor vectors. A second input image is matched to the ﬁrst by individually comparing
its keypoints with those of the ﬁrst input image. The best candidate match for each
keypoint is found by comparing the distance of its nearest neighbor to that of its second
nearest neighbor. The nearest neighbor is deﬁned as the keypoint with minimum Euclidean
distance for the descriptor vector. In our experiments, we set the limit for the ratio between
the nearest neighbor and the second nearest neighbor to 0.6. Figure 3.3(a) and (b) show
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the detected SIFT keypoints for two input and Fig. 3.3(c) shows their matched keypoints.
In Sect. 3.4, we explain how SIFT-based object matching is used to retrieve suitable images
from the local image database.
(a) (b)
(c)
Fig. 3.3 Example of extracted and matched SIFT keypoints: (a) 2429 keypoints are
extracted in an image with a size of 648× 432 pixels, (b) 2251 keypoints are extracted in
an image with a size of 648 × 486 pixel images, and (c) 35 of the extracted keypoints in
the two images have been matched.
3.3 POC-Based Image Registration
The Phase-Only Correlation (POC) function is a correlation function used to estimate
the translational displacement and evaluate the similarity between two images. In this
section, we brieﬂy explain the POC-based image registration algorithm as introduced in
Refs. [28]–[30].
Consider two N1×N2 images, f(n1, n2) and g(n1, n2), where we assume that the index
ranges are n1 = −M1, · · · ,M1 and n2 = −M2, · · · ,M2 for mathematical simplicity. Hence,
N1 = 2M1 + 1 and N2 = 2M2 + 1. Let F (k1, k2) and G(k1, k2) denote the 2D Discrete
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Fourier Transform (DFT) of the two images. F (k1, k2) and G(k1, k2) are given by
F (k1, k2) =
∑
n1n2
f(n1, n2)W
k1n1
N1
W k2n2N2
= AF (k1, k2)e
jθF (k1,k2),
(3.4)
G(k1, k2) =
∑
n1n2
g(n1, n2)W
k1n1
N1
W k2n2N2
= AG(k1, k2)e
jθG(k1,k2),
(3.5)
where k1 = −M1, · · · ,M1, k2 = −M2, · · · ,M2, WN1 = e−j
2π
N1 and WN2 = e
−j 2π
N2 . The
operator
∑
n1n2
denotes
∑M1
n1=−M1
∑M2
n2=−M2. AF (k1, k2) and AG(k1, k2) are amplitude com-
ponents, and ejθF (k1,k2) and ejθG(k1,k2) are phase components. The cross-phase spectrum (or
normalized cross spectrum) Rˆ(k1, k2) between F (k1, k2) and G(k1, k2) is deﬁned as
Rˆ(k1, k2) =
F (k1, k2)G(k1, k2)
|F (k1, k2)G(k1, k2)|
= ejθ(k1,k2),
(3.6)
where G(k1, k2) denotes the complex conjugate of G(k1, k2) and θ(k1, k2) = θF (k1, k2) −
θG(k1, k2). The POC function rˆ(n1, n2) is the 2D Inverse Discrete Fourier Transform
(IDFT) of Rˆ(k1, k2) and is given by
rˆ(n1, n2) =
1
N1N2
∑
k1k2
Rˆ(k1, k2)W
−k1n1
N1
W−k2n2N2 , (3.7)
where
∑
k1k2
denotes
∑M1
k1=−M1
∑M2
k2=−M2 .
Let’s assume that δ = (δ1, δ2) is the displacement between f(n1, n2) and g(n1, n2).
Then, we can say that
G(k1, k2) ∼= F (k1, k2)e−j
2π
N1
k1δ1e
−j 2π
N2
k2δ2 . (3.8)
Thus,
Rˆ(k1, k2) ∼= ej
2π
N1
k1δ1e
j 2π
N2
k2δ2 . (3.9)
The POC function rˆ(n1, n2) is the 2D IDFT of Rˆ(k1, k2) and is given by
rˆ(n1, n2) =
1
N1N2
∑
k1k2
Rˆ(k1, k2)W
−k1n1
N1
W−k2n2N2
∼= α
N1N2
sin[π(n1 + δ1)] sin[π(n2 + δ2)]
sin[ π
N1
(n1 + δ1)] sin[
π
N2
(n2 + δ2)]
,
(3.10)
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Fig. 3.4 An example of image registration using POC function. (a) Image f(n1, n2), (b)
image g(n1, n2) obtained by a translational displacement of (−30, 60) of image f(n1, n2),
(c) POC function result for image f(n1, n2) and another exact copy of the same image and
(d) POC function result for image f(n1, n2) and g(n1, n2).
where the POC peak value α ≤ 1. Equation 3.10 represents the shape of the peak of
the POC function for common images that are minutely displaced from each other. The
location of the peak represents the translational displacement between the two images
while its height shows the extent of their similarity. For example, as shown in Fig. 3.4(c)
the POC peak position for two identical images is (0, 0) and its height is 1. On the other
hand, as shown in Fig. 3.4(d), the height of the POC peak for two images with a relative
translational displacement has decreased compared to Fig. 3.4(c). The location of the
peak has also shifted to indicate the translation between the two images.
The POC-based image registration technique described above is eﬀective in estimating
the displacement between two images. On the other hand, to ﬁnd corresponding points
25
Chapter 3 Occlusion Free Image Selection
between the two images with high accuracy, Takita et al. [29] propose an algorithm which
combines three basic techniques: 1) the POC-based image registration technique explained
above, 2) a coarse-to-ﬁne strategy for pixel-level correspondence estimation and 3) a sub-
pixel window alignment technique for sub-pixel correspondence estimation. Using their
proposed algorithm, we can accurately ﬁnd a dense correspondence relationship between
the target and a source image. As we explain in Sect. 3.4, this would help us to more
accurately align the two images together.
3.4 Source Image Selection and Alignment
As is presented in Fig. 3.5, Stage 1 of our algorithm involves creating a local database of
related images, choosing the most suitable source images from the database and accurately
aligning the selected images with the target image. In this section, we explain the details
of each of these steps.
Input
1. Target image IT
2. Target fragment ΩT
3. Keyword identifying IT
Output Aligned source images IS.
Stage 1 Procedure
1.1 Create local database by downloading images from Internet photo sharing sites using
the provided keyword.
1.2 Select suitable source images IS from the local database.
1.3 Accurately align source images IS with the target image IT . Let ΩS be the region in
the aligned source images which corresponds to ΩT .
Fig. 3.5 Stage 1 of the proposed image completion algorithm: source image selection and
alignment.
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Step 1.1
This step focuses on creating a local database by downloading images from Internet photo
sharing sites using metadata. We assume that the scene depicted in the target image
can be uniquely identiﬁed with a keyword. We use the provided keyword for creating the
database. Image retrieval using tag-search technique is inaccurate because the keyword
given to an image might be generalized, incorrect or vary based on the user’s choice of
words. Thus, we need to select those images which depict the same physical scene as the
target image.
Step 1.2
The aim of this step is to automatically retrieve suitable images from the database which
can later be used to complete the target image. For this purpose, we use SIFT-based object
matching explained in Sect. 3.2. We extract and match the SIFT keypoints between the
target image and every image in the local database. The number of matched keypoints
(a)
(b)
Fig. 3.6 Example of corresponding SIFT keypoints between two images where the total
number of matched points is 31 in (a) and 15 in (b).
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between two images depicting the same object decreases when there is a considerable change
in viewpoint. For example, despite the fact that the two images in Fig. 3.6 depict the same
monument, the variation in viewpoint between the images has caused the total number of
matched SIFT keypoints to decrease. Hence, similar to Ref. [41], we use the total number
of matched SIFT keypoints as a criterion for automatically selecting images which depict
the same physical scene as the target image from as close a viewpoint as possible, without
considering the extent of image transformation. Based on our experimental results, images
with at least 20 matched SIFT keypoints satisfy the above condition.
Other criteria to consider when selecting suitable images include the diﬀerences in the
image size and the scale of the objects depicted in the downloaded images and the target
image. Both of these criteria aﬀect the quality of the ﬁnal completed image. Hence, under
the assumption of same image resolution, we use the coordinates of the matched keypoints
to estimate the object scale ratio. We only select those images whose object scale ratio is
within a set threshold. We also discard images whose size is too small compared to the
target image. Thus, our criteria and selection order is as follows: images with
1. at least 20 matched keypoints,
2. object scale ratio between 0.7 and 1.4 and
3. image size of at least 80% of that of the target image,
are selected as suitable source images. Figure 3.7 presents a sample of our image selection
results. As it can be seen, the scene depicted in selected source images presented in Fig.
3.7(b), very closely resemble that of the target image in Fig. 3.7(a). Meanwhile, as shown
in Fig. 3.7(c), the proposed technique is successful in screening out not only unrelated
images but also those which depict the same monument as the target image but from
diﬀerent viewpoints. There is no doubt that if left up to the user, some of the unselected
images in Fig. 3.7(c) would also be included in the set of selected source images which is
undesirable.
Step 1.3
To ensure a coherent completion result, the source images selected in the previous step have
to be accurately aligned with the target image. This is done under a full planar perspective
motion model in two stages: 1) global alignment using the matched SIFT keypoints and
2) local alignment focusing around the target fragment ΩT and its corresponding region in
the globally aligned source image IS. For the ﬁrst alignment, we use the matched SIFT
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(20, -) (23,4.47) (16, -) (48, 0.7)
(212,1.04) (206,1.29) (172,1.19) (154,1.22)
(b)
(c)
(131,1.23)
(25, 2.08)
(a)
Fig. 3.7 Results of source image selection for “Heian Shrine” database: (a) the target
image IT , some of the (b) selected source images IS, and (c) unselected images. The values
in the brackets are the total number of matched SIFT keypoints and the object scale ratio.
“-” means that no object ratio could be calculated due to insuﬃcient matched keypoints.
keypoints to estimate a homography matrix to globally transform the source image. Figure
3.8(c), shows the result of completing the target image in Fig. 3.8(a) using a globally
aligned source image in Fig. 3.8(b). In this case, the majority of the detected SIFT
keypoints are concentrated on the Buddha statue with little or no matching keypoints
from the area around the target fragment ΩT . Therefore, the alignment of the source
and target image around the target fragment is inaccurate. The result is noticeable edge
discontinuities in the image as shown in Fig. 3.8(c). Thus, we need a more locally oriented
alignment which focuses on the region around the target fragment ΩT .
For the second alignment, we employ the POC-based sub-pixel correspondence search
algorithm explained in Sect. 3.3. The POC-based algorithm provides us with a dense
correspondence relationship and can detect minute translation between the target image
and the globally aligned source image. We deﬁne the POC search region as the 30 pixel
wide donut-shaped area surrounding the target fragment and its corresponding region in
the globally aligned source image. We use corresponding points found in this search region
with a POC peak value of over 0.7 to estimate a second homography matrix to locally
align the source image. The eﬀect of this second alignment can be noticed by comparing
the images in Figs. 3.8(c) and (d). Thus, at the end of Stage 1, we obtain a list of suitable
source images IS which are accurately aligned with the target image IT . In the next section,
we explain how we automatically detect the occlusion-free source image regions.
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(a) (b)
(c) (d)
Fig. 3.8 Eﬀect of local alignment: (a) target image IT with the target fragment ΩT
indicated and (b) source image IS. Completed target image using (c) globally and (d)
locally aligned source image.
3.5 Occlusion-Free Image Selection
As presented in Fig. 3.9, Stage 2 of the algorithm aims to ﬁnd occlusion-free image
regions from the source images IS selected in Stage 1. The region in an aligned source
image which corresponds to the target fragment ΩT , is extracted as source fragment ΩS.
However, the extracted source fragments ΩS may sometimes contain partially occluded
regions. In this section, we propose a patch-based veriﬁcation method to automatically
identify occlusion-free source fragment regions needed for accurate completion of the target
image.
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Input Aligned source images IS.
Output Sorted source images with their occlusion-free source fragment regions indicated.
Stage 2 Procedure
2.1 Create gradient images for all aligned source images IS. Divide gradient ΩT and ΩS
into small patches.
2.2 For every patch in ΩT :
• Calculate Sum of Squared Diﬀerences (SSD) between all pairs of gradient source frag-
ments.
• Connect all pairs of gradient source fragments whose SSD value is less than a threshold.
• Choose the biggest group of connected source gradient fragments.
• Select the gradient source fragments in the above group whose total number of connec-
tions is more than a threshold.
If there exists a patch in ΩT for which no source fragment patches were selected, change
the thresholds and repeat Step 2.2 once.
2.3 Sort the source images IS based on total number of selected patches from Step 2.2.
Fig. 3.9 Stage 2, Occlusion-Free Image Selection, algorithm.
Step 2.1
Comparison of the source fragments together is one way to ﬁnd the common occlusion-
free regions among them. Pixel color value is an unsuitable comparison metrics because
the source images are captured under various camera/scene parameters. Therefore, we
compare the source fragments’ gradients instead of their pixel color value. The comparison
of the gradient source fragments is done in a patch-wise basis as represented by the small
squares in Fig. 2.9. In this step, we create gradient images of all aligned source images
and divide the gradient source fragments into square patches. In our experiments, we set
the patch size to 20× 20 pixels. Figure 3.10 shows an example of a gradient source image
obtained using adjacent pixel diﬀerences. As it can be seen, the object edges in the original
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(a) (b)
Fig. 3.10 Creating gradient source images using adjacent pixel diﬀerences: (a) Source
image and (b) gradient source image.
image have been extracted in the gradient image. We compare the extracted object edges
for diﬀerent source fragments to ﬁnd their occlusion-free image regions which can be used
to complete the target fragment ΩT .
Steps 2.2
In this step, we perform the patch-wise comparison of the gradient source fragments to
detect their occlusion-free image regions. For every patch κ in ΩT , we represent each
gradient source fragment as a node on a graph Gκ(Vκ, Eκ), where Vκ is the set of nodes
and Eκ is the set of edges. We calculate the Sum of Squared Diﬀerences (SSD) between
all pairs of gradient source fragments over the query patch κ. If the SSD value is less than
a threshold, we connect the corresponding nodes on the graph. We focus on the biggest
connected subgraph G′κ(V
′
κ, E
′
κ). Let |V | be the size of set V . Nodes in G′κ with a minimum
degree of |V |
3
are selected as suitable for completing the target fragment patch κ. After
each iteration, the selected nodes are output as Vselect(κ). If there exists a target fragment
patch which has not been assigned any source fragment yet, we increase the SSD threshold,
set the nodes’ degree threshold to |V |
4
and repeat Step 2.2.
Figure 3.11(a) shows an example of the source fragments with the query patch indicated.
Figure 3.11(b) shows the SSD-wise relationship between the source fragment patches in (a).
The source fragments in Fig. 3.11(a) marked with a frame border are chosen as suitable
for completing the indicated target fragment patch in Fig. 3.11(b). Figure 3.12 shows the
outcome of implementing Step 2.2 for all the target fragment patches. In this ﬁgure, the
patches marked with a cross “×” are detected as occluded.
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Target
Source 1 Source 2 Source 3 Source 4
Source 5 Source 6 Source 7 Source 8
Source 9 Source 10 Source 11 Source 12
(a)
(b)
11
10
9
8
7 6 5
4
3
2
1
12
Fig. 3.11 An example of occlusion-free patch selection: (a) aligned source fragments with
the query patch denoted by a small square box and (b) graph Gκ representing the SSD-wise
relationship between the gradient source fragments for the query patch indicated in the
target fragment. The source fragments with the frame border are selected as suitable for
completing the query patch in the target fragment.
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Step 2.3
In this step, based on the Vselect results, we rank the source images according to the total
number of patches which they can complete in the target fragment. Figure 3.12 shows an
example of the sorted source fragments. Based on this result, we can clarify how many
of the top source fragments are actually needed to complete the target fragment. Thus,
starting with the source fragment which can complete the most number of patches, we can
assign each of the target fragment patches to a suitable source image. Figure 3.13 shows
the top-3 source images from Fig. 3.12 which are needed to complete the target fragment.
The enlarged sections in Fig. 3.13 show the outcome of occlusion-free patch selection from
Step 2.2. The color coding in the image represent how the target fragment patches have
been assigned to each of the top-3 source fragments.
Therefore, at the end of Stage 2, we obtain a list of source images ranked based on
the total number of target fragment patches they can complete without any occlusion. We
also know the minimum number of source fragments needed to fully complete the target
fragment. Furthermore, the useful occlusion-free regions from each of the source fragments
are also indicated. In the next chapter, we show how these occlusion-free regions are used
to complete the target image.
Fig. 3.12 Aligned source fragments sorted based on the total number of target fragment
patches they can complete without any occlusion. The patches marked with × are believed
to be occluded.
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(a) (d)(c)(b)
Fig. 3.13 Results of occlusion-free patch selection: (a)the target image and its fragment,
(b)-(c) the top-3 source images and their fragments, respectively. × denotes occluded
patches. The color coding represents how the target fragment patches are assigned to
diﬀerent source fragments.
3.6 Experimental Results
We evaluate our source image and occlusion free region selection algorithm using a
variety of input images captured at diﬀerent locations and scene conditions. The images
in our databases are downloaded from Flickr using the given keyword, under the full text
option. In order to prevent excess downloading, we initially download approximately 200
to 300 randomly selected images and run our source image selection program. If no suitable
source images are found, we download the next batch and repeat the process.
Table 3.1 summarizes the result of our image selection algorithm. The accuracy of the
automatic selection is veriﬁed by individually checking the selected source images. They all
depict the same physical scene as the target image from very close viewpoints. Figure 3.7,
shows an example of selected and unselected images from our “Heian Shrine” database.
While it is very possible that the user would have selected all the images in Fig. 3.7(b)
and (c) as source images, the automatic selection process has ensured that only the most
suitable images are retrieved. This proves the accuracy of the proposed selection method.
Experimental results for each of the databases mentioned in Table 3.1 are presented in
Figs. 3.14-3.18.
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Table 3.1 Results for the proposed image selection method: (a) the total number of images
available with the given keyword on Flickr (accessed on 12 December 2007), (b) the number
of images in our local database and (c) the number of source images.
Keyword (a) (b) (c)
Arc De Triumph 5665 600 12
Kamakura Daibutsu 3848 250 13
Heian Shrine 5100 265 12
Nijo Castle 8535 600 14
Notre Dame Entrance 1302 997 25
As demonstrated previously in Fig. 3.13, the proposed occlusion-free image selection
technique is eﬀective in screening out the partially occluded regions in the source frag-
ments. Based on this result, the algorithm selects only the top few source images needed
to completely replace the occlusion in the target fragment. The occlusion-free image se-
lection results for other databases are indicated in Figs. 3.14-3.18(b). Here, the framed
source images contain occlusion-free image regions which can be used to complete the
target fragment. This can be veriﬁed later based on the completion results in the next
chapter.
Table 3.2 summarizes the computation time needed for Stages 1 and 2 of the proposed
algorithm. The presented computation time is for a Matlab implementation of our program
on our “Heian Shrine” database (Fig. 3.16) which contains 265 images. The program was
run on a machine with a 3.2 GHz CPU and 2 GB memory.
Table 3.2 Computation time for Heian Shrine database with 265 images from which 12
images were selected as suitable source images.
Operation Time [min] %
Stage 1 Source image selection 42.32 90.8
Image alignment 4.09 8.7
Stage 2 Occlusion free patch selection 0.22 0.5
Total 46.63 100
36
3.6 Experimental Results
(220 , 1.79) (126 , 1.30) (116 , 1.23) (96 , 1.25) (44 , 1.32) (44 , 1.22) (41 , 1.11)
(40 ,1.12)
(a) (b)
(c)
(d)
(34 , 1.07) (30 , 1.16) (27 , 1.54) (24 , 1.50)
(23 , 1.06) (21 , 0.98)
Fig. 3.14 Arc De Triumph database: (a) target image with the target fragments
marked, (b) sample images from the database, (c) selected source images (total
number of matched feature points , object scale ratio) and (d) aligned source
images.
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(698 , 1.07) (441 , 1.16) (355 , 1.38) (340 , 1.40) (305 , 0.85) (302 , 1.35) (278 , 1.34) (243, 0.70)
(c)
(a)
(d)
(b)
Fig. 3.15 Kamakura Daibutsu database: (a) target image with the target fragments
marked, (b) sample images from the database, (c) selected source images (total number of
matched feature points , object scale ratio) and (d) aligned source images.
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(212 , 1.04) (206 , 1.29) (172 , 1.19) (154 , 1.22) (131 , 1.23)
(119 , 1.33) (114 , 1.24) (112 , 1.37) (87 , 1.31) (81 , 1.38)
(73, 1.33) (46 , 1.4)
(a) (b)
(c)
(d)
Fig. 3.16 Heian Shrine database: (a) target image with the target fragments marked,
(b) sample images from the database, (c) selected source images (total number of matched
feature points , object scale ratio) and (d) aligned source images. 39
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(91 , 1.01) (87 , 1.34) (72 , 1.28) (67 , 1.39) (55 , 1.16) (50 , 1.19)
(50 , 1.31) (50 , 1.22) (48 , 1.33) (42 , 1.03) (35 , 0.91)
(34 , 0.90) (28 , 1.07) (25 , 1.21)
(c)
(d)
(a) (b)
Fig. 3.17 Nijo Castle database: (a) target image with the target fragments marked, (b)
sample images from the database, (c) selected source images (total number of matched
feature points , object scale ratio) and (d) aligned source images.
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(480 , 1.05) (368 , 1.08) (363 , 1.26) (352 , 1.17) (282 , 1.04) (205 , 1.21) (191 , 0.88) (154 , 1.12)
(140 , 1.17) (131 , 1.28) (97 , 1.29) (95 , 0.96) (78 , 0.87) (73 , 1.10) (68 , 1.40) (66 , 1.28) (59 , 0.98)
(55 , 0.89) (50, 1.30) (49 , 1.21) (43 , 1.17) (38 , 0.86) (35 , 0.82) (32 , 1.08)
(a) (b)
(c)
(d)
(32 , 1.06)
Fig. 3.18 Notre Dame Entrance database: (a) target image with the target fragments
marked, (b) sample images from the database, (c) selected source images (total number of
matched feature points , object scale ratio) and (d) aligned source images.
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3.7 Discussions
In this section, we present some discussion points about the experimental results which
are categorized into three groups: issues regarding 1) source image selection, 2) source
image alignment and 3) occlusion-free image region selection.
Source Image Selection
Image retrieval using tag-search technique is inaccurate because the keyword given to an
image might be incorrect or over generalized. For example, in the case of the Arc de
Triumph database, images from “Tour de France” to “Eiﬀel Tower” were also tagged with
the same keyword. As a result, despite the size of the local Arc de Triumph database, only
a few source images were selected. Thus, we were forced to loosen the selection criteria to
increase the number of source images. As shown in Fig. 3.14(a), part of the user-deﬁned
occlusions included the section of the arc under renovation. Therefore, we needed images
which portrayed the arc itself from close-up. So, we decided to increase the limit for the
maximum object scale ratio from 1.4 to 1.8. Thus, even though the parameters for the
selection criteria are ﬁxed, in some rare cases, we can change these parameters to retrieve
more suitable source images. Based on experimental results, on average 1% − 5% of the
images in the local database are selected as suitable source images. Despite the fact that
this number is small compared to the size of the database, in most situations, the few
selected images help seamlessly remove the occlusions in the target image.
Source Image Alignment
An important aspect of ensuring a seamless result is the accuracy of the alignment of the
source image with the target image. As was mentioned in Sect. 3.4, the source images are
aligned with the target image under a full planar perspective motion model in two steps.
The POC-based local alignment helps improve the alignment accuracy around the target
fragment. On the other hand, due to the original full planar perspective motion model,
there will always be some inaccuracy in the alignment. This is because, as indicated in Fig.
3.19, the scene depicted in the images are made up of multiple planes, all of which are being
aligned with a single transformation matrix. The resulting misalignment becomes more
noticeable at the line of intersection between two planes. Thus, as long as we assume a full
planar perspective motion model, we can not completely remove the alignment inaccuracy.
One possible solution to the above problem is to divide the source images and the target
image into diﬀerent planes and align each plane separately. For this purpose, we can use
the method introduced in [15] to segment the image into three distinct planes: ground,
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(a) (b)
(c) (d)
Fig. 3.19 Inaccuracy of the alignment of the source and target image due to full planar
perspective motion model: (a) target image IT with its fragment ΩT , (b) source image IS,
(c)-(d) diﬀerent planes in the scene depicted in (a) and (b) respectively.
vertical and sky as presented in Fig. 3.19 (c) and (d). This approach has two problems.
Firstly, there is the possibility that we can’t align low-textured planes, such as the ground
plane, because of insuﬃcient matched feature points. Secondly, there is the possibility
of semantic violations such as half objects, particularly at the intersection between the
vertical and the ground plane. In most cases though, this approach should improve the
accuracy of the alignment of the source images with the target image.
Occlusion-Free Image Region Selection
The accuracy of the occlusion-free image selection algorithm presented in Stage 2 greatly
depends on the local image database. For example, in the case of the Heian Shrine database
as presented in Fig. 3.12, the algorithm in Stage 2 was eﬀective in ﬁnding occlusion-free
regions in diﬀerent source fragments. On the other hand, if the source fragments are
partially occluded in exactly the same location, the proposed technique would not be able
to distinguish the commonly shared occlusions from the true background.
One solution to the above problem is to compare the overall segmentation result of the
target image and the aligned source images. Using the technique introduced in Ref. [42], we
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(a) (b)
(c) (d)
Fig. 3.20 Segmentation result: (a) target image IT with the target fragment ΩT , (b)
aligned source images IS with their corresponding source fragments ΩS , (c) and (d) show
the results of segmenting (a) and (b) respectively.
can segment the image into smaller regions as presented in Fig. 3.20. If the segmentation
result of the target and source fragments are the same, then we can assume that they
contain similar occlusions. For example, if we want to remove the occlusion indicated with
the target fragment in Fig. 3.20 (a), the ﬁrst and the third source images in Fig. 3.20(b)
would not help, as they are both occluded in exactly the same location. This can be
detected automatically by comparing the segmentation result of the target fragment with
those of the source fragments (Fig. 3.20 (c) and (d)). Thus, such an approach should help
us detect commonly shared occlusions to some extent, but fully-automatic and accurate
occlusion detection remains a challenging problem.
3.8 Summary
In this chapter, we covered the details of Stage 1 and 2 of our algorithm: suitable source
image selection and alignment technique and occlusion-free image region detection. We
also presented some experimental results which demonstrated the success of the proposed
technique in ﬁnding suitable regions from among the downloaded images to help us remove
occlusions in the target image. Next, we show how these selected regions are used to ﬁll-in
the target fragment.
44
Chapter 4
Target Image Completion
4.1 Introduction
In this chapter, we describe the details of Stage 3 of our algorithm. The aim of Stage 3
is to ensure that the occlusion-free source image regions selected in Stage 2 are seamlessly
stitched onto the target fragment so as to complete the occlusion. For this purpose, we
use minimum cost graph cut [31], [32], [43] to ﬁnd the best seams along which to cut the
images. We then employ Poisson blending [20], [44] to ensure a smooth intensity transition
between the image regions being stitched together. We provide a brief description of each
of these techniques in Sects. 4.2 and 4.3, respectively. Then in Sect. 4.4, we show how we
use these tools to achieve the above objective.
4.2 Minimum Cost Graph Cut
Let’s assume that we would like to stitch sections from two diﬀerent images together. As
presented in Fig. 4.1, simple cut and paste would leave behind obvious seams. Therefore,
we need a more elegant way to ﬁnd the best seams along which to cut the two images so that
they would seamlessly merge with each other. We refer to this as the image partitioning
problem. Minimum cost graph cut algorithm is an elegant and useful tool for solving such
problems. In this section, we brieﬂy explain minimum cost graph cut algorithm introduced
in Refs. [31], [32], [43].
Figure 4.2 illustrates the notation used to explain the graph cut algorithm. The ﬁrst
step in solving the partitioning problem is to deﬁne an overlap region τ between the two
images IT and IS which are to be stitched together. As shown in Fig. 4.2 (c), we represent
the pixels in the overlap region τ and its two boundaries δT τ and δSτ as nodes on a graph
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(a)
(b) (c)
(d)
Fig. 4.1 Completion result obtained using cut and paste: (a) target image, (b) source
image, (c) enlarged source fragment and (d) cut and paste result.
(Fig. 4.2 (d)). We add two extra special nodes t and s which we refer to as terminals.
The terminals represent the two images IT and IS respectively. Next, we connect all the
nodes in the graph to their 4 adjacent neighbors. The nodes which represent pixels in the
overlap region τ are also connected to both terminals. To avoid confusion, these arcs are
not shown in Fig. 4.2(d). We connect the nodes which correspond to pixels on δT τ to
terminal t and the nodes which correspond to pixels on δSτ to terminal s, respectively.
We refer to these special arcs which connect certain nodes to terminals as constraint arcs.
They indicate pixels whose value is constrained to come from a particular image. In Fig.
4.2(d), the constraint arcs are represented by thick lines. The second step is to assign
a cost to each of the arcs in the graph. For example, the cost associated with an arc
connecting two adjacent nodes could represent the diﬀerence between the gradient value of
the corresponding adjacent pixels. The cost associated with constraint arcs are inﬁnitely
high and are represented by “∞” in Fig. 4.2(d).
The idea behind graph cut is to deﬁne a cut on the graph which separates the nodes
into two disjoint subsets T and S, such that terminal t belongs to subset T and terminal
s belongs to subset S. The total cost of such a cut is the sum of the costs associated
with the cut arcs. The objective of minimum cost graph cut algorithm is to ﬁnd a cut
whose cost is the minimum among all the cuts. Based on this minimum cost cut, pixels
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IT IS
IT IS
IT ISτ
δTτ δSτ
4 pixel
6 pixel
t s
τδTτ δSτ
∞
∞
∞
∞
∞
∞
∞
∞
∞
∞
∞
∞
minimum cost cut
IT IS
(a) (b)
(c)
(d)
(e)
Fig. 4.2 Minimum cost graph cut notations: (a) input images IS and IT , (b) stitching
outcome obtained by cutting IT and IS along the dotted line in (a), (c) deﬁning an overlap
region τ between IT and IS which in this example is 6 × 4 pixels, (d) graph representing
the pixels in the overlap region, and (e) stitching outcome obtained by cutting IS and IT
along the seams found using the minimum cost graph cut shown in (d).
whose corresponding nodes belong to subset T are constrained to be ﬁlled using image
IT . Similarly, pixels whose corresponding nodes belong to subset S are constrained to be
ﬁlled using image IS. Thus, the pixels in the overlap region τ are now partitioned into
two groups, those which belong to IT and others which belong to IS. As shown in Fig.
4.2(e), such partitioning deﬁnes the seams along which we can cut the two images IT and
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IS IT
Ω
δΩg
f
f*
(a) (b)
Fig. 4.3 Poisson blending notations: (a) source image IS with g being the set of pixel
intensities in IS and (b) target image IT with the occlusion marked as Ω. δΩ is the one-pixel
boundary of Ω. f ∗ is the set of pixel intensities in IT − Ω. The task is to compute f over
Ω.
IS. In Sect. 4.4, we explain the details of the cost function assigned to the arcs in the
graph. We also show how minimum cost graph cut is used to ensure a seamless stitching
of occlusion-free source fragment regions onto the target image.
4.3 Poisson Blending
An important factor which aﬀects the coherency of the ﬁnal result in image completion,
is the smooth intensity transition between the diﬀerent sections being stitched together.
Stitching diﬀerent image regions together without any eﬀort to match their intensities pro-
duces unsatisfactory results. A naive approach to solving this problem is to use histogram
matching which also increases image noise. A more elegant technique would be to use
Poisson blending to smoothly modify the pixel intensity values between two image regions
when stitching them together. In this section, we brieﬂy explain the idea behind Poisson
blending introduced in [20].
In Poisson blending we are replacing the pixel gradient values in the target fragment
region with the pixel gradient values in the source fragment region to obtain a composite
gradient image. Then, from the composite gradient image we work backwards to recon-
struct the composite image and compute the pixel intensity values in the target fragment.
For this purpose, we interpolate the pixel intensity values at the boundary of the target
fragment, inwards.
Figure 4.3 illustrates the notations used to express the above procedure mathematically.
Let IT be the target image and Ω the occlusion in IT which is to be completed. The one-
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pixel wide boundary of Ω is referred to as δΩ. Let f ∗ be the set of pixel intensities in the
known parts of the target image IT − Ω. Let IS be a source image based on which we
are going to complete the occlusion Ω. Let g be the set of pixel intensities in IS. Assume
that fa is the value of f at pixel a. The task is to compute the set of pixel intensities
f |Ω = {fa, a ∈ Ω}. This can be obtained by solving the following Poisson equation with
the Dirichlet boundary condition:
Δf = Δg over Ω, with f |δΩ = f ∗|δΩ, (4.1)
where Δ. = δ
2.
δx2
+ δ
2.
δy2
is the Laplacian operator. In other words, Δf is the target gradient
image. Equation 4.1 is simply a second-order partial diﬀerential equation. Dirichlet bound-
ary condition is a boundary condition which gives the function values at the boundary. The
discrete form of this equation, can be solved using well-known iterative solvers. Three such
equations are solved independently in the three RGB color channels. The outcome would
be the intensity-aligned completed target image IT with the occlusion ΩT replaced using
its corresponding region ΩS in the source image IS. In the next section, we use Poisson
blending to match the intensity between the source fragment region being stitched onto
the target image and the rest of the target fragment.
4.4 Target Image Completion
As presented in Fig. 4.4, Stage 3 of the algorithm aims to seamlessly stitch the
occlusion-free source fragment regions found in Stage 2 onto target image. In this sec-
tion, we explain how this is achieved in greater detail.
Step 3.1
In this step, we start with the highest ranked source image ISi (i = 1) and accurately
deﬁne the image region which is to be cut out from this source image to complete the
target fragment. We use the minimum cost graph cut algorithm explained in Sect. 4.2,
to ﬁnd the best seams along which to cut the source fragment. Figure 4.5 shows the
constraints used for the minimum cost graph cut algorithm. The overlap region is deﬁned
as the 10 pixel wide region on either side of the border of the group of patches assigned
to ISi. The area surrounded by the inner border of the overlap region is constrained to
the source fragment ΩS. The area surrounding the outer border of the overlap region is
constrained to the target fragment ΩT . We use the minimum cost graph cut algorithm to
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Input
1. Target image IT .
2. Target fragment ΩT divided into patches.
3. Sorted source images IS with their occlusion-free patches indicated.
Output Completed target image.
Stage 3 Procedure
Set i = 1.
3.1 Find the best seams along which to cut the source fragment ΩSi .
3.2 Align the intensity values between the target image IT and the source fragment region
from Step 3.1.
3.3 Update the target image using results from Step 3.2. Increment i and repeat Steps
3.1 and 3.2 while there still exists uncompleted target fragment patches and unused
source images.
Fig. 4.4 Stage 3 of the proposed image completion algorithm: target image completion.
?S ?T
20
20 pixels
pixels
?T
(a) (b) (c)
?S ?S
Overlap region
Fig. 4.5 The constraints used for the minimum cost graph cut algorithm: (a) the source
fragment ΩS with the occluded patches crossed out with ×, (b) target fragment ΩT with
the 20 pixel wide graph cut overlap region indicated, and (c) graph cut selection results.
assign a label of IT or IS to each of the pixels in the overlap region.
The most decisive factor in minimum cost graph cut algorithm is the cost function
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being minimized. Depending on how we deﬁne the cost function, the ﬁnal seam selection
outcome can change dramatically. Human eye is more sensitive to edge discontinuity than
to smooth color transition in an image. Thus, we focus on the object edges in the image
and employ a cost function such as that introduced in Ref. [45], which avoids breaking
object edges. Let p and q be two adjacent pixels in the overlap region. The cost C(p, q)
between pixels p and q is deﬁned for each channel in the RGB color space as:
C(p, q) =
∑
R,G,B
{(1− β)Cs(p, q) + βCd(p, q)}, (4.2)
where Cs and Cd are cost functions which measure the extent of gradient smoothness
and gradient similarity between neighbouring pixels, respectively. β is a weight factor to
determine the relative inﬂuence of the two costs. In our experiments we set β = 0.3. Cs
avoids breaking object edges between p and q and is deﬁned as:
Cs(p, q) = (4.3)
‖∇IT (p)‖+ ‖∇IT (q)‖+ ‖∇IS(p)‖+ ‖∇IS(q)‖,
where ‖∇IT (p)‖ and ‖∇IS(p)‖ refer to the norm of the image gradient at pixel p in the
target and source images, respectively. Cd ensures pixel similarity in the gradient domain
along the horizontal (x-axis) and vertical (y-axis) directions and is deﬁned as:
Cd(p, q) = (4.4)
‖∇xIS(p)−∇xIT (p)‖+ ‖∇xIS(q)−∇xIT (q)‖+
‖∇yIS(p)−∇yIT (p)‖+ ‖∇yIS(q)−∇yIT (q)‖,
where each term represents the gradient-level similarity at the same pixel location in the
overlap region. As presented in Fig. 4.6(b), by ﬁnding a cut which minimizes this cost
function, the vital object edges which were originally disconnected in Fig. 4.6(a) are
restored. This prevents the occurrence of semantic violations such as half-objects.
The minimum cost graph cut results takes all the object edges in the overlap region into
consideration. On the other hand, the occlusion-free patch assignment result from Stage
2 only considers the object edges in the query patch. Thus, as is presented in Fig. 4.7, it
is very likely that the graph cut selection result would expand to include patches which
were originally assigned to other source fragments. Allowing this reassignment of patches
ensures a more seamless completion result.
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(c)(b)(a)
Fig. 4.6 An example of the completed target image using (a) cut and paste, (b) graph cut
and (c) graph cut and Poisson blending, respectively.
Step 3.2
In this step, we modify the intensity of the source fragment region selected in the previous
step to ensure that it smoothly blends in with the target image. For this purpose, we use
Poisson blending explained in Sect. 4.3. As presented in Fig. 4.6(c), the combination of
graph cut and Poisson blending allows a seamless completion of the target fragment.
Step 3.3
In the ﬁnal step, we paste the Poisson blending results from the previous step onto the
target fragment and update the target image. If there exists any uncompleted patches
in the target fragment, we repeat Steps 3.1 and 3.2 using the next highest ranked source
image.
Thus, at the end of Stage 3, the algorithm outputs the completed target image with
the indicated occlusion seamlessly replaced. If the user further wishes to continue editing
the image, he or she can identify the next occlusion and repeat the process.
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(a) (b)
Fig. 4.7 An example of graph cut selection results: (a) the target image and its fragments
before and after graph cut and (b) the highest ranked source image from Fig. 4.6(b) with
its fragments before and after graph cut.
4.5 Experimental Results
Figures 4.7 and 4.8 present two examples of applying graph cut to ﬁnd the best seams
along which to cut the images. In both cases, despite the rough selection of the target
fragment by the user, the graph cut cost function has ensured that vital object edges are
not cut in half causing semantic violations. As shown in Figs. 4.6 and 4.9 (c), combination
of graph cut and Poisson blending has resulted in a seamless completion of the target
fragment.
Figure 4.10 shows the step by step completion of the target image using diﬀerent source
images from Fig. 4.11(a). Figures 4.11-4.15 present our target image completion results
for the other databases. In particular, the “Arc de Triumph” image completion result in
Fig. 4.11, portrays the power of the proposed technique. It would be quite challenging to
accurately reconstruct the section of the arc under renovation using exemplar-based image
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(a) (b)
Fig. 4.8 An example of graph cut selection result: (a) the target image and its fragment
before and after graph cut and (b) a source image and its fragment before and after graph
cut and Poisson blending.
completion techniques. The computation time for Stage 3 of the algorithm, tested on the
“Heian Shrine” target image in Fig. 4.13(b), was approximately 26.4 seconds, on a machine
with 3.2 GHz CPU and 2 GB memory.
4.6 Discussions
The discussion points regarding this chapter’s experimental results are categorized into
two groups: issues concerning the limitations of 1) graph cut and 2) Poisson blending.
Graph Cut
As is presented in Fig. 4.8(a), the graph cut cost function penalizes partitions for breaking
object edges. But there is still the possibility of semantic violations. For example, in Fig.
4.10(d) the body of the car is cut in half. The reason for this is the limitations imposed
on the size of the overlap region. Limiting the overlap region is necessary for two reasons.
Firstly, the larger the overlap region, the greater the computation time. Secondly, there
is the need to prevent the graph cut partition from expanding unnecessarily. The overlap
region used in the minimum cost graph cut algorithm in Sec. 4.4, is set as the 20 pixel
wide region on either side of the border of the source fragment ΩSi . If the vital edges
which deﬁne object borders are inside this region, the graph cut cost function ensures
that they are not disconnected. On the other hand, if these vital edges go beyond the
overlap region, there is no guarantee that these vital edges would remain connected after
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(a) (c)(b)
Fig. 4.9 An example of the completed target image using (a) cut and paste, (b) graph
cut, and (c) graph cut and Poisson blending, respectively.
the graph cut seam selection. Ref. [27] oﬀers a solution to this problem by introducing
a factor which would attract the graph cut partitions towards the original user-deﬁned
border of the target fragment without setting constant limits for the overlap region. This
factor can be naturally incorporated in the graph cut cost function. In this way, without
setting a set limit for the overlap region, we can penalize seams which are further away
from the target fragment.
Poisson Blending
As presented in the experimental results, Poisson blending is an eﬀective tool in aligning
the intensities between diﬀerent image regions being stitched together. On the other hand,
when the boundary of the image region intersects with the salient features in the image,
Poisson blending may create some blurring artifacts or halos around the objects. There
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artifacts are particularly noticeable in the vicinity of the line of intersection between the
vertical and the ground plane. For example, in Fig. 4.14(e), Poisson blending has resulted
in halo like artifacts in the ﬁnal result. This is believed to be due to the presence of
distinct edges and the great variation in the intensity between the two planes being stitched
together. Ref. [46] oﬀer two solution to this problem: 1) to require the user to take the
target image into consideration before selecting the target fragment and 2) integrate an
alpha matte into the guidance ﬁeld of Poisson equations which would optimize the boundary
condition. Implementing the technique proposed in Ref. [46], should help in removing the
above mentioned blurring artifacts to some extent.
4.7 Summary
In this chapter, we covered the last stage of our image completion algorithm: seamless
completion of the target fragment based on the results obtained from the previous stages.
Our experimental results demonstrate that the proposed technique is successful in com-
pleting the occlusions in the given target image in a coherent and seamless manner, with
minimal user intervention. In most cases, an observer not familiar with the original target
image, would not be able to detect the modiﬁcations made in removing the occlusions.
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(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
(j) (k) (l)
Fig. 4.10 Arc De Triumph database: (a) target image with the target fragments indicated.
Results obtained using source image (b) 4, (c) 3, (d) 1, (e) 9, (f) 2, (g) 3 and 11, (h) 1, (i)
9, (j) 7, (k) 3 and (l) 1 from Fig. 4.11.
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Source 1 Source 2 Source 3 Source 4 Source 5
Source 6 Source 7 Source 8 Source 9 Source 10
Source 11 Source 12 Source 13 Source 14
(b) (c)
(a)
Fig. 4.11 Arc De Triumph database: (a) aligned source images, (b) target image with
target fragments indicated and (c) completed target image.
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Source 1 Source 2 Source 3 Source 4
Source 5 Source 6 Source 7 Source 8
(a)
(b) (c)
Fig. 4.12 Kamakura Daibutsu database: (a) aligned source images, (b) target image with
the target fragment indicated and (c) completed target image using source image 5.
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Source 1 Source 2 Source 3 Source 4
Source 5 Source 6 Source 7 Source 8
Source 9 Source 10 Source 11 Source 12(a)
(b) (c)
Fig. 4.13 Heian Shrine database: (a) aligned source images, (b) target image with the
target fragment indicated and (c) completed target image using source image 6.
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(b) (c)
(d) (e)
(a)
Source 1 Source 2 Source 3 Source 4 Source 5
Source 6 Source 7 Source 8 Source 9 Source 10
Source 13 Source 14Source 11 Source 12
Fig. 4.14 Nijo Castle database: (a) aligned source images, (b) target image with the target
fragments indicated. (c)-(e) Step by step completion of the target image using source image
10.
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Source 1
Source 9
Source 17
Source 2
Source 10
Source 18
Source 3
Source 11
Source 19
Source 4
Source 12
Source 20
Source 5
Source 13
Source 21
Source 6
Source 14
Source 22
Source 7
Source 15
Source 23
Source 8
Source 16
Source 24
(a)
(b) (c) (d)
Fig. 4.15 Notre Dame Entrance database: (a) aligned source images, (b) target image with
the target fragments indicated. Completed target image using source image (c) 1 and (d)
8 and 17. In the case of (d) due to insuﬃcient suitable occlusion free images, the algorithm
was unable to automatically choose the best source image to use for the completion and
thus a manual input was required.
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Conclusion
In this thesis, we presented a framework which allows the user to easily remove occlu-
sions from a photograph captured at a location which can be identiﬁed with a keyword.
For this purpose, we used other people’s images available on the Internet. Experimental
results on input images captured at various locations and scene conditions, demonstrated
the eﬀectiveness of the algorithm in seamlessly completing the input image. In this chap-
ter, we ﬁrst present a summary of the main points discussed in previous chapters and then
conclude the thesis with future work plans.
In chapter 1, we covered the background and objective of this research. We introduced
the main challenges of the our proposed algorithm and the contribution of this thesis to
image completion.
In chapter 2, we discussed the concept of image completion and classiﬁed conventional
algorithms into two categories: those which use the image data available in the single
image and other which employ multiple sources for completing the occlusion in the input
image. We presented the most well-known work from each category and discussed their
advantages and disadvantages. We concluded Chap. 2 with an overview of the proposed
algorithm.
In chapter3, we covered Stage 1 and 2 of our algorithm: retrieving suitable images from
a local database and automatically ﬁnding the occlusion free regions in each selected image.
We also brieﬂy explained the SIFT-based object matching technique and POC-based image
registration method as two of important tools used in the proposed algorithm. Finally, we
introduced a technique to detect occlusion-free regions in the selected source images and
demonstrated its eﬀectiveness through various experimental results.
In chapter 4, we covered Stage 3 our algorithm: completion of the input target image
using the occlusion free regions selected in the previous stage. Here, we used minimum
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cost graph cut to ﬁnd the best partitions for the image regions being stitched together.
We presented a detailed explanation of the graph cut cost function used for this purpose.
We also demonstrated the eﬀectiveness of Poisson blending in ensuring a smooth intensity
transition in the composite image. The experimental results at the end of this chapter
demonstrated the ease and eﬀectiveness of the proposed technique in completing user-
identiﬁed occlusions in an input image.
The advantage of our image completion algorithm is that we can replace and reconstruct
occlusions of random size which appear in images with random background complexity,
with minimal user intervention. Also, the ability of the algorithm to automatically select
the most suitable occlusion-free image regions from a database of downloaded images, is a
factor which distinguishes this work from others. The robustness of the proposed approach
was also demonstrated through various experimental results.
As a possible improvement for the algorithm presented in this thesis, we could expand
the system to enable video completion and removal of an occluded or unwanted region from
all the frames of a video sequence. Creating a graphical user interface which integrates
diﬀerent stages of the algorithm is also among our future work plans.
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