





昨今 ｢人工知能 (AI)｣ や ｢ディープラーニング (深層学習)｣ として
見かけない日はない技術と台湾総督府文書とをつなぐ学際的なプロジェク





























することが大切である｡ また､ 学習された CNNの性能を評価するために
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用化されているものも多い｡ 文字認識は､ 文字画像から各文字種に特有な
特徴が得られるように特徴抽出をおこない､ それに基づき文字画像を分類
するための分類器を構築する課題である｡ 数字であれば 10 カテゴリの分
類問題になるがそれですら簡単な問題ではなく､ 例えばMNIST[1]と呼ば
れる手書き数字データセットから 6万文字を学習データとして利用し､ 認
識率が 98.3％の分類器を構築できたとしても図 1 のような分類誤りが存
在する1｡ 文字認識の研究の進展にMNIST や手書き漢字を集めた ETL文
字データベース[3]が大きく寄与したように､ 本研究プロジェクトにおいて
も台湾総督府文書から文字画像データセットを作成することから始め､ 約
17 万文字､ 2600 字種となっている｡ ただし､ 文字認識研究のために作ら
れたデータセットではないため､ 片仮名が全体の 2割強を占めるなど文字
種毎にデータ数が偏る｡ また､ 文字画像の平均サイズは縦 23 画素､ 横 21
画素と､ 漢字を認識対象とした場合には十分な解像度とは言えない｡
本プロジェクトで利用している CNNの構造は､ 学習データ数が十分で
ないことを考慮して畳み込み層を 2 層と GoogLeNet[4]で利用されている
Inception V1 module を 4 層つなぎ合わせたネットワークとした｡ また､
文字画像データセットは 4対 1に分割し､ 前者を学習データ､ 後者をテス
トデータとした｡ 一般に学習データのバリエーションを増やすために ｢デー
タ増強｣ と呼ばれる方法が用いられる｡ これは学習データに平行移動や回
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1 なお､ このデータセットに対する世界最高水準の認識率は 99.75％である[2]｡
図 1 手書き数字認識における認識誤りの例




せた｡ 認識結果の例を図 2に示す｡ 認識に失敗した例であっても､ 正解文
字種の概形に類似した文字種に誤っていることがわかる｡ 約 3.2 万文字の
テストデータに対する認識率は 90.0％であり､ データ増強を行わない場
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図 2 認識結果の例 (上段：認識正解例､ 下段：認識失敗例)
此
領を鉄に誤る 葉を兼に誤る 程を理に誤る 着を善に誤る
長 以 猟
頻度が低い文字種に対して重点的にデータ増強をおこない､ 深層学習によ
る分類器を構築した｡ 約 16 万文字を利用した実験により､ 信頼度が 1 位
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