Introduction
Path forecasts play an important role in policy decisions. For example, central banks simultaneously care about the trajectory of inflation, output and unemployment. Monetary policy reacts to the expected future path of the economy given lags in policy implementation and the monetary transmission mechanism. Fiscal policy is also in part judged by its expected impact on the trajectory of the debt and deficit; see Martinez (2015) . Similarly, disaster management agencies follow the future track and intensity of a tropical cyclone.
Decisions about evacuations and emergency responses depend on how the storm is forecast to evolve over time. These simultaneous concerns demonstrate the importance of path forecasts.
A system's forecast path contains additional information beyond the point forecasts at each horizon.
It captures the expected dynamics of the individual processes as well as the dynamics of the relationships between variables in the system. Focusing exclusively on the accuracy of the individual point forecasts ignores important aspects of the future trajectory. For example, Schorfheide and Song (2015) find that improvements in nowcasts can lead to improvements in longer-horizon forecasts. This implicitly suggests that there is a high degree of persistence in the underlying forecast. Examining the forecast path allows us to assess this question directly.
The focus on the path of the forecast rather than the point forecasts is a fairly recent development. The evaluation of path forecasts using uncertainty bands was first discussed by Jordà and Marcellino (2010) .
This spurred a growing literature on the construction of simultaneous confidence bands associated with the path forecasts; see Jordà et al. (2013) , Wolf and Wunderli (2015) and Montiel Olea and Plagborg-Møller (2017) among others. This paper takes a different approach. Rather than computing the uncertainty surrounding the path, we are interested in the path's accuracy. Moreover, we are interested in testing for differences in accuracy between alternative path forecasts. This enables us to understand and detect differences in how well forecasters capture the underlying dynamics of the system. Assessments of path forecast accuracy cannot rely on traditional point accuracy metrics. Instead, we show that the general forecast-error second-moment (hereafter GFESM), proposed by Clements and Hendry (1993) , can be reinterpreted as a metric of path forecast accuracy. The GFESM is effectively a multi-horizon generalization of the log determinant measure proposed by Doan et al. (1984) . The log determinant is widely used to evaluate forecasts of vector autoregressive (VAR) and Dynamic Stochastic General Equilibrium (DSGE) models. 1 While the log determinant captures covariances between variables, the GFESM also captures the covariances across horizons and between variables across horizons.
Despite an extensive literature on testing for differences in point forecast accuracy, there are no tests for differences in path forecast accuracy (see Clark and McCracken 2013b) . We use the relationship between the GFESM and the joint density to construct a general likelihood ratio test for differences in path forecast accuracy. We explore how this test statistic differs from existing tests and examine and derive its properties for a special case.
Monte Carlo simulations are used to illustrate the trade-offs associated with our test. We find that although our path forecast accuracy test has lower power to detect differences in biases, it has much higher power to capture differences in variances, covariances and dynamics across forecast models. This is particularly true for differences in forecast-error dynamics, which other tests are unable to capture. Thus, our test captures a new aspect of differences in forecast accuracy. We also demonstrate that the test statistic can be extended to higher dimensional settings.
Finally, we compare the Federal Reserve Board's Greenbook point and path forecasts with four DSGE model forecasts. Although there are important differences in the point and path forecast results, they often complement one another and provide further support to the general findings. We find that the Greenbook dominates in the point and path forecasts of inflation. However, the DSGE models ability to track the long-run mean does well for the GDP growth forecasts over the Great Moderation. Furthermore, while the Greenbook has a solid advantage in point forecasts of interest rates, the DSGE forecasts demonstrate additional value in the path forecasts even after accounting for differences in the nowcasts. We also find mixed effects for changes in the nowcasts on path and point forecast accuracy.
The rest of the paper is structured as follows. The next section introduces measures of path forecast accuracy. Section 3 constructs a likelihood ratio of path forecast accuracy and compares it against existing approaches. Section 4 examines the properties of a special case of the path forecast accuracy test. Section 5 compares the test against alternative loss functions in various simulation settings. Section 6 compares the Federal Reserve Board's Greenbook path forecasts against the path forecasts from four DSGE models. Section 7 concludes.
1 For example, see Adolfson et al. (2007) ; Del Negro et al. (2007) ; Schorfheide and Song (2015) ; Berg (2016) .
Measuring path forecast accuracy
We begin by illustrating how the general matrix of the forecast-error second-moment and its determinant, the GFESM, can be interpreted as measures of path forecast accuracy. We also show how measures of path forecast accuracy relate to the mean square forecast error (MSE), the trace statistic, and the log determinant.
Let y t be a K-dimensional random vector. We can denote point forecasts of this vector as y m t (h) = E t (y t+h | y t , y t−1 , . . .) where the sample size used to estimate the parameters required to generate y m t (h) is m and {t : m ≤ t ≤ T }. Then the point forecast errors at each horizon are
(2.1)
Point forecasts can be evaluated using any number of loss functions, L(y t+h , y m t (h)). The most common is the quadratic MSE loss function. In multivariate systems, this becomes 2) where N = T − m + 1 is the sample of forecast-error observations. A common way to summarize the information within the MSE matrix is to calculate the trace of Σ 
In order to evaluate the path forecast errors, we can use the general loss function proposed by Clements and Hendry (1993) . Their general matrix of the forecast-error second-moment (GMFESM) extends the MSE matrix in (2.2) to multiple horizons and is computed as the mean squared path forecast errors
where each K-dimensional block along the main diagonal of (2.4) represents Σ m h, N for h = 1, ..., H. The off diagonals are co-movements between horizons and variables. The determinant Φ m H, H (GFESM) summarizes this information by multiplying the MSEs conditional on the covariances across variables and horizons. Hendry (1995, 1997) demonstrate that the GFESM captures changes in forecast dynamics, whereas traditional metrics do not.
Joint densities as general loss functions
The ability to capture forecast dynamics is necessary for a path forecast accuracy metric. Granger (1999) illustrates that the joint predictive distribution is required to evaluate path forecast accuracy. It is possible to show that the GFESM is directly related to a specific form of the joint predictive distribution and so is interpretable as a path forecast accuracy metric.
Following Jordà et al. (2013) , we can assume that the distribution of the path forecast errors is iid and elliptically contoured:
where C is a normalizing constant, g(·) is a measurable density function and Φ m H is positive definite. While the assumption of an elliptical distribution is relatively strong, it encompasses a broad class of relevant distributions including the multivariate normal and t distributions. The elliptical distribution also imposes that the loss function is symmetric and allows for a general correlation structure across variables and horizons while accommodating fat-tails.
Given this distributional assumption, we can construct a predictive likelihood following Clements and Hendry (1998) . 2 We construct a quasi-profile predictive likelihood by taking the forecasts as being maximized conditional on current and past observations and then concentrating the likelihood further, taking logs and ignoring the constant so that 6) which depends on the scaled log GFESM and an additional term. This additional term drops out for the mul-
H . This illustrates that the distributional assumption imposed on the path forecast errors can be viewed more generally as an assumption about the loss function.
Interpreting the joint density as a general loss function allows us to appeal to scoring rules to evaluate path forecast accuracy. Scoring rules are frequently used as loss functions in the evaluation of density forecasts. A common class of scoring rules approximate the normal density and only depend on the first and second moments; see Gneiting and Raftery (2007) . These scoring rules are also closely related to a wider class of loss functions; see Cichocki et al. (2015) . The next section constructs a likelihood ratio test of differences in path forecast accuracy using the joint density as a loss function.
This section shows how we can construct a path forecast accuracy test using the joint density as a general loss function. We start by describing the notation and the environment. Next we describe the test and the necessary assumptions. Finally we explore the relationship between this test and alternative approaches.
Consider a stochastic process Z ≡ {z t : Ω → R s , K + S = s ∈ N. t = 1, 2, ...} defined on a complete probability space (Ω, F, P) and partition the observed vector z t as z t ≡ y t , x t , where y t : Ω → R K is the vector of variables of interest and x t : Ω → R S is a vector of predictors. Let F t = σ z t , z t−1 , . . ., z t−m+1 ; Π m,t be the information set at time t and suppose that two competing models (1 and 2) are used to produce a system of path forecasts for the stacked The q × HK matricesΠ 1,m andΠ 2,m collect the parameter estimates from each model respectively. Note that the only requirements that we impose on how the forecasts are produced is that they are measurable functions estimated jointly as a system on a finite estimation window. This allows the forecasts to be produced by a wide range of methods. However, it does require that the same method is used for all variables and horizons for a given model.
Out-of-sample forecast evaluation is performed using a "rolling window" estimation scheme. Let T + H be the total sample size. The forecasts are produced at time m using data indexed 1, . . ., m and the path forecast errors are generated as U m m,
The estimation window is rolled forward one observation and the second forecasts are obtained using observations 2, . . ., m + 1 where the path forecast errors are generated as U m m+1,
The procedure is thus iterated, so that the last forecasts are obtained using observations T − m, ...,T, so that the path forecast errors are generated
This yields a sequence of N = T − m + 1 path forecast-error observations. This setup is almost identical to Giacomini and White (2006) and Amisano and Giacomini (2007) . The main difference is that we are interested in a vector of path forecasts across multiple variables rather than a single variable / horizon at a time. While the framework used here closely follows the unconditional predictive ability test from Giacomini and White (2006) , using the log predictive density as a loss function also links our approach with the likelihood ratio test for density forecasts in Amisano and Giacomini (2007). 4 In this sense our framework is also related to Vuong (1989) , Mitchell and Hall (2005) and Bao et al. (2007) .
We restrict our attention to the log score rule S ( f ,U) = ln { f (U)} which coincides with the log profile predictive likelihood above in (2.6). Unlike in Amisano and Giacomini (2007) where the density, f (·), is chosen by the forecaster, here the density is specified as the loss function and is the same across forecasters.
While for density forecasts, the forecaster chooses the density (often based on the data), here it is chosen by the forecast evaluator and is not necessarily directly related to the underlying data generating process but is instead associated with an acceptable loss profile. For two alternative forecasts let
(3.1)
We can also allow for alternative weighting at each horizon. To see this, note that the joint density is equal to the product of the conditional and marginal densities. This conditioning has a unique ordering for path forecast errors such that the joint density can be decomposed as
where the forecast error density at each horizon is conditional on all previous horizons. Given this decomposition, we can construct a weighted test of differences in path forecast accuracy as
where w h is the weight assigned to each horizon. In practice, this allows for longer horizons to receive less weight than shorter horizons while accounting for the dependence between them. Re-weighting the conditional and marginal densities differs from Amisano and Giacomini (2007) who re-weight the entire density. A test for equal performance of the weighted path forecast systems can be formulated as 6) whereσ 2 N is a heteroskedasticity and autocorrelation consistent (HAC) estimator of asymptotic variance Andrews (1991) and Lazarus et al. (2017) .
A level α test rejects the null hypothesis of equal performance of the path forecast systems 1 and 2 whenever abs t m, N, H > z α/2 , where z α/2 is the (1 − α/2) quantile of a standard normal distribution. The implications for the null hypothesis.
following theorem provides asymptotic justification:
Theorem 1 (Likelihood ratio test). For a given estimation window size m < ∞, and a weight w h , 0 ≤ H h=1 w h < ∞, suppose that 1. {z t } is a mixing sequence with φ of size −r/(2r − 2), r ≥ 2, or α of size −r/(r − 2), r > 2;
2. E ln f t U m t, H,i Choosing f (·) from the class of elliptical densities illustrates the link with the GFESM. Although any number of multivariate densities can be used, the elliptical density is symmetric and coincides closely with the typical MSE loss function. Given this assumption and assuming that w h = 1, then (3.3) becomes
, so that the test statistic in (3.6) can be reformulated as
. Alternatively, if we assume that density is multivariate normal so that o m, N, H = 0 and allow for a general weighting function then the test statistic becomes
where ln Σ m h |(0,...,h−1) is the log determinant of the MSE matrix at each horizon, see (2.2), which is orthogonalized by all prior horizons. 5 Then (3.9) is a weighted test for differences in the conditional log determinants of the MSE matrix at each horizon. If w h = 1, (3.9) is interpretable as a test for differences in the log GFESM since ln Φ 
Advantages of the path forecast approach
The difference between the proposed test statistic and existing approaches is seen most clearly by exploring the link with joint tests of predictive accuracy. Setting the density of the score function to be multivariate 5 For example, the conditional MSE matrix at the second horizon is
1 is the co-movement between the forecast errors at the first and second horizons. normal, then (3.8) can be expanded as:
(3.10)
(h) is the kth element inũ m t,i (h) as defined in (2.1). The first two lines capture differences in covariances across variables and horizons (i.e. the Gaussian copula). The third line captures differences in each of the marginal densities across variables and horizons. This is identical to the sum of differences in the mean square errors across variables and horizons. 6 The expansion illustrates that the path forecast accuracy test nests other multi-horizon/variate approaches.
If there are no differences in the error covariances then the first two lines drop out and the third line drives the differences. Then, depending on howσ N is treated, it is possible to recover the trace test statistic as proposed by Capistrán (2006) or an unweighted version of the average superior predictive ability (aSPA) test discussed in Quaedvlieg (2017) . Although it is less obvious, (3.10) also nests differences based on Doan et al. (1984) 's log determinant metric across multiple horizons.
These links demonstrate the differences of the path forecast accuracy test relative to other tests. Equation (3.10) explicitly accounts for differences in covariances between variables and across horizons, whereas other tests do not explicitly capture these differences. This is an important advantage when large differences in the covariances / dynamics between forecasting systems can offset or exacerbate differences between individual variables at each horizon.
Nested Path System Forecasts
There is an extensive literature examining the link between tests of nested and non-nested forecasts. Clark and McCracken (2001) first demonstrated the link between the Diebold and Mariano (1995) and West (1996) framework for nested models. Hansen and Timmermann (2015) extend this to the Wald statistic when forecast models are nested and HK = 1.
While Giacomini and White (2006) 's approach "permits a unified treatment of nested and non-nested models" (p. 1546), their result rests on the assumption that σ 2 N = var
If this is not the case, i.e. when σ 2 N = 0, then the true forecast-error densities are identical and the test statistic converges to a non-standard distribution; see Clark and McCracken (2013a) . Alternatively, Vuong (1989, Theorem 3.3) illustrates that a nested predictive likelihood ratio test can be formulated. 7 Assuming that the errors are multivariate normally distributed and model 2 strictly nests model 1, then a nested predictive likelihood ratio test can be constructed as
where r is the number of restrictions imposed across variables and horizons in the restricted model relative to the unrestricted model. Muirhead (2005) explores the asymptotic properties of the likelihood ratio test statistic when allowing for the broader class of elliptical distributions. Gelper and Croux (2007) propose a similar multivariate likelihood ratio test for testing 1-step-ahead forecasts using a bootstrap of the residuals to get critical values. This provides a more flexible approach without assuming a multivariate normal distribution, but requires direct knowledge of / the ability to estimate the underlying forecast model. Engle (1984) shows that the nested (predictive) likelihood ratio test is linked to a broader class of test statistics. It is possible to generalize Stewart (1995) for nested models when HK ≥ 1 by allowing for either a single restriction on a variable for any number of horizons or any number of restrictions on variables for a single horizon. This illustrates that there is a link between the predictive likelihood ratio and the Wald statistic for nested path system forecasts.
Path Forecast Accuracy Test: A special case
While the previous section provides general results, this section derives more explicit results for the forecast path test statistic under additional parametric assumptions. This provides further insight into the properties of the general test. We start by laying out the main result from which everything else follows using the following theorem:
Theorem 2 (Asymptotic distribution). Suppose that 1. the forecast errors follow a M A(p) process:
and Ω is positive definite, 3. and that H > 0 and K < N where both H and K are fixed. 8 Under these assumptions, the estimated log GFESM satisfies
This extends Cai et al. (2015) 's central limit theorem for log determinants to M A(p) processes.
7 Vuong (1989) proposes a test of σ 2 N to determine which asymptotic distribution should be used. 8 This assumption can be relaxed by allowing K to vary with N. See Cai et al. (2015) .
From assumption 1, if the forecast errors are M A(h − 1), we can write the path forecast errors as 2) where it is possible to construct a lower triangular parameter matrix that drops out when taking the determinant as long as p ≤ h − 1. Then the determinant is identical to the determinant of the covariance of asymmetric Hankel matrices where K governs the degree of asymmetry. From the iid assumption
where we can treat each Ω N +h independently. The rest of the proof follows directly from Cai et al. (2015) assuming multivariate normality. This can also be interpreted as the general central limit theorem for the log determinant of the covariance of independent (H = 1; K > 1) and Hankel (H > 1; K = 1) matrices. 9
Given Theorem 2, it is possible construct a test statistic for differences in the GFESM. This test is described in the following corollaries:
Corollary 1 (GFESM Test: zero mean). If the assumptions of Theorem 2 are satisfied for both path forecasting systems 1 and 2, a test statistic can be constructed which satisfies
This result follows from the properties of a two-sample t-test under the assumption of normality. It is also closely related to Anderson (2003, Theorem 7.5.4) . However, the test statistic is smaller than the one proposed by Clements and Hendry (1993) for the simulated GFESM by a factor of 1/ √ H.
Corollary 1 coincides with (3.8) when w h = 1 and σ 2 N = H 2 K. Alternatively, it also coincides with (3.9) when w h = 1/H 2 and σ 2 N = K. This illustrates that we can modify corollary 1 to allow for any re-weighting of the horizons. In that case, assuming that H h=1 w h > 0, the modified corollary 1 coincides with (3.9) for any w h where σ 2 N = H horizons. However, these are fairly restrictive assumptions. Chong and Hendry (1986) argue that in general, conditional MSEs are "not [...] monotonic in the forecast horizon" (p. 685). This implies that there is either heteroskedasticity across horizons, large outliers, or some form of misspecification. Therefore, Corollaries 1 and 2, which average across horizons, will likely understate the uncertainty so as to over reject the null hypothesis.
There are several ways in which this special case can be extended. First, it is possible to allow for higher order dependence in the forecast errors. For example, if the forecast errors follow a M A(p) process for any p, then we can approximate the log GFESM as
If p is close to H − 1 and |Π| < 1 then this change has little impact. Otherwise, it is necessary to account for the additional variance. Another extension is to relax the iid and normality assumptions. In order to do so, it is necessary to have an estimator of the GMFESM that is heteroskedasticity consistent (see White, 1980 ) and robust to outliers or fat-tails (see Rousseeuw, 1985) . These extensions are left to future research.
Simulations
In this section we report Monte Carlo experiments to compare the properties of the path forecast accuracy tests with existing joint tests. We start by describing the path forecast-error generating process. We then describe the alternative tests and present the simulation results.
The Path Forecast-Error Generating Process
We generate the path forecast errors as follows: Next, we discuss the individual parameters.
First, we define the covariance structure across horizons and variables, at a single point in time. Since forecast errors generally converge to the unconditional mean when the horizon is large, then the correlations should get larger for adjacent horizons when h is large, and smaller for shorter-horizons. We use the correlation matrix C, with elements ρ g,h, j,k,c k ,c h :
where c k governs the differences in how errors are correlated across variables while c h governs differences in how errors are correlated across horizons. Higher values for either increases the overall correlation.
This plays a prominent role in our analysis where under the null, c k and c h are set equal to zero while under the alternative they vary across models. We allow the variance to change across horizons so that
where we set v = 1. The variance and correlation are combined so that
Next, we define the model-specific bias as Finally, we define the serial correlation as a matrix of HK elements where 
Note that Π only plays a role when θ b 0 since |Ψ H | = 1. We visualize the choice of the DGP by plotting the forecast errors across 100 observations in Figure 5 .1. The pattern of the forecast errors across horizons is similar to that of the Congressional Budget Office's forecast errors for the gross federal debt. Similar results were also obtained using alternative parameterizations so that the simulated forecast errors follow patterns similar to the Federal Reserve's Greenbook forecasts errors for GDP growth and inflation.
We compare the performance of four test statistics: (1) the equally weighted univariate aSPA (i.e. the trace statistic across horizons and variables), (2) the equally weighted multivariate aSPA (i.e. the single horizon version of (3.8)), (3) the unweighted general likelihood ratio test statistic from equation (3.8), and (4) the GFESM test of Corollary 2 from (4.5). The first test represents existing approaches in the literature as seen in Capistrán (2006) and Quaedvlieg (2017) that do not explicitly target differences in covariances or dynamics. The second test is effectively the log determinant measure from Doan et al. (1984) applied to the test described in Quaedvlieg (2017) which accounts for covariances but not dynamics. Standard errors are computed using the HAC estimator in Andrews (1991) for the first three test statistics. 10 Standard errors for the fourth test statistic are computed using estimates of the bias.
Comparisons across tests allow for an assessment of the strengths and weaknesses of alternative loss functions. The univariate aSPA test does not explicitly capture differences in covariances or dynamics. The multivariate aSPA explicitly captures differences in covariances but not differences in dynamics. Finally the general likelihood approach and Corollary 2 both capture differences in covariances and dynamics. This allows us to illustrate the advantages and disadvantages of alternative approaches in different scenarios.
Performance is evaluated by examining rejection frequencies under the null and various alternatives for a given critical value. Section 5.2 examines the null rejection frequency across alternative sample sizes and dimensions. Section 5.3 considers the non-null rejection frequency across various differences between the forecasts. This allows for the determination of how well different tests or loss functions detect alternative forms of misspecification. Finally, section 5.4 analyzes the null rejection frequency when the number of path forecast-error observations is small relative to the number of variables or the length of the path.
Null rejection frequency
We first consider the case where forecast errors from the two forecasting systems are essentially the same. In this case, since we are conducting our tests using a nominal size of 5%, we expect that the null rejection frequency for each test statistic should be approximately 5%. We assess how this changes with the number of forecast-error observations as well as the dimension of the system and the length of the forecast horizon. Table 5 .1 illustrates that while most test statistics start off undersized when N = 32, they all generally converge to the correct nominal size as the number of forecast-error observations increases. This dynamic is even more pronounced for larger systems and longer horizons. Note that when H = 1 the multivariate aSPA and general LR tests are identical, which stems from the fact that they both rely on the multivariate normal density as the loss function. If there were no correlations between variables, then the univariate aSPA would also be identical.
The test statistic from Corollary 2 also performs well. Its null rejection frequency is somewhat above 5% particularly when H > 4, which stems from the fact that the bias in the forecast errors does not follow the assumed structure: η i I H ⊗ µ i µ i . However, despite this, the null rejection frequency remains close to the nominal size, especially when K > 1.
Non-null rejection frequency
Next we assess the tests ability to capture differences across forecasting systems. While only differences in biases are typically considered, we examine differences in biases, variances, and correlations across variables and horizons. This allows us to assess how well alternative tests capture various differences in the forecast errors. For simplicity, we focus on the case where K = 2, H = 4 and N = 200. The results in Figure 5 .2 illustrate an important trade-off between path forecast accuracy tests and alternative tests. As panels A and B indicate, the path forecast tests are less able to distinguish differences in bias than joint accuracy tests. This is due to the fact that increasing bias across multiple variables and horizons also increases the forecast-error covariance, which partially offsets any increase in the bias. Therefore, path forecast accuracy tests, which account for differences in covariances require larger differences in biases. This is not true for differences in the error variance in panel C when the path forecast accuracy tests have higher power.
The flip side of the bias is presented in panels D, E and F of Figure 5 .2 where the path forecast tests are much better at detecting differences in error covariances across forecasts. It is particularly true for differ-ences in dynamics / correlations (panel E) across horizons where even the multivariate aSPA test is unable to capture differences in dynamics. This illustrates the advantages of the path forecast accuracy metric and the associated tests in being able to capture differences in forecast-error dynamics. These advantages become even greater when there is a higher degree of error covariance across variables and horizons.
Extensions to higher dimensions
The test statistics can also be extended to allow for higher dimensional systems and longer forecast horizons with a finite number of forecast-error observations. Using standard methods, the sample estimates of the general matrix of the forecast-error second-moment, i.e. the GMFESM in equation (2.4), are singular when the dimension of the system times the length of the forecast path is larger than the number forecasterror of observations (HK > N). In practice, this is quite limiting as the reliability of the GFESM deteriorates rapidly. It also has important implications for test statistics that use the GFESM.
Hendry and Martinez (2017) Here we show how the test statistics introduced above perform when using these "design-free" estimates. 11 For simplicity we focus on the properties of the test statistic associated with Corollary 2. In theory these results can also be extended to the general test statistic. However, there are important complications when using the HAC estimator. Figure 5 .3 presents the null rejection frequencies for longer forecast horizons and larger systems. Notes: The figure plots the null rejection frequency under the null for different methods of computing Corollary 2 where either H or K is expanding for fixed N = 32. When H is expanding K is fixed at K = 2 and when K is expanding H is fixed at H = 4. The shaded region indicates where the standard GMFESM is singular. The nominal size is 5%. 10,000 replications. Panel A demonstrates the benefits of these methods where even when extending the forecast paths out to twenty-steps-ahead, the modified Corollary 2 test remains close to the correct nominal value. The benefits are less pronounced in Panel B, however there is still a substantial reduction in the null rejection frequency relative to the original test statistic. This suggests that there are substantial gains to using these methods to extend the path forecast accuracy tests to higher dimensions.
Evaluating the FRB Greenbook path forecasts
This section compares the accuracy of the Federal Reserve Board's Greenbook path forecasts of real GDP growth, inflation and interest rates against the path forecasts from four DSGE models. We start by describing the data and the forecasts. Next we perform an initial analysis using both point and path forecast accuracy metrics. Finally, we test for differences in the path forecasts using the general path forecast accuracy test described in section 3.
Data and Forecasts
The data and forecasts are of real GNP/GDP growth, the GDP deflator and the federal funds rate spanning 1985Q4-2000Q4. 12 The DSGE model forecasts are described in detail by Wolters (2015) . While Wolters (2015) utilizes every forecast release per quarter to compute and evaluate point (and density)
forecast-error metrics, we focus on a single forecast release per quarter. This allows us to have a consistent set of path forecasts to evaluate each quarter. Note that earlier in the sample, several quarters do not contain forecast releases. In these cases, the forecast made in the previous quarter which corresponds to the missing quarter's forecast is used instead. 13 The 'actual' values against which we compare the forecasts are those published in the Greenbook two quarters after the quarter to which data refer. This is similar to the common practice of using the third (final) data estimates.
We compare the Greenbook (GB) forecasts against four DSGE model forecasts. The models are:
Del Negro and Schorfheide (2004, "DS"), Edge et al. (2008, "EDO") , Fuhrer (1997, "FM") , and Smets and Wouters (2007, "SW"). They range in size from small (DS and FM) and medium (SW) to large (EDO) and were chosen because of their academic / policy relevance as well as their wide-spread use before the Great Recession. The forecasts were generated using the real-time dataset from Faust and Wright (2009) .
12 Special thanks to Maik Wolters for sharing his data and forecasts. 13 For example, the previous quarter's 1-step-ahead forecast becomes the current quarter's nowcast and so on. There are both similarities and differences in the path forecasts across models. Looking first at the path forecasts for real GDP, it is clear that the DSGE models generally do not capture the dynamics of the series and instead adhere closely to the long-run mean of the series. This is particularly true for the DS model but also to some extent for the other models. On the other hand, the Greenbook path forecasts do capture some of the dynamics. This is even more pronounced for the inflation forecasts. In this case the DSGE models tend to have linear path forecast trajectories, especially when compared with the Greenbook. That being said, the properties of the path forecasts are very different across alternative models. The DS model inflation forecasts are generally fairly constant across horizons. On the other hand, the FM model inflation forecasts generally trend upwards far above the actual values. The EDO and SW inflation forecasts tend to be somewhat more reactive to the business cycle despite having periods of substantial over / under prediction.
Forecasts of the federal funds rate appear to be the most common across models. This is particularly interesting since Greenbook 'forecasts' of the federal funds rate are not forecasts in the traditional sense but rather represent the interest rate path upon which the Greenbook forecasts are conditioned. In fact, the Greenbook appears to have used a simple no change rule for at least part of the period. Despite this, the DS model forecasts tend to vary the least and adheres to the mean of the series, while the EDO and FM forecasts tend to consistently over predict the FFR. The SW model appears to do the best at trying to capture the dynamics of the data despite under predicting the FFR for significant periods.
Although the path forecasts often extend out through eight-quarters-ahead, we only evaluate them up through four-quarters-ahead due to data limitations. We also exclude the nowcasts to allow for more consistent comparisons (although this does not change the results). Thus, four forecast horizons are evaluated along with a maximum of three variables so that HK = 12. Given that there are approximately 70 forecasterror observations, there is no concern of relatively few forecast-error observations. In addition to these forecasts, two simple forecast combinations are constructed: AV1 is an average of the DSGE model forecasts and AV2 is an average of all the forecasts. We evaluate point forecast accuracy using the root mean squared forecast errors (RMSE) for real GDP growth, the GDP deflator and the federal funds rate. We also compute point forecast accuracy for the system of three variables using the root standardized determinant of the MSE matrix. This is similar to the root geometric mean of the sequentially conditioned mean square forecast errors. Path forecast accuracy is evaluated using the root standardized GFESM for each variable and for the system of three variables. These measures provide a comprehensive view of point and path forecast accuracy and allow us to assess different drivers of forecast accuracy.
The DSGE forecasts face an important disadvantage relative to the Greenbook forecasts. They are constructed such that the nowcasts only rely on data from the previous quarter. This does not provide an accurate depiction of how they are used in practice since nowcasts are augmented with higher frequency data. As a result, Wolters (2015) generated two different DSGE forecasts. The first (i.e. Jumping off -1) uses data from the previous quarter to generate the nowcast and forecasts. The second (i.e. Jumping off 0) takes the Greenbook nowcasts as given to generate the forecasts.
In theory, augmenting the DSGE forecasts with the Greenbook nowcasts should improve the DSGE forecasts. Recent work by Faust and Wright (2013) and Schorfheide and Song (2015) shows that improvements in the nowcasts can lead to improvements in the forecasts. However, the DSGE and Greenbook nowcasts have very different properties which may not result in forecast improvements. Table 6 .1 presents the nowcast error properties across models and variables. The Greenbook nowcast errors have a higher bias than the DSGE models, especially for GDP growth. The Greenbook only has a lower nowcast bias for the federal funds rate. While the Greenbook more than makes up for its higher bias with much lower standard deviations, this suggests that using the Greenbook nowcasts may not improve the DSGE model forecasts at longer horizons. Notes: Bolded values represent the lowest value for a given metric, jumping off point, variable and horizon. The Greenbook is identical for both jumping off points. The DSGE Models use the Greenbook nowcasts when jumping off from 0. The GFESM is computed as the root of the standardized derterminant where the determinant is raised to the power of 1/2H K. GDP refers to real GNP/GDP growth. INF refers to the GNP/GDP deflator. FFR refers to the federal funds rate. SYS refers to the root of the standardized determinant of the three variables in the system. However, since the sample coincides with the Great Moderation, it is unclear whether this finding applies to more volatile periods; see Del Negro and Schorfheide (2013), Hendry and Mizon (2014) and Hendry and Muellbauer (2017) .
Next we look at the system point forecasts. Although the DSGE model forecasts benefit from the Greenbook nowcasts and do well for the GDP forecasts at longer horizons, it is not enough to overcome their poor performance in the inflation and interest rate forecasts. Thus, the Greenbook system point forecasts perform best at each horizon.
Path forecast accuracy metrics convey a slightly different story. The Greenbook path forecasts of inflation do best even when excluding the nowcasts and accounting for different nowcasts. The DSGE model forecast average does slightly better for interest rates, which is not surprising since its RMSEs are not substantially different than the Greenbook's for Jumping off 0. Although the DSGE model forecast average consistently has lower RMSEs for GDP growth, the DS model has a lower GFESM. This suggests that although the model average has a lower bias than the DS model at each horizon, it comes at a cost of not capturing all of the forecast-error dynamics. It indicates that the advantages of forecast averaging that are prevalent for point forecasts may not extend completely to path forecasts.
Finally we can look at the system path forecasts. Although the Greenbook did best for the system point forecasts, this is no longer true for the system path forecasts. While the system point forecast performance was driven by the Greenbook's dominance in inflation point forecasts, the system point forecast performance is driven by the DS model's dominance in the GDP path forecasts. This suggests that the persistence in the GDP forecast errors is considerably larger than any other aspect of overall forecast accuracy across variables or horizons. In fact, it has such a large impact that only the EDO and SW forecasts do as poorly as or worse than the Greenbook according to this metric.
The path forecast accuracy metric indicates few improvements when using the Greenbook nowcasts. In fact, path forecast accuracy across all of the DSGE models generally decreases when going from jumping off point -1 to jumping off point 0. For GDP growth and inflation using the Greenbook nowcasts generally worsens the path forecast accuracy of the DSGE forecasts. The exception to this are the federal funds rate forecasts, which do see improvements in path forecast accuracy when using the Greenbook nowcasts.
These results contradict the point forecast accuracy results which suggest that using the Greenbook nowcasts generally lowers RMSEs across horizons. However, it is consistent with the nowcast results in Table 6 .1, where the Greenbook nowcasts tend to have a higher bias for all variables except the federal funds rate.
Testing for differences in path forecasts
The last subsection demonstrated important differences in path forecast accuracy between the Greenbook and the DSGE models. However, it is not clear whether these differences were statistically significant. In this subsection we re-examine and test for differences in path forecast accuracy using the general test statistic from section 3. For simplicity, rather than testing each of the forecasts against one another we take the Greenbook as the baseline against which we compare all other forecasts. It is more relevant to focus on the test statistic instead.
The test statistics and their associated p-values in Table 6 .3 provide fairly consistent results. Overall, the Greenbook path forecasts of GDP perform significantly worse than the DSGE forecasts with the exception of the EDO and SW models (especially after controlling for starting point differences). On the other hand, the Greenbook path forecasts of inflation perform significantly better than the DSGE forecasts and the averages.
The differences in path forecasts of the interest rates are generally not highly significant, especially after controlling for differences in the nowcasts. Notes: In all cases, only horizons 1-4 are considered. GDP refers to real GNP/GDP growth, INF refers to GNP/GDP deflator and FFR refers to the Federal Funds Rate. The three entries within a given block of numbers are: the respective metric, the test statistic for testing the null hypothesis of equal predictive accuracy (relative to GB), and the tail probability associated with that value of the test statistic (in square brackets). The GFESM is technically computed as the root standardized GFESM where the GFESM is raised to 1/2H K. It is akin to root of the geometric mean of the sequentially conditioned MSEs across variables and horizons. The test statistic associated with testing no differences in the GFESM is the general LR test as described above and is compared against the standard normal distribution. * Denotes rejection of the null hypothesis at the 5% critical value. ** Denotes rejection at the 1% critical value. *** Denotes rejection at the 0.1% critical value. Bold values represent the lowest value of a respective metric at a given horizon. The forecasts are defined as DS: Del Negro and Schorfheide (2004) , EDO: Edge et al. (2008 ), FM: Fuhrer (1997 , GB: Federal Reserve Board Greenbook and SW: Smets and Wouters (2007) . AV1 is an average of the DSGE model forecasts and AV2 is an average of all the forecasts. The test statistic is the same as (3.8). Table 6 .3: Testing for differences in path forecasts (1985 Q4 -2000 Q4) Given these variable by variable results, it is not surprising that the differences in the overall system are not highly significant. However, the results do indicate that the DS model and the model averages have significantly lower system path forecast errors than the Greenbook regardless of the starting point. This is consistent with the earlier results where the overall system metric is driven by the persistence of the GDP forecast errors rather than other aspects of the system. These results present a more nuanced and comprehensive view of differences in forecast accuracy between the Greenbook and DSGE point and path forecasts. The Greenbook inflation forecasts dominate all other forecasts considered here. This is true both across the point and path forecasts. However, the DSGE models ability to track the long-run mean does well for the GDP growth forecasts over this period. Furthermore, while the Greenbook has a solid advantage in point forecasts of interest rates (despite them not being actual forecasts), the DSGE forecasts demonstrate some value in the path forecasts even after accounting for differences in the nowcasts. Comparing across DSGE model forecasts, we find that both point and path forecast accuracy metrics (and tests) indicate that smaller DSGE models do better (particularly DS) than medium and large-scale DSGE models (i.e. SW and EDO). While this is an interesting finding, it is beyond the scope of this analysis to speculate as to why this may be the case.
The differences in the results between the point and path forecast metrics indicate that forecast-error dynamics play an important role. It is true both when assessing the relative accuracy of the forecast systems and also when assessing whether changes in the nowcasts affect the overall path forecast. These findings indicate that an important aspect of forecast accuracy has been overlooked up until now.
Conclusions
This paper provides a new approach to assessing forecast accuracy. We argue that the focus on point forecasts ignores forecast dynamics which are crucial to understanding the trajectory of the forecast. We propose instead that additional focus should be placed on the accuracy of the path forecast. We show that the GFESM, originally proposed by Clements and Hendry (1993) , can be used as a metric of path forecast accuracy and is closely related to the joint density of the stacked forecast errors.
We then construct a general test for differences in path forecast accuracy using the link between the joint density and the loss function. We also demonstrate that when using a multivariate normal density, this test statistic nests other joint test statistics. Furthermore, we illustrate that it explicitly captures differences in error covariances and dynamics. We also examine and derive the properties of this test for an important special case.
Finally we compare the Federal Reserve Board's Greenbook point and path forecasts with four DSGE model forecasts. Although there are important differences in the point and path forecast results, they often complement one another and provide further support to the general findings. We find that the Greenbook dominates with its point and path inflation forecasts. However, the DSGE models ability to track the longrun mean does well for the GDP growth forecasts over the Great Moderation. Furthermore, while the Greenbook has a solid advantage in point forecast accuracy of the federal funds rate, the DSGE forecasts demonstrate additional value in the path forecasts even after accounting for differences in the nowcasts. We also find mixed effects for changes in the nowcasts on path and point forecast accuracy.
Our results indicate that forecast-error dynamics can play an important role in forecast accuracy. This is true both when assessing the relative accuracy of forecast systems and also when assessing whether improvements in the nowcast will improve the overall path forecast. These findings coincide with the results from the simulation exercise and indicate that a potentially important aspect of forecast accuracy has been overlooked up until now. This demonstrates the value of using path forecast accuracy measures and tests to assess differences in multi-horizon forecasting systems.
