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1. Introduction
Let H be a separable complex Hilbert space with an inner product ⟨·, ·⟩H and B denote the Borel field in H. Also let
(Ω,F , P) stand for an underlying probability space. A random element in H is an F /B measurable mapping fromΩ into
H. A sequence of random elements in H, namely ξ = {ξn, n ∈ Z}, Z is the set of integers, is called an H-valued discrete time
stochastic process. We use the abbreviation H-VSP, and drop discrete time whenever there is no ambiguity. Let us denote
by L2(Ω,F , P) the Hilbert space of all complex random variables on the probability space (Ω,F , P) with zero mean and
finite variance equippedwith the inner product E(XY ) = 
Ω
X(ω)Y (ω)dP(ω). A random element ξ inH is said to be weakly
second order if E|⟨ξ, x⟩H|2 <∞ for every x ∈ H, and strongly second order if E‖ξ‖2H <∞. Evidently the weak second order
property is weaker than the strong second order. Similarly, an H-VSP ξ is said to be weakly second order (H-V[WSO]SP
in abbreviation) if every ξn is weakly second order, and strongly second order (H-V[SSO]SP in abbreviation) if every ξn is
strongly second order.
We let ξ be an H-V[WSO]SP. Interestingly, the linear mapping x → ⟨ξ, x⟩H = ξx from H into L2(Ω,F .P) has a closed
graph. Consequently, by the closed graph theorem, it is bounded and E⟨ξn, x⟩H⟨ξm, y⟩H is a bilinear functional on H × H,
which is bounded in the sense that |E⟨ξn, x⟩H⟨ξm, y⟩H| < c‖x‖ ‖y‖, for a constant c. Thus, by Theorem 12.8 in [9] there exists
a bounded linear operator Cn,mξ on H such that
Eξn,xξm,y = ⟨Cn,mξ x, y⟩H. (1)
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Then C = {Cn,m, n,m,∈ Z} is called the covariance of the H-V[WSO]SP ξ. An H-V[WSO]SP ξ is said to be periodically
correlated (PC) if there exists a positive integer T such that
Cn,m = Cn+T ,m+T . (2)
The smallest T in (2) is called the period of the process ξ.
In this article we provide the asymptotic distributions for the finite Fourier transform (FFT) and periodogram of a PC
H-V[SSO]SP ξ; these notions are defined in the section of preliminaries. Indeed in the theory of inference and spectral
estimation for stationary stochastic processes, the FFT and periodogram are essential and basic tools, and are widely used.
The asymptotic distributions of the FFT and the periodogram for univariate discrete time stationary processes are given
in [1], for multivariate stationary processes in [3]. For non-stationary processes, the spectral distribution in general is not
properly defined. But there are exceptions. For harmonizable processes, the spectral distribution is indeed a bi-measure,
and in certain cases it becomes a positive measure defined on certain product spaces; in this case, the FFT can be used
to detect active frequencies. Discrete time periodically correlated processes are harmonizable and assume such spectral
distributions. For the univariate PC processes, the FFT and corresponding periodogram are formulated, studied, and their
asymptotic distributions are derived by Soltani and Azimmohseni [11].
Recent developments on operatorial statistics and analysis of functional data [2] have stimulated research on estimation
and statistical inference for infinite dimensional processes. Periodograms are for detecting active frequencies; and their
limiting distributions ease statistical inference on unknown spectral densities. Spectral analysis in general and periodograms
in particular are valuable tools for model building. Functional data is rapidly advancing due to the correct understanding
that real phenomena are hardly caused by a finite number of parameters. This research is expected to enrich the spectral
theory and periodogram analysis on functional data.
The FFT and periodogram for Hilbert space-valued discrete time processes are considered by the authors in [14], where
it is proved that the periodogram is an asymptotically unbiased estimator for the spectral density. In this paper we proceed
further and derive the asymptotic distributions of the FFT and periodogram of these processes.
Our methodology relies on using the central limit theorem (CLT) for sequences of independent random elements in
complex Hilbert spaces. This theorem exists in the literature for real Hilbert spaces [5]. But, to the best of our knowledge, the
theorem is not produced for complex Hilbert spaces. In Section 3, using the [15] isometry between real and complex Hilbert
spaces, we rephrase the cited CLT for the complex Hilbert spaces. Then we derive our desired asymptotic distributions,
under the assumption of the continuity of the Cholesky factor of the spectral density, by applying the CLT to the underlying
innovations, that are assumed to be independent. Section 4 is devoted to themain results of the article on the periodograms’
asymptotic distributions. In Section 5, we provide certain PC H-V[SSO] autoregressive processes of finite and infinite orders
and derive their FFT and the asymptotic distribution of the periodograms.
2. Preliminaries
Let H denote a separable complex Hilbert space, and L(H) stand for the Banach space of all bounded linear operators
on H.
There are two spectral representations for a PCH-V[WSO]SP ξ = {ξn, n ∈ Z}; the first is similar to that of Gladyshev and
the second to that of Soltani.
These representations are given in [13], namely,
ξn =
∫ 2π
0
e−insZ(ds), (3)
where the spectral random measure Z does not necessarily have orthogonal increments, however it does possess the
property that EZ(ds)xZ(dλ)y = ⟨x, F(ds, dλ)y⟩H defines a so-called spectral distribution F(·, ·) on [0, 2π) × [0, 2π),
which is supported by the parallel lines dk = {(s, λ) ∈ [0, 2π)2, s − λ = 2πkT }, k = 1 − T , . . . , T − 1. The spectral
distribution is indeed specified by T , L(H)-valued distributions {F0, F1, . . . , FT−1} on [0, 2π) such that the matrixF defined
byF (ds) = (Fp−l(ds+ 2πpT ))p,l=0,...,T−1, s ∈ [0, 2πT ), is positive definite; see [6,13]. We also assume that the spectral density
d
dsF (ds) exists:
f(s) =

fp−l

ds+ 2πp
T

l,p=0,...,T−1
, s ∈
[
0,
2π
T

. (4)
The alternative spectral representation that is heavily used in this article provides a time dependent spectral
representation for the PC H-V[WSO]SP ξ, namely
ξn,x =
∫ 2π
0
e−insVn(s)[x]Φ(ds), x ∈ H, (5)
in the sense that Eξn,xξm,y =
 2π
0 e
i(n−m)s⟨Vn(s)x, Vm(s)y⟩Hds,whereΦ is a random spectralwith orthogonal increments, and
Vn(s) =∑T−1k=0 e−i 2πknT ak(s+ 2πkT ) is a sequence of T -periodic L(H)-valued functions for s ∈ [0, 2π) and n ∈ Z. Furthermore,
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the spectral density matrix f can be decomposed as f(s) = A(s)A∗(s), s ∈ [0, 2πT ), where A(s), the Cholesky factor of f, is an
operator matrix and is defined by A(s) = (aj−k(s+ 2π jT ))j≥k, j, k = 0, . . . , T − 1.
ForΦ as in (5), we let
ηn =
∫ 2π
0
e−insΦ(ds), (6)
then η = {ηn, n ∈ Z} is anH-V[WSO]SPwith orthogonal increments. Under the assumption that every Vn(s) =∑∞j=0 Bn,jsj is
analytic in L(H), the process ξ assumes a non-anticipating moving average representation with time dependent coefficients
{Bn,j, n = 0, . . . , T − 1, j = 0, 1, 2, . . .} in terms of η.
In this article we assume that ξ = {ξn, n ∈ Z} is a PC H-V[SSO]SP. We also assume that the following assumptions hold.
Assumption I. The process ηn = η′n + iη′′n , n ∈ Z, is independent, identically distributed H-V[WSO]SP, η′n and η′′n are
uncorrelated with equal variances.
Assumption II. The spectral density f is nuclear and
 2π
T
0 ‖f(s)‖1ds <∞.
By Assumption II, Vn is a Hilbert–Schmidt operator-valued function, and
 2π
0 ‖Vn(s)‖2ds <∞, n = 0, . . . , T − 1.
We let ξ0, ξ1, . . . , ξN−1 to be a segment of ξ, which is considered as an observed sample in practice. We also let
η0, η1, . . . , ηN−1 be the corresponding segment of the η process. It is also assumed that the sample size N is a factor of
the period T , namely N = mT . The Finite Fourier transform and the corresponding periodogram are defined as follows:
dξ (λ) = N−1/2
N−1−
n=0
einλξn, ITξ (λ) = dTξ (λ)⊗ dTξ (λ), λ ∈
[
0,
2π
T

, (7)
in which
dTξ (λ) =

dξ (λ), . . . , dξ

λ+ 2π(T − 1)
T
tr
, λ ∈
[
0,
2π
T

, (8)
where for x, y ∈ H, x⊗y is the tensor product of x and y, which is a bounded linear operator onH defined by (x⊗y)z = (x, z)y
and tr stands for transpose. We note that dξ and dTξ are processes with values in H and H
T , respectively.
Consider a PCH-V[SSO]SP ξ. It follows from the triangle inequality that the FFT dξ (λ), λ ∈ [0, 2π) is SSO, and E‖dξ (λ)‖2H
is uniformly bounded inλ. Consequently, E‖ITξ (λ)‖0 is finite and is uniformly bounded inλ, ‖·‖0 stands for the corresponding
operator norms. For the purpose of spectral density estimation and inference, the FFT and periodogram are defined to be
the right continuous step functions with jumps at the Fourier frequencies λp(N) = 2πpN , p = 0, . . . ,N − 1.
Certain auxiliary processes are introduced in [11] and by the authors in [14], that appear to be useful in inference in spectral
analysis of PC processes. These are the process ξ˜ = {ξ˜Nn , n ∈ Z}, where
ξ˜Nn = N−1/2
N−1−
p=0
e−inλp(N)Vn(λp(N))dη(λp(N)), t ∈ Z (9)
and dξ˜ (λ) and Iξ˜ (λ) are defined as in (7) and (8) where the process ξ is replaced by the process ξ˜.
The following relation is given by the authors in [14].
dT
ξ˜
(λp(N)) = A(λp(N))dTη(λp(N)), (10)
which can be written as
dT
ξ˜
(λp(N)) = N−1/2
N−1−
n=0
einλp(N)A(λp(N))qnηn (11)
where qn = (1, ein 2πT , ein 2π(2)T , . . . , ein 2π(T−1)T )tr .
3. Central limit theorem in complex Hilbert spaces
We assume that H is a complex separable Hilbert space. In this section we apply the Vakhania isometry between a
complex Hilbert space and its real counterpart Hilbert space to rewrite the CLT for a sequence of independent random
elements in H, [5]. Let us first present the Vakhania imbedding of a complex Hilbert space into a real Hilbert space. For any
orthonormal basis in H we let HR refer to the collection of all vectors of the space H with real Fourier coefficients in this
basis. Let ζn be a sequence of H-V[WSO]SP. For any fixed ω ∈ Ω , we can decompose ζn(ω) as ζ ′n(ω) + iζ ′′n (ω) in which
ζ ′n(ω), ζ ′′n (ω) ∈ HR. This decomposition is called proper. So, anyH-V[WSO]SP is defined as a function ζn = ζ ′n+ iζ ′′n in which
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(ζ ′n, ζ ′′n )tr is a random element with values in the real Hilbert spaceHR⊕HR and is denoted by ζˆ . Moreover, the relationship
ζn ←→ ζˆn is a one-to-one continuous mapping, preserving the operations of addition and scalar multiplication by real
numbers. The inner product on HR ⊕ HR is defined by
⟨ζˆ , ξˆ⟩HR⊕HR = ⟨ζ ′, ξ ′⟩H + ⟨ζ ′′, ξ ′′⟩H. (12)
Although this mapping does not preserve the inner product between H and HR ⊕ HR, it is an isometry between these two
spaces.
Any bounded linear operator B on H can be broken down as B′ + iB′′. In this case, B′ and B′′ belong to L(H) and the
corresponding operator on HR ⊕ HR which is denoted by Bˆ is of the following form:
Bˆ =

B′ −B′′
B′′ B′

. (13)
Note that this correspondence means ζˆ = Bˆξˆ if ζ = Bξ and Bˆ is called a proper operator.
In the study of complex H-valued random variables there exist two different approaches. In one approach, the random
element ζn is considered as an element of the complex Hilbert space H and in the other one ζˆn is considered as an element
of the real Hilbert space HR ⊕ HR. These two approaches are the same with respect to the measurability problem and the
concept of mathematical expectation. However, the situation is different with regard to problems concerning covariance
operators. The random vectors for which these two approaches give the same results for problems related to covariance
operators are called proper random vectors.
Definition 1. A random vector ζn = (ζ1n, ζ2n)tr with values in HR ⊕ HR will be called proper if its covariance operator Cnζ
is proper, i.e., if
Cnζ1 = Cnζ2 and Cnζ2ζ1∗ = −Cnζ1ζ2 . (14)
A random vector ζ with values in Hwill be called proper if the corresponding random vector ζˆn = (ζ ′n, ζ ′′n )tr in HR ⊕ HR is
proper.
There exist different equivalent conditions which express properness property, [15] Theorem 1, and one of these equivalent
conditions which is used in this paper is
Cn
ζˆ
= 1
2
Cˆnζ . (15)
To state the CLT on a complexHilbert spaceH, the theoremof Kundua et al. [5], will be restated onHR⊕HR in Theorem3.1,
and then its version for complex Hilbert spaces will be presented in Corollary 3.1. We let {ek; k ≥ 1} to be an orthonormal
basis for the complex Hilbert spaceH. We denote the corresponding orthonormal basis forHR⊕HR by {ejk; k ≥ 1, j = 1, 2},
where
e1k = (ek, 0)tr and e2k = (0, ek)tr . (16)
The theorem for the direct sum Hilbert space HR ⊕ HR reads as follows.
Theorem 1. For every positive integer N, let ζ1, ζ2, . . . , ζN be a finite sequence of independent HR ⊕ HR-V[SSO]SP with zero
mean, i.e.; E⟨ζl, ejk⟩HR⊕HR = 0 and E‖ζl‖2HR⊕HR < ∞, for every 1 ≤ l ≤ N, k ≥ 1 and j = 1, 2. Let CNS be the covariance
operator of SN =∑Nl=1 ζl. Assume that the following conditions hold.
1. limN→∞⟨CNS ejk, ej
′
l ⟩HR⊕HR = ajj
′
kl for all k ≥ 1, l ≥ 1, j = 1, 2 and j′ = 1, 2,
2. limN→∞
∑2
j=1
∑∞
k=1⟨CNS ejk, ejk⟩HR⊕HR =
∑2
j=1
∑∞
k=1 a
jj
kk <∞.
3. The sequence ζ1, ζ2, . . . , ζN satisfies the Lindeberg condition; i.e.,
lim
N→∞
N−
l=1
E⟨ζl, ejk⟩2HR⊕HR I{|⟨ζl, ejk⟩HR⊕HR | > ε} = 0, (17)
for every ε > 0, every k ≥ 1 and j = 1, 2. Then
SN
L−→ N(0, CS),
where the covariance operator CS is characterized by
⟨CSh, ej′k ⟩HR⊕HR =
2−
j=1
∞−
l=1
⟨h, ejl⟩HR⊕HRajj
′
lk ,
for every k ≥ 1 and j′ = 1, 2. Moreover, if the covariance operator of SN , CNS , is proper, then CS will be proper.
Here we are going to state the theorem in the complex case using the Vakhania isomorphism.
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Corollary 1. Let {ek, k ≥ 1} be an orthonormal basis of the complex Hilbert space H and ζ1, ζ2, . . . , ζN be a sequence of
independent proper H-V[SSO]SP with zero mean. Let SN =∑Nl=1 ζl and CNS be its covariance operator. Assume that the following
conditions hold:
(a) limN→∞⟨CNS ek, el⟩H = akl exists in C,
(b) limN→∞
∑∞
k=1⟨CNS ek, ek⟩H =
∑∞
k=1 akk <∞.
(c) The sequence ζ1, ζ2, . . . , ζN satisfies the Lindeberg condition; i.e.,
lim
N→∞
N−
l=1
E|⟨ζl, ek⟩H|2I{|⟨ζl, ek⟩H| > ε} = 0, (18)
for every ε > 0 and every k ≥ 1.
Then
SN
L−→ NC (0, CS),
where C is characterized by
⟨CSh, ek⟩H =
∞−
l=1
⟨h, el⟩Halk,
for each k ≥ 1.
Proof. Under the properness assumption, the Vakhania isometry will be effective. Therefore, if the covariance operator CNS
is written as CNS
′ + iCNS ′′, then the covariance operator of SˆN = (S ′N , S ′′N)will have the following form:
CN
Sˆ
= 1
2
CˆNS . (19)
It is easy to show that SˆN and its covariance operator satisfy conditions 1–3 of Theorem 1, and since the resulting covariance
operator CSˆ is proper we get the required result. 
4. Main theorem
In this section we present the main result of this article, which is the asymptotic distributions for the FFT and the
periodogram of a PC H-V[SSO]SP. Let us state our result.
Theorem 2. Suppose that H is a complex Hilbert space and {ξn} is a PC H-V[SSO]SP. Let λp ∈ [0, 2πT ), λp(N) be a sequence of
Fourier frequencies such that λp(N) → λp, as N → ∞, and dTξ (λp) in HT denote the FFT for {ξn}, defined by (8). We assume
that Assumptions I and II are satisfied, and in addition,
‖A(λp(N))x− A(λp)x‖HT −→ 0, for each x ∈ HT , as N →∞. (20)
Then
dTξ (λp(N))
L−→ NC (0, 2π f(λp)), (21)
as N →∞.
Proof. Since ξ and ξ˜ have the same limiting behavior, [14], the limiting distribution of dT
ξ˜
will be found.
From now on we use SN instead of dTξ˜ (λp). Since EΦ(dλ)xΦ(dλ)y = ⟨x, y⟩Hdλ, [11], we conclude that Cnη = 2π I , and by
Assumption I,
Cnηˆ =

π I 0
0 π I

, (22)
which results in that ηn, n = 0, 1, . . . ,N − 1, are proper random variables on H, and consequently ζn =
N−1/2einλp(N)A(λp(N))qnηn, n = 0, 1, . . . ,N − 1, are proper random elements on HT .
Now we check a–c of Corollary 1. Note that by (10) and independency of ηn, n = 0, 1, . . . ,N − 1, . . . ,we have
CNS = 2πA(λp(N))A∗(λp(N)) = 2π f(λp(N)).
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Let {ek, k ≥ 1} be an orthonormal basis of HT . By (20),
lim
N→∞⟨C
N
S ek, el⟩HT = 2π⟨A(λp)A∗(λp)ek, el⟩HT
= ⟨f(λp)ek, el⟩HT ,
and by Assumption II,
lim
N→∞
∞−
k=1
⟨CNS ek, ek⟩HT = 2π limN→∞
∞−
k=1
⟨f(λp(N))ek, ek⟩HT
= 2π
∞−
k=1
⟨f(λp)ek, ek⟩HT <∞.
To check the Lindeberg condition and for simplicity of calculation, we divide SN into T segments. Each segment, which is
called StN , t = 0, 1, . . . , T − 1, is a weighted sum ofm i.i.d. random elements on HT ; i.e.,
StN = N−1/2
m−1−
j=0
ei(t+jT )λp(N)A(λp(N))qt+jTηt+jT , (23)
in which, for each fixed t,A(λp(N))qt+jTηt+jT , j = 0, 1, . . . ,m − 1 are i.i.d., because of the periodic structure of qn. Since
|ei(t+jT )λp(N) | ≤ 1, verifying the Lindeberg condition (18) for N−1/2ei(t+jT )λp(N)A(λp(N))qt+jTηt+jT , j = 0, 1, . . . ,m − 1, is
reduced to showing that
lim
N→∞N
−1
m−1−
j=0
E|⟨ANqt+jTηt+jT , ek⟩HT |2I{|⟨ANqt+jTηt+jT , ek⟩HT | > ε
√
N} = 0,
where AN is the short form of A(λp(N)). This is equivalent to
lim
N→∞ E|⟨ANqtηt , ek⟩HT |
2I{|⟨ANqtηt , ek⟩HT | > ε
√
N} = 0. (24)
To complete the proof use the Pratt lemma, [8] as follows: for each ω ∈ Ω , the term
|⟨qtANηt(ω), ek⟩HT |2I{|⟨ANqtηt(ω), ek⟩HT | > ε
√
N}
moves to zero. Besides, the term |⟨ANqtηt(ω), ek⟩HT |2 converges to |⟨Aqtηt(ω), ek⟩HT |2 a.s., where A stands for A(λp).On the
other hand, by (20) we have
lim
N→∞ E|⟨ANqtηt , ek⟩HT |
2 = E|⟨Aqtηt , ek⟩HT |2,
which results in that (24) converges to zero as N goes to infinity and consequently
N−1/2einλp(N)A(λp(N))qnηn, n = 0, 1, . . . ,N − 1,
satisfies the Lindeberg condition (18). So
SN
L−→ NC (0, 2π f(λp)). 
An immediate result of this theorem is the following corollary.
Corollary 2. Let ITξ (λp(N)) be the periodogram of a PC H-V[SSO]SP {ξn}, as defined in (7). Under the assumptions of Theorem 2,
ITξ (λp(N)) converges in distribution to a random operator which belongs to L(H
T ) and is distributed as Y ⊗ Y , where Y ∼
NC (0, 2π f(λp)). The distribution of Y ⊗ Y is called Wishart, WH(1, 0, 2π f(λp)), [10].
Proof. We note that dTξ (λp(N)) ⊗ dTξ (λp(N)) is a Hilbert–Schmidt operator on HT . Therefore, it is bounded and it defines a
continuous mapping from HT into L(HT ). Now we apply continuous mapping theorem, [7], and Theorem 2 to conclude that
dTξ (λp(N))⊗ dTξ (λp(N)) converges in distribution to Y ⊗ Y . 
5. Examples
In this section we provide some examples of PC H-V[SSO]SP together with their Cholesky factor. These examples are
(i) PC noise processes, (ii) PC moving average processes of finite order, (iii) some class of PC moving average processes of
infinite order, such as PC autoregressive processes of order 1. For each example, we present the spectral density operators
introduced in previous sections.
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Let ξ be a PC H-V[SSO]SP with spectral representation (5). Since for a fixed s ∈ [0, 2π) the operator Vn(s) given by∑T−1
k=0 e
−i 2πknT ak(s+ 2πkT ) is periodic in n, we obtain that
ak(s) = 1T
T−1
n=0
ei
2πkn
T Vn

s− 2πk
T

.
Therefore, the spectral density f(s) = A(s)A∗(s), can easily be formed by substituting ak(s) in the Cholesky factor A(s) =
(aj−k(s+ 2π jT ))j≥k, j, k = 0, . . . , T − 1.
Example 5.1 (PC Noise Processes). Let η = {ηn, n ∈ Z} be a sequence of independent identically distributed H-valued
random elements given by (6) and {Dn, n ∈ Z} be a sequence of Hilbert–Schmidt operators periodic in n, specified by
T operators D0, . . . ,DT−1. The process ς = {ςn, n ∈ Z} defined by ςn = D∗nηn is an H-valued PC noise process with
independent values. Let us set
Bk = 1T
T−1
n=0
ei
2πkn
T Dn, k = 0, . . . , T − 1. (25)
For the process ς:
Vn(s) = Dn, n = 0, . . . , T − 1, s ∈ [0, 2π).
Then f(s) = A(s)A∗(s), A(s) = (Bj−k)j≥k, j, k = 0, . . . , T −1, s ∈ [0, 2π). The spectral density f(s)will be a nuclear operator,
not depending on s. Thus Assumptions I and II are satisfied; therefore according to Corollary 2 the limiting distribution of
the periodogram isWH(1, 0, 2π f(λ)).
For the extreme case discussed in [4], page 170:
Dn =

D n = 0
0 n = 1, . . . , T − 1. (26)
Let V0(s) =
√
TD, s ∈ [0, 2πT ), and Vn(s) = 0, n = 1, . . . , T − 1. The Cholesky factor and the spectral density are
A(s) = 1√
T
(D | 0 | · · · | 0) and
f(s) = 1
T

1
T
DD∗ · · · 1
T
DD∗
...
. . .
...
1
T
DD∗ · · · 1
T
DD∗
 ,
respectively. The spectral density f(s) has the same formulation as given in [4].
Example 5.2 (PC Moving Average Processes of Order q, PCMAH(q)). Let {Dn, n ∈ Z} be a sequence of T -periodic
Hilbert–Schmidt operators and {An,ℓ, n ∈ Z, 0 ≤ ℓ ≤ q} be a sequence of bounded linear operators in L(H). For each ℓ, let
An,ℓ be T -periodic in n, specified by {A0,ℓ, . . . , AT−1,ℓ}. Let us define a PCH-V[SSO]SP ξ as (5) with Vn(s) =∑qℓ=0 eiℓsDn−ℓAn,ℓ.
The process ξn can be written as
∑q
ℓ=0 A
∗
n,ℓςn−ℓ, where ςn = D∗nηn is an H-V[SSO] PC noise process. Let
Gk,ℓ = 1T
T−1
n=0
ei
2πkn
T Dn−ℓAn,ℓ, k = 0, . . . , T − 1, (27)
Cℓ = (eiℓ 2πkT Gj−k,ℓ)j≥k, j, k = 0, . . . , T − 1. (28)
For the process ξ = {ξn, n ∈ Z}:
f(s) = A(s)A∗(s),
A(s) =
q−
ℓ=0
eiℓsCℓ, s ∈ [0, 2π).
The spectral density is nuclear ‖f(s)‖1 is bounded in s. It is easy to show that Assumptions I and II are satisfied, and therefore
the limiting distribution of the periodogram isWH(1, 0, 2π f(λ)).
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Example 5.3 (PC Moving Average Processes of Infinite Order, PCMAH(∞)). Suppose {Dn, n ∈ Z} is a sequence of
Hilbert–Schmidt operators and {An,ℓ, n ∈ Z, 0 ≤ ℓ} are bounded linear operators in L(H). Assume∑∞ℓ=0 ‖Dn−ℓAn,ℓ‖22 <∞,
and for every ℓ, An,ℓ is T -periodic in n, specified by {A0,ℓ, . . . , AT−1,ℓ}. Define a PC H-V[SSO]SP ξ as (5) with Vn(s) =∑∞
ℓ=0 eiℓsDn−ℓAn,ℓ. The process ξn can be written as
∑∞
ℓ=0 A
∗
n,ℓςn−ℓ, where ςn = D∗nηn is an H-V[SSO] PC noise process.
Define Gk,ℓ and Cℓ as in equations (5.3) and (5.4), respectively. For the process ξ = {ξn, n ∈ Z}, the spectral density f(s) is
A(s)A∗(s), in which
A(s) =
∞−
ℓ=0
eiℓsCℓ, s ∈ [0, 2π).
The spectral density is nuclear and ‖f(s)‖1 is bounded in s. Thus,
 2π
T
0 ‖f(s)‖1ds < ∞. Assumptions I and II are satisfied;
therefore the limiting distribution of the periodogram isWH(1, 0, 2π f(λ)).
In particular, if
ξnT+i =
∞−
ℓ=0
T−1
k=0
[BT ,nT+i]ℓBk,nT+iς(n−ℓ)T+i−k,
where B0,i = I and Bk,i = ρi · · · ρi−k+1, k ≥ 1, in which ρn = ρn+T , n ∈ Z, are T -periodic bounded linear operators in L(H),
there are integers k0, . . . , kT−1 ∈ [1,∞) such that∑T−1i=0 ‖ρi‖ki < 1 and ‖ρ0ρ1 · · · ρT−1‖2 < 1, it follows that the process
ξn assumes the special formulation ξn = ρnξn−1 + ςn, which is the PCARH(1) model, introduced and studied in [12].
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