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Abstract
In this work, we describe a smoothing technique for singular Riemannian metrics,
which almost preserves nonnegative curvature. Combined with results of M. Simon
[27], [28], it gives rise to some geometric applications.
In the first part, we glue two smooth Riemannian manifolds along isometric
boundaries. We show that, provided that the sum of the second fundamental
forms of the boundaries is nonnegative, lower bounds on certain curvatures are
preserved under the gluing operation up to an arbitrary small error term. These
curvatures include the Riemannian curvature operator, Ricci curvature, scalar cur-
vature, isotropic curvature, and bi-curvature.
In the second part, we study the evolution of the curvatures from the first part
under the Ricci flow on compact manifolds. Under the assumption that the scalar
curvature satisfies a bound of the form C/t (where C > 0 is small), we show
that initial lower bounds on these curvatures do not become too bad on a well
controlled time interval. This result holds for all curvatures from the first part,
except for the Ricci curvature. Combining the first and second part with results
from [27] and [26], we show that manifolds which arise from gluing two manifolds
with nonnegative curvature admit a smooth metric of nonnegative curvature, which
allows a topological classification of such manifolds.
In the third part, we are concerned with metrics of nonnegative Riemannian
curvature on three manifolds, which are possibly singular (discontinuous) at one
point, where the singularity has a certain cone-like structure. Using a gluing con-
struction, we smooth out such singularities while keeping the curvature operator
almost nonnegative. As an application, by combining this with a result from [28],
we show that a manifold with such a singular metric admits a smooth metric of
nonnegative Ricci curvature.

Zusammenfassung
In der vorliegenden Arbeit beschreiben wir eine Gla¨ttungstechnik fu¨r singula¨re
Riemannsche Mannigfaltigkeiten, bei der nichtnegative Riemannsche Kru¨mmung
fast erhalten bleibt. Diese Technik liefert in Kombination mit den Resultaten von
M. Simon [27] [28] einige geometrische Anwendungen.
Im ersten Teil dieser Arbeit kleben wir zwei glatte Riemannsche Mannigfaltig-
keiten entlang isometrischer Ra¨nder. Unter der Voraussetzung, dass die Summe
der zweiten Fundamentalformen der Ra¨nder nichtnegativ ist, werden dabei un-
tere Schranken bestimmter Kru¨mmungen bis auf einen beliebig kleinen Fehlerterm
erhalten. Zu diesen Kru¨mmungen za¨hlen der Riemannsche Kru¨mmungsoperator,
Ricci-Kru¨mmung, skalare Kru¨mmung, isotropische Kru¨mmung und Bi-Kru¨mmung.
Im zweiten Teil untersuchen wir die Evolution dieser Kru¨mmungen unter dem
Ricci-Fluss. Unter der Annahme, dass die Skalarkru¨mmung eine Schranke der
Form C/t erfu¨llt (wobei C > 0 klein), zeigen wir, dass untere Anfangsschranken
dieser Kru¨mmungen (ausgenommen die Ricci-Kru¨mmung) auf einem kontrollierten
Zeitintervall nicht zu schlecht werden ko¨nnen. Wir kombinieren das mit den Er-
gebnissen aus dem ersten Teil und den Resultaten aus [27] und [26], und zeigen,
dass eine Mannigfaltigkeit, die durch Kleben zweier Mannigfaltigkeiten mit nicht-
negativer Kru¨mmung entsteht, eine glatte Metrik mit nichtnegativer Kru¨mmung
besitzt, was eine topologische Klassifikation solcher Mannigfaltigkeiten erlaubt.
Im dritten Teil bescha¨ftigen wir uns mit Metriken mit nichtnegativer Riemann-
scher Kru¨mmung (in Dimension 3), die in einem Punkt singula¨r (nicht stetig) sein
ko¨nnen, wobei die Singularita¨t eine gewisse kegela¨hnliche Struktur hat. Unter Ver-
wendung der Klebe-Technik aus dem ersten Teil ko¨nnen wir solche Singularita¨ten
gla¨tten, wa¨hrend wir den Kru¨mmunsoperator fast nichtnegativ halten. Als An-
wendung, in Kombination mit den Ergebnissen von M. Simon [28], zeigen wir, dass
eine solche Mannigfaltigkeit eine glatte Metrik mit nichtnegativer Ricci Kru¨mmung
besitzt.
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Introduction
The current work is divided into three main parts.
In Chapter 1, we describe a gluing technique for two smooth Riemannian man-
ifolds of curvature ≥ κ ∈ R, which have isometric boundaries. Even though the
resulting manifold admits a smooth differentiable structure, one can only expect
the glued metric to be C0 across the common boundary. In particular, it makes
no sense to speak of the Riemannian curvature operator of such a metric in the
classical sense. One way of dealing with the non-smoothness is to view the glued
metric as a C0 limit of smooth metrics. One of the main results in Chapter 1 is
that, under the assumption that the sum of the second fundamental forms of the
boundaries is nonnegative, there exists such an approximating sequence of smooth
metrics gi whose curvature operators are ≥ κ − εi, where εi tends to zero (see
Thm. 1.1.2). Analogous results hold for various other curvatures, including Ricci
curvature, scalar curvature, (1- and 2-) isotropic curvature, and bi-curvature. In
the scalar curvature case it suffices to assume that the sum of the mean curvatures
of the boundaries is nonnegative.
A similar problem has been addressed in a number of works in the framework
of Alexandrov spaces, which generalizes the notion of bounded sectional curvature
for abstract metric spaces (we refere to [6] for a detailed discussion). In [21], Yu.
G. Reshetnyak has shown that upper curvature bounds in the sense of Alexandrov
are preserved under gluing, if the glued boundaries are convex. In [19], A. Petrunin
has shown that lower curvature bounds in the sense of Alexandrov are preserved
under gluing. In [15], N. N. Kosovski˘ı studied the case where the glued spaces are
Riemannian manifolds with sectional curvature ≥ κ in the classical sense. Using
an approximating sequence of smooth Riemannian metrics, he has shown that the
resulting space is an Alexandrov space of curvature ≥ κ if and only if the sum of
the second fundamental forms of the glued boundaries is nonnegative. The method
of the proofs in Chapter 1 is similar to the one in [15].
Chapter 2 is devoted to almost nonnegative curvature conditions which are pre-
served under the Ricci flow. Ricci flow invariant (weakly) positive curvature con-
ditions have been studied in a number of works, and gave rise to various geometric
applications. In [12], R. Hamilton proved that a compact three-manifold with pos-
itive Ricci curvature is diffeomorphic to a spherical space form, where a crucial
step of the proof was to show that nonnegative Ricci curvature is preserved under
the Ricci flow in dimension three. Similar results were obtained in [13] for four-
manifolds with positive Riemannian curvature operator, where Hamilton proved
that nonnegative curvature operator is preserved under the Ricci flow, and clas-
sified all compact four-manifolds with nonnegative curvature operator. In [8], H.
Chen generalized Hamilton’s results from [13], showing that 2-nonnegative curva-
ture is preserved under the Ricci flow. In [4], S. Brendle and R. Schoen proved
the Differentiable Sphere Theorem, where the proof strongly relied on the fact that
nonnegative isotropic curvature is preserved under the Ricci flow, which was also
shown independently by H. T. Nguyen [18].
In [22], T. Richard studied curvature conditions which are invariant under the
Ricci flow, and lie between nonnegative Riemannian curvature operator and non-
negative Ricci curvature (such conditions include nonnegative Riemannian cur-
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vature operator itself, 2-nonnegative curvature operator, and nonnegative 1- and
2-isotropic curvature). One of the results of his work was that the corresponding
almost nonnegative curvature conditions are preserved under the Ricci flow on a
well controlled time interval, provided one has a bound of the form |S(t)| ≤ C/t
(where C > 0 is small) on the scalar curvature. In certain cases, the method of the
proof in [22] (which mainly involves Hamilton’s maximum principle for systems)
still can be applied to curvature conditions which do not necessarily imply nonneg-
ative Ricci curvature, such as nonnegative isotropic curvature. We shall verify this
in Chapter 2. As an application, combining results from Chapter 1 and 2 with M.
Simon’s results from [26] and [27], we show that glued manifolds with curvatures
≥ 0 as in Chapter 1 admit a smooth metric of nonnegative curvature.
In Chapter 3, we are concerned with point singularities of Riemannian metrics.
In [28], M. Simon studied a class of complete non-collapsed three manifolds with
Ricci curvature uniformly bounded from below and controlled geometry at infinity.
He showed that a solution to the Ricci flow of such manifolds exists on a well
controlled time interval, which made it possible to introduce a notion of Ricci flow
for (possibly singular) metric spaces (X, dX) arising as Gromov-Hausdorff limits of
sequences of such manifolds. An important result of [28] is that in particular X
is a manifold (cf. [28] Thm 9.2), which shows that the conjecture of M.Anderson-
J.Cheeger-T.Colding-G.Tian is correct in dimension three. Moreover, if the lower
bounds on the Ricci curvature of the manifolds in the sequence tend to zero, then
X admits a Riemannian metric of nonnegative Ricci curvature, which allows a
topological classification of such spaces in view of the works of W. X. Shi [24] and
R. Hamilton [12].
In the current work, we study Riemannian three manifolds (M, g) such that g
is smooth everywhere except at a point o ∈ M , where g is possibly discontinuous,
and such that, where defined, the curvature operator of g is nonnegative. We show
that, under some additional assumptions on the structure of the singularity, one can
approximate g by a sequence of smooth metrics with almost nonnegative curvature
operators, converging to g in the C0 sense on M \ o (see Thm. 3.4.1).
Let us briefly describe the smoothing procedure in Chapter 3. We require that
the singularity of the metric g at o has a certain cone-like structure. Essentially,
we assume that the distance function dist g(·, o) : M → R arising from the metric g
is continuous at o and smooth on a neighborhood of o (except at o), that its level
sets Γ(r) = {dist (·, o) = r} are homeomorphic to the standard sphere S2, and that
the second fundamental form of Γ(r) approaches 1r g|Γ(r) as r tends to zero (note
that 1r g|Γ(r) is just the second fundamental form of Γ(r) if g is a standard cone
metric). This enables us to replace a neighborhood of the singularity by a standard
cone with nonnegative curvature operator, using the gluing technique described in
Chapter 1. Even though the standard cone has a singularity at the vertex, due to
its well controlled geometry it can be smoothed out while keeping the curvature
operator nonnegative.
As an application, we consider manifolds (M, g) as above, such that (M, g) is non-
collapsed at infinity (that is, balls of radius one lying outside some neighborhood
of the singular point satisfy a uniform lower volume bound > 0), and such that
the curvature operator of g is bounded at infinity. We show that such manifolds
can be viewed as Gromov-Hausdorff limits of sequences of manifolds with almost
nonnegative curvature operator as in M. Simon’s work [28]. In particular, M admits
a smooth metric of nonnegative Ricci curvature, and hence it can be assigned to a
certain topological class.
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also like to thank Prof. Dr. Guofang Wang for useful suggestions and comments at
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of the first part of this work. I am grateful to Ludwig Pulst for many helpful
conversations during my stay in Magdeburg.
Finally, I wish to thank my family for their support and encouragement through-
out the completion of my thesis.

Chapter 1.
Gluing Riemannian manifolds with
curvature operators ≥ κ
1.1. Introduction and preliminaries
In [15], N. N. Kosovski˘ı studied the gluing of two Riemannian manifolds with
sectional curvature ≥ κ along isometric boundaries. He showed that the resulting
space has curvature ≥ κ in the sense of Alexandrov, if and only if the sum of
the second fundamental forms of the boundaries is nonnegative. In this chapter,
we shall examine a similar setup for smooth Riemannian manifolds with smooth
compact boundaries and curvature operators ≥ κ. The method being used in [15]
can be applied with some modifications.
Let us introduce some notations before stating the main result of this chap-
ter. Let (M, g) be a smooth Riemannian manifold with a smooth metric g, and
Λ2(TM) ⊂ TM ⊗ TM be the bundle of two-vectors over M . Given a point p ∈M
and a basis {e1, . . . , en} of TpM , the space Λ2(TpM) is generated by
{ei ∧ ej = ei ⊗ ej − ej ⊗ ei | 1 ≤ i < j ≤ n}.
The metric g induces an inner product Ig on Λ2(TM), defined by
Ig(ei ∧ ej , ek ∧ el) := gikgjl − gjkgil, (1.1.1)
where gik = g(ei, ek). Note that if the vectors ei are orthonormal with respect
to g, then the two-vectors ei ∧ ej are orthonormal with respect to Ig. Let Rg be
the Riemannian curvature tensor1 of g and Rgijkl = R
g(ei, ej , ek, el). R
g induces a
symmetric bilinear form Rg on Λ2(TM) via
Rg(ei ∧ ej , ek ∧ el) = Rgijkl.
The Riemannian curvature operator on Λ2(TM), which we shall also denote by
Rg, is defined by the property
Ig(·,Rg·) = Rg(·, ·).
By Rg ≥ κ ∈ R (or Rg ≥ κIg) we mean that all eigenvalues of Rg are at least κ,
or equivalently that
Rg(α, α) ≥ κIg(α, α)
for all α ∈ Λ2(TM). We refer to Appendix B.1 for a more detailed discussion on
the connection between (4,0)-tensors and linear operators.
Let M0 and M1 be smooth Riemannian manifolds with smooth boundaries Γ0
and Γ1, and smooth metrics g0 and g1. Suppose that there exists an isometry
1We adopt the sign convention Rg(X,Y ) = ∇gY∇gX −∇gX∇gY +∇g[X,Y ].
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φ : (Γ0, g0|Γ0) → (Γ1, g1|Γ1) of the boundaries. By gluing M0 and M1 along φ we
mean identifying points p ∈ Γ0 and φ(p) ∈ Γ1. The resulting space M = M0 ∪φM1
can be equipped with a smooth differentiable structure, such that M0 and M1
are smooth submanifolds of M (see Section 1.2). Moreover, with respect to this
structure, Γ := Γ0 =φ Γ1 is a smooth hypersurface of M . Let L0 and L1 be the
second fundamental forms of Γ0 ⊂ M0 and Γ1 ⊂ M1 with respect to the inward
normals. In view of the above construction, L0 and L1 can be regarded as (2, 0)-
tensors on TΓ, which enables us to consider their sum L0 + L1.
Let us define the metric g on the glued manifold M by g|Mi = gi, i = 0, 1.
In what follows, we use the notation g =: g0 ∪φ g1. Due to the isometry of the
boundaries, g is continuous, but fails to be C2-smooth in general. In this case we
can not speak of the Riemannian curvature operator of g in the classical sense. In
[15], Kosovski˘ı made use of the fact that nevertheless M can be equipped with a
length structure induced by g and instead of bounded sectional curvature in the
classical sense one has the notion of bounded curvature in the sense of Alexandrov
(see [6]). However, there is no analogue of this notion for bounds on the Riemannian
curvature operator. We introduce the following definition:
Definition 1.1.1. Let M be a Riemannian manifold, equipped with a continuous
metric g. We say that the Riemannian curvature operator of g is at least κ, if there
exists a family of C∞ metrics (g(δ)) on M which converge to g uniformly on every
compact subset as δ tends to zero and
R(g(δ)) ≥
(
κ− ε(δ))I(g(δ))
holds with ε(δ)→ 0.
In view of the above definitions the main result of this chapter is the following
Theorem 1.1.2. Let M0 and M1 be smooth Riemannian manifolds with (at least
C2-)smooth metrics g0 and g1 and smooth compact boundaries Γ0 and Γ1, respec-
tively. Suppose that there exists an isometry φ : Γ0 → Γ1, and let M = M0 ∪φM1,
and g = g0 ∪φ g1. Let L0 and L1 be the second fundamental forms of Γ0 ⊂M0 and
Γ1 ⊂M1, respectively, and let L := L0 +L1 on Γ := Γ0 =φ Γ1. Suppose that R(g0)
and R(g1) are at least κ. If L is positive semidefinite, then R(g) ≥ κ in the sense
of Definition 1.1.1.
Analogous results hold for manifolds with lower bounds on Ricci curvature, scalar
curvature (in this case it suffices to require only that trgL ≥ 0 on Γ), bi-curvature
(the sum of the two smallest eigenvalues of the curvature operator), and isotropic
curvature, respectively.
Plan of the proof of Theorem 1.1.2:
We proceed similarly to [15]:
• In Section 1.2, we sum up auxiliary constructions. We introduce a smooth
structure on M relative to which M0, M1 and their common boundary Γ are
smooth submanifolds. The metric g on M induced by g0 and g1 is continuous.
By modifying the metric g0 near Γ, we construct a new metric gδ on M0, such
that the coefficients of the metric g(δ) := gδ ∪φ g1 belong to the Sobolev class
W 2,∞loc . The constructions in this section were adopted from [15] (cf. §§ 3-6 )
to the greatest extent.
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• In Section 1.3, we compare the Riemannian curvature operators of gδ and g0
on M0. This section corresponds with § 7 in [15].
• In Sections 1.4 and 1.5, we estimate the curvature operator of gδ, showing
that R(gδ) ≥ κ − ε(δ) holds on M0, which implies that the weakly defined
curvature operator of the W 2,∞loc metric g(δ) satisfies R(g(δ)) ≥ κ − ε(δ) a.e.
on M .
• In Section 1.6, we mollify g(δ) and construct a family of smooth metrics as
required in Definition 1.1.1.
1.2. Definitions and auxiliary identities
Throughout this section, we use the notation from [15]. Consider two Riemannian
manifolds M0, M1 with smooth compact boundaries Γ0, Γ1, and smooth metrics g0,
g1, such that there exists an isometry φ : Γ0 → Γ1. First, let us introduce a smooth
structure on M = M0 ∪φ M1, such that M0,M1 ⊂ M are smooth submanifolds,
and Γ0 =φ Γ1 =: Γ ⊂ M is a smooth hypersurface with respect to this structure
(cf. [15], Lemma 3.1). Let us fix a coordinate chart (x1, . . . , xn−1) of Γ. The
distance functions dist g0 and dist g1 of g0 and g1 are smooth near Γ on M0 and
M1, respectively. For a point p ∈ M0 near Γ we put xn(p) = dist g0(p,Γ), and
xi(p) = xi(pˆ) for i = 1, . . . , n−1, where pˆ is the point of Γ satisfying dist g0(p,Γ) =
dist g0(p, pˆ). Note that pˆ is unique, if p is close enough to Γ. We then repeat
this construction on M1, putting x
n(p) = −dist g1(p,Γ) for points p ∈ M1 near Γ.
The collection of all such coordinate charts (x1, . . . , xn), where (x1, . . . , xn−1) is a
coordinate chart of Γ, is compatible with the smooth structures of M0 and M1, and
gives us the smooth structure on M with the desired properties. The coordinates
(x1, . . . , xn) are also known as Fermi coordinates. We refer to Appendix A for a
more detailed discussion. Throughout this chapter, all computations will be carried
out in these coordinates, unless noted differently.
Lemma 1.2.1. The metric g = g0 ∪φ g1 is continuous. In coordinates defined
above, it has the form
(gij)1≤i,j≤n =

g1,1 · · · g1,n−1 0
...
. . .
...
...
gn−1,1 · · · gn−1,n−1 0
0 · · · 0 1
 (1.2.1)
on a neighborhood of Γ.
Proof. In our coordinates, the metrics g0 and g1 have the form g0 =
(
gˆ0 0
0 1
)
and
g1 =
(
gˆ1 0
0 1
)
, where gˆ0 and gˆ1 are the restrictions of g0 and g1 to the equidistant
hypersurfaces of Γ (see Appendix A.1). By assumption we have gˆ0 = gˆ1 on Γ,
which shows the continuity of g.
Notation 1.2.2. We denote the basis vector fields of TM with respect to the co-
ordinate charts (x1, . . . , xn) by ∂i =
∂
∂xi
for 1 ≤ i ≤ n − 1 and N = ∂∂xn . Note
that near Γ the vector field N is smooth, has unit length, and is orthogonal to the
equidistant hypersurfaces of Γ (cf. Appendix A.1).
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Lemma 1.2.3 ([15], Lemma 3.1). The metric g1 smoothly extends to a metric g
′
1
on a small neighborhood of Γ in M0 in such a way that in our coordinates g
′
1 has
the same form as g in Lemma 1.2.1, that is, (g′1)in = δin for all 1 ≤ i ≤ n .
Proof. In coordinates defined above the metric g1 on M1 is of the same form as in
(1.2.1). Locally in a small enough coordinate neighborhood U of some point of Γ
we may smoothly extend (g1)1≤i,j≤n−1 to U ∩M0 in such a way that the extended
matrix (g′1)1≤i,j≤n−1 is positive definite, and put (g′1)in = δin for 1 ≤ i ≤ n. We
then cover Γ by finitely many such neighborhoods and define g′1 near Γ using a
subordinate partition of unity. One easily checks that the obtained metric has the
desired property.
Throughout this chapter, we will use the following
Notation 1.2.4. Given a (2, 0) tensor A on TpM , p ∈ M , we denote by A the
corresponding linear endomorphism of TpM satisfying
A(v, w) = 〈v,Aw〉g.
If {e1, . . . , en} is a basis of TpM and Aei = Ajiej , then Aji = Akigkj , where
Aki = A(ek, ei), and (g
kl)1≤k,l≤n is the inverse of the matrix (g(ek, el))1≤k,l,≤n.
The operator A is self-adjoint iff the tensor A is symmetric.
Definition, Lemma 1.2.5 (The operator L, cf. [15], 3.4 and 3.5). Let L be the
sum of the second fundamental forms on Γ with respect to the inward normals on
M0 and M1 (or the difference of the second fundamental forms with respect to the
common normal N), and L be the corresponding self-adjoint operator on TΓ, i.e.
L(·, ·) = 〈·,L·〉0. On a small neighborhood of Γ in M0, the operator L extends to
TM0 in such a way that LN = 0 and ∇NL = 0.
Proof. At a point p ∈ Γ we may extend L to TpM0 by linearity such that LN = 0.
Given q ∈ M0 near Γ and X ∈ TqM0, we use parallel transportation P along the
integral curves of the vector field N and put LX := P−1LPX. Then clearly the
extended operator satisfies LN = 0. The fact that ∇NL = 0 is shown in Lemma
D.1.
Note that if the initial operator is positive semidefinite, then so is its extension.
Indeed,
〈X,LX〉0 = 〈X,P−1LPX〉0 = 〈PX,LPX〉0 ≥ 0.
The following C∞ functions will be used to modify the metric g0 near Γ:
Definition 1.2.6 (Auxiliary functions fδ, Fδ and Fδ, cf. [15], 3.3). For small
δ > 0, we find C∞ functions fδ, Fδ,Fδ : [0,∞)→ R with the following properties:
• F ′δ = Fδ and F ′δ = fδ on [0,∞)
• fδ(0) = 1, 0 ≤ fδ ≤ 1 on [0, δ2], and |fδ| ≤ δ on [δ2,∞)
• f ′δ ≤ δ on [0,∞)
• Fδ(0) = Fδ(0) = 0, |Fδ|, |Fδ| ≤ δ on [0,∞), and fδ = Fδ = Fδ = 0 on [δ,∞).
The existence of such functions fδ, Fδ, Fδ is shown in Appendix D, Lemma D.2.
Figure 1.1 below shows the function fδ.
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0
1
f δ (x)
−δ
δ 2
δ
δ x
Figure 1.1.: The function fδ
Remark 1.2.7. The functions fδ, Fδ, Fδ we use here are slightly different from the
ones used in [15]. Our functions satisfy similar properties as those in [15], and, in
addition, Fδ = 0 on [δ,∞).
Notation 1.2.8 (Projection operators). For small distances d > 0, we denote by
Γ(d) the equidistant hypersurfaces of Γ in (M0, g0), that is,
Γ(d) = {p ∈M0 | dist g0(p,Γ) = d}.
Furthermore, we define the projection operators
PT : TM0 = TΓ(d)⊕ TΓ(d)⊥ → TΓ(d)
and
PN : TM0 = TΓ(d)⊕ TΓ(d)⊥ → TΓ(d)⊥,
where ⊥=⊥g0 . The coefficients of the corresponding (2, 0)-tensors (with respect to
the coordinates chosen above) are
(P T )ij =
(
(gij)1≤i,j≤n−1 0
0 0
)
and (PN )ij = δinδjn.
Definition 1.2.9 (The modified metric gδ, [15], 3.6). Let I denote the identity
operator on TM0. We define the self-adjoint endomorphism Gδ by
Gδ = I + 2Fδ(x
n)L− 2CFδ(xn)PT , (1.2.2)
and the modified inner product 〈·, ·〉δ on TM0 by
〈·, ·〉δ = 〈·,Gδ·〉0,
i.e. in coordinates we have
gδij = g
0
ij + 2Fδ(x
n)Lij − 2CFδ(xn)(P T )ij . (1.2.3)
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The constant C in the definition of Gδ is to be chosen later. Note that regardless of
the fact that xn may be defined only on a neighborhood {dist g0(·,Γ) ≤ d0} ⊂M0,
d0 > 0, we may nevertheless consider Gδ as an operator on M0, since Fδ and Fδ
vanish on [δ,∞) ⊃ [d0,∞) for small enough δ. This also shows that Gδ = I off a
δ-neighborhood of Γ in M0.
Lemma 1.2.10. Gδ has the following properties:
(i) As δ tends to zero, Gδ converges to I uniformly on M0.
(ii) In our coordinates, (gδ)ij has the same form as g (cf. Lemma 1.2.1), that is,
(gδ)in = δin for all 1 ≤ i ≤ n.
(iii) The coefficients of the metric g(δ) :=
{
gδ on M0
g1 on M1
belong to W 2,∞loc .
Proof. (i): This is because L and PT are bounded near Γ, and Fδ,Fδ → 0 uni-
formly as δ → 0.
(ii): This follows from (1.2.3) and the fact that Lin = (P
T )in = 0 for all 1 ≤ i ≤ n.
(iii): Note that on Γ we have gδ = g0 = g1 since Fδ(0) = Fδ(0) = 0, so g(δ)
is well defined. Clearly, the first derivatives of g(δ) are locally Lipschitz off Γ, since
gδ and g1 are at least C
2 smooth by assumption. Furthermore, the first derivatives
of gδ and g coincide on Γ, which implies that g(δ) is C
1 on M . Indeed, on Γ we
have
∂kg
δ
ij = ∂kg
0
ij = ∂kg
1
ij
for k = 1, . . . , n − 1, since gδ = g0 = g1 on Γ. At a point of Γ, using L0ij =
−〈∇0∂iN, ∂j〉0 and L1ij = 〈∇1∂iN, ∂j〉1 we compute
∂ng
0
ij = −2L0ij
and
∂ng
1
ij = 2L
1
ij .
Thus, on Γ we have
∂ng
δ
ij = ∂ng
0
ij + 2Lij = 2(Lij − L0ij) = 2L1ij = ∂ng1ij ,
where we used that F ′δ(0) = fδ(0) = 1 and Fδ(0) = 0 = Fδ(0). Let p ∈ Γ. Since
Γ ⊂ M is a smooth hypersurface, we may cover Γ with coordinate neighborhoods
(U,ϕ), where ϕ : M ⊃ U → V ⊂ Rn, such that
ϕ(U ∩ Γ) = V ∩ (Rn−1 × {0})
ϕ(U ∩M0) = V ∩ (Rn−1 × R≥0) =: V0
ϕ(U ∩M1) = V ∩ (Rn−1 × R≤0) =: V1.
Moreover, after choosing U even smaller, we may assume that V is convex, and
∂kg
δ
ij : V0 → R and ∂kg1ij : V1 → R are Lipschitz with constants C0, C1 < ∞. Let
x, y ∈ V . If x, y ∈ V0, then
|∂ig(δ)kl (x)− ∂ig(δ)kl (y)| = |∂igδkl(x)− ∂igδkl(y)| ≤ C0|x− y|.
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Similarly, if x, y ∈ V1, then
|∂ig(δ)kl (x)− ∂ig(δ)kl (y)| = |∂ig1kl(x)− ∂ig1kl(y)| ≤ C1|x− y|.
Suppose that x ∈ V0 and y ∈ V1. By construction, the straight line segment
connecting x and y is contained in V , and intersects ϕ(U ∩Γ) = V ∩(Rn−1×{0}) =
V0 ∩ V1 in some point z, so that x, z ∈ V0 and y, z ∈ V1. Using the fact that the
derivatives of gδ and g1 coincide on Γ, we then compute
|∂ig(δ)kl (x)− ∂ig(δ)kl (y)| = |∂ig(δ)kl (x)− ∂ig(δ)kl (z)|+ |∂ig(δ)kl (z)− ∂ig(δ)kl (y)|
= |∂igδkl(x)− ∂igδkl(z)|+ |∂ig1kl(z)− ∂ig1kl(y)|
≤ C0|x− z|+ C1|z − y|
≤ (C0 + C1)(|x− z|+ |z − y|)
= (C0 + C1)|x− y|.
Thus, the derivatives of g(δ) are locally Lipschitz, and g(δ) ∈W 2,∞loc .
Definition 1.2.11. Given two endomorphisms Sδ,Tδ of TM0 which depend on δ,
we say that
Sδ ≈ Tδ
if Sδ|Γ = Tδ|Γ and all eigenvalues of Sδ − Tδ tend to zero uniformly on compact
subsets of M0 as δ → 0.
For two vector fields Xδ, Yδ on M0, we say that Xδ ≈ Yδ if Xδ|Γ = Yδ|Γ and
‖Xδ − Yδ‖0 → 0 uniformly on compact subsets as δ → 0.
Note that Sδ ≈ Tδ (Xδ ≈ Yδ) holds iff in local coordinates (Sδ)ij = (Tδ)ij on Γ
and |(Sδ)ij − (Tδ)ij | → 0 (Xiδ = Y iδ on Γ and |Xiδ − Y iδ | → 0).
Lemma 1.2.12 (Auxiliary identities, cf. [15], Lemma 6.1, 6.2, 6.3). Let
X,Y ∈ {∂1, . . . , ∂n−1} ⊂ TΓ(d) ⊂ TM0
and
N = ∂n ∈ (TΓ(d))⊥ ⊂ TM0.
The following (approximate and exact) identities hold:
Gδ ≈ I, ∇XGδ ≈ 0, ∇NGδ ≈ 2fδ(xn)L
∇X∇NGδ ≈ 2fδ(xn)∇XL (1.2.4)
∇N∇NGδ ≈ 2f ′δ(xn)L− 2Cfδ(xn)PT
〈∇δXN,Y 〉δ = 〈∇δNX,Y 〉δ
=
1
2
(〈∇NX,GδY 〉+ 〈X,Gδ∇NY 〉+ 〈X, (∇NGδ)Y 〉) (1.2.5)
∇δNN = 0 (1.2.6)
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∇δNX = ∇δXN ≈ ∇XN + fδ(xn)LX (1.2.7)
PT (∇δXY ) ≈ PT (∇XY ). (1.2.8)
Proof. The first identity in (1.2.4) follows from the fact that Gδ = I on Γ = {xn =
0}, since Fδ(0) = Fδ(0) = 0, and Lemma 1.2.10 (i).
Let us verify ∇XGδ ≈ 0. We have
∇XGδ = ∇X(I + 2FδL− 2CFδPT ) = ∇XI + 2Fδ∇XL− 2CFδ∇XPT ,
since Fδ and Fδ depend only on xn. For any ξ, ζ ∈ TM0 we then have
(∇ζI)ξ = ∇ζ(Iξ)− I(∇ζξ) = ∇ζξ −∇ζξ = 0.
Moreover,∇XL and∇XPT are locally bounded, so the result follows since Fδ,Fδ →
0 as δ → 0.
One verifies the remaining identities using similar arguments. Detailed compu-
tations are given in Appendix D, Lemma D.3.
1.3. The Riemannian curvature operator of gδ
In this section, we compare the Riemannian curvature operators of gδ and g0 on
M0 (cf. §§ 7-8 of [15]).
Let us briefly recall the connection between (4, 0)-tensors on a finite dimen-
sional vector space V and the corresponding linear operators on Λ2V (we refere to
Appendix B.1 for a detailed discussion). Any (4, 0)-tensor {Tijkl} which is anti-
symmetric in i, j and k, l, respectively, induces a bilinear form T on Λ2V via
T (ei ∧ ej , ek ∧ el) := T (ei, ej , ek, el) = Tijkl,
where e1, . . . , en is a basis of V , and ei ∧ ej = ei⊗ ej − ej ⊗ ei, 1 ≤ i < j ≤ n is the
induced basis of Λ2V . The antisymmetries of T ensure that
T (ei ∧ ej , ek ∧ el) = −T (ej ∧ ei, ek ∧ el) = −T (ei ∧ ej , el ∧ ek),
that is, T is well defined. If in addition Tijkl = Tklij , then the induced bilinear
form T is symmetric. For arbitrary α, β ∈ Λ2V , α = ∑i<j αijei ∧ ej = αijei ⊗ ej ,
β =
∑
i<j β
ijei ∧ ej = βijei ⊗ ej (αij = −αji and βij = −βji) one has
T (α, β) = 1
4
Tijklα
ijβkl (1.3.1)
(see Lemma B.1.1), where here and in what follows we make use of the summation
convention.
Conversely, any bilinear form T on Λ2V (or the corresponding linear operator)
induces a (4, 0)-tensor on V via
T (ei, ej , ek, el) := T (ei ∧ ej , ek ∧ el) = Ig(ei ∧ ej , T (ek ∧ el)),
where Ig is the inner product on Λ2V induced by g,
Ig(ei ∧ ej , ek ∧ el) = gikgjl − gjkgil.
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The such defined tensor has the symmetries Tijkl = −Tjikl = −Tijlk, and if in
addition the bilinear form is symmetric, then we also have Tijkl = Tklij .
Using the inner product Ig, we may identify linear operators and bilinear forms
on Λ2V by putting
Ig(ei ∧ ej , T (ek ∧ el)) = T (ei ∧ ej , ek ∧ el).
The bilinear form is symmetric iff the operator is self-adjoint. In view of these
identifications, in what follows we will often switch between operators and bilinear
forms on Λ2(TM) and (4, 0)-tensors on TM .
We will also make use of the Kulkarni-Nomizu product on End(TM) (see Ap-
pendix B.2 for a detailed discussion). The Kulkarni-Nomizu product of two linear
endomorphisms A, B of V is the linear endomorphism A∧B : Λ2V → Λ2V , which
is defined by
(A ∧B)(ei ∧ ej) := 1
2
(
A(ei) ∧B(ej) + B(ei) ∧A(ej)
)
for basis vectors ei∧ej , and extends to Λ2V by linearity. The factor 12 ensures that
we have idV ∧ idV = idΛ2V . The corresponding bilinear form on Λ2V is given by
A ∧B(ei ∧ ej , ek ∧ el) := Ig
(
ei ∧ ej , (A ∧B)(ek ∧ el)
)
=
1
2
(AikBjl −AjkBil +BikAjl −BjkAil),
where A,B are the bilinear forms on V corresponding with A,B (cf. Notation
1.2.4). Note that the induced (4, 0)-tensor {(A ∧ B)ijkl} is antisymmetric in i, j
and k, l, respectively. If in addition A and B are symmetric, then we also have the
symmetry (A ∧B)ijkl = (A ∧B)klij .
Let us now consider the Riemannian curvature operator of gδ. For ease of nota-
tion, here and in what follows we shall suppress the index 0 for quantities related to
M0. For example, we write 〈·, ·〉 for 〈·, ·〉0 and R for R0. Similarly as in Definition
1.2.11, given operators Sδ, Tδ : Λ2(TM0) → Λ2(TM0) which depend on δ, we say
that Sδ ≈ Tδ, if Sδ|Γ = Tδ|Γ, and Sδ −Tδ → 0 uniformly on compact sets as δ → 0.
Note that this is the case if and only if in local coordinates the coefficients of the
corresponding (4, 0)-tensors satisfy Sδijkl ≈ T δijkl.
The main result of this section is
Proposition 1.3.1. Let Rδ = R(gδ). Then
Rδ ≈ R− f2δA+ fδB − 2f ′δL+ 2f2δL2 + 2CfδIˆ (1.3.2)
holds on M0, where
A := L ∧ L
L := L ∧PN
L2 := L2 ∧PN
Iˆ := PT ∧PN
(cf. Notation 1.2.8 for the definitions of PT and PN ), and B is a smooth operator
on Λ2(TM0) which we will define later.
In order to prove this statement, we compute the coefficients of the corresponding
(4, 0)-tensor of Rδ locally in coordinates (x1, . . . , xn) from the previous section.
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Lemma 1.3.2. For i, j, k, l ∈ {1, . . . , n− 1} we have
Rδijkl ≈ Rijkl − f2δ (L ∧ L)ijkl − 2fδ(L ∧∇N)ijkl, (1.3.3)
where ∇N is the endomorphism X ∈ TM 7→ ∇XN ∈ TM (recall that N is the unit
vector field orthogonal to the hypersurfaces of M0 equidistant to Γ, cf. Notation
1.2.2).
Proof. We proceed as in [15], Lemma 7.1. Let p ∈ M0 be a point near Γ and
d = dist (x,Γ) = xn(p). Let k, l ≤ n− 1. Recall that by Definition 1.2.2 we have
gδkl = gkl + 2Fδ(x
n)Lkl − 2CFδ(xn)gkl.
Therefore, for i, j ≤ n− 1 we have
∂ig
δ
kl ≈ ∂igkl
and
∂i∂jg
δ
kl ≈ ∂i∂jgkl,
which implies that the curvature tensors of gδ|Γ(d) and g|Γ(d) satisfy
RδΓ(d) ≈ RΓ(d).
Using the Gauss theorem and (1.2.7), at p we compute
Rδijkl = 〈Rδ(∂i, ∂j)∂k, ∂l〉δ
= 〈RδΓ(d)(∂i, ∂j)∂k, ∂l〉δ − 〈∇δ∂iN, ∂k〉δ〈∇δ∂jN, ∂l〉δ + 〈∇δ∂jN, ∂k〉δ〈∇δ∂iN, ∂l〉δ
≈ 〈RΓ(d)(∂i, ∂j)∂k, ∂l〉 − (〈∇∂iN, ∂k〉+ fδ〈∂i,L∂k〉)(〈∇∂jN, ∂l〉+ fδ〈∂j ,L∂l〉)
+(〈∇∂jN, ∂k〉+ fδ〈∂j ,L∂k〉)(〈∇∂iN, ∂l〉+ fδ〈∂i,L∂l〉)
= 〈RΓ(d)(∂i, ∂j)∂k, ∂l〉 − 〈∇∂iN, ∂k〉〈∇∂jN, ∂l〉+ 〈∇∂jN, ∂k〉〈∇∂iN, ∂l〉
−f2δ
(〈∂i,L∂k〉〈∂j ,L∂l〉 − 〈∂j ,L∂k〉〈∂i,L∂l〉)
−fδ
(〈∂i,L∂k〉〈∇∂jN, ∂l〉 − 〈∂j ,L∂k〉〈∇∂iN, ∂l〉
+〈∇∂iN, ∂k〉〈∂j ,L∂l〉 − 〈∇∂jN, ∂k〉〈∂i,L∂l〉
)
.
Lemma 1.3.3. For i, j, l ∈ {1, . . . , n− 1} we have
Rδijnl ≈ Rijnl + fδ
(〈∂i, (∇∂jL)∂l〉 − 〈∂j , (∇∂iL)∂l〉). (1.3.4)
Proof. We proceed as in [15], Lemma 7.3. Let i, j, l ∈ {1, . . . , n− 1}. By definition
of the Riemannian curvature tensor we have
〈Rδ(∂i, ∂j)∂n, ∂l〉δ
= 〈∇δ∂j∇δ∂iN, ∂l〉δ − 〈∇δ∂i∇δ∂jN, ∂l〉δ (1.3.5)
= ∂j〈∇δ∂iN, ∂l〉δ − ∂i〈∇δ∂jN, ∂l〉δ − 〈∇δ∂iN,∇δ∂j∂l〉δ + 〈∇δ∂jN,∇δ∂i∂l〉δ.
1) For the first two terms on the right hand side we compute using (1.2.5)
∂j〈∇δ∂iN, ∂l〉δ − ∂i〈∇δ∂jN, ∂l〉δ
=
1
2
∂j(〈∇N∂i,Gδ∂l〉+ 〈∂i,Gδ∇N∂l〉+ 〈∂i, (∇NGδ)∂l〉)
− 1
2
∂i(〈∇N∂j ,Gδ∂l〉+ 〈∂j ,Gδ∇N∂l〉+ 〈∂j , (∇NGδ)∂l〉).
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After termwise differentiation we get three different types of terms:
a) Terms in which Gδ is not differentiated: Since Gδ ≈ I, their sum is
≈ ∂j〈∇∂iN, ∂l〉 − ∂i〈∇∂jN, ∂l〉.
b) Terms in which Gδ is differentiated with respect to ∂i or ∂j : Since 1 ≤ i ≤ n−1,
these terms are ≈ 0 by (1.2.4).
c) Terms which involve mixed derivatives of Gδ with respect to both ∂i and N : In
view of (1.2.4), their sum is
≈ fδ
(〈∇∂j∂i,L∂l〉+ 〈∂i, (∇∂jL)∂l〉+ 〈∂i,L(∇∂j∂l)〉
−〈∇∂i∂j ,L∂l〉 − 〈∂j , (∇∂iL)∂l〉 − 〈∂j ,L(∇∂i∂l)〉
)
= fδ
(〈∂i, (∇∂jL)∂l〉+ 〈∂i,L(∇∂j∂l)〉 − 〈∂j , (∇∂iL)∂l〉 − 〈∂j ,L(∇∂i∂l)〉),
where we used that ∂i and ∂j commute. Combining a), b) and c) gives us
∂j〈∇δ∂iN, ∂l〉δ − ∂i〈∇δ∂jN, ∂l〉δ
≈ ∂j〈∇∂iN, ∂l〉 − ∂i〈∇∂jN, ∂l〉 (1.3.6)
+ fδ
(〈∂i, (∇∂jL)∂l〉+ 〈∂i,L(∇∂j∂l)〉 − 〈∂j , (∇∂iL)∂l〉 − 〈∂j ,L(∇∂i∂l)〉).
2) Let us now consider the last two terms on the right hand side of (1.3.5). Using
the fact that 〈∇δ∂iN,N〉δ = 0, we have
〈∇δ∂iN,∇δ∂j∂l〉δ = 〈∇δ∂iN,PT (∇δ∂j∂l)〉δ.
Therefore, in view of (1.2.7) and (1.2.8)
−〈∇δ∂iN,∇δ∂j∂l〉δ + 〈∇δ∂jN,∇δ∂i∂l〉δ
= −〈∇δ∂iN,PT (∇δ∂j∂l)〉δ + 〈∇δ∂jN,PT (∇δ∂i∂l)〉δ
≈ −(〈∇∂iN,PT (∇∂j∂l)〉+ fδ〈L∂i,PT (∇∂j∂l)〉) (1.3.7)
+
(〈∇∂jN,PT (∇∂i∂l)〉+ fδ〈L∂j ,PT (∇∂i∂l)〉)
≈ −〈∇∂iN,∇∂j∂l〉+ 〈∇∂jN,∇∂i∂l〉+ fδ
(〈L∂j ,∇∂i∂l〉 − 〈L∂i,∇∂j∂l〉),
where in the last line we used 〈∇∂iN,N〉 = 0 and 〈L∂i, N〉 = 〈∂i,LN〉 = 0.
Combining (1.3.6) and (1.3.7) we obtain the desired result.
Lemma 1.3.4. For j, l ∈ {1, . . . , n− 1} we have
Rδnjnl ≈ Rnjnl − 2f ′δ(L ∧PN )njnl + 2f2δ (L2 ∧PN )njnl + 2Cfδ(PT ∧PN )njnl
−fδ
(〈L∂j ,∇∂lN〉+ 〈∇∂jN,L∂l〉).
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Proof. We proceed as in [15], Lemma 7.2. Using Lemma 1.2.12 we compute
Rδnjnl = 〈Rδ(N, ∂j)N, ∂l〉δ
= 〈∇δ∂j ∇δNN︸ ︷︷ ︸
≡0
, ∂l〉δ − 〈∇δN∇δ∂jN, ∂l〉δ
= −N〈∇δ∂jN, ∂l〉δ + 〈∇δ∂jN,∇δN∂l〉δ
(1.2.5),(1.2.7)≈ −N
[1
2
(〈∇N∂j ,Gδ∂l〉+ 〈∂j ,Gδ(∇N∂l)〉+ 〈∂j , (∇NGδ)∂l〉)]
+〈∇N∂j + fδL∂j ,∇N∂l + fδL∂l〉
(1.2.4)≈ 〈R(N, ∂j)N, ∂l〉 − f ′δ〈∂j ,L∂l〉+ f2δ 〈L∂j ,L∂l〉+ Cfδ〈∂j , ∂l〉
−fδ
(〈L∂j ,∇∂lN〉+ 〈∇∂jN,L∂l〉).
We are now ready to prove Proposition 1.3.1.
Proof of Proposition 1.3.1. We define the (4, 0)-tensor B by
Bijkl = −2(L ∧∇N)ijkl
+〈∂i, (∇∂jL)∂l〉〈∂k, N〉 − 〈∂j , (∇∂iL)∂l〉〈∂k, N〉
−〈∂i, (∇∂jL)∂k〉〈∂l, N〉+ 〈∂j , (∇∂iL)∂k〉〈∂l, N〉
+〈∂k, (∇∂lL)∂j〉〈∂i, N〉 − 〈∂l, (∇∂kL)∂j〉〈∂i, N〉
−〈∂k, (∇∂lL)∂i〉〈∂j , N〉+ 〈∂l, (∇∂kL)∂i〉〈∂j , N〉.
Observe that the tensor B satisfies Bijkl = −Bjikl = −Bijlk and Bijkl = Bklij , thus
inducing a symmetric bilinear form B on Λ2(TM) via B(ei∧ej , ek∧el) = Bijkl (see
the discussion in the beginning of this section). The desired equation
Rδ ≈ R− f2δL ∧ L + fδB
−2f ′δL ∧PN + 2f2δL2 ∧PN + 2CfδPT ∧PN (1.3.8)
follows in view of Lemmas 1.3.2 – 1.3.4. Indeed, note that since the operators on
the right hand side (i.e. their corresponding (4, 0)-tensors) have the same sym-
metries as the curvature operator, it suffices to evaluate (1.3.8) for (∂i, ∂j , ∂k, ∂l),
(∂i, ∂j , ∂n, ∂l), and (∂n, ∂j , ∂n, ∂l), where 1 ≤ i, j, k, l ≤ n− 1.
Case 1)
Let i, j, k, l ≤ n− 1. In this case
(L ∧PN )ijkl = (L2 ∧PN )ijkl = (PT ∧PN )ijkl = 0
and Bijkl = −2(L ∧∇N)ijkl. Thus, (1.3.8) follows by Lemma 1.3.2.
Case 2)
Let i, j, l ≤ n − 1 and k = n. Recall that Lin = 0 for all i and (PN )in = 0 for
i ≤ n− 1. Therefore we have
(L ∧ L)ijnl = (L ∧PN )ijnl = (L2 ∧PN )ijnl = (PT ∧PN )ijnl = 0.
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Moreover, (∇N)in = 〈∂i,∇NN〉 = 0 = 〈N,∇∂iN〉 = (∇N)ni, and therefore
Bijnl = 〈∂i, (∇∂jL)∂l〉 − 〈∂j , (∇∂iL)∂l〉,
and (1.3.8) follows by Lemma 1.3.3.
Case 3)
Let j, l ≤ n − 1 and i = k = n. Clearly, (L ∧ L)njnl = 0. As in case 2) we have
(L ∧∇N)njnl = 0, and thus
Bnjnl = 〈N, (∇∂jL)∂l〉 − 〈∂j , (∇NL)∂l〉+ 〈N, (∇∂lL)∂j〉 − 〈∂l, (∇NL)∂j〉
= 〈N, (∇∂jL)∂l〉+ 〈N, (∇∂lL)∂j〉,
where we used that ∇NL = 0 (cf. Lemma 1.2.5). Using the fact that L is self-
adjoint and LN = 0 we compute
〈N, (∇∂jL)∂l〉 = 〈N,∇∂j (L∂l)〉 − 〈N,L(∇∂j∂l)〉
= ∂j〈N,L∂l〉 − 〈∇∂jN,L∂l〉
= −〈∇∂jN,L∂l〉,
which gives us
Bnjnl = −(〈∇∂jN,L∂l〉) + 〈∇∂lN,L∂j〉).
Thus, in this case (1.3.8) follows by Lemma 1.3.4, and we are done.
1.4. The Riemannian curvature operator of g′1
In this section, we prove an auxiliary result which we will need in the next section.
Recall that g′1 is the extension of g1 on a small neighborhood of Γ in M0, as
introduced in Lemma 1.2.3. We compare the Riemannian curvature operators on
Γ with respect to the metrics g and g′1 (cf. [15], § 9).
We define the self-adjoint operator G1 on TM0 by 〈·,G1·〉 = 〈·, ·〉′1.
Proposition 1.4.1. Let R′1 be the Riemannian curvature operator of g′1 on M0.
On Γ we have
R′1 = R−A+ B + 2L2 −∇2NG1, (1.4.1)
where A, B and L2 are as in Theorem 1.3.1 and ∇2NG1 := (∇2NG1) ∧ PN . In
particular, since R′1 = R1 holds on Γ independently of the extension g′1, and R1 ≥ κ
by assumption, we have
R−A+ B + 2L2 −∇2NG1 ≥ κI (1.4.2)
on Γ.
Proof. We proceed as in [15], Lemma 9.1. We show that G1 satisfies similar equal-
ities on Γ as Gδ in Lemma 1.2.12, up to the ∇N∇NG1 term (see Lemma 1.4.2
below). We may then repeat the computations from the previous section, where
the only difference occurs due to the ∇N∇NG1 term.
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Lemma 1.4.2. Let X,Y ∈ {∂1, . . . , ∂n−1}, and N = ∂n. On Γ, the following
identities are true:
G1 = I (1.4.3)
∇XG1 = 0 (1.4.4)
∇NG1 = 2L (1.4.5)
∇X∇NG1 = 2∇XL (1.4.6)
∇1,′NN = 0 (1.4.7)
∇1,′XN = ∇XN + LX (1.4.8)
PT (∇1,′XY ) = PT (∇XY ) (1.4.9)
Proof. By construction g′1 = g1 on Γ, and by assumption g1 = g0 on Γ, which shows
(1.4.3). The identity (1.4.4) follows from (1.4.3).
Let us show (1.4.5). We have
〈X, (∇NG1)Y 〉 = 〈X,∇N (G1Y )〉 − 〈X,G1(∇NY )〉
on Γ
= N〈X,G1Y 〉 − 〈∇NX,Y 〉 − 〈X,∇NY 〉
= N〈X,Y 〉′1 − 〈∇NX,Y 〉 − 〈X,∇NY 〉
= 〈∇1,′NX,Y 〉′1 + 〈X,∇1,′NY 〉′1 − 〈∇NX,Y 〉 − 〈X,∇NY 〉
= 2L0(X,Y )− 2L1(X,Y )
= 〈X, 2LY 〉, (1.4.10)
where we used that in our coordinates the second fundamental forms of Γ in (M0, g)
and (M0, g
′
1) with respect to N are −〈X,∇NY 〉 and 〈X,∇1,′NY 〉′1 (cf. Lemma
1.2.10). By a similar computation we have
〈N, (∇NG1)Y 〉 on Γ= N〈N,G1Y 〉 − 〈∇NN,Y 〉 − 〈N,∇NY 〉
= 0 = 〈N, 2LY 〉. (1.4.11)
Furthermore, G1N = N implies
(∇NG1)N = ∇N (G1N)−G1(∇NN) = 0 = 2LN. (1.4.12)
Equation (1.4.5) follows from (1.4.10), (1.4.11), (1.4.12), and the fact that ∇NG1
is self-adjoint.
Equation (1.4.6) is a consequence of (1.4.5).
Equation (1.4.7) follows by a similar computation as ∇δNN = 0, see Lemma D.3,
equation (D.5), since by construction we have (g′1)in = δin for all 1 ≤ i ≤ n (see
Lemma 1.2.3).
Let us verify (1.4.8). Using the Koszul formula, similarly as in Lemma D.3,
(D.4), one checks that
〈∇1,′NX,Y 〉′1 =
1
2
(〈∇NX,G1Y 〉+ 〈X,G1(∇NY )〉+ 〈X, (∇NG1)Y 〉).
Since G1 = I and ∇NG1 = 2L on Γ, this implies
〈∇1,′NX,Y 〉′1 = 〈∇XN,Y 〉+ 〈X,LY 〉 (1.4.13)
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on Γ. Moreover, using the fact that the vector fields X and N commute, the
identity ∇1,′NN = 0 = ∇NN , and LN = 0, one checks that
〈∇1,′NX,N〉′1 = 0 = 〈∇XN,N〉+ 〈X,LN〉. (1.4.14)
We then obtain (1.4.8) by combining (1.4.13) and (1.4.14).
Finally, one verifies (1.4.9) using g′in = δin for 1 ≤ i ≤ n similarly as in Lemma
D.3, equation (D.7).
1.5. Estimating Rδ on M0
The goal of this section is to show that Rδ ≥
(
κ− ε(δ))Iδ holds on M0.
Lemma 1.5.1 (cf. [15], Lemma 9.2). We have
R− f2δA+ fδB ≥ (κ−ε(δ))I + 2fδ
(−L2 + 1
2
∇2NG1
)
, (1.5.1)
where ε(δ) tends to zero as δ → 0.
Proof. Since Γ is compact, it suffices to show that
R(α, α)−f2δA(α, α)+fδB(α, α) ≥ κI(α, α)+2fδ
(−L2+1
2
∇2NG1
)
(α, α)−ε(δ)I(α, α)
holds on a small neighborhood U of a point p ∈ Γ for every two-vector α on U ,
where ε(δ) does not depend on α. Let us fix a coordinate neighborhood (U,ϕ) of
p ∈ Γ, where
ϕ = (x1, . . . , xn) : U ⊂M → V ⊂ Rn
is as in Section 2. Using this coordinate chart, we identify U ⊂M and ϕ(U) ⊂ Rn,
and regard all quantities in the above inequality as functions V → R. W.l.o.g. we
may assume that α has fixed coefficients satisfying
∑n
i,j=1(α
ij)2 = 1.
We proceed as in Lemma 9.2 of [15]. Off a δ-neighborhood of Γ we have fδ(x
n) =
0, so the inequality holds without an error term. On Γ = {xn = 0} we have
fδ(x
n) = 1, and the inequality follows from (1.4.2).
Let us now fix a point xˆ = (x1, . . . , xn−1) ∈ U ∩ Γ and look at the inequality on
the line segment {(xˆ, xn) : xn ∈ [0, δ]}. Let
Q = −L2 + 1
2
∇2NG1.
For xn ∈ [0, δ2] we have fδ(xn) ∈ [0, 1] (cf. Definition 1.2.6). Suppose for a moment
that the quantities R(α, α), A(α, α), B(α, α) and Q(α, α) do not depend xn. Then
the inequality
R(α, α)− f2δA(α, α) + fδB(α, α) ≥ κI(α, α) + 4fδQ(α, α) (1.5.2)
would hold without an error term. This is because it holds for fδ = 0 and fδ = 1,
and the function
[0, 1] → R
y 7→ R(α, α)− y2A(α, α) + yB(α, α)
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is concave (note that L ≥ 0 implies A = L ∧ L ≥ 0, see Lemma B.3.3). Now
R(α, α), A(α, α), B(α, α) and Q(α, α) do depend on xn, but they are smooth on
M0 and hence almost constant for small x
n. Indeed, one has for instance
|R(α, α)(xˆ, s)−R(α, α)(xˆ, t)| = 1
4
|Rijkl(xˆ, s)−Rijkl(xˆ, t)||αijαkl|
≤ δc(n) sup
i,j,k,l
‖Rijkl‖C1(U)
for all s, t ∈ [0, δ], where the right hand side tends to zero since the C1-norm of the
coordinate functions is bounded if we choose U small enough. Therefore (1.5.2)
holds up to a small error term ε(δ) on the right hand side for xn ∈ [0, δ2].
For xn ∈ [δ2, δ] we have |fδ(xn)| ≤ δ. A,B, I and Q are uniformly bounded near
Γ, therefore (1.5.2) holds for all xn ∈ [0, δ] if we choose δ sufficiently small and
subtract another ε(δ) on the right hand side.
Proposition 1.5.2 (cf. [15], Lemma 10.1). If the constant C in the definition of
gδ is chosen large enough, then for small δ > 0
Rδ ≥
(
κ− ε(δ))Iδ,
where ε(δ)→ 0 as δ tends to zero.
Proof. Since gδ → g uniformly, it suffices to show that Rδ ≥
(
κ − ε(δ))I. From
Proposition 1.3.1 and Lemma 1.5.1 we get
Rδ ≈ R− f2δA+ fδB − 2f ′δL+ 2f2δL2 + 2CfδIˆ
≥ κI + 2fδ
(−L2 + 1
2
∇2NG1 + CIˆ
)− 2f ′δL+ 2f2δL2 − ε(δ)I.
By definition of the operators L2, ∇2NG1, Iˆ (see Proposition 1.3.1) we have
− L2 + 1
2
∇2NG1 + CIˆ = (−L2 +
1
2
∇2NG1 + CPT ) ∧PN . (1.5.3)
Note that the operators L2 and ∇2NG1 vanish on TΓ(d)⊥. Moreover, these opera-
tors are uniformly bounded near Γ. Therefore, the expression in parentheses on the
right hand side of (1.5.3) becomes nonnegative, if we choose the constant C large
enough. Then PN ≥ 0 implies that the right hand side of (1.5.3) is nonnegative
(cf. Lemma B.3.3). Moreover, −L2 + 12∇2NG1 + CIˆ is uniformly bounded near Γ,
and fδ ≥ −δ by construction. Thus
2fδ
(−L2 + 1
2
∇2NG1 + CIˆ
) ≥ −ε(δ)I.
The operator L = L∧PN is nonnegative and uniformly bounded near Γ, and f ′δ ≤ δ
by construction. This gives us −2f ′δL ≥ −ε(δ)I. Obviously, f2δL2 = f2δL2 ∧PN is
nonnegative, and we are done.
Corollary 1.5.3. The weakly defined Riemannian curvature operator of the W 2,∞loc -
metric g(δ) on M (recall that g(δ)|M0 = gδ and g(δ)|M1 = g1, cf. Lemma 1.2.10)
satisfies
R(g(δ)) ≥ κ− ε(δ) a.e. on M (1.5.4)
(everywhere except on Γ).
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Proof. In local coordinates the Riemannian curvature tensor of some metric h is
given by
R(h)ijkl = ∂j∂khil + ∂i∂lhjk − ∂j∂lhik − ∂i∂khjl + (h−1 • ∂h • ∂h)ijkl, (1.5.5)
where • means contracting tensors using the metric. Since the second derivatives
enter (1.5.5) linearly, R(g(δ)) can be defined on M in the weak sense. R(g(δ)) ≥
κ− ε(δ) a.e. follows from Proposition 1.5.2 and the assumption R(g1) ≥ κ .
1.6. Mollifying g(δ)
By mollifying g(δ) we construct a family of smooth metrics with properties as
required in Definition 1.1.1.
Proposition 1.6.1. There exists a family of smooth metrics g˜(δ) such that
g˜(δ) → g
as δ → 0 uniformly on compact subsets of M , and such that
R˜(δ) ≥ (κ− ε˜(δ))I˜(δ),
where ε˜(δ)→ 0 as δ → 0.
Proof. Let us fix a small δ > 0. Let Us, s ∈ N, be a locally finite open cover of
M , such that Us ⊂⊂ U ′s for some coordinate neighborhood U ′s. In what follows, we
identify the coordinate neighborhoods U ′s with the corresponding neighborhoods in
Rn. Since Γ is compact, we may assume w.l.o.g. that U ′s∩Γ = ∅ for s > N for some
N ∈ N. We denote the coordinate functions of g(δ) on U ′s by (gs(δ))ij . After choosing
U ′s even smaller if necessary, we may also assume that ‖(gs(δ))ij‖C1(U ′s) ≤ K < ∞
for all s ≤ N . For s ≤ N and x ∈ Us let
(gs,h(δ) )ij(x) = (ρh ∗ (gs(δ))ij)(x) =
∫
|z|≤1
ρ(z)(gs(δ))ij(x− hz)dz, (1.6.1)
where ρ ∈ C∞0 (Rn) satisfies supp ρ ⊂ B1(0) and
∫
Rn ρ = 1, and h is small enough
so that for all s ≤ N the point x − hz lies in U ′s for all z ∈ B1(0). Observe that
gs,h(δ) is a well defined metric on Us which converges to g(δ)|Us in the C1-sense. Let
(ηs) be a partition of unity on M such that supp ηs ⊂ Us for all s. For h as above
we then define a smooth metric gh(δ) on M by
gh(δ) =
∑
s≤N
ηsg
s,h
(δ) +
∑
s>N
ηsg(δ). (1.6.2)
Let us now calculate the Riemannian curvature tensor R(gh(δ)) using the formula
(1.5.5). The terms which do not involve any derivatives of the unity functions ηs
give us just the mollified Riemannian curvature tensor (R(g(δ)))
h up to a small
error term ε(δ, h)
h→0→ 0, constructed in the same way as gh(δ) in (1.6.1) and (1.6.2).
Indeed, we have
∂∂gh(δ) + · · ·+ (gh(δ))−1 • ∂gh(δ) • ∂gh(δ)
=
(
∂∂g(δ)
)h
+ · · ·+ (gh(δ))−1 • ∂gh(δ) • ∂gh(δ)
=
(
∂∂g(δ)
)h
+ · · ·+ ((g(δ))−1 • ∂g(δ) • ∂g(δ))h ± ε(δ, h),
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where we used that both (gh(δ))
−1 • ∂gh(δ) • ∂gh(δ) and
(
(g(δ))
−1 • ∂g(δ) • ∂g(δ)
)h
are
C0 close to (g(δ))
−1 • ∂g(δ) • ∂g(δ) since gh(δ) → gδ in the C1 sense for any fixed δ as
h→ 0.
The other terms vanish uniformly on M as h tends to zero. We shall verify this
exemplary for the terms involving second derivatives of the unity functions. After
fixing a coordinate chart (U,ϕ) we compute
|
∑
s≤N
∂j∂kηs(g
s,h
(δ) )il +
∑
s>N
∂j∂kηs(g(δ))il|
= |
∑
s≤N
∂j∂kηs(g(δ))il +
∑
s≤N
∂j∂kηs
(
(gs,h(δ) )il − (g(δ))il
)
+
∑
s>N
∂j∂kηs(g(δ))il|
≤ |∂j∂k(
∞∑
s=1
ηs︸ ︷︷ ︸
≡1
)(g(δ))il +
∑
s≤N
|∂j∂kηs||(gs,h(δ) )il − (g(δ))il|
≤ N( max
s=1,...,N
‖ηs‖C2(Us)
)(
max
s=1,...,N
max
i,l=1,...,n
‖(gs,h(δ) )il − (g(δ))il‖C0(Us)
)
h→0→ 0.
All in all we have
|(R(gh(δ)))ijkl − (R(g(δ)))h)ijkl| ≤ ε(δ, h),
where ε(δ, h)
h→0→ 0 for every fixed δ, which implies that
R(gh(δ)) ≥ (R(g(δ)))h − ε˜(δ, h)I(g(δ)), (1.6.3)
where ε˜(δ, h)
h→0→ 0 for every fixed δ. Moreover, Corollary 1.5.3 implies
(R(g(δ)))h ≥ (κ− ε(δ))(I(g(δ)))h. (1.6.4)
Indeed, for any two-vector α =
∑
i<j α
ij∂i ∧ ∂j on Us′ (w.l.o.g. with fixed coeffi-
cients) we compute using (1.3.1)
(R(g(δ)))s,h(x)(α, α) =
∫
|z|≤1
ρ(z)
1
4
(R(g(δ)))
s
ijkl(x− hz)αijαkldz
(1.5.4)
≥ (κ− ε(δ)) ∫
|z|≤1
ρ(z)
1
4
(I(g(δ)))sijkl(x− hz)αijαkldz
=
(
κ− ε(δ))(I(g(δ)))s,h(x)(α, α).
Combining (1.6.3) and (1.6.4) we arrive at
R(gh(δ)) ≥ (κ− ε(δ))(I(g(δ)))h − ε˜(δ, h)I(g(δ))
≥ (κ− ε(δ))(1± ε(δ))I(gh(δ))− ε˜(δ, h)(1 + ε(δ))I(gh(δ))
where we used the fact that for every fixed δ both (I(g(δ)))h and I(gh(δ)) approach
I(g(δ)) as h tends to zero (± referes to the cases κ > 0, κ ≤ 0, respectively). Since
ε˜(δ, h) → 0 as h → 0 for every fixed δ, we may choose h small enough such that
ε˜(δ, h) ≤ ε(δ), thereby obtaining
R(gh(δ)) ≥
(
κ− (|κ|+ 3)ε(δ))I(gh(δ))
and the desired result follows with g˜(δ) = g
h
(δ) and ε˜(δ) = (|κ|+ 3)ε(δ).
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Remark 1.6.2. From the fact that g˜(δ) → g in the C0 sense on M , and g˜(δ) ≡ g off
a compact neighborhood K ⊃ Γ it follows that g˜(δ) → g uniformly on M .
The following lemma will be useful for an application in Section 2.4.
Lemma 1.6.3 (Further properties of g˜(δ)). Let (M0, g0), (M1, g1), M = M0∪φM1,
g = g0 ∪φ g1, and g˜(δ) be as above. The following statements are true:
(i) If (M0,dist g0) and (M1, dist g1) are complete (as length-metric spaces), then
(M, g˜(δ)) is a complete manifold for small enough δ > 0.
(ii) If supMi |R(gi)|gi <∞, i = 0, 1, then
sup
M
|R(g˜δ)|δ <∞,
for all δ > 0, where | · |δ denotes the norm induced by g˜(δ).
(iii) We have |Γ(g˜(δ0))− Γ(g˜(δ))|g ≤ c for all δ0, δ > 0, where Γ(g˜(δ)) refers to the
Christoffel symbols of g˜(δ), and c = c(g0, g1) does not depend on δ, δ0.
Proof. (i): To show that (M, g˜(δ)) is complete, by the Hopf-Rinow theorem it suf-
fices to verify that any closed bounded subset A ⊂ (M,dist g˜(δ)) is compact. Since
g˜(δ) → g uniformly on M (see the above remark), any such set A is bounded with
respect to dist g. Moreover, since the topologies induced by dist g and dist g˜(δ) co-
incide with the initial topology of M , the set A is a closed subset of (M,dist g).
Since by assumption (M0,dist g0) and (M1, dist g1) are complete, from construction
of M = M0 ∪φM1 and g = g0 ∪φ g1 it follows that (M,dist g) is a complete metric
space. A generalized version of the Hopf-Rinow theorem for length-metric spaces
(see [10], [2]) says that any closed bounded subset of a complete locally compact
length-metric space is compact, so A is compact in (M,dist g) (note that M is lo-
cally compact since it is a manifold). Using the fact that the topologies of (M, dist g)
and (M,dist g˜(δ)) coincide, we conclude that A is compact in (M,dist g˜(δ)).
(ii): This follows from the fact that by construction the metrics g˜(δ) are smooth
and coincide with g0 ∪φ g1 off a compact neighborhood K ⊃ Γ.
(iii): Since g˜(δ) → g uniformly on M , and off a neighborhood of Γ the metrics
g˜(δ) coincide with g for small enough δ > 0, it suffices to check that for any p ∈ Γ
there exists a coordinate neighborhood of U 3 p such that on U the first derivatives
of (g˜(δ))ij are bounded independently of δ. Let (U,ϕ) be a coordinate neighborhood
of p 3 Γ, where ϕ = (x1, . . . , xn) are Fermi coordinates constructed in Section 1.2.
Recall that the metric g˜(δ) was constructed by mollifying the W
2,∞
loc metric g(δ) near
Γ, defined by
g(δ) =
{
gδ on M0
g1 on M1
,
where
gδ = g0 + 2FδL+ 2CFδ gˆ.
In coordinates ϕ, the derivatives of gδ (on U ∩M0) are given by
∂k(gδ)ij = ∂k(gij + 2FδLij + 2CFδ gˆij)
= ∂kgij − δknfδ∂ngij − Fδ∂k∂ngij + 2CδknFδ gˆij + 2CFδ∂kgˆkl,
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where we used Lij = −12∂ngij . Since the functions fδ, Fδ and Fδ are uniformly
bounded independently of δ, this gives us
|∂k(g(δ))ij | ≤ c( sup
1≤i,j≤n
|gij |C2(U∩M0), sup
1≤i,j≤n
|gij |C1(U∩M1))
on U , where the right hand side is finite if we choose U small enough. Since the
mollifying procedure in Section 1.6 does not affect the uniform boundedness of the
first derivatives, we also have |∂k(g˜(δ))ij | ≤ c on U for all δ > 0, where c is as above,
and we are done.
1.7. Similar results for other curvature operators
As mentioned in the introduction, analogous results hold for manifolds with lower
bounds on Ricci curvature, scalar curvature, isotropic curvature, and bi-curvature,
respectively.
1.7.1. Manifolds with Ricci curvature ≥ κ
Theorem 1.7.1. Let M = M0∪φM1, g = g0∪φg1, Γ = Γ0 =φ Γ1, and L = L0+L1
be as in Theorem 1.1.2. Suppose that Ric(g0) and Ric(g1) are at least κ. If L is
positive semidefinite, then Ric(g) ≥ κ (in a similar sense as in Definition 1.1.1).
Proof. Given a symmetric bilinear form T on Λ2(TM) and a metric h, we denote
Rich(T ) = hjlT (·, ∂j , ·, ∂l),
where T (∂i, ∂j , ∂k, ∂l) = T (∂i ∧ ∂j , ∂k ∧ ∂l). The strategy of the proof is similar as
in the proof of Theorem 1.1.2. We show
(a) The curvature operator of the modified metric gδ on M0 satisfies Ricgδ(Rδ) ≥(
κ− ε(δ))gδ, ε(δ)→ 0 (this corresponds to Proposition 1.5.2).
(b) By mollifying g(δ), we construct a family of smooth metrics which approxi-
mate g in the C0 sense and have Ricci curvature at least κ− ε(δ).
(a): As in the previous sections, when working on M0, we write g rather than
g0 to simplify the notation. Here we may simplify the argument of the previous
sections. Recall that we identify endomorphisms and bilinear forms on TM0 in the
sense of Notation 1.2.4. In view of this identification, we have g = idTM0 . Since
gδ ≈ g on M0, it suffices to show that
Ricgδ(Rδ) ≥
(
κ− ε(δ))idTM0 .
By (1.3.2) we have
Ricgδ(Rδ) ≥ Ricgδ(R)− f2δ Ricgδ(A) + fδRicgδ(B)
− 2f ′δRicgδ(L) + 2f2δ Ricgδ(L2) + 2CfδRicgδ(Iˆ)− ε(δ)idTM0
(here and in what follows, we suppress constants in the ε(δ) term). Since |fδ| ≤ 1
and gδ → g uniformly, we may replace Ricgδ by Ricg everywhere except in the f ′δ
term, i.e. we have
Ricgδ(Rδ) ≥ Ricg(R)− f2δ Ricg(A) + fδRicg(B) (1.7.1)
− 2f ′δRicgδ(L) + 2f2δ Ricg(L2) + 2CfδRicg(Iˆ)− ε(δ)idTM0 .
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Recall that Iˆ = PT ∧PN (cf. Notation 1.2.8). We compute(
Ricg(P
T ∧PN ))
ik
=
1
2
gjl(P TikP
N
jl − P TjkPNil + PNik P Tjl − PNjkP Til )
=
1
2
(trg(P
N )P Tjk + trg(P
T )PNjk )
=
1
2
(P Tik + (n− 1)PNik ), (1.7.2)
which implies
Ricg(Iˆ) ≥ 1
2
(PT + PN ) =
1
2
idTM0 (1.7.3)
(the case n = 1 is trivial, since in this case R(g) ≡ 0). Using (1.7.3) and the
assumption Ricg(R) ≥ κ in (1.7.1), we obtain the estimate
Ricgδ(Rδ) ≥ (κ− ε(δ))idTM0 − f2δ Ricg(A) + fδRicg(B)
− 2f ′δRicgδ(L) + 2f2δ Ricg(L2) + CfδidTM0
= (κ− ε(δ))idTM0 − 2f ′δRicgδ(L) (1.7.4)
+ fδ
(−fδRicg(A) + Ricg(B) + 2fδRicg(L2) + CidTM0).
The operators A, B and L2 are smooth and hence uniformly bounded on a neigh-
borhood of Γ in M0. Therefore, the term in parenthesis in (1.7.4) is nonnegative
for large enough fixed C and bounded from above2. Since fδ ≥ −δ, the last line of
(1.7.4) is ≥ −ε(δ)idTM0 , and we arrive at
Ricgδ(Rδ) ≥ (κ− ε(δ))idTM0 − 2f ′δRicgδ(L). (1.7.5)
We now compute the f ′δ term in (1.7.5). Let us fix a point p ∈ M0 near Γ. Let
Γ(p) be the equidistant hypersurface of Γ containing p. We choose an orthonormal
(w.r.t. g) basis e1, . . . , en−1 of TpΓ(p) such that (L(p))1≤i,j≤n−1 is diagonal. Then
{e1, . . . , en−1, N} is an orthonormal basis of TpM and (L(p))1≤i,j≤n is diagonal.
By construction this implies that (gδ(p))1≤i,j≤n is diagonal, so gδ(p)jl = µlδjl,
where µl > 0 since gδ is positive definite, and µn = 1. Moreover, we still have
(PN )ij = δinδjn in these coordinates. Therefore, given a vector ξ ∈ TpM , using
Lkn = 0 for k = 1, . . . , n we compute
(Ricgδ(L))(ξ, ξ) = gjlδ (L ∧PN )ijklξiξk =
n∑
l=1
1
µl
(L ∧PN )ilklξiξk
=
1
2
n∑
l=1
1
µl
(LikP
N
ll − LlkPNil + PNik Lll − PNlk Lil)ξiξk
=
1
2
1
µn
L(ξ, ξ) +
1
2
(ξn)2
n∑
l=1
1
µl
Lll ≥ 0
since L ≥ 0 by assumption. Using the fact that f ′δ does not exceed δ, and that
Ricgδ(L) is uniformly bounded near Γ, we obtain the estimate
−2f ′δRicgδ(L) ≥ −ε(δ)idTM0 .
2 Note that at this point we simplified the argument of Section 1.5. Ricg(P
T ∧PN ) is estimated
from below by the positive definite operator 1
2
idTM0 , hence the A,B and L2 terms are absorbed
by CidTM0 . When considering the full curvature tensor, the corresponding operator CP
T ∧PN
has nontrivial kernel, which is why the concavity argument of Lemma 1.5.1 was necessary.
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(b): Let us fix a δ > 0. We construct the metrics gh(δ) as in Section 1.6. In view
of (1.6.3) and the fact that gh(δ) → g(δ) uniformly as h→ 0 we have
Ricgh
(δ)
(R(gh(δ))) ≥ Ricg(δ)(R(g(δ)))h − ε˜(δ, h)(g(δ)),
where ε˜(δ, h)→ 0 for every fixed δ as h→ 0. Given a vector field X on Us′ which
has constant coefficients not exceeding 1, on Us we compute using (a) and the mean
value theorem
Ricg(δ)(R(g(δ)))h,s(x)(X,X)
=
∫
|z|≤1
ρ(z)(g(δ))
jl(x)(R(g(δ)))
s
ijkl(x− hz)XiXkdz
=
∫
|z|≤1
ρ(z)(g(δ))
jl(x− hz)(R(g(δ)))sijkl(x− hz)XiXkdz
+ h
∫
|z|≤1
ρ(z)D(g(δ))
jl(ξx,hz)z(R(g(δ)))
s
ijkl(x− hz)XiXkdz
≥ (κ− ε(δ))gs,h(δ) (X,X)− hC(δ)
≥ (κ− 2ε(δ))gs,h(δ) (X,X),
where ξx,hz = (1 − t)x + thz for some t ∈ [0, 1], and C(δ) depends on the bound
of R(g(δ)) near Γ, which is finite for every fixed δ. Note that for every fixed δ we
may choose h small enough so that hC(δ) ≤ ε(δ). Since Us∩Γ 6= ∅ only for finitely
many s, we deduce
Ricg(δ)(R(g(δ)))h ≥
(
κ− 2ε(δ))gh(δ).
Thus
Ricgh
(δ)
(R(gh(δ))) ≥
(
κ− 2ε(δ))gh(δ) − ε˜(δ, h)(g(δ)).
Finally, we choose h even smaller such that ε˜(δ, h) ≤ ε(δ) and g(δ) ≤ (1 + ε(δ))gh(δ),
and the result follows with g˜(δ) = g
h
(δ) and ε˜(δ) = 4ε(δ).
1.7.2. Manifolds with scalar curvature ≥ κ
The scalar curvature of a C2 smooth Riemannian metric g is defined as S(g) =
trgRicg = g
ikgjlRgijkl. As mentioned in the introduction, in the scalar curvature
case we may weaken the assumption L ≥ 0 on Γ, requiring only that trgL ≥ 0 on Γ,
i.e. the sum of the mean curvatures of Γ with respect to g0 and g1 is nonnegative.
Theorem 1.7.2. Let M = M0∪φM1, g = g0∪φg1, Γ = Γ0 =φ Γ1, and L = L0+L1
be as in Theorem 1.1.2. Suppose that S(g0) and S(g1) are at least κ. If trgL ≥ 0
on Γ, then S(g) ≥ κ (in a similar sense as in Definition 1.1.1).
Proof. First, let us assume that trgL > 0 on Γ. In analogy to Lemma 1.2.5, we need
to verify that the extension of L satisfies trgL > 0, if so does the initial operator on
Γ. In fact, for x ∈M0 near Γ we have trg(x)L(x) = trg(xˆ)L(xˆ), where xˆ is the point
of Γ nearest to x. Indeed, let x ∈M0 be a point near Γ such that the extension L
is well defined at x. Recall that for X ∈ TxM0 we defined LX = P−1LPX, where
P is the parallel transportation along the integral curves of the normal field N ,
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which takes X ∈ TxM0 to PX ∈ TxˆM0. Let e1, . . . , en be an orthonormal basis of
TxM0, and let gij(x) = 〈ei, ej〉g(x) = δij and Lij(x) = 〈L(x)ei, ej〉g(x). We compute
trg(x)L(x) = g
ij(x)Lij(x) =
n∑
i=1
〈L(x)ei, ei〉g(x)
=
n∑
i=1
〈P−1L(xˆ)Pei, ei〉g(x) =
n∑
i=1
〈L(xˆ)Pei, P ei〉g(xˆ)
=
n∑
i=1
L(xˆ)(Pei, P ei) = trg(xˆ)L(xˆ) (1.7.6)
since Pe1, . . . , P en is an orthonormal basis of TxˆM0.
Given a metric h and a bilinear form T ∈ Λ2(TM) we denote
Sh(T ) = hikhklTijkl,
where Tijkl = T (∂i ∧ ∂j , ∂k ∧ ∂l). As in the Ricci curvature case, the crucial step is
to verify that
Sgδ(Rδ) ≥ κ− ε(δ) (1.7.7)
holds on M0. By (1.3.2) we have
Sgδ(Rδ) ≥ Sgδ(R)− f2δ Sgδ(A) + fδSgδ(B)
− 2f ′δSgδ(L) + 2f2δ Sgδ(L2) + 2CfδSgδ(Iˆ)− ε(δ)
≥ Sg(R)− f2δ Sg(A) + fδSg(B)
− 2f ′δSgδ(L) + 2f2δ Sg(L2) + 2CfδSg(Iˆ)− ε(δ), (1.7.8)
where we used that gδ → g in the C0 sense and the fact that fδ is bounded
independently of δ (note that since this is not the case for f ′δ, we can not replace
gδ by g in the f
′
δ term). By (1.7.2) we have
Sg(Iˆ) = 1
2
gik(P Tik + (n− 1)PNik ) = n− 1 > 0
(the case n = 1 is trivial). Similarly as in the previous section, in view of the
assumption Sg(R) ≥ κ and the fact that A, B and L2 are bounded near Γ and
fδ ≥ −δ, after choosing C large enough we may estimate (1.7.8) from below by
Sgδ(Rδ) ≥ κ− ε(δ)− 2f ′δSgδ(L). (1.7.9)
Consider the f ′δ term in the above expression. As in the previous section, at x ∈M0
near Γ we may choose local coordinates such that gij = δij , Lij = λiδij , (gδ)ij =
µδi δij and P
N
ij = δinδjn. In these coordinates we have (recall that λn = Lnn = 0
and µδn = 1)
(Sgδ(L)) = gikδ gjlδ (L ∧PN )ijkl =
n∑
i,j=1
1
µδi
1
µδj
(L ∧PN )ijij
=
1
2
n∑
i,j=1
1
µδi
1
µδj
(LiiP
N
jj − LijPNij + PNii Ljj − PNij Lij)
=
1
µδn
n∑
i=1
1
µδi
λi =
n−1∑
i=1
1
µδi
λi. (1.7.10)
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Note that the eigenvalues µδi → 1 since gδ → g uniformly, and hence trg(L) =∑n−1
i=1 λi > 0 implies
n−1∑
i=1
1
µδi
λi ≥ (1− ε(δ))
n−1∑
i=1
λi ≥ 0
for small enough δ. We then proceed as in the previous section and estimate the
f ′δ term in (1.7.9) from below by −ε(δ), which gives us (1.7.7) the case trgL > 0
on Γ. Using (1.7.7) and the assumption S(g1) ≥ κ, we then construct the required
smooth metric on M by mollifying g(δ) = gδ ∪φ g1 as in the previous section.
Let us now study the case where trgL ≥ 0 on Γ. In this case we may slightly
modify either one of the initial metrics g0 or g1 near the boundary, so that trgL
becomes strictly positive, and then repeat the argument above. More precisely,
consider g0 near Γ. Recall that in local coordinates (x
1, . . . , xn) constructed in
Section 1.2 the metric g0 has the form
g0 =
(
gˆ0 0
0 1
)
,
where gˆ is the restriction of g to the equidistant hypersurfaces Γ(d), d = dist g(Γ, ·) =
xn. Let d0 > 0 be small enough so that Γ(d) is smooth for d ≤ d0. We find a smooth
function ϕ : R≥0 → R≥0 satisfying
ϕ(0) = 1
ϕ|[d0,∞) ≡ 1
ϕ′(0) < 0
|ϕ′|, |ϕ′′| ≤ ε
with ε > 0 small, and put
g˜0 =
(
ϕ(xn)gˆ0 0
0 1
)
.
Note that in view of ϕ(0) = 1 we have g˜0|Γ = g0|Γ = g1|Γ, so that the isometry of
the boundaries is preserved. As in Lemma 1.2.10, at a point p ∈ Γ (i.e. xn(p) = 0)
we compute
L˜0ij = −
1
2
∂ng˜
0
ij = −
1
2
ϕ′(0)g0ij −
1
2
ϕ(0)∂ng
0
ij = −
1
2
ϕ′(0)g0ij + L
0
ij ,
and thus
trg˜0(L˜0) = g
ij
0 (−
1
2
ϕ′(0)g0ij + L
0
ij) = −
n
2
ϕ′(0) + trg0L0 > trg0L0,
which gives us trg˜0L˜0 + trg1L1 > 0, since by assumption trg0L0 + trg1L1 = trgL ≥ 0
on Γ. Moreover, by construction the new metric g˜0 is C
2 close to g0, and thus
their scalar curvatures differ only by an error term ε coming from the first two
derivatives of ϕ, which we may choose arbitrary small. We then may replace g0 by
g˜0 and proceed as in the trgL > 0 case.
Remark: In [17] P. Miao generalized the positive mass theorem [23] (which says that
an asymptotically flat manifold with nonnegative scalar curvature has nonnegative
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ADM mass), to metrics which fail to be C1 across a hypersurface Σ. One of the
essential steps of his proof was to smoothen the metric across Σ in such a way that
the scalar curvature stays bounded from below by a constant (cf. [17], Proposition
3.1). Theorem 1.7.2 provides a slightly better approximation, since in our case the
smooth metrics have scalar curvature ≥ −ε.
1.7.3. Manifolds with bi-curvature ≥ κ
The bi-curvature bi(g) of a C2 smooth Riemannian metric g is defined as the sum
of the two smallest eigenvalues of R(g). The condition bi(g) ≥ 0 is also referred to
as ‘2-nonnegative curvature operator’. Note that bi(g) ≥ κ holds on M iff
R(g)(α, α) +R(g)(β, β) ≥ κ
for all α, β ∈ Λ2(TM) which are orthonormal with respect to g.
Theorem 1.7.3. Let M = M0∪φM1, g = g0∪φg1, Γ = Γ0 =φ Γ1, and L = L0+L1
be as in Theorem 1.1.2. Suppose that bi(g0) and bi(g1) are at least κ. If L is positive
semidefinite, then bi(g) ≥ κ (in a similar sense as in Definition 1.1.1).
Proof. We proceed as in the previous section and show
(a) The modified metric gδ on M0 satisfies bi(gδ) ≥ κ− ε(δ), where ε(δ)→ 0 as
δ → 0.
(b) By mollifying g(δ) = gδ∪φ g1 we construct smooth metrics which approximate
g in the C0 sense and whose bi-curvature is at least κ− ε(δ).
As mentioned above, (a) holds iff
Rδ(αδ, αδ) +Rδ(βδ, βδ) ≥ κ− ε(δ) (1.7.11)
for all αδ, βδ satisfying ‖αδ‖δ, ‖βδ‖δ = 1 and 〈αδ, βδ〉δ = 0 (where 〈·, ·〉δ = I(gδ)).
In what follows, we will call such two vectors gδ-orthonormal. Proposition 1.3.1
implies
Rδ(αδ, αδ) +Rδ(βδ, βδ)
= R(αδ, αδ) +R(βδ, βδ)− f2δ
(A(αδ, αδ) +A(βδ, βδ))+ fδ(B(αδ, αδ) + B(βδ, βδ))
− 2f ′δ
(L(αδ, αδ) + L(βδ, βδ))+ 2f2δ (L2(αδ, αδ) + L2(βδ, βδ))
+ 2Cfδ
(Iˆ(αδ, αδ) + Iˆ(βδ, βδ))+ (E(δ)(αδ, αδ) + E(δ)(βδ, βδ)),
where E(δ) is an operator whose eigenvalues tend to zero uniformly on M0. Since
gδ → g0 uniformly on M0, for small enough δ any gδ-orthonormal forms αδ and
βδ are uniformly bounded with respect to g0 by some fixed constant. Thus, we
can estimate the E(δ) terms from below by −ε(δ). L is positive semidefinite and
bounded near Γ, and f ′δ does not exceed δ. Therefore, −2f ′δ
(L(αδ, αδ)+L(βδ, βδ)) ≥
−ε(δ). Finally, the L2 terms are nonnegative, so we arrive at
Rδ(αδ, αδ) +Rδ(βδ, βδ)
≥ R(αδ, αδ) +R(βδ, βδ)− f2δ
(A(αδ, αδ) +A(βδ, βδ))+ fδ(B(αδ, αδ) + B(βδ, βδ))
+ Cfδ
(Iˆ(αδ, αδ) + Iˆ(βδ, βδ))− ε(δ). (1.7.12)
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By applying the Gram-Schmidt process to αδ and βδ and putting
α˜δ :=
αδ
‖αδ‖0
and
β˜δ :=
βδ − 〈α˜δ, βδ〉0α˜δ
‖βδ − 〈α˜δ, βδ〉0α˜δ‖0
we obtain g0-orthonormal two-vectors α˜δ, β˜δ satisfying
‖α˜δ − αδ‖0, ‖β˜δ − βδ‖0 ≤ ε(δ)
independently of the initial two-vectors αδ, βδ. Since fδ and all operators on the
right hand side of (1.7.12) are uniformly bounded near Γ, we may replace αδ, βδ
by α˜δ, β˜δ and the inequality still holds up to −ε(δ), that is,
Rδ(αδ, αδ) +Rδ(βδ, βδ)
≥ R(α˜δ, α˜δ) +R(β˜δ, β˜δ)− f2δ
(A(α˜δ, α˜δ) +A(β˜δ, β˜δ))+ fδ(B(α˜δ, α˜δ) + B(β˜δ, β˜δ))
+ 2Cfδ
(Iˆ(α˜δ, α˜δ) + Iˆ(β˜δ, β˜δ))− ε(δ).
By construction, α˜δ and β˜δ are g0-orthonormal on M0 and g1-orthonormal on Γ
(recall that g0 = g1 on Γ). By adopting the argument from Lemma 1.5.1 we obtain
Rδ(αδ, αδ) +Rδ(βδ, βδ)
≥ κ+ 2fδ
[(−L2 + 1
2
∇2NG1 + CIˆ
)
(α˜δ, α˜δ) +
(−L2 + 1
2
∇2NG1 + CIˆ
)
(β˜δ, β˜δ)
]
− ε(δ).
Since −L2 + 12∇2NG1 + CIˆ is positive semidefinite for large enough fixed C and
uniformly bounded near Γ (cf. proof of Lemma 1.5.2), (a) follows.
(b) Let us fix δ > 0 and define the mollified metric gh(δ) in the same way as in
Section 1.6. Our goal is to show
R(gh(δ))(α, α) +R(gh(δ))(β, β) ≥ κ− ε(δ) (1.7.13)
for all gh(δ)-orthonormal α, β. The computations in Section 1.6 were carried out
for two-vectors with constant coefficients, which we no longer can assume for or-
thonormal two-vectors.
Using (1.6.3) we obtain
R(gh(δ))(α, α) +R(gh(δ))(β, β)
≥ (R(g(δ)))h(α, α) + (R(g(δ)))h(β, β)− ε˜(δ, h)
(‖α‖2(δ) + ‖β‖2(δ)),
where ε˜(δ, h)→ 0 as h→ 0 for every fixed δ. Since α and β have unit length with
respect to gh(δ) and g
h
(δ)
h→0→ g(δ), we can estimate the last term on the right hand
side from below by −ε(δ) for small enough h. Thus, (1.7.13) follows if we show
(R(g(δ)))h(α, α) + (R(g(δ)))h(β, β) ≥ κ− ε˜(δ) (1.7.14)
for small enough h and all gh(δ)-orthonormal α, β. Let us fix a point x ∈M and some
gh(δ)(x)-orthonormal α, β ∈ Λ2(TxM). Recall that in Section 1.6 we mollified g(δ)
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and R(g(δ)) only on a small neighborhood of Γ which was covered by finitely many
coordinate neighborhoods U1, . . . , UN . Off this neighborhood g coincides with g(δ)
and we have
(R(g(δ)))h(α, α) + (R(g(δ)))h(β, β) = R(g)(α, α) +R(g)(β, β) ≥ κ
by assumption. Thus, w.l.o.g. we may assume that x /∈ ⋃s>N Us. For such x we
have
(R(g(δ)))h(x)(α, α) + (R(g(δ)))h(x)(β, β) (1.7.15)
=
N∑
s=1
ηs(x)
∫
|z|≤1
ρ(z)(R(g(δ)))
s
ijkl(x− hz)(αijs αkls + βijs βkls )dz,
where the coefficients refer to the charts (U ′s, ϕs). We now extend α, β to U ′s in
such a way that the extensions are gh(δ)-orthonormal: We define two-vectors αs, βs
on U ′s, s = 1, . . . , N , by putting α
ij
s (y) := α
ij
s and β
ij
s (y) := β
ij
s (here we only have
to consider the neighborhoods Us containing x). Using the Gram-Schmidt process
we obtain gh(δ)-orthonormal two-vectors
α˜s =
αs
‖αs‖gh
(δ)
and
β˜s =
βs − 〈α˜s, βs〉gh
(δ)
α˜s
‖βs − 〈α˜s, βs〉gh
(δ)
α˜s‖gh
(δ)
.
By the mean value theorem the right hand side of (1.7.15) equals to
N∑
s=1
ηs(x)
∫
|z|≤1
ρ(z)(R(g(δ)))
s
ijkl(x− hz) (1.7.16)
·(α˜ijs (x− hz)α˜kls (x− hz) + β˜ijs (x− hz)β˜kls (x− hz))dz
+ h
N∑
s=1
ηs(x)
∫
|z|≤1
ρ(z)(R(g(δ)))
s
ijkl(x− hz)D
(
α˜ijs α˜
kl
s + β˜
ij
s β˜
kl
s
)
(ξsx,hz)z dz,
where ξsx,hz = (1− t)x+ thz for some t ∈ [0, 1]. Now we apply the Gram-Schmidt
process with respect to g(δ) to the two-vectors α˜s and β˜s, and construct g(δ)-
orthonormal ˜˜αs,
˜˜
βs. The first sum in (1.7.16) is estimated from below by
N∑
s=1
ηs(x)
∫
|z|≤1
ρ(z)(R(g(δ)))
s
jikl(x− hz)
·( ˜˜αijs (x− hz) ˜˜αkls (x− hz) + ˜˜βijs (x− hz) ˜˜βkls (x− hz))dz
− ε(δ, h), (1.7.17)
where
ε(δ, h) ≤ c(n)‖(R(g(δ)))sijkl‖L∞(U ′s)‖(g(δ) − gh(δ))sij‖C0(U ′s)
h→0→ 0
for every fixed δ. Moreover, the integrand in (1.7.17) is bounded from below by
κ− ε(δ) in view of (a). Finally, the second integrand in (1.7.16) is bounded by
c(n)‖(R(g(δ)))sijkl‖L∞(U ′s)‖(g(δ) − gh(δ))sij‖C1(U ′s),
and thus the second expression in (1.7.16) tends to zero uniformly as h → 0. For
small enough h inequality (1.7.14) follows with ε˜(δ) = 2ε(δ), and we are done.
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1.7.4. Manifolds with isotropic curvature ≥ κ
Given a smooth Riemannian manifold (M, g), dim(M) ≥ 4, we consider the com-
plexification of its tangent bundle C⊗R TM and the complex-linear extensions of
the inner product g and the Riemannian curvature tensor R. A complex isotropic
two-plane is spanned by two vectors Z = X + iY and W = U + iV , where
X,Y, U, V ∈ TM are orthonormal with respect to g. The isotropic curvature of
such a two-plane P is given by
K(P ) = R(Z,W, Z¯, W¯ ).
Using the Bianchi identity
R(X,Y, U, V ) +R(X,V, Y, U) +R(X,U, V, Y ) = 0,
one easily verifies
K(P ) = R(X,U,X,U)+R(X,V,X, V )+R(Y,U, Y, U)+R(Y, V, Y, V )−2R(X,Y, U, V ).
Given an isotropic two-plane P spanned by X + iY and U + iV , one computes
using the Bianchi identity
K(P ) = R(α, α) +R(β, β), (1.7.18)
where α = X ∧ U + V ∧ Y and β = X ∧ V + Y ∧ U . We say that a Riemannian
manifold (M, g) has isotropic curvature ≥ κ, if K(P ) ≥ κ holds for all isotropic
two-planes of (M, g). Furthermore, we say that (M, g) has 1-isotropic (2-isotropic)
curvature ≥ κ if (M ×R, g⊕ dr2) ((M ×R2, g⊕ dr2⊕ dr2)) has isotropic curvature
≥ κ, where dr2 denotes the standard metric on R.
Theorem 1.7.4. Let M = M0 ∪φ M1, g = g0 ∪φ g1, Γ = Γ0 =φ Γ1, and L =
L0+L1 be as in Theorem 1.1.2. Suppose that the isotropic (1-isotropic, 2-isotropic)
curvatures of g0 and g1 are at least κ. If L is positive semidefinite, then the isotropic
(1-isotropic, 2-isotropic) curvatures of g is at least κ (in a similar sense as in
Definition 1.1.1).
Proof. In view of (1.7.18), the proof for the isotropic case is similar as in the
previous section.
For the 1-isotropic case, let us examine the manifold resulting from gluing M1×R
and M2×R along their boundaries. The boundary of Mi, i = 1, 2, is given by Γi×R.
If φ : Γ1 → Γ2 is some isometry of Γ1, Γ2 with respect to g1, g2, then
φ˜ : Γ1 × R → Γ2 × R
(x, s) 7→ (φ(x), s)
is an isometry of Γ1 ×R and Γ2 ×R with respect to g0 ⊕ dr2, g1 ⊕ dr2. One easily
verifies that
(M1 × R) ∪φ˜ (M2 × R) = (M1 ∪φM2)× R
and
(g ⊕ dr2)|Mi×R = g|Mi ⊕ dr2.
The inward normal on Γi ×R with respect to gi ⊕ dr2 is given by (Ni, 0), where
Ni is the inward normal on Γi with respect to gi. The second fundamental forms
of Γi×R are Li⊕0, and therefore their sum is positive semidefinite. We repeat the
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constructions from Section 1.3 and define the modified metric (g0⊕dr2)δ = gδ⊕dr2
on M0×R. Even though Γ×R fails to be compact, we may nevertheless proceed as
in the isotropic case, since any operator T on Mi×R to occur in the proof satisfies
sup(x,s)∈Γ×R |T (x, s)|g⊕dr2(x,s) = supx∈Γ |T (x, 0)|g(x), and therefore is bounded near
Γ × R due to the compactness of Γ. Moreover, any finite covering (ϕi, Ui)i=1,...,N
of Γ gives us a finite covering ((ϕi, idR), Ui × R)i=1,...,N of Γ × R. The desired
smooth metric on M ×R, which approximates g⊕ dr2 and has isotropic curvature
≥ κ− ε(δ), is then given by g(δ) ⊕ dr2.
The argument in the 2-isotropic case is similar.

Chapter 2.
Preserving lower bounds on curvature
operators under the Ricci flow
2.1. Introduction and preliminaries
In this chapter, we study the evolution of some of the operators from Chapter 1
under the Ricci flow. It is well known (see [12], [13], [8], [5]) that these operators
remain nonnegative (in the Ricci curvature case in dimension 3) under the Ricci
flow, if they are nonnegative at the initial time t = 0. We show that, under the
additional assumption that the scalar curvature of the evolving metric satisfies a
bound of the form |S(t)| ≤ C/t for t > 0, an arbitrary initial lower bound −ε0
does not become too negative on a well controlled time interval, which essentially
depends on C and ε0.
A similar result was proved by T. Richard [22], where he considered Ricci flow
invariant cones C, such that C contains the cone of nonnegative operators, and is
contained in in the cone of operators with nonnegative Ricci curvature. He showed
that if the curvature operator R satisfies R + ε0I ∈ C at the initial time t = 0,
then R+ κε0I ∈ C on a well controlled time interval. Examples of invariant cones
which fit into this framework include the cone of nonnegative curvature operators,
nonnegative bi-curvature (2-nonnegative operators), and nonnegative 1- and 2-
isotropic curvature. In certain cases, the method of the proof can still be applied
if C is not included in the cone of operators with nonnegative Ricci curvature,
which for instance is the case for nonnegative isotropic curvature. Here, we give an
explicit proof for the Riemannian curvature case and the isotropic curvature case.
First, let us introduce some notation and background material. For a detailed
discussion we refer to [5], [29], or [9]. A one-parameter family of Riemannian
metrics g(t), t ∈ [0, T ), on a manifold M is called a solution to the Ricci flow, if
∂
∂t
g(t) = −2Ric(g(t)).
The Riemannian curvature tensor R = R(g(t)) of such a solution satisfies the
evolution equation
∂tR(X,Y, Z,W ) = ∆R(X,Y, Z,W ) +Q(R)(X,Y, Z,W ) (2.1.1)
−
n∑
k=1
Ric(X, ek)R(ek, Y, Z,W )−
n∑
k=1
Ric(Y, ek)R(X, ek, Z,W )
−
n∑
k=1
Ric(Z, ek)R(X,Y, ek,W )−
n∑
k=1
Ric(W, ek)R(X,Y, Z, ek)
for all X,Y, Z,W ∈ TM , where e1, . . . , en is a choice of an orthonormal basis (a
definition of Q(R) is given below). In what follows, we work with the corresponding
operator R(g(t)), rather than the (4, 0)-tensor R(g(t)).
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Using moving frames, one can simplify the above evolution equation, omitting
the Ric terms (which is known as Uhlenbeck’s trick). The following exposition
is from from S. Brendle’s book [5], Chapter 2. Consider the pullback-bundle E
of TM under the projection pi : M × (0, T ) → M . The fiber of E over a point
(p, t) ∈M×(0, T ) is given by E(p,t) = TpM . One extends the Levi-Civita connection
on TM to a connection on E by defining the covariant time derivative
D ∂
∂t
X = ∂tX −
n∑
i=1
Ric(X, ei)ei,
where e1, . . . , en is an orthonormal frame with respect to g(t). The connection D
is compatible with the metric g in the sense that (D ∂
∂t
g)(X,Y ) = 0 for all sections
X,Y . Using D ∂
∂t
instead of ∂∂t , the evolution equation (2.1.1) simplifies to
D ∂
∂t
R = ∆R+Q(R). (2.1.2)
Here the operator Q(R) is defined as follows: Let η1, . . . , ηN , N = 12(n− 1)n be an
orthonormal basis of Λ2(E(p,t)). Then
Q(R) = 2(R2 +R#),
where
R2(α, β) =
N∑
a,b=1
R(α, ηa)R(β, ηb),
and
R# = R#R,
where
(R#S)(α, β) = 1
2
N∑
a,b=1
〈[R(ηa),S(ηb)], α〉 · 〈[ηa, ηb], β〉.
(Here we used the notation from [3]: in the expression on the right hand side, we
regard 2-vectors as elements of the Lie algebra so(n), and 〈·, ·〉 referes to the inner
product on so(n) given by 〈α, β〉 = −12tr(αβ).)
The key ingredient when showing that a certain curvature condition is preserved
under the Ricci flow is Hamilton’s maximum principle for systems (cf. [13] Thm.
4.3, or [29] Thm 9.6.1), which says the following: Let M be a compact manifold,
equipped with a time dependent metric g, and let V be a vector bundle over M with
a fixed metric h. Furthermore, let A be a time dependent connection on V , which
is compatible with h. The Laplacian on V is formed using the the connection A
and the Levi-Civita connection on TM . Suppose that a section f ∈ Γ(V ) satisfies
the PDE
∂f
∂t
= ∆f + φ(f),
where φ(f) is a smooth vector field on V , which is tangent to the fibers. Let X
be a closed convex subset of V , which is convex in each fiber, and invariant under
parallel translation with respect to A(t) for each fixed t. Then a solution of the
above PDE, whose initial value lies in X, remains in X, if the solutions to the ODE
df
dt
= φ(f)
in each fiber remain in X. The latter is the case if and only if φ(f) lies in the
tangent cone of X at f for all f ∈ ∂X (see Lemma 4.1 of [13]).
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Proposition 2.2.1. Let M be a smooth compact manifold, and g(t), t ∈ [0, T ) a
solution to the Ricci flow on M satisfying
• R(g(0)) ≥ −ε0 for some ε0 > 0
• |S(t)| ≤ C/t for all t ∈ (0, T ) and some 0 ≤ C < 14 .
Then there exists T˜ = T˜ (C, ε0, n) > 0 and κ = κ(C) ≥ 0 such that R(g(t)) ≥ −κε0
on [0,min{T, T˜}).
Proof. Let
ε(t) = ε1tS + ε0(1 + kt),
where ε1, k > 0 are some positive constants we specify later in the proof, and let
M = R+ ε(t)I.
Let S2B(Λ
2E) be the bundle of algebraic curvature operators over M × [0, T ), and
let
(C≥0)(p,t) = {T ∈ S2B(Λ2E(p,t)) | T ≥ 0} ⊂ S2B(Λ2E(p,t))
for (p, t) ∈M × [0, T ). At t = 0 we have
M(p, 0) = R(p, 0) + ε(0)I = R(0) + ε0I > 0
for all p ∈M by assumption, so M(p, 0) ∈ (C≥0)(p,0) for all p ∈M .
Recall that the evolution equation of the scalar curvature under the Ricci flow
is given by
(∂t −∆)S = 2|Ric|2.
Thus
(∂t −∆)ε(t) = ε1S + 2ε1t|Ric|2 + kε0. (2.2.1)
In view of (2.1.2) we then have
(D ∂
∂t
−∆)M = 2(R2 +R#) + (ε1S + 2ε1t|Ric|2 + kε0)I. (2.2.2)
Furthermore, observe that
M2 +M# = (R+ ε(t)I)2 + (R+ ε(t)I)#
= R2 + 2ε(t)R+ ε(t)2I +R# + 2ε(t)R#I + ε(t)2I#I
= R2 +R# + 2ε(t)(R+R#I)+ ε(t)2(I + I#I)
= R2 +R# + 2ε(t)Ric ∧ id + ε(t)2Ric(I) ∧ id
= R2 +R# + 2ε(t)Ric ∧ id + ε(t)2(n− 1)I, (2.2.3)
where we used that T + T #I = Ric(T ) ∧ id for all T ∈ S2B(Λ2E) (cf. [3] Lemma
2.1), and Ric(I) ∧ id = (n − 1)id ∧ id = (n − 1)I. Combining (2.2.2) and (2.2.3)
gives
(D ∂
∂t
−∆)M = 2(M2 +M#)
− 4ε(t)Ric ∧ id + (− 2(n− 1)ε(t)2 + ε1S + 2ε1t|Ric|2 + kε0)I,
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and the corresponding ODE in the fiber is
d
dt
M = 2(M2 +M#)
− 4ε(t)Ric ∧ id + (− 2(n− 1)ε(t)2 + ε1S + 2ε1t|Ric|2 + kε0)I.
Suppose thatM(p, t) ∈ ∂(C≥0)(p,t) at t ∈ (0, T ). Then (M2+M#)(p, t) ∈ (C≥0)(p,t)
by [13]. Thus, in order to show that ddtM(p, t) ∈ (C≥0)(p,t) it suffices to verify that
N := −4ε(t)Ric ∧ id + (− 2(n− 1)ε(t)2 + ε1S + 2ε1t|Ric|2 + kε0)I
lies in (C≥0)(p,t) at (p, t). First, observe that the assumption |S| ≤ C/t for t > 0
implies
|ε(t)| = |ε1tS + ε0(1 + kt)| ≤ ε1C + 2ε0 =: K (2.2.4)
if t ≤ 1/k. Furthermore, M(p, t) ≥ 0 yields
0 ≤ tr24M = Ric + ε(t)(n− 1) id
at (p, t) (see Lemma B.3.2), so that in view of (2.2.4) we have
Ric ≥ −K(n− 1) id, (2.2.5)
and taking the trace gives
S ≥ −K(n− 1)n
so that we also have
|S| ≤ S + 2K(n− 1)n (2.2.6)
at (p, t). Moreover, (2.2.5) implies
Ric ≤ (S +K(n− 1)2) id. (2.2.7)
Indeed, since Ric has eigenvalues λi ≥ −K(n− 1), we have
λi =
n∑
k=1
λi −
∑
k 6=i
λi ≤ S +K(n− 1)2.
Combining (2.2.4) and (2.2.7) yields
− 4ε(t)Ric ∧ id ≥ −4K(|S|+K(n− 1)2) id ∧ id
= −4K|S| − 4K2(n− 1)2, (2.2.8)
where we suppressed id ∧ id = I on the right hand side. Using (2.2.8), (2.2.6) and
(2.2.4) we now estimate N from below by
N ≥ (−4K + ε1)|S|
−4K2(n− 1)2 − 2(n− 1)K2 − 2ε1K(n− 1)n+ kε0. (2.2.9)
Recall that K = ε1C + 2ε0, and C <
1
4 by assumption, so that
−4K + ε1 = −4ε1C − 8ε0 + ε1
= ε1(1− 4C)− 8ε0 = 0
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for ε1 = ε1(C, ε0) :=
8ε0
1−4C , and the second line on the right hand side of (2.2.9)
becomes nonnegative if we choose k = k(C, ε0, n) large enough.
Recall that in the above computation we only assumed t ≤ 1k . Thus, we
have shown that ddtM(p, t) lies in (C≥0)(p,t) if t ≤ min(T, 1k ). By putting T˜ =
T˜ (C, ε0, n) =
1
k we have
M = R+ ε(t)I ≥ 0
on [0, T˜ ), which in view of (2.2.4) implies
R ≥ −ε1C − 2ε0 = − 8ε0C
1− 4C − 2ε0 = −κε0
on [0, T˜ ), where κ = κ(C) := 8C1−4C + 2.
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As seen in the previous section, a crucial step when showing that a certain curvature
operator K(R) remains bounded from below under the Ricci flow is controlling
the scalar curvature and the operator Ric ∧ id. In T. Richard’s work [22] this
was accomplished by making the assumption that the corresponding cone CK is
contained in the cone of operators with nonnegative Ricci curvature. In certain
cases, this assumption can be omitted, when lower bounds of an operator K(R)
provide bounds for the scalar curvature and Ric ∧ id. This is the case for the
isotropic curvature, as we show in Lemmas 2.3.1 and 2.3.3 below.
Lemma 2.3.1. Let R ∈ S2B(Λ2Rn), n ≥ 4 be an algebraic curvature operator and
Iso = Iso(R) the map which assigns to an orthonormal four frame ei, ej , ek, el the
real number
Iso(ei, ej , ek, el) = Rikik +Rilil +Rjkjk +Rjljl − 2Rijkl,
where Rijkl = 〈R(ei ∧ ej), ek ∧ el〉. For any n ≥ 4 there exists a constant c(n) such
that for any orthonormal basis e1, . . . , en of Rn∑
i,j,k,l p.d.
Iso(ei, ej , ek, el) = c(n)S
(where the sum is taken over all pairwise distinct indices i, j, k, l ∈ {1, . . . , n}).
Proof. Let {e1, . . . , en} be an orthonormal basis of Rn and Rijkl = R(ei, ej , ek, el)
and aij := Rijij (note that aij = aji, aii = 0, and S =
∑
i,j aij =
∑
i 6=j aij . Using
this notation we have
Iso(ei, ej , ek, el) = aik + ail + ajk + ajl − 2Rijkl.
The first Bianchi identity Rijkl +Rkijl +Rjkil = 0 gives us
Iso(ei, ej , ek, el) + Iso(ek, ei, ej , el) + Iso(ej , ek, ei, el)
= aik + ail + ajk + ajl + akj + akl + aij + ail + aji + ajl + aki + akl
= 2(aij + aik + ail + ajk + ajl + akl).
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Thus
3
∑
i,j,k,l p.d.
Iso(ei, ej , ek, el)
=
∑
i,j,k,l p.d.
(Iso(ei, ej , ek, el) + Iso(ek, ei, ej , el) + Iso(ej , ek, ei, el))
= 2
∑
i,j,k,l p.d.
(aij + aik + ail + ajk + ajl + akl)
= 12
∑
i,j,k,l p.d.
aij
= 24
(
n− 2
2
)∑
i 6=j
aij
= 24
(
n− 2
2
)
S, (2.3.1)
where we used that for each pair i, j ∈ {1, . . . , n}, i 6= j there are (n−22 ) · 2! possible
choices of (k, l), k, l ∈ {1, . . . , n} such that i, j, k, l are pairwise distinct. The result
follows by putting c(n) = 24
(
n−2
2
)
.
Lemma 2.3.2. Let n ≥ 4 and Iso as in Lemma 2.3.1. Then for any orthonormal
basis e1, . . . , en we have
2 Iso(Ric ∧ id)(e1, e2, e3, e4) =
∑
(i,j,k,l)∈I(n)
(Rikik +Rilil +Rjkjk +Rjljl),
where
I(n) ⊂ {(i, j, k, l)|1 ≤ i, j ≤ n, 1 ≤ k, l ≤ 4 and i, j, k, l p.d.}
is an index set which does not depend on the particular basis e1, . . . , en.
Proof. Recall that the Kulkarni-Nomizu product of two bilinear forms A, B on Rn
is the (4, 0)-tensor
(A ∧B)ijkl = 1
2
(AikBjl −AjkBil +BikAjl −BjkAil) (2.3.2)
(cf. Section B.2 of the Appendix). In view of (2.3.2)
(Ric ∧ id)ijkl = 1
2
(Ricikδjl − Ricjkδil + δikRicjl − δjkRicil),
and therefore (Ric ∧ id)ijij = 12(Ricii + Ricjj) for i 6= j and (Ric ∧ id)ijkl = 0 for
pairwise distinct i, j, k, l. Thus
Iso(Ric ∧ id)(e1, e2, e3, e4)
= Ric11 + Ric22 + Ric33 + Ric44 =
4∑
k=1
n∑
i=1
Rikik. (2.3.3)
Let aik = Rikik as in Lemma 2.3.1. In view of (2.3.3), we have to show that
2
4∑
k=1
n∑
i=1
aik =
∑
(i,j,k,l)∈I(n)
(aik + ail + ajk + ajl),
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where I(n) ⊂ {(i, j, k, l)|1 ≤ i, j ≤ n, 1 ≤ k, l ≤ 4 and i, j, k, l p.d.}. For n = 4 we
have
2
4∑
k=1
4∑
i=1
aik = a12 + a13 + a42 + a43
+ a13 + a14 + a23 + a24
+ a12 + a14 + a32 + a34
+ a21 + a24 + a31 + a34
+ a21 + a23 + a41 + a43
+ a31 + a32 + a41 + a42
(observe that each aij , i 6= j appears twice on the right hand side). Similarly, for
n = 5 one checks that
2
4∑
k=1
5∑
i=1
aik = a12 + a14 + a32 + a34
+ a13 + a14 + a53 + a54
+ a23 + a24 + a53 + a54
+ a21 + a24 + a31 + a34
+ a21 + a23 + a41 + a43
+ a12 + a13 + a42 + a43
+ a31 + a32 + a51 + a52
+ a41 + a42 + a51 + a52.
For arbitrary n ≥ 6 the claim follows by induction: Suppose that for some n ≥ 4
there exists I(n) ⊂ {(i, j, k, l)|i, j, k, l p.d. and 1 ≤ k, l ≤ 4} such that
2
4∑
k=1
n∑
i=1
aik =
∑
(i,j,k,l)∈I(n)
(aik + ail + ajk + ajl).
Then
2
4∑
k=1
n+2∑
i=1
aik = 2
4∑
k=1
n∑
i=1
aik + 2
4∑
k=1
n+2∑
i=n+1
aik
=
∑
(i,j,k,l)∈I(n)
(aik + ail + ajk + ajl)
+ an+1,1 + an+1,2 + an+2,1 + an+2,2
+ an+1,3 + an+1,4 + an+2,3 + an+2,4
+ an+1,1 + an+1,3 + an+2,1 + an+2,3
+ an+1,2 + an+1,4 + an+2,2 + an+2,4
=
∑
(i,j,k,l)∈I(n+2)
(aik + ail + ajk + ajl),
where
I(n+2) := I(n)∪{(n+1, n+2, 1, 2), (n+1, n+2, 3, 4), (n+1, n+2, 1, 3), (n+1, n+2, 2, 4)}.
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Lemma 2.3.3. Suppose that Iso(R) ≥ K ∈ R. Then
|Iso(Ric ∧ id)| ≤ c(n)S + c(n,K).
Proof. Let {e1, e2, e3, e4} be an orthonormal four frame. We extend this frame to
an orthonormal basis {e1, . . . , en}. In view of our assumption, for any pairwise
distinct i, j, k, l ∈ {1, . . . , n} we have
K ≤ 1
2
[
Iso(ei, ej , ek, el) + Iso(ej , ei, ek, el)
]
=
1
2
[
Rikik +Rilil +Rjkjk +Rjljl − 2Rijkl
+ Rjkjk +Rjljl +Rikik +Rilil − 2Rjikl
]
= Rikik +Rilil +Rjkjk +Rjljl,
where we used Rijkl = −Rjikl. Thus, using Lemma 2.3.2 and the fact that for any
α ∈ R, α ≥ K we have |α| ≤ α+ 2|K|, we compute
|Iso(Ric ∧ id)(e1, e2, e3, e4)| = 1
2
|
∑
i,j,k,l∈I(n)
(Rikik +Rilil +Rjkjk +Rjljl)|
≤ 1
2
|
∑
i,j,k,l∈I(n)
(Rikik +Rilil +Rjkjk +Rjljl)|
+
1
2
|
∑
i,j,k,l p.d.
(i,j,k,l)/∈I(n)
(Rikik +Rilil +Rjkjk +Rjljl)|
≤ 1
2
∑
i,j,k,l p.d.
(Rikik +Rilil +Rjkjk +Rjljl) + c(n,K)
= 2
∑
i,j,k,l p.d.
Rikik + c(n,K)
= 4
(
n− 2
2
)∑
i 6=j
Rikik + c(n,K)
= c(n)S + c(n,K)
and we are done.
Proposition 2.3.4. Let M be a smooth compact manifold, and g(t), t ∈ [0, T ) a
solution to the Ricci flow on M satisfying
• Iso(R(0)) ≥ −ε0 for some ε0 > 0
• |S(t)| ≤ C/t for all t ∈ (0, T ) and some 0 ≤ C < 1c(n) , where c(n) = 4
(
n−2
2
)
is as in Lemma 2.3.3.
Then there exists T˜ = T˜ (C, ε0, n) > 0 and κ = κ(C, n) ≥ 0 such that
Iso(R(t)) ≥ −κε0
on [0,min{T, T˜}).
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Proof. We proceed as in the proof of Proposition 2.2.1. Let
M = R+ ε(t)I
where ε(t) = ε1tS + ε0(1 + kt).
Let
(CIso)(p,t) = {T ∈ S2B(Λ2E(p,t)) | Iso(T (p, t)) ≥ 0} ⊂ S2(Λ2E(p,t)).
Obviously Iso(I) ≡ 4, so in view of our assumptions
Iso(M(0)) = Iso(R(0)) + ε0Iso(I) ≥ −ε0 + 4ε0 > 0,
so that M(p, 0) ∈ (CIso)(p,0) for all p ∈ M . As in the Riemannian curvature case,
we need to check that a solution of the ODE
d
dt
M = 2(M2 +M#)
−4ε(t)Ric ∧ id + (− 2(n− 1)ε(t)2 + ε1S + 2ε1t|Ric|2 + kε0)I =: V(M)
satisfies M(p, t) ∈ (CIso)(p,t) for all (p, t) ∈ M × T˜ , that is, if M ∈ ∂(CIso)(p,t),
then V(M)(p, t) lies in the tangent cone of (CIso)(p,t) at M(p, t). In order to do so,
it suffices to verify that for any orthonormal four frame e1, e2, e3, e4 of E(p,t) such
that Iso(M(p, t))(e1, e2, e3, e4) = 0 we have V(M)(p, t)(e1, e2, e3, e4) ≥ 0 (cf. [5],
Chapter 7). By [5], Proposition 7.4, we have that Iso(M2 +M#)(e1, e2, e3, e4) for
any such four frame, so it suffices to show that Iso(N )(e1, e2, e3, e4) ≥ 0, where
N = −4ε(t)Ric ∧ id + (− 2(n− 1)ε(t)2 + ε1S + 2ε1t|Ric|2 + kε0)I. (2.3.4)
As in the proof of Prop. 2.2.1, from our assumptions it follows that
|ε(t)| ≤ ε1C + 2ε0 =: K (2.3.5)
for all 0 ≤ t ≤ 1k . Moreover, if M(p, t) ∈ ∂(CIso)(p,t), we have
0 ≤ Iso(M) = Iso(R) + ε(t)Iso(I)
≤ Iso(R) + 4K,
so that
Iso(R) ≥ −4K (2.3.6)
at (p, t). By Lemma 2.3.3 this implies that
|Iso(Ric ∧ id)| ≤ c(n)S + c(n,K). (2.3.7)
Furthermore, by Lemma 2.3.1 and by (2.3.6) we have
c(n)S =
∑
i,j,k,l p.d.
Iso(R)(ei, ej , ek, el) ≥ −c(n,K),
which gives us
S ≥ |S| − c(n,K) (2.3.8)
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at (p, t). (Here and in what follows, by c(n,K) we denote all constants depending
on n and K.) Using (2.3.5), (2.3.7) and (2.3.8) in (2.3.4), we arrive at
Iso(N ) ≥ −4K(c(n)|S|+ c(n,K))+ 4(− 2(n− 1)K2 + ε1|S| − ε1c(n,K) + kε0)
= 4
(−Kc(n) + ε1)|S|+ (kε0 − (1 + ε1)c(n,K)). (2.3.9)
Using K = ε1C + 2ε0 we compute
−Kc(n) + ε1 = −ε1c(n)C − 2c(n)ε0 + ε1
= (1− c(n)C)ε1 − 2c(n)ε0,
which vanishes for ε1 = ε1(n, ε0, C) =
2c(n)ε0
1−c(n)C (recall that C < 1/c(n) by assump-
tion). The second expression on the right hand side of (2.3.9) becomes nonnegative
for large enough k = k(n, ε0, C).
In view of the above computations, Iso(M(t)) stays nonnegative as long as t ≤
1
k =: T˜ (n, ε0, C). By definition of M(t) this implies that
Iso(R(t)) ≥ −4ε(t) ≥ −4K = −4( 2c(n)ε0C
1− c(n)C + 2ε0
)
= −κε0,
where κ = κ(C, n) = 4
( 2c(n)C
1−c(n)C + 2
)
, and we are done.
2.4. An application for glued manifolds
In this section, we present an application of the results from Chapters 1 and 2 of the
current work and M. Simon’s results from [26] and [27]. These works are concerned
with the evolution of non-smooth Riemannian metrics by the dual Ricci harmonic
heat map flow, which is defined as follows. Given a fixed smooth background metric
h on a smooth manifold M , and an initial metric g0 on M , the dual Ricci harmonic
heat map flow (h flow) is the solution to the system
∂tgij(t) = −2Ric(g(t)) + t∇jVj + t∇jVi on M × [0, T ] (2.4.1)
g(0) = g0,
where V (x, t)i = gij(x, t)g
kl(x, t)(g(t)Γjkl − hΓjkl)(x, t). We refer to [26], and [14],
Section 6 for a further discussion of the system (2.4.1). A solution to the h flow
induces a solution to the Ricci flow via g˜(t) := (φ−1t )∗g(t), where φt : M →M is a
one parameter family of diffeomorphisms solving
∂tφ(p, t) = ∂iφ(p, t)g
jk(g(t)Γijk − hΓijk)(p, t)
φ(·, 0) = idM .
In [26], the following definition was introduced.
Definition 2.4.1. Let M be a complete manifold and g a C0 metric, and 1 ≤ δ <
∞ a given constant. A metric h is said to be a δ fair background metric for g, if h
is C∞ and there exists a constant k0 with
sup
M
|R(h)|h = k0 <∞
and
1
δ
h ≤ g ≤ δh on M.
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W.l.o.g. one can always assume that the curvature tensor R(h) of a metric h as
in the above definition satisfies supM |h∇jR(h)|h = kj <∞, where h∇j is the j-th
covariant derivative with respect to h. This is due to the results of Shi [25], see
Remark 1 in [26].
The following existence result was proved in [26].
Theorem 2.4.2 (Theorem 5.2 of [26]). There exists a ε(n) with the following
properties. Let g0 be a complete metric and h a complete metric which is 1 +
ε(n)
2
fair to g0. There exists a T = T (n, k0) and a family of metrics g(t), t ∈ (0, T ]
in C∞(M × (0, T ]) which solves h flow for t ∈ (0, T ], h is (1 + ε) fair to g(t) for
t ∈ (0, T ] and satisfies
lim
t→0
sup
x∈Ω′
|g(t)− g0|h = 0 and
sup
M
|h∇jg|2h ≤
cj(n, k0, . . . , kj)
tj
for all t ∈ (0, T ], j ∈ N,
where Ω′ is any open set Ω′ ⊂⊂ Ω, where Ω is any open subset on which g0 is
continuous.
The following a priori estimates for solutions to the h flow were proved in [27].
Lemma 2.4.3 (Lemma 2.1 of [27]). Let g0 be a complete smooth metric on M , and
let h be a 1 + ε(n)2 fair background metric for g0 for which supM |h∇g0|h ≤ c0 also
holds. Let g(t), t ∈ [0, T ] be a solution to the h flow as in Theorem 2.4.2. Then
sup
M
|h∇g(·, t)|h ≤ c(c0, n, h) for all t ∈ [0, T ], and
sup
M
|h∇2g(·, t)|h ≤ c(c0, n, h)√
t
for all t ∈ [0, T ],
which implies
sup
M
|R(g(t))|g ≤ c(c0, n, h)√
t
. (2.4.2)
The main result of [27] is the following
Theorem 2.4.4 (Theorem 1.3 of [27]). Let Mn be a manifold, and g be a complete
locally Lipschitz metric on M satisfying the following properties:
1) There exists a family (αg), α ∈ N, of smooth metrics on M such that
a) R(αg) ≥ − 1α for all α ≥ 1
b) limα→∞ supM |αg − g|g = 0
c) |Γ(αg) − Γ(βg)|g ≤ c0 for all α, β ≥ 1, where c0 < ∞ is some constant
which does not depend on α, and Γ(αg) refers to the Christoffel symbols
of αg.
2) If M is non-compact, we require that supM |R(αg)|g <∞ for some sufficiently
large α.
Then the solution g(x, t), t ∈ (0, T ] to h flow of g exists (for some smooth metric
h, and T = T (n, c0, h) > 0) and satisfies R(g(x, t)) ≥ 0 in the usual smooth
Riemannian sense. Furthermore, there exists a constant c = c(n, c0, h) such that
supM |R(g(·, t))|g ≤ ct for all t ∈ (0, T ].
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Let us briefly describe the idea of the proof of Theorem 2.4.4 given in [27]. In
view of condition 1b there exists a large enough α0 ∈ N such that α0g is 1 + ε(n)2
fair to αg for all α ≥ α0, where ε(n) is as in Theorem 2.4.2. We then put h = α0g,
and obtain solutions αg(t), t ∈ [0, T ] to h flow of αg for all α ≥ α0, where T =
T (n, α0g) > 0 (more precisely, T = T (n, supM |R(α0g)|g)). Using condition 1a and
the a priori estimates from Lemma 2.4.3, one shows that these solutions satisfy
R(αg(t)) ≥ − 2α for all t ∈ [0, T ) (see Lemma 3.1 of [27]) (note that condition 1c
implies |h∇αg|h ≤ C(c0) for large enough α0 and α ≥ α0). The desired solution to
h flow of g0 is then obtained as the limit solution by letting α→∞.
We now give an application of Theorem 2.4.4 for manifolds obtained by a gluing
procedure as in the previous chapter.
Theorem 2.4.5. Let (M0, g0), (M1, g1) be smooth compact Riemannian manifolds
with isometric boundaries Γ0 =φ Γ1 such that the sum of the second fundamental
forms of Γ0 in M0 and Γ1 in M1 is nonnegative (as in Theorem 1.1.2). Suppose that
T (g0), T (g1) ≥ 0, where T is one of the following curvature operators: Riemannian
curvature operator, scalar curvature, isotropic curvature, bi-curvature. Then the
solution g(t), t ∈ (0, T ] to h flow of g = g0 ∪φ g1 exists on M = M0 ∪φM1, where
T = T (n, g0, g1), and satisfies T (g(t)) ≥ 0 for t ∈ (0, T ]. In particular, M admits
a smooth metric of curvature T ≥ 0.
Proof. We prove this statement for the Riemannian curvature operator case, and
the proof for the other cases is similar. We proceed as in the proof of 2.4.4 in [27].
Let (g˜(δ))δ>0 be the family of approximating metrics for g constructed in Chapter
1. By putting αg0 := g˜(1/α), α ∈ N we obtain a sequence of metrics satisfying the
conditions of Theorem 2.4.4 (see Lemma 1.6.3), where the constant in condition 1c
is c0 = c0(n, g0, g1). As in the proof of Theorem 2.4.4, we find a large enough α0
such that αg0 is 1 +
ε(n)
2 fair to g for all α ≥ α0, where ε(n) is as Theorem 2.4.2.
Putting h = αg0, we find solutions
αg : M × [0, T ] to h flow of αg0 for all α ≥ α0,
where T = T (n, α0g0) > 0. In view of Lemma 2.4.3, and the fact that
αg(t) is
1 + 2ε(n) fair to g, we estimate the scalar curvature of αg(t) by
S(αg(t)) ≤ 2|R(gα(t))|g ≤ c√
t
=
c
√
t
t
for all t ∈ (0, T ], where c = c(n, c0, h) = c(n, g0, g1, α0g0), and after choosing
T = T (n, g0, g1,
α0g0) smaller we have S(
αg(t)) ≤ 1/8t for t ∈ (0, T ]. Thus, the
corresponding solutions to Ricci flow of αg0, given by
αg˜(t) = (φ−1t )∗αg(t) (see the
discussion at the beginning of this section) satisfy the conditions of Proposition
2.2.1, which implies that R(αg˜(t)) ≥ −κ 1α for all t ∈ [0, T ] (where κ is some fixed
constant). Then the solutions to h flow satisfy R(αg(t)) ≥ −κ 1α as well, and we
obtain a limit solution by letting α→∞ as in the proof of Theorem 2.4.4.
Chapter 3.
Smoothing cone-like singularities
3.1. Introduction
This chapter is devoted to smoothing point singularities of Riemannian metrics
while preserving nonnegative curvature up to a small error term.
In Section 3.2, we present an unpublished result by V.S. Matveev [16], which
says that in dimension three one can smooth out standard cone metrics near the
vertex while preserving nonnegative Riemannian curvature operator.
In Section 3.3, we derive a formula for the curvature operator of metrics modified
on equidistant hypersurfaces of a fixed hypersurface Γ (this result is of a rather
technical character).
In Section 3.4, we are concerned with three-dimensional Riemannian manifolds
(M, g) having a cone-like structure near a singular point o of g, and nonnegative
curvature operator (on M \ o). Using the gluing result from Chapter 1, we replace
g by a standard cone metric on a neighborhood of o while keeping the curvature
operator almost nonnegative. We then smooth out the resulting metric near the
vertex using the results from Section 3.2. In this way, we are able to construct
a sequence of smooth Riemannian metrics gi approximating the initial singular
metric in the C∞ sense on M \ o, whose curvature operators satisfy R(gi) ≥ −εi,
where εi → 0.
In Sections 3.5 and 3.6, we prove distance and volume estimates for the sequence
(M, gi), and present an application of M. Simons results [28]. In particular, we show
that M admits a smooth Riemannian metric with nonnegative Ricci curvature, so
that in view of the results of W. X. Shi [24] and R. Hamilton [12], M is diffeomorphic
to R3, S2 × R or S3 modulo a group of fixed point free isometries in the standard
metric.
3.2. Smoothing standard cones
A cone CΓ over a topological space Γ is the quotient of the product space Γ× [0,∞)
obtained by identifying the points of the fiber Γ× {0}, that is, CΓ = Γ× [0,∞)/∼,
where (x, t) ∼ (x, s) iff t = s = 0. The point o = [(x, 0)]∼ is called the vertex of
the cone.
Consider the case where Γ is a Ck smooth manifold, k ≥ 0, of dimension n− 1.
Then CΓ \ o ∼= Γ × (0,∞) is a Ck smooth manifold of dimension n, where the
smooth structure is induced by the smooth structure of Γ and the standard smooth
structure of (0,∞). Note that CΓ is not a manifold in general.
Definition 3.2.1 (Euclidean cone). Given a Riemannian metric γ¯ on Γ, we denote
by γe the Riemannian metric on CΓ \ o defined by
γe = r
2γ¯ + dr2,
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where dr2 is the standard metric on (0,∞). We call (CΓ, γe) the Euclidean cone
over (Γ, γ¯) with vertex o.
Definition 3.2.2 (Spherical a-cone). Given a ≥ 1, let CΓ,a := (Γ × [0, pi2a))/∼,
where ∼ is as above, and let γa be the Riemannian metric on CΓ,a defined by
γa = a
2 sin2(r/a)γ¯ + dr2.
We call (CΓ,a, γa) the spherical a-cone over (Γ, γ¯) with vertex o.
If γ¯ is C l smooth, then the cone metrics γe and γa are C
l smooth on CΓ \ o and
CΓ,a \ o, respectively. For the case l ≥ 2 it is a well known fact that an Euclidean
(spherical a-) cone over (Γ, γ¯) has curvature operator ≥ 0 (≥ 1/a2) in the classical
sense off the vertex, if and only if γ¯ has curvature operator ≥ 1. We will verify
this for spherical cones using Proposition 3.3.1 below (see Example 3.3.2). In what
follows, we will consider cones over C∞ smooth manifolds Γ with C∞ smooth
metrics γ¯.
With the above definitions, the main result of this section is as follows: Given
a smooth Riemannian two-manifold (Γ, γ¯) such that Γ is homeomorphic to the
standard sphere S2 and γ¯ has curvature > 1, the Euclidean cone over (Γ, γ¯) admits
a smooth structure D, and a smooth Riemannian metric which coincides with
the cone metric (induced by γ¯) off a small neighborhood of the vertex, and has
curvature ≥ 0 (see Proposition 3.2.6).
First we consider the case where Γ is a smooth embedded convex hypersurface of
the unit sphere Sn−1 ⊂ Rn (convex in the sense that Γ is the boundary of a convex
subset of Sn−1). In this special case, the statement is true in any dimension (see
Corollary 3.2.5). In the general case, our proof involves the Alexandrov embedding
theorem, which makes the assumption dim(Γ) = 2 necessary.
Definition 3.2.3. A subset K ⊆ Sn−1 is called convex, if for any p, q ∈ K with
dist Sn−1(p, q) < pi the geodesic from p to q in S
n−1 (with the standard meric) lies
entirely in K.
Lemma 3.2.4. Let K be a closed convex subset of Sn−1 with smooth (n− 2)-dim.
boundary ∂K. Let
CK = {tq | q ∈ K, t ≥ 0} ⊂ Rn
be the Euclidean cone over K. Then there exists a hyperplane E ⊂ Rn such that
• ∂CK = graph(u), where u : E → R is convex and smooth on E \ 0.
• For any ε > 0 there exists a smooth convex function u˜ : E → R such that
u˜ ≡ u on E \Bε(0).
Proof. It is well known that a closed convex subset K ⊂ Sn−1 with smooth (n−2)-
dim. boundary is either a closed half sphere, the boundary of a half sphere, or it is
contained in an open half sphere of Sn−1, in which case K has nonempty interior
(for convenience we give a proof in Lemma D.4). If K is a closed half sphere or the
boundary of a half sphere, then clearly the boundary of the Euclidean cone over K
is a hypersurface E ⊂ Rn. In this case the claim follows immediately by putting
u, u˜ : E → R, u, u˜ ≡ 0.
Let us consider the case where K is contained in an open half sphere of Sn−1.
W.l.o.g. after rotating K we may assume that
K ⊂ HSn−1 := {x ∈ Rn | |x| = 1, xn > 0},
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and that the point (0, . . . , 0, 1) ∈ Rn lies in the interior of K. Given δ > 0, consider
the hyperplane Hδ := {x = (x1, . . . , xn) ∈ Rn |xn = δ} ⊂ Rn. Let us show that
the intersection Iδ := CK ∩ Hδ is a compact convex body in the hyperplane, i.e.
Iδ ⊂ Hδ is convex, compact and has nonempty interior. Indeed, since K ⊂ Sn−1
is convex by assumption, the cone CK is a convex subset of Rn (see Lemma D.4).
Therefore Iδ = CK ∩ Hδ ⊂ Rn is convex, since it is an intersection of two convex
sets. We show that the map
piHδ : HS
n−1 → Hδ
q 7→ δ
qn
q
is a homeomorphism and Iδ = piHδ(K), which implies that Iδ is compact and
I˚δ = piHδ(K˚) 6= ∅, since K ⊂ HSn−1 is compact and has nonempty interior by
assumption.
Clearly, piHδ is continuous since q
n 6= 0 for all q ∈ HSn−1. Suppose that piHδ(q) =
piHδ(q˜) for q, q˜ ∈ HSn−1. Then
δ
qn
q =
δ
q˜n
q˜,
so that
q =
qn
q˜n
q˜.
Since |q| = |q˜| = 1, this implies qn = q˜n, so we have q = q˜. Furthermore, given
qˆ ∈ Hδ we have
qˆ =
δ
qˆn/|qˆ|
qˆ
|qˆ| = piHδ(
qˆ
|qˆ|)
since qˆn = δ, where qˆ|qˆ| ∈ HSn−1. This shows that piHδ is bijective. One easily
checks that the inverse of piHδ is given by
pi−1Hδ : Hδ → HSn−1
qˆ 7→ qˆ|qˆ| ,
which is a continuous map since |qˆ| 6= 0 for all qˆ ∈ Hδ. This shows that piHδ is a
homeomorphism.
Let us now verify that Iδ = piHδ(K). Let qˆ ∈ Iδ = CK ∩Hδ. Then qˆ = tq, where
q ∈ K ⊂ HSn−1 and t > 0. Thus
pi−1Hδ (qˆ) = pi
−1
Hδ
(tq) =
1
t|q| tq = q ∈ K,
so that qˆ ∈ piHδ(K). Conversely, for any q ∈ K we have piHδ(q) = δqn q ∈ CK by
definition of CK , so that piHδ(q) ∈ CK ∩Hδ = Iδ.
Recall that we assumed that the point (0, 1) = (0, . . . , 0, 1) lies in the interior
of K, which implies that the point (0, δ) lies in the interior of CK . We identify
x = (x1, . . . , xn−1, δ) = (xˆ, δ) ∈ Hδ with xˆ ∈ Rn−1, which allows us to see Iδ as a
subset of Rn−1. Consider the Minkowski functional of Iδ
F : Hδ → [0,∞)
F (xˆ) = inf{λ > 0 | xˆ ∈ λIδ}
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(note that in view of the above identification x = (xˆ, δ) ∈ Hδ, x ∈ λIδ means
x = (xˆ, δ) = (λyˆ, δ) for some (yˆ, δ) ∈ Iδ). Since Iδ ⊂ Hδ is closed, convex and
(0, δ) = 0Hδ ∈ Iδ, we have that F is convex and
Iδ = {x = (xˆ, δ) ∈ Hδ |F (xˆ) ≤ 1} (3.2.1)
(see Lemma D.5). This implies that the cone CK is given by
CK = {x = (xˆ, xn) ∈ Rn | δF (xˆ) ≤ xn}. (3.2.2)
Let us verify this. From the definitions of CK and Iδ it follows that
x ∈ CK \ {0} iff xn > 0 and δ
xn
x ∈ Iδ (3.2.3)
(see Lemma D.6). Let x ∈ CK . If x = 0 then δF (xˆ) = δF (0) = 0 = xn. If
x ∈ CK \ {0} then by (3.2.3) we have xn 6= 0 and
δ
xn
x = (
δ
xn
xˆ, δ) ∈ Iδ
so that in view of (3.2.1)
δ
xn
F (xˆ) = F (
δ
xn
xˆ) ≤ 1
(where we used that F (txˆ) = tF (xˆ) for t ≥ 0, cf. Lemma D.5), which gives us
δF (xˆ) ≤ xn. Conversely, suppose that δF (xˆ) ≤ xn for some x = (xˆ, xn) ∈ Rn.
If xn = 0, then F (xˆ) = 0 and from definition of F it follows that there exists a
sequence of positive numbers λn → 0 such that
(
1
λn
xˆ, δ) ∈ Iδ
for all λn. Since Iδ is compact this implies xˆ = 0, so that x = (xˆ, x
n) = 0 ∈ CK .
Suppose that xn 6= 0. Then
F (
δ
xn
xˆ) =
δ
xn
F (xˆ) ≤ 1,
and (3.2.1) implies that
δ
xn
(xˆ, xn) = (
δ
xn
xˆ, δ) ∈ Iδ.
By (3.2.3) we then have x = (xˆ, xn) ∈ CK .
The identity (3.2.2) shows that CK is the supergraph of the convex function
u := δF : Rn−1 → [0,∞).
Since u is continuous, this implies ∂CK = graph(u). The assumption that ∂K is
a smooth submanifold of Sn−1 implies that ∂CK \ {0} = {tq | q ∈ ∂K, t > 0} is a
smooth submanifold of Rn. Thus u is smooth on Rn−1 \ {0}. This shows the first
assertion of the lemma.
Let us prove the second assertion. We find a smooth convex non-decreasing
function ρ : [0,∞) → R such that ρ|[0,1/2) ≡ const and ρ|(1,∞) ≡ id (see Figure
3.1). Note that such a function satisfies ρ(y) ≥ y for all y ≥ 0. Recall that we
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y
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1
Figure 3.1.: The function ρ
x̂
xn
I δ
graph (ũ)
graph (u)
δ
0
Figure 3.2.: The sets CK = graph(u) and graph(u˜)
identify (xˆ, δ) ∈ Hδ and xˆ ∈ Rn−1, so that F may be considered as a function
Rn−1 → R. Let F˜ = ρ ◦ F . The function F˜ is convex since F and ρ are convex
and ρ is non-decreasing. Moreover, F˜ is smooth since off 0 it is a composition of
smooth functions and F˜ = const near 0.
Let ε > 0. We may choose δ > 0 small enough such that Iδ ⊂ Bε(0) ⊂ Rn−1.
This due to the fact that
Iδ = piHδ(K) = {
δ
xn
xˆ |x = (xˆ, xn) ∈ K}
(where we again identify Hδ and Rn−1), and |xˆ| ≤ 1 and xn > δ˜ > 0 for all
x = (xˆ, xn) ∈ K since K¯ = K ⊂ HSn−1.
In view of (3.2.1) we then have F > 1 on Rn−1 \Bε(0) ⊂ Rn−1 \ Iδ. Let u˜ = δF˜ .
Then u˜ is smooth, convex, and
u˜(xˆ) = δ(ρ(F (xˆ))) = δF (xˆ) = u(xˆ)
on Rn−1 \Bε(0), since ρ(y) = y for y > 1. This proves the second assertion and we
are done.
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Corollary 3.2.5. Let K ⊂ Sn−1 and CK be as in Lemma 3.2.4, and let
C∂K = ∂CK = {tq | q ∈ ∂K, t ≥ 0} ⊂ Rn
be the Euclidean cone over ∂K. Let gC∂K be the Riemannian metric on C∂K \ 0
arising from the standard metric of Rn. There exists a smooth structure D on C∂K
such that
• D is compatible with the smooth structure of C∂K \0 arising from the standard
structure of Rn
• For any neighborhood U 3 0 there exists a smooth metric g˜ on (C∂K , D) such
that g˜ ≡ gC∂K on C∂K \ U and g˜ has curvature operator ≥ 0.
Proof. By Lemma 3.2.4 we have that ∂CK = C∂K is the graph of a convex function
u : E → R, where E is a hyperplane of Rn (in particular u is continuous). After
rotating K we may assume that E = Rn−1 × {0}. Thus, the projection
pi|C∂K : C∂K → Rn−1
x = (xˆ, u(xˆ)) 7→ xˆ
is a homeomorphism, where pi is the projection Rn = Rn−1 × R → Rn−1, x =
(xˆ, xn) 7→ xˆ. The map pi|C∂K induces a smooth structure D on C∂K , which agrees
with the smooth structure of C∂K \ 0. This is due to the fact that pi : Rn → Rn−1
is smooth and C∂K \ 0 is a smooth submanifold of Rn.
Given a point x ∈ C∂K , we denote by ∂ϕ∂xi (x), i = 1, . . . , n− 1, the basis of TxC∂K
induced by the coordinate chart ϕ := pi|C∂K : C∂K → Rn−1. The coefficients of gC∂K
on C∂K \ 0 with respect to this basis are
(gC∂K )
ϕ
ij(x) = gC∂K (x)
( ∂ϕ
∂xi
(x),
∂ϕ
∂xj
(x)
)
= δij + ∂iu(xˆ)∂ju(xˆ).
Let U be a neighborhood of 0 in C∂K . Then pi(U) ⊂ Rn−1 contains a ball Bε(0),
ε > 0, and by Lemma 3.2.4 we find a smooth convex function u˜ : Rn−1 → R such
that u˜ ≡ u on Rn−1 \Bε(0). We define the metric g˜ on C∂K by putting
g˜ϕij(x) = g˜(x)
( ∂ϕ
∂xi
(x),
∂ϕ
∂xj
(x)
)
= δij + ∂iu˜(xˆ)∂j u˜(xˆ). (3.2.4)
Clearly, g˜ is a smooth metric on (C∂K , D), which coincides with gC∂K off U , since
g˜ϕij ◦ ϕ−1 = δij + ∂iu˜ ∂j u˜ : Rn−1 → R
is smooth and u˜ ≡ u off Bε(0) ⊂ ϕ(U).
Let us verify that g˜ has nonnegative curvature. Consider the smooth embedded
hypersurface graph(u˜) ⊂ Rn equipped with the smooth metric induced from Rn,
which we denote by gu˜. Since u˜ is convex, it follows from the Gauss Theorem that
(graph(u˜), gu˜) has nonnegative curvature operator. The map
ψ = pi|graph(u˜) : graph(u˜)→ Rn−1
is a coordinate chart of graph(u˜). Let ∂
ψ
∂xi
(x), i = 1, . . . , n − 1 be the basis of
Tx(graph(u˜)). We show that
J : (C∂K , g˜) → (graph(u˜), gu˜)
x = (xˆ, xn) 7→ (ψ−1 ◦ ϕ)(x) = (xˆ, u˜(xˆ))
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is an isometry. Clearly, J is a diffeomorphism, since ϕ : C∂K → Rn−1 and ψ :
graph(u˜)→ Rn−1 are homeomorphisms, and ψ ◦ J ◦ϕ−1 = idRn−1 = ϕ ◦ J−1 ◦ψ−1.
Furthermore, at x = (xˆ, u˜(x)) ∈ graph(u˜) the coefficients of gu˜(x) with respect to
∂ψ
∂xi
(x), i = 1, . . . , n− 1, are
gψij(x) = g(x)
( ∂ψ
∂xi
(x),
∂ψ
∂xj
(x)
)
= δij + ∂iu˜(xˆ)∂j u˜(xˆ). (3.2.5)
Given any smooth function f : graph(u˜) → R we compute using J ◦ ϕ−1 = ψ−1
and ψ ◦ J = ϕ
DJ(x)
∂ϕ
∂xi
(x)(f) =
∂(f ◦ J ◦ ϕ−1)
∂xi
|ϕ(x)
=
∂(f ◦ ψ−1)
∂xi
|ψ(J(x)) =
∂ψ
∂xi
(J(x))(f), (3.2.6)
so that
DJ(x)
∂ϕ
∂xi
(x) =
∂ψ
∂xi
(J(x)).
Combining (3.2.4), (3.2.5) and (3.2.6) gives
gu˜(J(x))
(
DJ(x)
∂ϕ
∂xi
(x), DJ(x)
∂ϕ
∂xj
(x)
)
= gu˜(J(x))
( ∂ψ
∂xi
(J(x)),
∂ψ
∂xj
(J(x))
)
= δij + ∂iu˜(ψ(J(x)))∂j u˜(ψ(J(x)))
= δij + ∂iu˜(xˆ)∂j u˜(xˆ)
= g˜(x)
( ∂ϕ
∂xi
(x),
∂ϕ
∂xj
(x)
)
,
which shows that J is an isometry, and we are done.
Proposition 3.2.6. Let Γ be a smooth 2 dim. Riemannian manifold homeomor-
phic to the sphere S2, and let γ¯ be a smooth Riemannian metric on Γ of curvature
> 1. Let (CΓ, γe) be the Euclidean cone over (Γ, γ¯) with vertex o as in Definition
3.2.1. Then there exists a smooth structure DΓ on CΓ such that
• DΓ is compatible with the smooth structure of the product manifold Γ ×
(0,∞) = CΓ \ o.
• For any open neighborhood U 3 o there exists a smooth metric γ˜e on (CΓ, DΓ)
such that γ˜e = γe on CΓ \ U and γ˜e has curvature ≥ 0.
Proof. A result of Pogorelov ([20], §8 Thm. 2), which is a version of Alexandrov’s
embedding theorem (§2 in Section XII of [1]) for regular surfaces, states that a
closed 2-dim. manifold with regular metric of curvature greater than κ is isometric
to a regular closed convex surface in the 3-dim. space of constant curvature κ. In
our case this implies that there exists a closed convex subset K ⊂ S3 with smooth
boundary ∂K, such that (Γ, γ¯) is isometric to (∂K, g∂K), where g∂K denotes the
smooth Riemannian metric on ∂K induced by the standard metric of S3.
Let C∂K = ∂ CK ⊂ R4 be the Euclidean cone over ∂K as in Corollary 3.2.5, and
let gC∂K be the smooth Riemannian metric on C∂K \ 0 induced by the standard
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metric of R4. Note that gC∂K coincides with the cone metric on C∂K \ 0 induced by
g∂K . Let H¯ be the isometry (Γ, γ¯)→ (∂K, g∂K). Then the map
H : CΓ → C∂K
(p, t) 7→ tH¯(p)
is a homeomorphism taking o ∈ CΓ to 0 ∈ C∂K , and the restriction
H|CΓ\o : (CΓ \ o, γe)→ (C∂K \ 0, gC∂K )
is an isometry. By Corollary 3.2.5 there exists a smooth structure D on C∂K which
agrees with the smooth structure of C∂K \ 0. By pulling back this structure by
H we obtain a smooth structure DΓ on CΓ which is compatible with the smooth
structure of CΓ \ o. Clearly H : (Cγ , DΓ)→ (C∂K , D) is a diffeomorphism.
Let U 3 o be a neighborhood of o in CΓ. Then V = H(U) ⊂ C∂K is a neighbor-
hood of 0 in C∂K , and in view of Corollary 3.2.5 we find a smooth nonnegatively
curved metric g˜ on (C∂K , D) which coincides with gC∂K off V . Then the pullback
of g˜ under H is a smooth nonnegatively curved metric on CΓ which coincides with
γe off U .
Remark 3.2.7 (CΓ as a metric space). Even though the cone metric γe fails to
be continuous on CΓ in general, we can nevertheless define a length metric on CΓ
induced by γe in the same way as for smooth Riemannian metrics. We choose a
basis {v1, v2, v3} of ToCΓ and put γe(o)(vi, vj) := δij for i, j ∈ {1, 2, 3}. This way
γe is well defined on CΓ. For x, y ∈ CΓ we put
dist γe(x, y) := inf{Lγe(c) | c : [a, b]→ CΓ is a piecewise C1 curve from x to y},
where
Lγe(c) =
∫ b
a
‖c˙(t)‖γe(c(t))dt.
Note that dist γe is finite, since for any x = (p, s) ∈ CΓ the curve c : [0, 1] → CΓ,
c(t) = (p, ts) connects x to the vertex o and has finite length. Indeed, c(t) =
(cˆ(t), τ(t)), where cˆ is the constant curve cˆ ≡ p, and τ(t) = ts for t ∈ [0, 1]. Then
˙ˆc(t) ≡ 0 and τ˙(t)2 = s2. Thus, by definition of γe we have
Lγe(c) =
∫ 1
0
√
τ(t)2‖ ˙ˆc(t)‖γ¯(cˆ(t)) + τ˙(t)2 dt =
∫ 1
0
s dt = s <∞.
Let us check that in fact dist γe(x, o) = s for all x = (p, s) ∈ CΓ. In view of the
definition of dist γe , the above computation shows that dist γe(x, o) ≤ s. To show
the reverse inequality let x = (p, s) ∈ CΓ, w.l.o.g. s > 0, and let c : [a, b]→ CΓ be a
piecewise C1 curve connecting x and o, where c(a) = x, c(b) = o. Let
b˜ = inf{t > a | c(t) = o} ∈ (a, b].
Clearly Lγe(c) ≥ Lγe(c|[a,b˜]), and c|[a,b˜] = (cˆ, τ), where cˆ : [a, b˜]→ Γ and τ : [a, b˜]→
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R≥0 are piecewise C1, and τ connects s and 0. Then
Lγe(c|[a,b˜]) = lim
β↗b˜
∫ β
a
‖c˙(t)‖γe(c(t))dt
= lim
β↗b˜
∫ β
a
√
τ(t)2‖ ˙ˆc(t)‖γ¯(cˆ(t)) + τ˙(t)2dt
≥ lim
β↗b˜
∫ β
a
|τ˙(t)| dt =
∫ b˜
a
|τ˙(t)| dt = Leucl(τ) ≥ s.
A detailed discussion on length structures on cones in a more general setting can
be found in [6].
Lemma 3.2.8. Let CΓ, γe and γ˜ be as in Prop. 3.2.6. Furthermore, let dist γe
be as in Remark 3.2.7, and dist γ˜ be the distance function on CΓ arising from the
smooth metric γ˜. Then
dist γ˜(·, o) ≥ dist γe(·, o)
on CΓ.
Proof. Let x = (p, s) ∈ CΓ, w.l.o.g. s > 0. Consider the curve c : [0, 1] → CΓ,
c(t) = (p, ts) connecting o and x as in Remark 3.2.7. Since dist γ˜(x, o) is the
infimum of the lengths w.r.t. γ˜ of all piecewise C1 curves connecting o and x, it
suffices to show that Lγ˜(c) ≤ s = dist γe(x, o).
Let C∂K = graph(u) and g˜ be as in the proof of Prop. 3.2.6. Recall that by
construction H : (CΓ, γ˜) → (C∂K , g˜) is an isometry. Thus, the claim follows if we
show that Lg˜(H ◦ c) ≤ s.
Let H(x) = (yˆ, u(yˆ)) ∈ graph(u). From construction of H it follows that the
curve c˜ := H ◦ c is given by
c˜ : [0, 1] → graph(u)
c˜(t) = t · (yˆ, u(yˆ)) = (t yˆ, t u(yˆ)).
Consider ˙˜c(t) ∈ Tc˜(t)
(
graph(u)
)
. Let ϕ = pi|graph(u) : graph(u)→ R3, where pi is the
projection R4 → R3, be the coordinate chart of graph(u) (as in the proof of Cor.
3.2.5). For any (zˆ, u(zˆ)) ∈ graph(u) we have ϕ(zˆ, u(zˆ)) = zˆ and ϕi(zˆ, u(zˆ)) = zˆi,
i = 1, 2, 3. Thus, the coefficients of ˙˜c(t) with respect to this chart are(
˙˜c(t)
)i
= ˙˜c(t)(ϕi) =
d
dt
(
ϕi(c˜(t))
)
=
d
dt
(tyˆi) = yˆi.
By (3.2.4) we then have
‖ ˙˜c(t)‖2g˜(c˜(t)) = g˜(c˜(t))
(
˙˜c(t), ˙˜c(t)
)
= g˜ij(c˜(t))
(
( ˙˜c(t))i, ( ˙˜c(t))j
)
=
(
δij + ∂iu˜(pi(c˜(t)) ∂j u˜(pi(c˜(t))
)
yˆiyˆj
=
(
δij + ∂iu˜(tyˆ) ∂j u˜(tyˆ)
)
yˆiyˆj
= |yˆ|2 + 〈∇u˜(tyˆ), yˆ〉2
= |yˆ|2 + ((u˜(tyˆ))′)2. (3.2.7)
Recall that by construction u˜ ≡ u on R3 \ Bε(0), ε > 0, so that u˜(tyˆ) = u(tyˆ) for
t ≥ ε˜, where ε˜ := ε/|yˆ|. In particular, for t ≥ ε˜ we have
(u˜(tyˆ))′ = (u(tyˆ))′ = (tu(yˆ))′ = u(yˆ).
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Moreover, since ∇u˜ vanishes near 0 we have (u˜(tyˆ))′ = 〈∇u˜(tyˆ), yˆ〉 = 0 at t = 0.
From the fact that u˜ is convex it follows that t 7→ u(tyˆ) is convex, which implies
that t 7→ (u˜(tyˆ))′ is non-decreasing. Thus
0 ≤ (u˜(tyˆ))′ ≤ u(yˆ)
for all t ≥ 0. Using this and (3.2.7), we compute
Lg˜(c˜) =
∫ 1
0
‖ ˙˜c(t)‖g˜(c˜(t))dt
=
∫ 1
0
√
|yˆ|2 + ((u˜(tyˆ))′)2
≤
∫ 1
0
√
|yˆ|2 + u(yˆ)2
= |(yˆ, u(yˆ))| = |H((p, s))| = s
and we are done.
3.3. Modifying metrics on equidistant hypersurfaces
Let M be a smooth n-dim. manifold, equipped with a smooth Riemannian metric g.
Let Γ ⊂M be a smooth hypersurface and p0 ∈ Γ. On a small enough neighborhood
U 3 p0 we introduce Fermi coordinates x = (x1, . . . , xn) above Γ (cf. Appendix
A.1), such that |xn| = dist g(·,Γ). Let Γ(d) = {p ∈ U |xn(p) = d} denote the
equidistant hypersurfaces of Γ. In our coordinates g has the form
g =
(
gˆ 0
0 1
)
,
where gˆ is the restriction of g to the equidistant hypersurfaces, that is, gˆ(p) =
g(p)|TpΓ(d)×TpΓ(d) for p ∈ U with xn(p) = d. At each point p ∈ U , we have the
decomposition
TpU = TpΓ(d)⊕ TpΓ(d)⊥g ,
where TpΓ(d)
⊥g is the orthogonal complement of TpΓ(d) in TpU with respect to g.
In what follows, we will identify gˆ and 〈·, P T ·〉g, where P T denotes the projection
TU → TΓ(d), so that gˆ may be regarded as a 2-tensor on TU .
Let ϕ : (−a, a)→ R>0 be a smooth function. We may regard ϕ as a function on
U by putting ϕ(p) = ϕ(xn(p)). Since ϕ is strictly positive, we may define a new
metric g˜ on U by
g˜ =
(
ϕgˆ 0
0 1
)
. (3.3.1)
The goal of the current section is to compute the curvature operator R(g˜) of the
modified metric. First, let us introduce some further notations. Let L(g) denote
the second fundamental form of the equidistant hypersurfaces (Γ(d), gˆ) in (U, g)
with respect to the normal N = ∂∂xn . More precisely, given a point p ∈ U and the
equidistant hypersurface Γ(d) containing p (i.e. d = xn(p)) we have
L(g)(p) ∈ (TpΓ(d)× TpΓ(d))∗
(X,Y ) 7→ −〈g∇XN,Y 〉g
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In our coordinates we have L(g)ij(x(p)) = −12∂ngij(x(p)). Indeed,
L(g)(
∂
∂xi
,
∂
∂xj
) = −〈g∇ ∂
∂xi
∂
∂xn
,
∂
∂xj
〉g
= −gΓkingkj
= −1
2
gkl(∂ignl + ∂ngil − ∂lgin)gkj
= −1
2
(∂ignj + ∂ngij − ∂jgin)
= −1
2
∂ngij , (3.3.2)
where we used that gnj ≡ const for all j in our coordinates. Observe that
L(g) = 〈g∇(·)N, ·〉g can also be regarded as a symmetric 2-tensor on TU , where
L(g)(X,N) = 0 = L(g)(N,N) for X ∈ TΓ(d).
Similarly, we denote by L(g˜) the second fundamental form of (Γ(d), ϕgˆ) in (U, g˜)
with respect to ∂∂xn (note that
∂
∂xn is also the unit normal of TΓ(d) with respect to
g˜ in view of (3.3.1)). A similar computation as above shows that L(g˜)ij = −12∂ng˜ij
in our coordinates.
Finally, let PN denote the projection TM → (TΓ(d))⊥. In what follows, we
identify PN and the two-tensor 〈·, PN ·〉g, which in our coordinates is given by
PNij = δniδnj (cf. Notation 1.2.8).
Note that since both L(g) and gˆ can be seen as 2-tensors on TΓ(d) as well as
2-tensors on TU ⊂ TM , the Kulkarni-Nomizu products (see Section B.2) L(g) ∧ gˆ
and gˆ ∧ PN may be regarded as sections of Λ2(TΓ(d)) as well as of Λ2(TU). In
what follows, it will be clear from the context which interpretation is being used.
Proposition 3.3.1. Let g and g˜ be as above, and let R(g) and R(g˜) be the Rie-
mannian curvature operators of g and g˜, respectively. We have
R(g˜) = ϕR(g) + (1− ϕ)ϕL(g) ∧ L(g) + ϕϕ′L(g) ∧ gˆ − 1
4
(ϕ′)2gˆ ∧ gˆ
+
−2ϕ′′ϕ+ (ϕ′)2
2ϕ
gˆ ∧ PN + 2ϕ′L(g) ∧ PN . (3.3.3)
Proof. We denote by ∂i =
∂
∂xi
, i = 1, . . . , n, the coordinate vectors with respect
to the coordinate chart (x1, . . . , xn). First, let us compute R(g˜) on Λ2(TΓ(d)) =
span{∂i ∧ ∂j |1 ≤ i < j ≤ n− 1}. By the Gauss theorem we have
R(g˜)|Λ2(TΓ(d)) = R(ϕgˆ)− L(g˜) ∧ L(g˜). (3.3.4)
Since ϕ|Γ(d) = const, we have R(ϕgˆ) = ϕR(gˆ). Moreover, in view of the above
discussion
L(g˜)ij = −1
2
∂n(ϕgˆij) = −ϕ
′
2
gˆij − ϕ
2
gˆij = −ϕ
′
2
gˆij + ϕL(g)ij .
Using this in (3.3.4) we get
R(g˜)|Λ2(TΓ(d)) = ϕR(gˆ)−
(
ϕL(g)− ϕ
′
2
gˆ
) ∧ (ϕL(g)− ϕ′
2
gˆ
)
(3.3.5)
= ϕ
(R(g)|Λ2(TΓ(d)) + L(g) ∧ L(g))
−ϕ2L(g) ∧ L(g) + ϕϕ′L(g) ∧ gˆ − 1
4
(ϕ′)2gˆ ∧ gˆ
= ϕR(g)|(Λ2TΓ(d))
+(1− ϕ)ϕL(g) ∧ L(g) + ϕϕ′L(g) ∧ gˆ − 1
4
(ϕ′)2gˆ ∧ gˆ,
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which is the desired equation on Λ2(TΓ(d)), since the operators gˆ∧PN and L(g)∧
PN vanish on Λ2(TΓ(d)).
In view of the symmetries of the curvature operator, to verify that (3.3.3) holds on(
Λ2(TΓ(d))
)⊥
it suffices to compute R(g˜)(∂i∧∂j , ∂k∧∂n) and R(g˜)(∂i∧∂n, ∂k∧∂n),
1 ≤ i, j, k ≤ n − 1. In the first case all operators on the right hand side of (3.3.3)
except for R(g) vanish, and we have to check
R(g˜)(∂i ∧ ∂j , ∂k ∧ ∂n) = ϕR(g)(∂i ∧ ∂j , ∂k ∧ ∂n). (3.3.6)
Let us fix a point p near Γ and choose coordinates x1, . . . , xn−1 on Γ(d(p)) near p
such that gˆij(p) = g(p)(∂i|p, ∂j |p) = δij and ∂igjk(p) = 0 for all 1 ≤ i, j, k ≤ n − 1
(note that ∂ngij does not necessarily vanish in p). We denote by R˜ijkl the curvature
tensor of g˜ and by Γ˜kij the Christoffel symbols of g˜. We have
R˜ijkl = (∂jΓ˜
s
ik − ∂iΓ˜sjk + Γ˜rikΓ˜srj − Γ˜rjkΓ˜sri)g˜sl.
Recall that in our coordinates g˜sn = δsn near p for all s = 1, . . . , n, and consequently
∂rg˜sn(p) = 0 for all r, s = 1, . . . , n. This gives us
R˜ijkn = ∂jΓ˜
n
ik − ∂iΓ˜njk + Γ˜rikΓ˜nrj − Γ˜rjkΓ˜nri (3.3.7)
and
Γ˜nik =
1
2
g˜nr(∂ig˜kr + ∂kg˜ir − ∂rg˜ik)
=
1
2
(∂ig˜kn + ∂kg˜in − ∂ng˜ik)
= −1
2
∂ng˜ik
= −1
2
ϕ′gik − ϕ1
2
∂ngik = −1
2
ϕ′gik + ϕΓnik. (3.3.8)
Thus, at p we have
∂jΓ˜
n
ik = −
1
2
ϕ′∂jgik − ϕ1
2
∂j∂ngik = −ϕ1
2
∂j∂ngik = ϕ∂jΓ
n
ik,
where we used that ϕ depends only on xn. By an analogous computation we have
∂iΓ˜
n
jk = ϕ∂iΓ
n
jk
at p. Moreover, the last two terms in (3.3.7) vanish at p. Indeed, we have
Γ˜rikΓ˜
n
rj =
n−1∑
r=1
Γ˜rikΓ˜
n
rj + Γ˜
n
ikΓ˜
n
nj = 0
since Γ˜nnj ≡ 0 for all j, and Γ˜rik(p) = ϕΓrik(p) = 0 by our choice of coordinates. This
gives us R˜ijkn = ϕRijkn, which shows (3.3.6).
Let us now consider R˜(∂i ∧ ∂n, ∂k ∧ ∂n) = R˜inkn. In this case (3.3.3) becomes
R˜(∂i ∧ ∂n, ∂k ∧ ∂n) = R(∂i ∧ ∂n, ∂k ∧ ∂n)
+
−2ϕ′′ϕ+ (ϕ′)2
2ϕ
gˆ ∧ PN + 2ϕ′L(g) ∧ PN (3.3.9)
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since L and gˆ vanish on (TΓ(d))N . Similar as above, in view of Γ˜nnk ≡ 0 for all k
one has
R˜inkn = ∂nΓ˜
n
ik − Γ˜rnkΓ˜nir (3.3.10)
at p. Using (3.3.8) and (3.3.2) we compute
∂nΓ˜
n
ik = ∂n(−
1
2
ϕ′gik − ϕ1
2
∂ngik)
= −1
2
ϕ′′gik − ϕ′∂ngik − ϕ1
2
∂2ngik
= −1
2
ϕ′′gik + 2ϕ′Lik + ϕ∂nΓnik. (3.3.11)
Moreover, for 1 ≤ r ≤ n− 1 we have
Γ˜rnk =
1
2
g˜rs(∂ng˜ks + ∂kg˜ns + ∂sg˜nk)
=
1
2
g˜rs∂ng˜ks =
1
2ϕ
grs∂n(ϕgks)
=
ϕ′
2ϕ
δrk +
1
2
grs∂ngks
=
ϕ′
2ϕ
δrk + Γ
r
nk,
which gives us
− Γ˜rnkΓ˜nir = −(
ϕ′
2ϕ
δrk + Γ
r
nk)(−
1
2
ϕ′gir + ϕΓnir)
=
(ϕ′)2
4ϕ
gik − ϕ
′
2
Γnik +
ϕ′
2
Γrnkgir − ϕΓrnkΓnir
=
(ϕ′)2
4ϕ
gik − ϕ′Lik − ϕΓrnkΓnir, (3.3.12)
where in the last step we used the fact that in our coordinates
Lik = 〈−∇∂i∂n, ∂k〉g = −Γringrk = −
1
2
grs∂ngisgrk = −1
2
∂ngik = Γ
n
ik.
Combining (3.3.10), (3.3.11) and (3.3.12) gives
R˜inkn = ϕRinkn +
−2ϕϕ′′ + (ϕ′)2
4ϕ
gik + ϕ
′Lik
= ϕRinkn +
−2ϕϕ′′ + (ϕ′)2
2ϕ
(gˆ ∧ PN )inkn + 2ϕ′(L ∧ PN )inkn,
which shows (3.3.9), and we are done.
As an example, we compute the curvature operator of a spherical a-cone.
Example 3.3.2. Consider a spherical a-cone (C, γ) = (CΓ,a, γa), a ≥ 1, with vertex
o over a smooth Riemannian manifold (Γ, γ¯) (see Definition 3.2.2). We introduce
Fermi coordinates (xˆ, xn) above the hypersurface Γ × {1} = ∂Bγ1 (o), where xˆ are
local coordinates on Γ, and
xn = 1− dist γ(·, o) : C \ o→ (1− pi
2
a, 1).
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In this coordinates the metric γ has the form
γ(xˆ, xn) =
(
a2 sin2(1−x
n
a )γ¯(xˆ) 0
0 1
)
.
The induced metric on Λ2(TC) is γ ∧ γ = γˆ ∧ γˆ + 2γˆ ∧ PN , where γˆ is the restric-
tion of γ to the equidistant hypersurfaces of Γ × {1}, in coordinates γˆ(xˆ, xn) =
a2 sin2(1−x
n
a )γ¯(xˆ). Suppose that the curvature operator of γ¯ is ≥ 1, that is,
R(γ¯) ≥ γ¯ ∧ γ¯. Putting g = γ¯ + dr2 and ϕ(xn) = a2 sin2(1−xna ) in Proposition
3.3.1 we compute using L(g)(xˆ, xn) = 12∂nγ¯(xˆ) ≡ 0 on C \ o
R(γ) = ϕR(γ¯)− 1
4
(ϕ′)2γ¯ ∧ γ¯ + −2ϕ
′′ϕ+ (ϕ′)2
2ϕ
γ¯ ∧ PN
= a2 sin2
(1− xn
a
)R(γ¯)
− a2 sin2(1− xn
a
)
cos2
(1− xn
a
)
γ¯ ∧ γ¯ + 2 sin2(1− xn
a
)
γ¯ ∧ PN
≥ a2 sin2(1− xn
a
)
γ¯ ∧ γ¯
− a2 sin2(1− xn
a
)
cos2
(1− xn
a
)
γ¯ ∧ γ¯ + 2 sin2(1− xn
a
)
γ¯ ∧ PN
= a2 sin4
(1− xn
a
)
γ¯ ∧ γ¯ + 2 sin2(1− xn
a
)
γ¯ ∧ PN
=
1
a2
γˆ ∧ γˆ + 1
a2
2γˆ ∧ PN
=
1
a2
γ ∧ γ.
An analogous computation shows that R(γ) ≥ 1
a2
implies R(γ¯) ≥ 1.
3.4. Smoothing cone-like singularities in dimension 3
Let us fix some notation for this section. In what follows, by ‘smooth’ we mean ‘C∞
smooth’, unless noted differently. We are concerned with Riemannian manifolds
(M, g), where g is possibly singular (discontinuous) at a fixed point o ∈ M , and
smooth on M \ o. We wish to introduce a distance function dist g induced by g on
M in a similar way as for smooth Riemannian metrics. In order to do so, we put
dist g(p, q) = inf{Lg(c) | c is a piecewise C1 curve connecting p and q},
and dist g(o, o) := 0, where Lg(c) is the length of c with respect to g, which is
defined as follows: For a piecewise C1 curve c : [a, b] → M \ o we put Lg(c) =∫ b
a ‖c˙(t)‖g(c(t))dt. Furthermore, if c(t0) = o for some t0 ∈ [a, b], we define
Lg(c) =
∫ b
a
‖c˙(t)‖g(c(t))dt := lim
α↘0
∫ t0−α
a
‖c˙(t)‖g(c(t))dt+ lim
α↘0
∫ b
t0+α
‖c˙(t)‖g(c(t))dt
(note that in the definition of dist g it suffices to consider piecewise C
1 curves which
pass through o not more than once).
Observe that, in general, we cannot expect dist g(·, ·) to be finite since g is pos-
sibly singular at o. In what follows, we shall assume that M is connected and
dist g(·, o) : M → R is continuous at o. Using the assumption that g is smooth
on M \ o, one verifies that in this case dist g : M ×M → R is a continuous (in
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particular finite) metric, and the topology induced by dist g coincides with that of
M (see Lemma C.2.4).
We denote by Bgr the metric balls
Bgr := {p ∈M |dist g(p, o) < r}
centered at o. We will also assume that there exists a small neighborhood U 3 o
such that dist g(·, o) is smooth on U \ o, and ∇(dist g(·, o)) 6= 0 on U \ o (where
∇ = ∇g). This ensures that the level sets of dist g(·, o), which we denote by
Γg(r) := {p ∈M | dist g(p, o) = r} = ∂Bgr ,
are smooth hypersurfaces of M for all 0 < r ≤ r0 for a small enough r0 > 0 (note
that this is the case if g is smooth on M and r0 is less than the injectivity radius
of o). This notation is slightly different as compared to the previous section, where
we denoted by Γ(d) the equidistant hypersurfaces of a fixed hypersurface Γ.
For each 0 < r ≤ r0, the vector field −∇(dist g(·, o))|Γg(r) is the unit normal
field on Γg(r) pointing inside B¯
g
r (see Lemma C.2.6). Similarly as in the previ-
ous section, we denote by gˆ the restriction of g to the hypersurfaces Γg(r), that
is, gˆ(p) = g(p)|TpΓg(r)×TpΓg(r) at a point p ∈ Γg(r). We denote by L(g,Γg(r))
the second fundamental form of (Γg(r), gˆ) in (M, g) with respect to the normal
−∇(dist g(·, o))|Γg(r). We also regard gˆ and L(g,Γg(r)) as tensors on TM after
extending them by 0 in normal direction.
In view of these notations, the main result of this chapter reads as follows:
Theorem 3.4.1. Consider a 3-dim. connected Riemannian manifold (M,DM , g)
(where DM denotes the smooth structure of M) which satisfies the following con-
ditions:
1) g is smooth on M \ o (and possibly singular at o).
2) a) dist g(·, o) is continuous at o
b) There exists a neighborhood U of o such that dist g(·, o) is smooth on
U \ o, and ∇(dist g(·, o)) 6= 0.
3) There exists a r0 > 0 such that
a) Γg(r0) is homeomorphic to the sphere S
2
b) for all 0 < δ ≤ r0 the second fundamental form of Γg(δ) with respect to
the inward normal satisfies
(1− ε(δ))gˆ ≤ δ L(g,Γg(δ)) ≤ (1 + ε(δ))gˆ,
where ε(δ)/δ2 → 0 as δ → 0.
4) R(g) ≥ 0 on M \ o.
Then there exists a family of metrics {gi}i∈N and smooth structures {Di}i∈N on M
such that
• Di is compatible with DM on M \o, and (M,Di) is diffeomorphic to (M,DM )
for all i ∈ N
• gi is C2 smooth on (M,Di) and C∞ smooth on M \Bgr0/i
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• gi → g off o in the C∞ sense as i→∞
• R(gi) ≥ −εi, where εi → 0 as i→∞.
Remark 3.4.2. Condition 3 may be interpreted to the effect that the singular metric
in some sense becomes cone-like near o. Indeed, consider a standard cone Sn−1 ×
[0,∞) = Rn with vertex 0, equipped with the metric γ = r2γ¯ ⊗ dr2, where γ¯ is
a smooth Riemannian metric on Sn−1 and dr2 is the standard metric on [0,∞).
Then Γγ(r) = rS
n−1 for all r > 0, and at a point (x, r) ∈ Sn−1 × (0,∞) the
second fundamental form of Γγ(r) with respect to the inward normal is given by
L(γ,Γγ(r))(x, r) = rγ¯(x) =
1
r (r
2γ¯(x)) = 1rγ|Γγ(r)(x, r).
Proof of Theorem 3.4.1. The proof breaks up into the following steps:
Step 1 : We consider the rescaled metric gδ =
1
δ2
g on M . On B¯gδ1 , we replace gδ by
the Euclidean cone metric γδ = r
2g¯δ + dr
2, where g¯δ is the restriction of gδ
to Γ¯δ := Γgδ(1).
Step 2 : By modifying the metrics γδ on B¯
gδ
1 and gδ on M \ Bgδ1 near Γ¯δ we con-
struct metrics γ˜δ and g˜δ such that the new metrics meet the requirements of
Theorem 1.1.2.
Step 3 : We show that the sum of the second fundamental forms of γ˜δ and g˜δ is
nonnegative on Γ¯δ.
Step 4 : We show that the curvature operators of γ˜δ and g˜δ are almost nonnegative.
Step 5 : Using constructions from Section 3.2 we introduce a new smooth structure
Dδ on M which is compatible with DM on M \ o, and find a smooth metric
γ
(sm)
δ on B¯
gδ
1 , which coincides with γ˜δ off a small neighborhood of o. The
curvature stays almost nonnegative. In this step the assumption dim(M) = 3
is necessary, since here we use Proposition 3.2.6.
Step 6 : We apply Theorem 1.1.2 to (B¯gδ1 , γ
(sm)
δ ) and (M \ Bgδ1 , g˜δ), and find a C2
smooth (w.r.t. Dδ) metric g
(sm)
δ which coincides with γ
(sm)
δ and g˜δ, respec-
tively, off a small neighborhood of Γ¯δ, and has almost nonnegative curvature.
Step 7 : By scaling back g
(sm)
δ we construct the sequence gi with the desired properties.
Step 1: First, observe that for small enough r0 > 0 we can cover B¯
g
r0 \ o with a
set of Fermi coordinates over Γg(δ), for any 0 < δ ≤ r0. Roughly speaking, this is
because on a small neighborhood U 3 o the integral curves of −∇(dist g(·, o)) are
unique unit speed geodesics connecting points of B¯gr0 \ o to hypersurfaces Γg(δ), so
for small enough r0 the ball B
g
r0 enjoys similar properties as a geodesic ball in a
smooth Riemannian manifold (we refer to Section C.2 of the appendix for a detailed
discussion, see Lemma C.2.6, Remark C.2.7). In particular, in view of Condition
3a this implies that the equidistant hypersurfaces Γg(δ) are homeomorphic to S
2
for all 0 < δ ≤ r0.
In what follows we assume w.l.o.g. r0 = 1 and ε(δ) ≤ 1 (after rescaling the
metric g). Let gδ =
1
δ2
g be the rescaled metric on M , and Γ¯δ := Γgδ(1) = Γg(δ).
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Let us fix a small δ > 0. We introduce Fermi coordinates (xˆ, xn) above Γ¯δ such
that xˆ = (x1, . . . , xn−1) is a coordinate chart of Γ¯δ, and
xn(p) =
 dist gδ(p, Γ¯δ) if p ∈ B¯
gδ
1 \ o
−dist gδ(p, Γ¯δ) if p ∈ Bgδ1/δ \Bgδ1
.
Note that the charts (x1, . . . , xn) do depend on δ, but we shall omit the index δ
to simplify the notation. Our coordinates are well defined for −1/δ + 1 ≤ xn < 1.
In view of dist gδ(·, o) = 1− xn we have that (xˆ, 1− r) is a coordinate chart of the
equidistant hypersurface Γgδ(r) for any fixed 0 < r ≤ 1/δ.
As before, we use the notation ∂
∂xi
= ∂i, i = 1, . . . , n for coordinate vectors. In
view of our choice of coordinates ∂n is the inward normal on the hypersurfaces
Γgδ(r) in (B¯
gδ
r , gδ), 0 < r ≤ 1/δ. In particular, ∂n is the inward normal on Γ¯δ in
(B¯gδ1 , gδ). Since gδ =
1
δ2
g, the inward normal on Γg(δ) = Γgδ(1) in (B¯
g
δ , g) is given
by 1δ∂n. Thus the second fundamental form of Γ¯δ satisfies
L(gδ, Γ¯δ) =
1
δ
L(g, Γ¯δ) =
1
δ
L(g,Γg(δ))
and Condition 3b reads
(1− ε(δ))g¯δ ≤ L(gδ, Γ¯δ) ≤ (1 + ε(δ))g¯δ, (3.4.1)
where g¯δ := gδ|Γ¯δ denotes the restriction of gδ to Γ¯δ.
We now replace gδ on B¯
gδ
1 by an Euclidean cone metric. Observe that in our
coordinates gδ has the form
gδ(x) =
(
gˆδ(x) 0
0 1
)
,
where gˆδ(x) is the restriction of gδ to the equidistant hypersurfaces Γgδ(dist gδ(x, o)).
We introduce a new metric γδ on B¯
gδ
1 by putting
γδ(x) =
(
(1− xn)2g¯δ(xˆ) 0
0 1
)
for 0 ≤ xn < 1. Since by definition g¯δ = gδ|Γ¯δ , the metrics γδ and gδ coincide on Γ¯δ.
Moreover, since we modified gδ only in ‘tangential’ direction, the distance functions
dist gδ(·, o) and dist γδ(·, o) coincide, so that Bγδr = Bgδr and Γγδ(r) = Γgδ(r) for all
0 < r ≤ 1 (in particular Γ¯δ = Γgδ(1) = Γγδ(1)). Finally, ∂n is the inward normal of
Γγδ(r) in (B
γδ
r (o), γδ) for all 0 < r ≤ 1, and the second fundamental form of Γγδ(r)
in (B¯γδr (o), γδ) with respect to ∂n is given by
L(γδ,Γγδ(r))(xˆ, 1− r) = −
1
2
∂n|xn=(1−r)
(
(1− xn)2g¯δ(xˆ)
)
= rg¯δ(xˆ)
in our coordinates (cf. lemmas A.2.1 and A.3.1 of the Appendix).
Let us compute the sum of the second fundamental forms of γδ and gδ on Γ¯δ.
Let L+(γδ, Γ¯δ) be the second fundamental form of Γ¯δ in (B¯
γδ
1 , γδ) with respect to
the inward normal N+ = ∂n, and let L
−(gδ, Γ¯δ) be the second fundamental form
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o
Γ̄δ o
(M , gδ)
(M , gδ)
(B1
g δ ,γδ )
−1
δ
+1 0 1 x
n
Γ̄δ
−1
δ
+1 0 1 x
n
Figure 3.3.: Replacing gδ by the cone metric γδ on B¯
gδ
1
of Γ¯δ in M \ Bgδ1 with respect to the inward normal N− = −∂n. Using (3.4.1) we
compute
L+(γδ, Γ¯δ) + L
−(gδ, Γ¯δ)
= −1
2
∂n|xn=0
(
(1− xn)2g¯δ
)
+ L−(gδ, Γ¯δ)
= g¯δ + L
−(gδ, Γ¯δ)
≥ 1
1 + ε(δ)
L+(gδ, Γ¯δ) + L
−(gδ, Γ¯δ)
=
−ε(δ)
1 + ε(δ)
L+(gδ, Γ¯δ) + L
+(gδ, Γ¯δ) + L
−(gδ, Γ¯δ)︸ ︷︷ ︸
=0
≥ −ε(δ)g¯δ.
In the next step we modify γδ and gδ near Γ¯δ, so that the sum of the second
fundamental forms becomes nonnegative, which is a crucial condition of Theorem
1.1.2.
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Step 2: Let ϕ : [0, 1)→ R and ψ : (−∞, 0]→ R be smooth functions such that
• ϕ(0) = 1− 4ε(δ) = ψ(0)
• ϕ′(0) = −2ε(δ) and −2ε(δ) ≤ ϕ′ ≤ 0 and ϕ′ ≡ 0 on [12 , 1)
• |ϕ′′| ≤ 8ε(δ)
• ψ′(0) = 0
• ψ ≡ 1 on (−1δ + 1,− 23δ + 1)
(see Figure 3.4 below). We will impose further conditions for ψ later in the proof.
Note that the first two conditions imply that 1 − 5ε(δ) ≤ ϕ ≤ 1 − 4ε(δ). A
function ϕ with the required properties can be constructed as follows: We find
a nondecreasing function ϕ˜ : [0, 12 ] → R such that ϕ˜(0) = −2ε(δ), ϕ˜(12) = 0,
and ϕ˜′ ≤ 8ε, ϕ˜′(0) = 0 = ϕ˜′(12). We then extend ϕ˜ to [0, 1) by zero, and put
ϕ(x) = 1− 4ε(δ) + ∫ x0 ϕ˜(t)dt.
1
2
1
−1
δ
+1 − 1
3δ
+1− 2
3δ
+1 x
n
xn
φ
ψ
1−4ε(δ )
1−4ε(δ )
1−5ε(δ )
1
1
Figure 3.4.: The functions ϕ und ψ
We replace γδ on B¯
gδ
1 and gδ on M \Bgδ1 by
γ˜δ(x) =
(
ϕ(xn)(1− xn)2g¯δ(xˆ) 0
0 1
)
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and
g˜δ(x) =
(
ψ(xn)gˆδ(x) 0
0 1
)
on Bgδ1/δ \Bgδ1 , g˜δ = gδ on M \Bgδ1/δ
(see Figure 3.5 below). The isometry of the boundaries is preserved due to ϕ(0) =
ψ(0). As in Step 1, the distance functions of the new metrics coincide with
dist gδ(·, o) (cf. Lemma A.2.1).
−1
δ
+1 − 2
3δ
+1 − 1
3δ
+1 0
1 xn
Γ̄δ o
1
2
g̃δ
γ̃ δ
Figure 3.5.: Modified metrics g˜δ and γ˜δ
Step 3: Let us check that the sum of the second fundamental forms of the new
metrics on Γ¯δ becomes nonnegative. Similar as in Step 1, let L
+(γ˜δ, Γ¯δ) be the
second fundamental form of Γ¯gδ(1) in (B¯
gδ
1 , γ˜δ) with respect to the inward normal
N+ = ∂n, and let L
−(γ˜δ, Γ¯δ) be the second fundamental form of Γ¯δ in M \ Bgδ1
with respect to the inward normal N− = −∂n. We compute
L+(γ˜δ, Γ¯δ) = −1
2
∂n|xn=0(ϕ(xn)(1− xn)2g¯δ)
= −1
2
ϕ′(0)g¯δ + ϕ(0)g¯δ (3.4.2)
and
L−(g˜δ, Γ¯δ) =
1
2
∂n|xn=0(ψ(xn)gˆδ(x))
= ψ(0)
1
2
∂n|xn=0gˆδ(x)
= ψ(0)L−(gδ, Γ¯δ) = −ψ(0)L+(gδ, Γ¯δ). (3.4.3)
In view of (3.4.2), (3.4.3), (3.4.1) and the properties of ϕ and ψ, the sum of the
3.4. Smoothing cone-like singularities in dimension 3 67
second fundamental forms is
L+(γ˜δ, Γ¯δ) + L
−(g˜δ, Γ¯δ)
= −1
2
ϕ′(0)g¯δ + ϕ(0)g¯δ − ψ(0)L+(gδ, Γ¯δ)
= ε(δ)g¯δ + (1− 4ε(δ))
(
g¯δ − L+(gδ, Γ¯δ)
)
≥ ε(δ)g¯δ − (1− 4ε(δ))ε(δ)g¯δ
= 4ε(δ)2g¯δ > 0. (3.4.4)
Step 4: In the next step we show that the curvature operators of γ˜δ and g˜δ are
almost nonnegative.
a) Curvature operator of γ˜δ on B¯
gδ
1 \ o:
By the Gauss theorem we have
R(γδ)(x) = (1− xn)2
(R(g¯δ)(xˆ)− g¯δ(xˆ) ∧ g¯δ(xˆ)).
Moreover, R(gδ) = 1δ2R(g) ≥ 0 by Condition 4, so in view of the Gauss theorem
and (3.4.1)
R(g¯δ) = R(gδ)|Λ2(T Γ¯δ) + L(gδ, Γ¯δ) ∧ L(gδ, Γ¯δ)
≥ (1− 2ε(δ))g¯δ ∧ g¯δ. (3.4.5)
Thus
R(γδ)(x) ≥ −2ε(δ)(1− xn)2g¯δ(xˆ) ∧ g¯δ(xˆ). (3.4.6)
By putting g = γδ und gˆ = (1− xn)2g¯δ in Proposition 3.3.1 we obtain
R(γ˜δ) = ϕR(γδ) + ϕ(1− ϕ)(1− xn)2g¯δ ∧ g¯δ
+ϕϕ′(1− xn)3g¯δ ∧ g¯δ − 1
4
(ϕ′)2(1− xn)4g¯δ ∧ g¯δ (3.4.7)
+
−2ϕ′′ϕ+ (ϕ′)2
2ϕ
(1− xn)2g¯δ ∧ PN + 2ϕ′(1− xn)g¯δ ∧ PN
where PNij = δinδjn in our coordinates.
Consider the first two lines on the right hand side of the above equation (the
tangential part or the curvature operator). Using (3.4.6) and the fact that 1−ϕ ≥
4ε(δ) by construction, we compute
ϕR(γδ) + ϕ(1− ϕ)(1− xn)2g¯δ ∧ g¯δ
+ϕϕ′(1− xn)3g¯δ ∧ g¯δ − 1
4
(ϕ′)2(1− xn)4g¯δ ∧ g¯δ
≥ ϕ(1− xn)2(−2ε(δ) + (1− ϕ) + ϕ′(1− xn)− 1
4
(ϕ′)2
ϕ
(1− xn)2)g¯δ ∧ g¯δ
≥ ϕ(1− xn)2(−2ε(δ) + 4ε(δ)− 2ε(δ)− ε(δ))g¯δ ∧ g¯δ ≥ −ε(δ)g¯δ ∧ g¯δ, (3.4.8)
where we assumed that w.l.o.g. ϕ ≥ 1−5ε(δ) ≥ 12 , so that−14 (ϕ
′)2
ϕ (1−xn)2 ≥ −ε(δ).
Let us consider the last line on the right hand side of (3.4.7). Observe that since
ϕ(1−xn)2g¯δ and PN are the restrictions of γ˜δ to TΓgδ(1−xn)×TΓgδ(1−xn) and
(TΓgδ(1− xn))⊥ × (TΓgδ(1− xn))⊥, respectively, we have
ϕ(1− xn)2g¯δ ≤ γ˜δ
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and
PN ≤ γ˜δ
which gives us ϕ(1−xn)2g¯δ∧PN ≤ γ˜δ∧γ˜δ = I(γ˜δ) (see Lemma B.3.3). Furthermore,
ϕ′ ≥ −2ε(δ) and ϕ′|[ 1
2
,1) ≡ 0 implies ϕ′/(1− xn) ≥ −4ε(δ). Therefore
−2ϕ′′ϕ+ (ϕ′)2
ϕ
(1− xn)2g¯δ ∧ PN + 2ϕ′(1− xn)g¯δ ∧ PN
=
−2ϕ′′ϕ+ (ϕ′)2
ϕ2
(
ϕ(1− xn)2g¯δ
) ∧ PN + 2ϕ′
(1− xn)ϕ
(
ϕ(1− xn)2g¯δ
) ∧ PN
≥ 2
ϕ
(−ϕ′′ + ϕ′
1− xn
)I(γ˜δ)
≥ 4(−8ε(δ)− 4ε(δ))I(γ˜δ) = −48ε(δ)I(γ˜δ). (3.4.9)
Combining (3.4.8) and (3.4.9) we obtain
R(γ˜δ) ≥ −50 ε(δ)I(γ˜δ).
b) Curvature operator of g˜δ on M \Bgδ1 :
Recall that up to now we only required that ψ is a smooth function on [−1δ + 1, 0]
such that ψ(0) = 1 − 4ε(δ) = ϕ(0) and ψ′(0) = 0. We now specify some further
properties of ψ, namely
• ψ ≡ 1− 4ε(δ) on [− 13δ + 1, 0]
• ψ ≡ 1 on [−1δ + 1,− 23δ + 1]
• −c1 δ ε(δ) ≤ ψ′ ≤ 0
• |ψ(k)| ≤ ck δkε(δ) for all k ≥ 1, in particular |ψ′′| ≤ c2 δ2ε(δ)
where ck are constants independent of δ (see Figure 3.4 above). A function with
these properties can be constructed as follows: We find a smooth nondecreasing
cut off function h : [0, 1]→ [0, 1] such that h|[0, 1
3
] ≡ 0 and h|[ 2
3
,1] ≡ 1, and put
ψ(x) = 1− 4ε(δ) + 4ε(δ)
(
h
(
δ(1− xn))).
One easily checks that ψ has the required properties, where ck = 4‖h‖Ck([0,1]).
As in a), by applying Proposition 3.3.1 to g˜δ we obtain
R(g˜δ) = ψR(gδ) + (1− ψ)ψL(gδ) ∧ L(gδ) + ψψ′L(gδ) ∧ gˆδ − 1
4
(ψ′)2gˆδ ∧ gˆδ
+
−2ψ′′ψ + (ψ′)2
2ψ
gˆδ ∧ PN + 2ψ′L(gδ) ∧ PN . (3.4.10)
Observe that at a point x = (xˆ, xn) ∈ Bgδ1/δ \Bgδ1 (i.e. 1 ≤ 1− xn < 1δ ) we have
L(gδ) = L(gδ,Γgδ(1− xn)) =
1
δ
L(g,Γg(δ(1− xn))) ≥ 0 (3.4.11)
in view of Condition 3b (recall that we assumed ε(δ) ≤ 1), which implies L(gδ) ∧
L(gδ) ≥ 0 (see Lemma B.3.3).
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Consider the terms ψψ′L(gδ) ∧ gˆδ and 2ψ′L(gδ) ∧ PN on the right hand side of
(3.4.10). Since ψ′ vanishes on (−1δ +1,− 23δ +1]∪ (− 13δ +1, 0], it suffices to estimate
these terms on
Bgδ2/(3δ) \Bgδ1/(3δ) = Bg2/3 \Bg1/3.
In this set we have
L(gδ) = L(gδ,Γgδ(1− xn)) = L(gδ,Γgδ(dist gδ(·, o)))
=
1
δ
L(g,Γg(dist g(·, o)))
≤ 1
δ
Cgˆ = δCgˆδ, (3.4.12)
where C < ∞ is the bound of L(g,Γg(dist g(·, o))) on B¯g2/3 \ Bg1/3, which is finite
since
Bg1 \ o 3 p 7→ L(g,Γg(dist g(·, o))
is smooth on Bg1 \ o and B¯g2/3 \Bg1/3 is compact. From (3.4.12) we get
ψψ′L(gδ) ∧ gˆδ ≥ ψ′Cδ gˆδ ∧ gˆδ ≥ −c1Cδ2ε(δ) gˆδ ∧ gˆδ (3.4.13)
and
2ψ′L(gδ) ∧ PN ≥ −2c1Cδ2ε(δ)gˆδ ∧ PN . (3.4.14)
Combining (3.4.10), (3.4.13), (3.4.14) and R(gδ) ≥ 0, and using ψgˆδ ≤ g˜δ and
PN ≤ g˜δ, as well as ψ ≥ 1− 4ε(δ) ≥ 12 for small enough δ and |ψ′′| ≤ c δ2ε(δ), we
arrive at
R(g˜δ) ≥ −c1Cδ2ε(δ) gˆδ ∧ gˆδ − 1
4
c21δ
2ε(δ)2gˆδ ∧ gˆδ
−c2δ2ε(δ)gˆδ ∧ PN − 2c1Cδ2ε(δ)gˆδ ∧ PN
≥ −c1Cδ2ε(δ) 1
ψ2
(ψgˆδ) ∧ (ψgˆδ)− 1
4
c21δ
2ε(δ)2
1
ψ2
(ψgˆδ) ∧ (ψgˆδ)
−c2δ2ε(δ) 1
ψ
(ψgˆδ) ∧ PN − 2c1Cδ2ε(δ) 1
ψ
(ψgˆδ) ∧ PN
≥ −11(c1 + c2 + 1)2(C + 1)δ2ε(δ)g˜δ ∧ g˜δ
= −C˜δ2ε(δ)I(g˜δ) (3.4.15)
where C˜ = 11(c1 + c2 + 1)
2(C + 1).
Step 5: Next we smooth out the metric γ˜δ on B
gδ
1 near o while preserving the
lower curvature bound −50ε(δ) (see Step 4a). Our method involves Proposition
3.2.6, so that here the assumption dim(M) = 3 is necessary.
Consider the metric
˜˜γδ(xˆ, x
n) :=
(
ϕ(12)(1− xn)2g¯δ(xˆ) 0
0 1
)
on B¯gδ1 . (B¯
gδ
1 ,
˜˜γδ) can be regarded as the unit ball in the Euclidean cone over
(Γ¯δ, ϕ(
1
2)g¯δ) (cf. Definition 3.2.1). Recall that ϕ
′|[ 1
2
,1) ≡ 0, which implies that
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Figure 3.6.: The Euclidean cone (B¯gδ1 ,
˜˜γδ)
˜˜γδ = γ˜δ on B¯
gδ
1/2, that is,
˜˜γδ coincides with γ˜δ on the ‘lower part’ of the cone (see
Figure 3.6 above).
Observe that the metric ϕ(12)g¯δ has curvature > 1. Indeed, by (3.4.5) we have
R(g¯δ) ≥ (1− 2ε(δ))g¯δ ∧ g¯δ
which together with ϕ ≤ 1− 4ε(δ) gives us
R(ϕ(1
2
)g¯δ) = ϕ(
1
2
)R(g¯δ) ≥ ϕ(1
2
)(1− 2ε(δ))g¯δ ∧ g¯δ
=
1
ϕ(12)
(1− 2ε(δ))(ϕ(1
2
)g¯δ
) ∧ (ϕ(1
2
)g¯δ
)
≥ 1− 2ε(δ)
1− 4ε(δ)
(
ϕ(
1
2
)g¯δ
) ∧ (ϕ(1
2
)g¯δ
)
>
(
ϕ(
1
2
)g¯δ
) ∧ (ϕ(1
2
)g¯δ
)
= I(ϕ(1
2
)g¯δ).
Given an arbitrary small neighborhood U of o, by applying Proposition 3.2.6
to (B¯gδ1 ,
˜˜γδ) we find a smooth structure Dδ on B¯
gδ
1 , which is compatible with the
smooth structure induced by DM on B¯
gδ
1 \ o, and a smooth (w.r.t. Dδ) metric on
B¯gδ1 which coincides with
˜˜γδ on B¯
gδ
1 \ U and has curvature ≥ 0. Since γ˜δ coincides
with ˜˜γδ on B
gδ
1/2 and has curvature ≥ −50ε(δ), this gives us a smooth metric γ
(sm)
δ
on (M,Dδ) which coincides with γ˜δ off U and has curvature ≥ −50ε(δ) (see Figure
3.7 below).
Since the structure Dδ agrees with DM on B¯
gδ
1 \o, we may regard Dδ as a smooth
structure on the entire manifold M and replace DM by Dδ. Note that this does
not affect any of the previous constructions on M \ o, i.e. all objects considered
up to now have the same regularity on M \ o w.r.t. Dδ as they did w.r.t. DM .
However, it is important to notice that the distance function of γ
(sm)
δ may no longer
coincide with the distance function of gδ, as opposed to the distance functions of all
modified metrics we considered up to now, the reason being that the smooth met-
ric constructed in Proposition 3.2.6 does not necessarily coincide with the initial
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Figure 3.7.: The upper figure shows the metric ˜˜γδ after smoothing near o. The
lower figure shows the smoothed metric γ
(sm)
δ .
metric in normal direction. Note also that (M,Dδ) is diffeomorphic to (M,DM )
for all δ > 0 since dim(M) = 3.
Step 6: Let us sum up the constructions up to this point. We introduced a
smooth structure Dδ which agrees with the initial smooth structure DM on M \ o,
a smooth metric g˜δ on (M \Bgδ1 , Dδ), and a smooth metric γ(sm)δ on (B¯gδ1 , Dδ), such
that
• g˜δ = γ(sm)δ on Γ¯δ = ∂Bgδ1 .
• The sum of the second fundamental forms of g˜δ and γ(sm)δ on Γ¯δ is nonnegative
(see Step 3 ).
• The curvature operators satisfy
R(g˜δ) ≥ −C˜δ2ε(δ)I(g˜δ) (see Step 4b)
R(γ(sm)δ ) ≥ −50ε(δ)I(γ(sm)δ ) (see Step 4a and Step 5 ).
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In what follows, by ‘smooth’ we mean ‘smooth with respect to the structure Dδ’,
unless noted differently. By choosing δ small enough and applying Theorem 1.1.2
we find a metric g
(sm)
δ on M , such that
• g(sm)δ is C2 smooth,
• g(sm)δ coincides with g˜δ and γ(sm)δ , respectively, off a small neighborhood of
Γ¯δ, say, U = B
gδ
1+δ \Bgδ1−δ. In particular, g(sm)δ is C∞ smooth off U ,
• g(sm)δ is C0 close to g˜δ on M \Bgδ1 and γ(sm)δ on B¯gδ1 \ o, respectively, say
−δg˜δ ≤ g(sm)δ − gδ ≤ δg˜δ on M \Bgδ1
and
−δγ(sm)δ ≤ g(sm)δ − γ(sm)δ ≤ δγ(sm)δ on B¯gδ1 \ o,
• the curvature operator of g(sm)δ is bounded from below by −100 ε(δ).
(see Figure 3.8 below).
−1
δ
+1 0 1 x
n
Γ̄δ
(M , gδ
(sm))
−δ δ
Figure 3.8.: The glued metric after smoothing near Γ¯δ (cf. Figure 3.5)
Step 7: Finally, let us construct the sequence (M,Di, gi). We choose a sequence
δi → 0 and define gi := δ2i g(sm)δi , and Di := Dδi , where g
(sm)
δi
and Dδi are as in
the previous step. Let us verify that gi → g in the C∞ sense off o. That is, given
a coordinate neighborhood (U, ξ) of (M,DM ) such that U¯ is a compact subset of
M \ o, we show that ‖ξ(gi)kl − ξgkl‖Ck(ξ(U)) → 0 as i → ∞ for all k ≥ 0, where
ξ(gi)kl and
ξgkl are coordinate functions of gi and g with respect to ξ. Note that
this makes sense, since Di is compatible with DM on M \o, and thus any coordinate
chart (U, ξ) ∈ DM , U 63 o lies in Di for all i ≥ 1.
Let U be such a coordinate neighborhood. Then U ⊂M \Bg2δi for large enough
i. From construction gi coincides with g on M \Bg1 , so that w.l.o.g. we may assume
that U ⊂ Bg1 \ Bg2δi = B
gδi
1/δi
\ Bgδi2 . In this set we have 1δ2i gi = g
(sm)
δi
= g˜δi . Let
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us return to the construction of g˜δ (see Step 2 ). Recall that we introduced Fermi
coordinates x = (xˆ, xn) above Γ¯δ = Γgδ(1) = ∂B
gδ
1 , where x
n = 1 − dist gδ(·, o) =
1− 1δdist g(·, o), and defined
g˜δ(x) =
(
ψδ(x
n)gˆδ(x) 0
0 1
)
where gˆδ(p) is the restriction of gδ(p) to TpΓgδ(r)×TpΓgδ(r) for p with dist gδ(p, o) =
r. (Note that here we use the subscript δ for the cut-off functions ψ constructed
in Step 4b.) Thus, in coordinate-free notation
g˜δ = ψδ(1− 1
δ
dist g(·, o))gˆδ + gNδ = ψ˜δ(dist g(·, o))gˆδ + gNδ , (3.4.16)
where ψ˜δ : [δ, 1]→ R, ψ˜δ(t) = ψδ(1− t/δ), and (gNδ )ij = δinδjn in our coordinates.
Putting ψ˜i = ψ˜δi , on U we have
g − gi = δ2i gδi − δ2i g˜δi
= δ2i (gˆδi + g
N
δi
)− δ2i (ψ˜i(dist g(·, o))gˆδi + gNδi )
=
(
1− ψ˜i(dist g(·, o))
)
δ2i gˆδi
=
(
1− ψ˜i(dist g(·, o))
)
gˆ.
Thus, in order to show that gi → g in the C∞-sense on U it suffices to verify that
ψ˜i → 1, and that all derivatives of ψ˜i tend to zero uniformly as i→∞. In view of
the properties of ψδ (see Step 4b) we have
|ψ˜i(t)− 1| = |ψδi(1−
t
δi
)− 1| ≤ 4ε(δi) i→∞→ 0
and
|ψ˜(k)i (t)| =
1
(δi)k
|ψ(k)δi (1−
t
δi
)| ≤ ckε(δi) i→∞→ 0
and we are done.
Let us show that the metrics gi have almost nonnegative curvature operator.
Since gi = g on M \Bg1 and R(g) ≥ 0 by assumption, it suffices to estimate R(gi)
on Bg1 . Recall that the curvature operator of g
(sm)
δ is bounded from below by
−100ε(δ) (see Step 6 ). Thus, on Bg1 we compute
R(gi) = R(δ2i g(sm)δi ) = δ2iR(g
(sm)
δi
) ≥ −100ε(δi)δ2i g(sm)δi ∧ g
(sm)
δi
= −100ε(δi)
δ2i
(δ2i g
(sm)
δi
) ∧ (δ2i g(sm)δi ) = −εigi ∧ gi = −εiI(gi),
where εi := 100ε(δi)/δ
2
i → 0 as i→∞ in view of Condition 3.
This concludes the proof of Theorem 3.4.1.
Remark 3.4.3. Observe that the fact that gi → g uniformly on compact subsets
and gi ≡ g on M \Bg1 implies that gi → g uniformly on M \V for any neighborhood
V 3 o. More precisely, given a neighborhood V 3 o, for any δ > 0 there exists a
N = N(V, δ) such that on M \ V
−δ g ≤ gi − g ≤ δ g
for all i ≥ N(α). Note that for small δ this also implies
−2δ gi ≤ gi − g ≤ 2δ gi.
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3.5. Distance and volume estimates for gi
In this section, we discuss some further properties of the sequence (M, gi) con-
structed in Theorem 3.4.1. We will use the results from this section for an appli-
cation of Theorem 3.4.1 involving M. Simon’s results from [28]. In particular, we
show that (Mi, dist gi , o)→ (M, dist g) in the pointed Gromov-Hausdorff sense, and
that the manifolds (Mi, gi) are non-collapsed, that is, if unit balls in (M, g) satisfy
a uniform lower volume bound > 0, then so do unit balls in (M, gi), independently
of i. Note that this is not necessarily the case for an arbitrary sequence (gi) con-
verging to g in the C0 (or even Ck) sense off o ∈ M , since the balls Bgi1 (o) could
become very ‘small’ compared to Bg1(o). Nevertheless, this does not happen for
our sequence, mainly for the reason that in view of our particular construction the
distance functions dist gi(·, o) are well-controlled near o.
Lemma 3.5.1. Let M , g, (gi)i∈N be as in Theorem 3.4.1. Then for all p ∈ Bgr0 we
have
dist gi(p, o) ≤ dist g(p, o) + ε˜i,
where ε˜i → 0 as i→∞ . In particular this implies that for all 0 < α ≤ r0
Bgα ⊂ Bgiα+ε˜i .
Proof. As in the proof of Theorem 3.4.1 w.l.o.g. we assume that r0 = 1. We show
that for all δ > 0 and p ∈ Bgδ1/δ
dist
g
(sm)
δ
(p, o) ≤ dist gδ(p, o) + 3. (3.5.1)
Since by construction gi = δ
2
i g
(sm)
δi
on Bg1 = B
gδi
1/δi
, this implies
dist gi(p, o) = δidist g(sm)δi
(p, o) ≤ δi(dist gδi (p, o) + 3) = dist g(p, o) + 3δi
for all p ∈ Bg1 .
From Lemma 3.2.8 and by construction of γ
(sm)
δ (see Step 5 in the proof of
Theorem 3.4.1) we know that for all q ∈ Bgδ1/2
dist
g
(sm)
δ
(q, o) ≤ dist γ˜δ(q, o) = dist gδ(q, o) ≤
1
2
, (3.5.2)
so that (3.5.1) holds on Bgδ1/2. Let p ∈ Bgδ1/δ \ Bgδ1/2. In view of (3.5.2), given any
q ∈ Γgδ(12) = ∂Bgδ1/2 we have
dist
g
(sm)
δ
(p, o) ≤ dist
g
(sm)
δ
(p, q) + dist
g
(sm)
δ
(q, o) ≤ dist
g
(sm)
δ
(p, q) +
1
2
.
Since by definition dist
g
(sm)
δ
(p,Γgδ(
1
2)) = inf{dist g(sm)δ (p, q) | q ∈ Γgδ(
1
2)}, this im-
plies
dist
g
(sm)
δ
(p, o) ≤ dist
g
(sm)
δ
(p,Γgδ(
1
2
)) +
1
2
. (3.5.3)
Let g˜δ ∪ γ˜δ denote the metric on Bgδ1/δ, given by
g˜δ ∪ γ˜δ =
g˜δ on B
gδ
1/δ \Bgδ1
γ˜δ on B¯
gδ
1
,
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where g˜δ and γ˜δ are the metrics constructed in Step 2 of the proof of Theorem
3.4.1. Consider the curve
c : I = [xn(p),
1
2
] → Bgδ1/δ \Bgδ1/2
c(t) = x−1(xˆ(p), t).
Then c(xn(p)) = p, c(12) = q ∈ Γgδ(12), and c˙(t) = ∂∂xn |c(t) for all t ∈ I, so that
‖c˙‖g˜δ∪γ˜δ ≡ 1 and ‖c˙‖gδ ≡ 1 . Recall that by construction g(sm)δ coincides with
g˜δ ∪ γ˜δ on Bgδ1/δ \ Bgδ1/2 off a small neighborhood U of Γ¯δ = ∂Bgδ1 , and g
(sm)
δ and
g˜δ ∪ γ˜δ are C0 close on U (cf. the construction in Step 6 in the proof of Theorem
3.4.1). Therefore the length of c with respect to g
(sm)
δ satisfies
L
g
(sm)
δ
=
∫
I
‖c˙(t)‖
g
(sm)
δ (c(t))
dt
≤
∫
I
‖c˙(t)‖g˜δ∪γ˜δ(c(t))dt+
1
2
=
1
2
− xn(p) + 1
2
= dist gδ(p, Γ¯δ) + 1
≤ dist gδ(p, o) + dist gδ(o, Γ¯δ) + 1
= dist gδ(p, o) + 2, (3.5.4)
where we used that by construction of the Fermi coordinates x = (xˆ, xn) we have
−xn(p) = dist gδ(p, Γ¯δ). By definition dist g(sm)δ (p,Γgδ(
1
2)) is the infimum of the
lengths with respect to g
(sm)
δ of all piecewise C
1 curves connecting p and Γgδ(
1
2).
Thus, (3.5.1) follows from combining (3.5.3) and (3.5.4).
Lemma 3.5.2. Let everything be as above. For any α > 0, α ≤ min{r0, 1} there
exists a N = N(α) such that for all i ≥ N and p ∈M
|dist g(p, o)− dist gi(p, o)| ≤ α dist g(p, o) + α.
Proof. Observe that since gi → g uniformly on M \ Bgα, we find N = N(α) such
that ‖ · ‖g ≤ (1 + α)‖ · ‖gi and ‖ · ‖gi ≤ (1 + α)‖ · ‖g on M \ Bgα for i ≥ N (see
Remark 3.4.3). Thus, for any piecewise C1 curve c : [a, b]→M \Bgα we have
Lg(c) ≤ (1 + α)Lgi(c) and Lgi(c) ≤ (1 + α)Lg(c) (3.5.5)
for i ≥ N . Indeed,
Lg(c) =
∫ b
a
‖c˙(t)‖g(c(t))dt
≤ (1 + α)
∫ b
a
‖c˙(t)‖gi(c(t))dt
≤ (1 + α)Lgi(c),
and the second estimate follows by a similar computation.
First consider the case where p ∈ M \ B¯gα. For any fixed i ≥ N by definition of
dist gi we find a piecewise C
1 curve c : [0, 1]→M connecting p and o such that
Lgi(c) ≤ dist gi(p, o) + α.
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Let t0 = inf{t > 0 | c(t) ∈ Bgα} and c1 := c|[0,t0]. Then q := c(t0) ∈ ∂Bgα. Let
c2 : [t0, 2]→M be a piecewise C1 curve connecting q and o such that
Lg(c2) ≤ dist g(q, o) + α ≤ 2α.
We denote by c1 + c2 the concatenation of c1 and c2, that is
c1 + c2 : [0, 2] → M
t 7→
{
c1(t) if t ∈ [0, t0]
c2(t) if t ∈ [t0, 2]
.
Since c1 + c2 is a piecewise C
1 curve connecting p and o we have
dist g(p, o) ≤ Lg(c1 + c2) = Lg(c1) + Lg(c2)
≤ Lg(c1) + 2α. (3.5.6)
Furthermore, since by construction c1([0, t0]) ⊂M \Bgα, by (3.5.5) we have
Lg(c1) ≤ (1 + α)Lgi(c1)
= (1 + α)Lgi(c|[0,t0]) ≤ (1 + α)Lgi(c)
for i ≥ N . Using this in (3.5.6) we obtain
dist g(p, o) ≤ (1 + α)Lgi(c) + 2α
≤ (1 + α) (dist gi(p, o) + α) + 2α
≤ (1 + α) dist gi(p, o) + 4α,
where we used α ≤ 1. This implies
dist g(p, o)− dist gi(p, o) ≤ α dist gi(p, o) + 4α (3.5.7)
for p ∈M \ B¯gα and i ≥ N .
Let us show an analogous estimate for dist gi(p, o)− dist g(p, o). We find a piece-
wise C1 curve c˜ : [0, 1]→M such that
Lg(c˜) ≤ dist g(p, o) + α.
Similar as above, we consider the restriction c˜1 := c˜|[0,t˜0] where t˜0 is defined similarly
to t0, such that c˜1([0, t˜0]) ⊂M \Bgα and q˜ := c˜1(t˜0) ∈ ∂Bgα. We then find a piecewise
C1 curve c˜2 connecting q˜ and o such that
Lgi(c˜2) ≤ dist gi(q˜, o) + α,
which gives us
dist gi(p, o) ≤ Lgi(c˜1 + c˜2) = Lgi(c˜1) + Lgi(c˜2)
≤ Lgi(c˜1) + dist gi(q˜, o) + α. (3.5.8)
Similar as above, since the image of c˜1 is contained in M \ Bgα, in view of (3.5.5)
we get the estimate
Lgi(c˜1) ≤ (1 + α)Lg(c˜1)
= (1 + α)Lg(c˜|[0,t0])
≤ (1 + α)Lg(c˜)
≤ (1 + α)(dist g(p, o) + α)
≤ (1 + α)dist g(p, o) + 2α (3.5.9)
3.5. Distance and volume estimates for gi 77
for i ≥ N . Moreover, since q˜ ∈ ∂Bgα ⊂ B¯gr0 , by Lemma 3.5.1 we have
dist gi(q˜, o) ≤ dist g(q˜, o) + ε˜i ≤ dist g(q˜, o) + α = 2α (3.5.10)
for i ≥ N , if we choose N even larger. Combining (3.5.8), (3.5.9) and (3.5.10) we
arrive at
dist gi(p, o) ≤ (1 + α)dist g(p, o) + 2α+ 2α+ α
= (1 + α)dist g(p, o) + 5α
which gives us
dist gi(p, o)− dist g(p, o) ≤ α dist g(p, o) + 5α. (3.5.11)
Using this in (3.5.7) yields
dist g(p, o)− dist gi(p, o) ≤ α dist gi(p, o) + 4α
≤ α((1 + α) dist g(p, o) + 5α)+ 4α
≤ 2α dist g(p, o) + 9α. (3.5.12)
Combining (3.5.11) and (3.5.12) gives
|dist g(p, o)− dist gi(p, o)| ≤ 10α dist g(p, o) + 10α
for p ∈M \ B¯gα and i ≥ N(α) as above.
Consider the case where p ∈ B¯gα ⊂ B¯gr0 . By Lemma 3.5.1
dist gi(p, o) ≤ dist g(p, o) + εi ≤ 2α
for i ≥ N(α) after choosing N(α) even larger. Then clearly
|dist g(p, o)− dist gi(p, o)| ≤ 3α ≤ 10α dist g(p, o) + 10α.
Replacing α with α/10 gives us the desired estimate.
Lemma 3.5.3. Let everything be as above. For any α > 0, α ≤ min{r0, 1} there
exists a N = N(α) such that for all i ≥ N and p, q ∈M
|dist g(p, q)− dist gi(p, q)| ≤ α dist g(p, q) + α.
Proof. The proof is similar as in Lemma 3.5.2. First consider the case where
p, q ∈ M \ B¯gα. We find a piecewise C1 curve c : [0, 1] → M connecting p and q
such that
Lg(c) ≤ dist g(p, q) + α.
We choose N = N(α) such that (3.5.5) holds for all i ≥ N . If c([0, 1]) ⊂ M \ Bgα,
then by (3.5.5)
dist gi(p, q) ≤ Lgi(c) ≤ (1 + α)Lg(c)
≤ (1 + α)(dist g(p, q) + α)
≤ (1 + α)dist g(c) + 2α
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for all i ≥ N(α), where we used α ≤ 1, and we have
dist gi(p, q)− dist g(p, q) ≤ α dist g(p, q) + 2α.
Suppose that c([0, 1]) ∩ Bgα 6= ∅. Similar as in the proof of Lemma 3.5.2 we find
0 < t0 < s0 < 1 such that
c([0, t0]), c([s0, 1]) ⊂M \Bgα
and
p˜ := c(t0), q˜ := c(s0) ∈ ∂Bgα.
We put c1 := c|[0,t0] and c2 := c|[s0,1]. Then by (3.5.5) we have
Lgi(ck) ≤ (1 + α)Lg(ck) for k = 1, 2
for all i ≥ N as above. Let us fix i ≥ N . We find a piecewise C1 curve cα connecting
p˜ and q˜ such that
Lgi(cα) ≤ dist gi(p˜, q˜) + α
≤ dist gi(p˜, o) + dist gi(q˜, o) + α
≤ dist g(p˜, o) + dist g(q˜, o) + 2ε˜i + α ≤ 5α,
where we applied Lemma 3.5.1 to p˜, q˜ ∈ ∂Bgα ⊂ B¯gr0 . Since c1 +cα+c2 is a piecewise
C1 curve from p to q we have
dist gi(p, q) ≤ Lgi(c1 + cα + c2) = Lgi(c1) + Lgi(c2) + Lgi(cα)
≤ (1 + α)(Lg(c1) + Lg(c2)) + 5α
= (1 + α)Lg(c|[0,t0]∪[s0,1]) + 5α
≤ (1 + α)Lg(c) + 5α
≤ (1 + α)(dist g(p, q) + α) + 5α
≤ (1 + α)dist g(p, q) + 7α
which implies
dist gi(p, q)− dist g(p, q) ≤ α dist g(p, q) + 7α
for i ≥ N(α). By a similar argument one shows that
dist g(p, q)− dist gi(p, q) ≤ α dist gi(p, q) + 7α
for i ≥ N(α). Combining these two estimates we obtain
dist g(p, q)− dist gi(p, q) ≤ α dist gi(p, q) + 7α
≤ α((1 + α)dist g(p, q) + 7α)+ 7α
≤ 2α dist g(p, q) + 14α.
Thus we have
|dist g(p, q)− dist gi(p, q)| ≤ 20α dist g(p, q) + 20α (3.5.13)
for all p, q ∈M \ B¯gα and i ≥ N(α).
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Next, consider the case where p is an arbitrary point of M and q ∈ B¯gα. Applying
Lemma 3.5.1 to q and choosing N(α) even larger, if necessary, yields
dist gi(q, o) ≤ dist g(q, o) + εi ≤ dist g(q, o) + α ≤ 2α
for i ≥ N(α). Then using the triangle inequality and Lemma 3.5.2 we compute
|dist g(p, q)− dist gi(p, q)| ≤ |dist g(p, o)− dist gi(p, o)|+ dist g(q, o) + dist gi(q, o)
≤ 10α dist g(p, o) + 10α+ 3α
≤ 10α dist g(p, q) + 10α dist g(q, o) + 10α+ 3α
≤ 10α dist g(p, q) + 23α (3.5.14)
for all i ≥ N(α). Combining (3.5.13) and (3.5.14) gives
|dist g(p, q)− dist gi(p, q)| ≤ 30α dist g(p, q) + 30α
for all p, q ∈ M and i ≥ N(α), and we obtain the desired estimate by replacing α
with α/30.
Proposition 3.5.4. (M,dist gi , o)→ (M, dist g, o) in the pointed Gromov-Hausdorff
sense.
Proof. We show that for given R > 0 and δ > 0 there exists a N = N(R, δ)
such that for all i ≥ N the inclusion (BgiR ,dist gi) ↪→ (M,dist g) is a δ-Hausdorff
approximation of BgR in (M, dist g), that is
(1) |dist g(p, q)− dist gi(p, q)| ≤ δ for all p, q ∈ BgiR
(2) BgR ⊂ Tδ(BgiR ) := {p ∈M |dist g(p,BgiR ) < δ}.
Let R > 0, δ > 0, and p, q ∈ BgiR . By Lemma 3.5.2
dist g(p, o) ≤ (1 + α) dist gi(p, o) + α ≤ (1 + α)R+ α ≤ 2R,
and similarly dist g(q, o) ≤ 2R for small enough α = α(R) and i ≥ N(α), where
N(α) is as in Lemma 3.5.2, so we have p, q ∈ Bg2R. By Lemma 3.5.3
|dist g(p, q)− dist gi(p, q)| ≤ α dist g(p, q) + α
≤ α dist g(p, o) + α dist g(q, o) + α
≤ 4αR+ α ≤ δ
for small enough α = α(δ,R) and i ≥ N(α) as in Lemma 3.5.3, which shows (1).
Let us show (2). Given p ∈ BgR, by Lemma 3.5.2 we have
dist gi(p, o) ≤ dist g(p, o) + αdist g(p, o) + α
≤ R+ αR+ α < R+ δ
2
for small enough α = α(R, δ) and i ≥ N(α) as in Lemma 3.5.2. This implies that
p ∈ BgiR+δ/2, so Bgiδ/2(p) ∩ BgiR 6= ∅. Choose q ∈ Bgiδ/2(p) ∩ BgiR . Then by Lemma
3.5.3, after choosing α smaller, if necessary, we have
dist g(p, q) ≤ (1 + α) dist gi(p, q) + α
≤ (1 + α)δ
2
+ α < δ
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for i ≥ N(α), which implies dist g(p,BgiR ) < δ, and shows (2).
Note that for any ball Bgr (p) ⊂ M \ o the volume volg(Bgr (p)) with respect to g
is well defined since by assumption g is continuous on M \ o.
Proposition 3.5.5. Let M , g and gi be as in Theorem 3.4.1. Suppose that there
exist R > 0 and v0 > 0 such that
volg(B
g
1(p)) ≥ v0
for all balls Bg1(p) ⊂M \BgR(o). Then there exists a v1 > 0 and N ∈ N such that
volgi(B
gi
1 (p)) ≥ v1
for all p ∈M , i ≥ N .
Proof. Recall that by construction gi ≡ g on M \Bgr0(o). As in the proof of Theo-
rem 3.4.1, we may assume w.l.o.g. r0 = 1. Consider a ball B
gi
1 (p) ⊂M .
Case 1 : o ∈ Bgi1/2(p)
In this case Bgi1 (p) ⊃ Bgi1/2(o) ⊃ Bg1/4(o) for large enough i in view of Lemma 3.5.1.
Choose 0 < α < 14 . Using the fact that gi → g uniformly on Bg1/4(o) \ Bgα(o), for
large enough i we compute
volgi(B
gi
1 (p)) ≥ volgi(Bg1/4(o) \Bgα(o)) ≥
1
2
volg(B
g
1/4(o) \Bgα(o)) =: v1) > 0
Case 2 : o /∈ Bgi1/2(p)
a) Suppose that
Bgi1 (p) ⊂M \BgR+r0(o),
where r0 is as in Theorem 3.4.1 such that gi ≡ g for all i on M \Bgr0(o). Then
Bgi1 (p) ⊂M \Bgr0(o),
so that Bgi1 (p) = B
g
1(p). Moreover,
Bgi1 (p) ⊂M \BgR(o),
so
volgi(B
gi
1 (p)) = volg(B
g
1(p)) ≥ v0
by assumption.
b) Suppose that Bgi1 (p) ∩BgR+r0(o) 6= ∅.
From Lemma 3.5.3 it follows that for small enough α > 0 and i ≥ N(α)
dist g(p, q) ≤ 1
1− αdist gi(p, q) +
α
1− α ≤ 2 dist gi(p, q) + 2α
for all p, q ∈M . Choose x ∈ Bgi1 (p) ∩BgR+r0(o). Then
dist g(p, o) ≤ dist g(p, x) + dist g(x, o)
≤ 2 dist gi(p, x) + 2α+R+ r0
≤ 2 + 2α+R+ r0 ≤ 3 +R+ r0 =: R˜ <∞ (3.5.15)
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for small enough α and i ≥ N(α) as in Lemma 3.5.3. Moreover, dist gi(p, o) ≥ 12
since o /∈ Bgi1/2(p). By Lemma 3.5.3, for small enough α and i ≥ N(α) this implies
dist g(p, o) ≥ 1
1 + α
(dist gi(p, o)− α) ≥
1/2
1 + α
− α
1 + α
≥ 1
4
,
so
Bg1/8(p) ⊂M \Bg1/8(o). (3.5.16)
For all y ∈ Bg1/8(p) we have
dist gi(p, y) ≤ (1 + α)dist g(p, y) + α ≤
1
8
(1 + α) + α < 1
which gives us
Bgi1 (p) ⊃ Bg1/8(p). (3.5.17)
Combining (3.5.16) and (3.5.17) yields
volgi(B
gi
1 (p)) ≥ volgi(Bg1/8(p)) ≥
1
2
volg(B
g
1/8(p)) (3.5.18)
for large enough i since gi → g uniformly on M \ Bg1/8(o). Moreover, by (3.5.15)
and (3.5.16) we have p ∈ B¯g
R˜
(o) \ Bg1/4(o). Since g is continuous on M \ Bg1/8(o),
the function
y 7→ volg(Bg1/8(y))
is continuous on M \Bg1/4(o), and we find v2b) > 0 such that volg(Bg1/8(p)) ≥ 2v2b)
for all p ∈ B¯g
R˜
(o) \B1/4(o). In view of (3.5.18) this gives us volgi(Bgi1 (p)) ≥ v2b).
Putting v1 := min{v0, v1), v2b)} we obtain the desired estimate.
3.6. An application of Theorem 3.4.1
In [28], M. Simon studied a class of smooth complete Riemannian three (two)
manifolds (M, g) which satisfy
(a) Ric(g) ≥ k
(b) volg
(
Bg1(x)
) ≥ v0 > 0
(c) supM |R(g)| <∞
and proved uniform estimates for solutions to Ricci flow of such manifolds, showing
that there exists a time T = T (k, v0) > 0 such that solutions (M, g(t)), g(0) = g0
exist at least on [0, T ), and satisfy (a), (b) and (c) with constants −K, where
K = K(k, v0) ≥ 0 and V = v0/2. Moreover, the solutions satisfy |R(gt)| ≤ K2/t
on M × (0, T ), and |dist gt − dist gs | ≤ C(K, |t− s|) on M for all t, s ∈ [0, T ), where
C(K, |t− s|)→ 0 as |t− s| → 0 (cf. Thm. 1.9 of [28]). This result was the key step
in the proof of the following
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Theorem 3.6.1 (Theorem 1.11 of [28]). Let k ∈ R and v0 > 0 be fixed. Let
(Mi,
ig0) be a sequence of smooth complete Riemannian three manifolds satisfying
(a), (b) and (c) (with constants k and v0 independent of i), and let
(X, dX , x) = lim
i→∞
(M, dist (ig0), xi)
be a pointed Gromov-Hausdorff limit of this sequence. Let (Mi,
ig(t))t∈[0,T ) be the
solutions to Ricci flow as above. Then (after taking a subsequence if necessary)
there exists a Hamilton limit solution
(N, g(t), x)t∈(0,T ) = lim
i→∞
(Mi,
ig(t), xi)t∈(0,T )
satisfying similar estimates as the solutions (Mi,
ig(t))t∈[0,T ), and
(i) (N, dist (g(t)), x)→ (X, dX , x) in the Gromov-Hausdorff sense as t→ 0
(ii) N is diffeomorphic to X. In particular, X is a manifold.
Moreover, from the proof of [28], Theorem 1.11 it follows that there exists a distance
function l on N , such that dist (g(t))) → l as t → 0 in the C0 sense on N , and
(N, l) is isometric to (X, dX).
Furthermore, if the metrics ig0 have almost nonnegative Ricci curvature, then
the limit solution has nonnegative Ricci curvature for all t ∈ (0, T ). More precisely,
we have
Corollary 3.6.2 (Corollary 1.12 of [28]). Let (Mi,
ig0), i ∈ N be a sequence of
three manifolds as in Theorem 3.6.1, satisfying
Ric(Mi,
ig0) ≥ −1
i
.
Let (X, dX) = limi→∞(Mi, dist (ig0)) be the Gromov-Hausdorff limit of this se-
quence. Then the solution (N, g(t), x)t∈(0,T ) obtained in Theorem 3.6.1 satisfies
Ric(g(t)) ≥ 0
for all t ∈ (0, T ), and (X, dX) is diffeomorphic to (N, g(t)). In particular, com-
bining this with the results of W. X. Shi [24] and R. Hamilton [12], (X, dX) is
diffeomorphic to R3, S2 ×R or S3 modulo a group of fixed point free isometries in
the standard metric.
Theorem 3.6.3. Let (M, g) and (Mi, gi) = (M,Di, gi), i ∈ N be as in Theorem
3.4.1. Suppose furthermore that (M,dist g) is complete, and satisfies
(b’) vol(Bg1(p), g) ≥ v0 for all balls Bg1(p) ⊂M \BgR(o), where R > 0 is fixed
(c’) supM\BgR(o) |R(g)| <∞
Then the following statements are true:
1) There exists a N ∈ N such that for all i ≥ N the manifolds (Mi, gi) are
complete and satisfy conditions (b), (c) above, that is
• volgi(Bgi1 (p)) ≥ v1 for all p ∈ Mi, where v1 = v1(R, v0) > 0 does not depend
on i
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• supMi |R(gi)|gi <∞
Furthermore, (Mi,dist gi , o)→ (M,dist g, o) in the pointed Gromov-Hausdorff sense.
2) There exists a T = T (R, v0) > 0 such that solutions to Ricci flow (Mi, hi(t)),
hi(0) = gi exist at least for t ∈ [0, T ), and there exists a Hamilton limit so-
lution (N,h(t))t∈(0,T ) = limi→∞(Mi, hi(t))t∈(0,T ) satisfying Ric(h(t)) ≥ 0 for all
t ∈ (0, T ).
3) M is diffeomorphic to (N,h(t)) for all t ∈ (0, T ). In particular, M admits
a smooth metric of nonnegative Ricci curvature, and it is diffeomorphic to R3,
S2 ×R or S3 modulo a group of fixed point free isometries in the standard metric.
Moreover, (M,dist g) is isometric to (N, l), where l is the C
0 limit as t→ 0 of the
distance functions dist h(t) of the limit solution (see Thm. 3.6.1).
Proof. 1) By assumption (M,dist g) is a complete metric space, and M is locally
compact since it is a manifold. The generalized Hopf-Rinow Theorem ([10], [2])
implies that any bounded closed subset of M is compact. From Lemma 3.5.3 it
follows that for large enough i any bounded subset of (Mi,dist gi) is bounded in
(M,dist g), where ‘large’ does not depend on the particular set. Since for all i
the topology of Mi coincides with the topology of M , this implies that for large
enough i bounded and closed subsets of (Mi,dist gi) are compact. From the classical
Hopf-Rinow Theorem it then follows that (Mi, gi) is complete.
The fact that the manifolds (Mi, gi) are non-collapsed is shown in Proposition
3.5.5. Moreover, the metrics gi are smooth and coincide with g off a compact
neighborhood of o. Therefore condition (c’) implies that supMi |R(gi)|gi < ∞ for
all i ≥ 1. Finally, the Gromov-Hausdorff convergence is shown in Proposition 3.5.4.
In view of 1), assertions 2) and 3) follow by putting (X, dX) = (M, dist g) in
Theorem 3.6.1 and Corollary 3.6.2.

Appendix A.
Fermi coordinates
A.1. Construction of Fermi coordinates about a
hypersurface Γ
Fermi coordinates above a submanifold of a Riemannian manifold are a generaliza-
tion of normal coordinates about a point. A detailed construction for the general
case of arbitrary codimension can be found in [11]. Here we sum up constructions
from [11] for the case where the submanifold is an embedded hypersurface.
Let M be a smooth n-dim. manifold, equipped with a smooth Riemannian metric
g. Let Γ be a smooth embedded hypersurface of M . Let TΓ⊥ denote the normal
bundle of Γ in M , i.e.
TΓ⊥ = {(pˆ, ν) | pˆ ∈ Γ, ν ∈ TpˆΓ⊥},
where TpˆΓ
⊥ is the orthogonal compliment (with respect to g) of TpˆΓ ⊂ TpˆM . Note
that Γ can be regarded as a submanifold of TΓ⊥, after identifying Γ with the zero
section of TΓ⊥.
Let exp⊥ be the restriction to TΓ⊥ of the exponential map exp : TM →M . Then
exp⊥ maps a neighborhood of Γ ⊂ TΓ⊥ diffeomorphically onto a neighborhood of
Γ ⊂ M (cf. Lemma 2.3 of [11]). This fact allows us to define smooth coordinates
(Fermi coordinates) on a small neighborhood U ⊂M of a point p0 ∈ Γ as follows:
Let xˆ = (x1, . . . , xn−1) be a coordinate chart of Γ ∩ U , and let N be a smooth
unit section of TΓ⊥ ∩ TU . For a point U 3 p = exp⊥(tN(pˆ)), where pˆ ∈ Γ∩U and
t ∈ (−ε, ε), we put
xi(p) =
{
xi(pˆ) i = 1, . . . , n− 1
t i = n
.
For any p ∈ U , s → exp⊥(sN(pˆ)), s ∈ [0, xn(p)] (or s ∈ [xn(p), 0]) is the unique
shortest geodesic from Γ to p (cf. Lemma 2.7 of [11]), which implies that the
distance function from Γ is given by dist g(·,Γ) = |xn|. Consider the equidistant
hypersurfaces Γ(t) = {p ∈ M |xn(p) = t}. Then at each point p ∈ U we have
TpΓ(t) = span{∂1(p), . . . , ∂n−1(p)}, where ∂i := ∂∂xi . Moreover, the outward normal
from any equidistant hypersurface Γ(t), t 6= 0 is given by N = xn|xn|∂n. This is a
consequence of the generalized Gauss lemma (Lemma 2.11 of [11]), which states
that N = ∇gdist (·,Γ) off Γ.
In view of the above constructions, in Fermi coordinates the metric tensor g has
the form
g(p) =
(
gˆ(p) 0
0 1
)
,
where gˆ(p) is the restriction of g(p) to TpΓ(x
n(p)), given by
gˆij(x(p)) = g(p)(∂i(p), ∂j(p)),
1 ≤ i, j ≤ n− 1.
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p̂
p=exp⊥(tN ( p̂))
N ( p̂)
Γ⊂M ℝn−1×{0}⊂ℝn
x̂ ( p̂)
x( p)=( x̂( p̂) , t)
( x̂ , xn)
Figure A.1.: Fermi coordinates above Γ
A.2. Modifying the metric on equidistant hypersurfaces
Let (U, (x1, . . . , xn)) be Fermi coordinates above Γ with respect to g as above,
constructed using a coordinate chart xˆ = (x1, ..., xn−1) on Γ∩U and a smooth unit
section N of TΓ⊥g ∩ TU . Suppose that h is another smooth metric on TU , which
in these coordinates has the form
h(p) =
(
hˆ(p) 0
0 1
)
.
Recall that for any pˆ ∈ Γ ∩ U we have N(pˆ) = ∂n(pˆ) from construction, and
therefore
h(pˆ)(N(pˆ), ∂i(pˆ)) = h(pˆ)(∂n(pˆ), ∂i(pˆ)) = hni(pˆ) = δni,
which means that N is a smooth unit section of TΓ⊥h .
Lemma A.2.1. Let (xˆ, x˜n) be Fermi coordinates above Γ∩U induced by xˆ and N
with respect to h. Then x˜n = xn, and in particular dist h(·,Γ) = dist g(·,Γ).
Proof. To verify this it suffices to check that any geodesic γ with respect to g
through pˆ ∈ Γ with initial velocity γ˙(0) = N(pˆ) is a geodesic with respect to h. In
coordinates (x1, . . . , xn) we compute using hnl ≡ const for all l = 1, . . . , n
hΓknn =
1
2
hkl(∂nhnl + ∂nhnl − ∂lhnn) = 0.
Moreover, γ˙(t) = ∂∂xn (γ(t)) implies γ˙
i(t) = δin for i = 1, . . . , n, and consequently
d
dt γ˙
i ≡ 0. Thus
h∇γ˙ γ˙ =
( d
dt
γ˙k + γ˙iγ˙j hΓkij ◦ γ
)
∂k
= γ˙nγ˙n h(Γknn ◦ γ)∂k = 0
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A.3. Second fundamental form of equidistant hypersurfaces
In Fermi coordinates we have a simple expression for the second fundamental forms
of equidistant hypersurfaces.
Let (U, (x1, . . . , xn)) be Fermi coordinates as above and let h be a smooth metric
on U as in Lemma A.2.1. By Lemma A.2.1 the equidistant hypersurfaces of g
and h coincide, and ∂∂xn is normal to these hypersurfaces. Denote by Γ(p) the
hypersurface, which is equidistant to Γ and contains the point p. Let hL(p) ∈(
TpΓ(p)⊗ TpΓ(p)
)∗
be the second fundamental form of (Γ(p), hˆ) ⊂ (U, h) in p with
respect to the normal ∂n(p) =
∂
∂xn (p). Then we have
Lemma A.3.1. hLij(x(p)) = −12∂nhˆij(x(p)).
Proof. At p we compute
hLij = −〈h∇∂i∂n, ∂j〉h = −hΓknihkj
= −1
2
hkl(∂nhil + ∂ihnl − ∂lhni)hkj
= −1
2
∂nhij ,
where we used that hni ≡ const for all i = 1, . . . , n.
Remark A.3.2. Note that hˆ and hL can be regarded as a sections of
(
TM ⊗TM)∗,
after identifying hˆ = h(·, P T ·), and hL = hL(P T ·, P T ·), respectively, where P T (p) :
TpM → TpΓ(p) denotes the projection
X = Xk∂k(p) 7→
n−1∑
k=1
Xk∂k(p).
In view of these identifications, in Fermi coordinates we have
hˆij =
(
hij 0
0 0
)
and
hLij =
(
hLij 0
0 0
)
.
Observe that the identification for the second fundamental form is consistent with
the fact that hLij = −〈h∇∂i∂n, ∂j〉h = 0 if i = n or j = n.

Appendix B.
Tensors and linear operators
B.1. Linear operators and (4, 0)-tensors
Let V be a finite dimensional vector space and T a (4, 0)-tensor on V . Given a
basis {e1, . . . , en} of V , we denote by Tijkl = T (ei, ej , ek, el) the coefficients of T
with respect to this basis. One has the following connection between (4, 0)-tensors
on V and bilinear forms on Λ2V : Any (4, 0)-tensor {Tijkl} which is antisymmetric
in i, j and k, l, respectively, induces a bilinear form T on Λ2V , which is defined by
T (ei ∧ ej , ek ∧ el) := T (ei, ej , ek, el) = Tijkl
for basis vectors ei ∧ ej = ei ⊗ ej − ej ⊗ ei and extends to Λ2V by linearity. Note
that the antisymmetries of T ensure that
T (ei ∧ ej , ek ∧ el) = −T (ej ∧ ei, ek ∧ el) = −T (ei ∧ ej , el ∧ ek),
i.e. T is well defined. If in addition Tijkl = Tklij then the induced bilinear form T
is symmetric. Furthermore, we have
Lemma B.1.1. Let α, β ∈ Λ2V , α = ∑i<j αijei∧ej = αijei⊗ej, β = ∑i<j βijei∧
ej = β
ijei ⊗ ej (where αij = −αji and βij = −βji). Then
T (α, β) = 1
4
Tijklα
ijβkl.
Proof. Using the antisymmetries of αij , βkl and Tijkl we compute
T (α, β) = T (
∑
i<j
αijei ∧ ej ,
∑
k<l
βklek ∧ el)
=
∑
i<j
∑
k<l
Tijklα
ijβkl
=
1
2
∑
i<j
αij
[∑
k<l
Tijklβ
kl +
∑
k<l
Tijklβ
kl
]
=
1
2
∑
i<j
αij
[∑
k<l
Tijklβ
kl +
∑
k>l
Tijklβ
kl
]
=
1
2
βkl
∑
i<j
Tijklα
ij
=
1
4
Tijklα
ijβkl.
Conversely, any bilinear form T on Λ2V induces a (4, 0)-tensor on V via
T (ei, ej , ek, el) := T (ei ∧ ej , ek ∧ el).
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The such defined tensor satisfies Tijkl = −Tjikl = −Tijlk. If in addition the bilinear
form T is symmetric, then we also have Tijkl = Tklij .
Let us now consider an inner product g on V . The induced inner product Ig on
Λ2V is defined by
Ig(ei ∧ ej , ek ∧ el) = gikgjl − gjkgil
where gij = g(ei, ej). Note that Ig may also be seen as the bilinear form coming
from the (0, 4)-tensor {gikgjl − gjkgil}. Using this inner product we may identify
linear operators and bilinear forms on Λ2V by putting
Ig(ei ∧ ej , T (ek ∧ el)) = T (ei ∧ ej , ek ∧ el). (B.1.1)
The bilinear form is symmetric iff the operator is self-adjoint.
B.2. Kulkarni-Nomizu product
Definition B.2.1. The Kulkarni-Nomizu product of two linear endomorphisms A,
B of V is the linear endomorphism
A ∧B : Λ2V → Λ2V
(A ∧B)(ei ∧ ej) := 1
2
(
A(ei) ∧B(ej) + B(ei) ∧A(ej)
)
.
The Kulkarni-Nomizu product of two bilinear forms A, B on V is the (4, 0)-tensor
A ∧B, defined by
(A ∧B)ijkl = A ∧B(ei, ej , ek, el) := 1
2
(AikBjl −AjkBil +BikAjl −BjkAil),
where Aij = A(ei, ej) and Bij = B(ei, ej).
The factor 12 ensures that we have idV ∧ idV = idΛ2V . Note that the tensor
{(A ∧B)ijkl} is antisymmetric in i, j and k, l, respectively. If in addition A and B
are symmetric, then we also have the symmetry (A ∧B)ijkl = (A ∧B)klij .
Note that Definition B.2.1 is consistent with the identifications in Section B.1.
More precisely, we have the following
Lemma B.2.2. Let A, B be the bilinear forms on V which correspond to the
operators A, B, i.e. A(·, ·) = g(·,A·) and B(·, ·) = g(·,B·). The operator A ∧ B
and the (4, 0)-tensor A ∧B induce the same bilinear form on Λ2V :
A ∧B(ei ∧ ej , ek ∧ el) = Ig
(
ei ∧ ej , (A ∧B)(ek ∧ el)
)
= (A ∧B)ijkl (B.2.1)
Proof. A(·, ·) = g(·,A·) and B(·, ·) = g(·,B·) implies that Aek = Arkgrses and
Bek = Brkg
rses for all basis vectors ek, where g
rs is the inverse of the matrix
grs = g(er, es). We compute
Ig(ei ∧ ej , (A ∧B)(ek ∧ el)) = 1
2
Ig(ei ∧ ej ,A(ek) ∧B(el) + B(ek) ∧A(el))
=
1
2
(Arkg
rsBplg
pq +Brkg
rsAplg
pq)Ig(ei ∧ ej , es ∧ eq)
=
1
2
(Arkg
rsBplg
pq +Brkg
rsAplg
pq)(gisgjq − gjsgiq)
=
1
2
(AikBjl −AjkBil +BikAjl −BjkAil).
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B.3. Inequalities for linear operators
Consider a n-dim. vector space V , equipped with an inner product g, and let A, B
be self-adjoint linear endomorphisms of V with corresponding symmetric bilinear
forms A, B, and κ ∈ R. We will use the following notation
Notation B.3.1. We say that A ≥ κ ∈ R, if all eigenvalues of A are at least κ, or
equivalently if
A(X,X) ≥ κg(X,X)
for all X ∈ V . We say that A ≥ B, if A−B ≥ 0, or equivalently if
A(X,X)−B(X,X) ≥ 0
for all X ∈ V .
Lemma B.3.2. Let T be a self-adjoint linear endomorphism of Λ2V and (Tijkl)
the corresponding (0, 4)-tensor on V . If T ≥ 0, then the bilinear form
trg24T := g
jlT (·, ej , ·, el) : V × V → R
is positive semidefinite (where e1, . . . , en is a basis of V and gij = g(ei, ej)).
Proof. We identify T with the corresponding symmetric bilinear form on Λ2V in
view of (B.1.1). By assumption T (α, α) ≥ 0 for all 2-vectors α ∈ Λ2V . Let
{e1, . . . , en} be a basis of V such that gij = g(ei, ej) = δij . Let X = Xkek ∈ V .
For every 1 ≤ j ≤ n we define the 2-vector αj = Xkek ∧ ej ∈ Λ2V , and compute
trg24T (X,X) = g
jlT (X, ej , X, el) =
∑
j
XkX lT (ek, ej , el, ej)
=
∑
j
XkX lT (ek ∧ ej , el ∧ ej) =
∑
j
T (αj , αj) ≥ 0.
Note that this lemma also holds if we replace trg24T by tr
g
13T .
Lemma B.3.3. Let A,B be two self-adjoint endomorphisms of V . If A,B ≥ 0,
then A ∧B ≥ 0. In particular, if A ≤ C and B ≥ 0, then A ∧B ≤ C ∧B.
Proof. Since A is self-adjoint, we find an orthonormal basis {e1, . . . , en} of (V, g)
such that Aij = λiδij with respect to this basis (where λi ≥ 0 by assumption).
Let α =
∑
i<j α
ijei ∧ ej = αijei ⊗ ej ∈ Λ2V . Using Lemma B.1.1 and (B.2.1) we
compute
(A ∧B)(α, α) = 1
8
(AikBjlα
ijαkl −AjkBilαijαkl +BikAjlαijαkl −BjkAilαijαkl)
=
1
2
AikBjlα
ijαkl
=
1
2
λiBjlα
ijαil ≥ 0,
where we used αij = −αji and the fact that for every fixed i we have Bjlαijαil ≥ 0
by assumption. In particular, If A ≤ C and B ≥ 0, then (C−A) ∧B ≥ 0 and
C ∧B = (C−A) ∧B + A ∧B ≥ A ∧B.

Appendix C.
Length spaces
C.1. Definitions and basic properties
In this section, we sum up some basic properties of length metric spaces. We refer
to Chapter 2 of [6] for a detailed discussion.
Definition C.1.1 (Continuous path). Let X be a topological space. A path in X
is a continuous map γ : I → X, defined on an interval I ⊂ R, where by ‘interval’
we mean any connected subset of R.
Definition C.1.2 (Length structure, see Section 2.1.1 of [6]). Let X be a topological
space, let A be a subset of all paths in X, and let L be a map A → R≥0 ∪ {∞}
( length of paths). The pair (A,L) is called a length structure on X, if A and L
have the following properties:
A1) A is closed under restrictions: if γ : I → X lies in A, then γ|J lies in A for
all J ⊂ I.
A2) A is closed under concatenations: if γ : [a, b]→ X and σ : [b, c]→ X lie in A,
then γ + σ : [a, c]→ X lies in A, where (γ + σ)|[a,b] = γ and (γ + σ)|[b,c] = σ.
A3) A is closed under linear reparameterizations: if γ : [a, b] → X lies in A,
and h : [c, d] → [a, b] is a homeomorphism of the form c(t) = λt + µ, then
γ ◦ h : [c, d]→ X lies in A.
L1) Lengths of paths are additive: L(γ|[a,b]) = L(γ|[a,c]) + L(γ|[c,b]) for any c ∈
[a, b].
L2) The length of a piece of path continuously depends on the piece: for any γ ∈ A
such that L(γ) <∞, the map t 7→ L(γ|[a,t]) is continuous.
L3) The length is invariant under reparameterizations: L(γ) = L(γ ◦ h) for any
linear homeomorphism h as in A3.
L4) The length agrees with the topology of X in the following sense: for any
neighborhood U of a point x ∈ X, the length of paths connecting x with the
compliment of U is separated from zero, that is,
inf{L(γ) | γ ∈ A, γ(a) = x, γ(b) ∈ U c} > 0.
Definition, Lemma C.1.3 (Length space, see Section 2.1.2 of [6]). A length
structure (A,L) on a topological space X induces a metric dL on X via
dL(x, y) = inf{L(γ) | γ : [a, b]→ X, γ ∈ A, γ(a) = x, γ(b) = y}
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(note that dL is not necessarily finite). If a metric space (X, d) admits a length
structure (A,L) such that d = dL, then d is called an intrinsic, or length, metric.
A metric space whose metric is intrinsic is called a length space.
Remark C.1.4. Observe that the topology induced by dL can be only finer than
that of X, that is, any open set in X is open in (X, dL) as well. Indeed, given
an open set U ⊂ X and p ∈ U , in view of the property L4 we find a ε > 0 such
that L(γ) ≥ ε for any path γ ∈ A connecting p and U c. Therefore, by definition
of dL we have dL(p, q) ≥ ε for all q ∈ U c, which implies BdLε (p) ⊂ U (where
BdLε (p) = {x ∈ X | dL(x, p) < ε)}).
Definition, Lemma C.1.5 (Induced length, see Section 2.3 of [6]). Let (X, d) be
a metric space, and γ : [a, b]→ X be a path in X. The length of γ with respect to
the metric d is defined by
Ld(γ) := sup{
N∑
i=1
d(γ(ti−1), γ(ti)) |N ∈ N, a = t0 ≤ t1 ≤ · · · ≤ tN = b}
(note that Ld(γ) ≥ d(γ(a), γ(b)) in view of the triangle inequality). A path γ is
called rectifiable if Ld(γ) <∞.
A metric d induces a length structure (A,L) on X, where A is the set of all
paths in X parameterized by closed intervals, and L = Ld. Thus, d induces a
length metric dLd on X.
Proposition C.1.6 (Proposition 2.4.1 of [6]). Let (X, d) be a length space (as in
Definition C.1.3), and let dLd be the length metric induced by d (as in Definition
C.1.5). Then d = dLd.
In view of the above proposition, one has an alternative definition of ‘intrinsic
metric’:
Definition C.1.7. A metric d is intrinsic if and only if for any x, y ∈ X and any
ε > 0 there exists a path γ in X such that Ld(γ) ≤ d(x, y) + ε.
Lemma C.1.8 (Induced length is semi-continuous, Proposition 2.3.4 (iv) of [6]).
If a sequence of rectifiable paths γi in (X, d) converges pointwise to a (continuous)
path γ, then
lim inf
i
Ld(γi) ≥ Ld(γ).
The following theorem is a version of the Arzela-Ascoli Compactness Theorem.
Theorem C.1.9 (Arzela-Ascoli Theorem, Theorem 2.5.14 of [6]). In a compact
metric space, any sequence of curves with uniformly bounded lengths contains a
uniformly converging subsequence.
Lemma C.1.10. Let (X, d) be locally compact metric space, where d is an intrinsic
metric. Then for any p ∈ X there exists a r > 0 such that any x, y ∈ B¯r(p) can be
connected by a shortest path (that is, a path γ in X satisfying d(x, y) = Ld(γ)).
Proof. Let p ∈ X. Since X is locally compact, we find a r > 0 such that B¯5r(p)
is compact. Since d is intrinsic, we may choose a sequence of paths γi : [a, b]→ X
from x to y such that L(γi) ↘ d(x, y) (cf. Definition C.1.7). In particular, the
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lengths of γi are uniformly bounded. Moreover, the image of γi is contained in
B¯5r(p) for large enough i (w.l.o.g. for all i). Indeed, for all t ∈ [a, b] we have
d(p, γi(t)) ≤ d(p, x) + d(x, γi(t))
≤ r + Ld(γi|[0,t])
≤ r + Ld(γi)
≤ r + 2d(x, y)
≤ r + 2(d(x, p) + d(p, y)) ≤ 5r.
Therefore, the sequence (γi) is a sequence of paths in the compact metric space
(B¯5r(p), d|B¯5r(p)) with uniformly bounded lengths. In view of the Arzela-Ascoli
Theorem, a subsequence of (γi) (w.l.o.g. the sequence itself) converges to a con-
tinuous path γ in B¯5r(p) ⊂ X connecting x and y. Using semi-continuity of length
(see Lemma C.1.8) we conclude
d(x, y) ≤ Ld(γ) ≤ lim inf
i
Ld(γi) = d(x, y),
which gives us d(x, y) = Ld(γ).
Example C.1.11. Let M be a smooth manifold, and g be a smooth Riemannian
metric on M . The class of piecewise C1 curves in M together with the length
function
Lg(γ) =
∫ b
a
‖γ˙‖g(t)dt
for γ : [a, b]→M is a length structure on M .
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Consider a Riemannian manifold (M, g) as in Section 3.4, that is, M is a smooth
connected manifold, and g is a smooth Riemannian metric on M \ o, which is
possibly singular (discontinuous) at o. We define lengths of piecewise C1 curves in
M as follows. For a curve γ : [a, b]→M whose image is contained in M \ o we put
Lg(γ) =
∫ b
a ‖γ˙(t)‖g(γ(t))dt. If γ(t0) = o for some t0 ∈ [a, b], we define
Lg(γ) =
∫ b
a
‖γ˙(t)‖g(γ(t))dt := lim
α↘0
∫ t0−α
a
‖γ˙(t)‖g(γ(t))dt+ lim
α↘0
∫ b
t0+α
‖γ˙(t)‖g(γ(t))dt.
We then introduce a distance function induced by g on M in a similar way as for
smooth Riemannian metrics, that is, we put
dist g(p, q) = inf{Lg(γ) | γ is a piecewise C1 curve in M from p to q},
and dist g(o, o) := 0. (Note that in the definition of dist g it suffices to consider
piecewise C1 curves which pass through o not more than once.) For p ∈ M and
r > 0 we denote by Bgr (p) the set
Bgr (p) = {x ∈M |dist g(x, p) < r}.
Since g is possibly singular at o, in general one cannot expect dist g(·, ·) to be
finite. However, under some additional assumptions dist g enjoys similar properties
as distance functions coming from smooth Riemannian metrics.
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Remark C.2.1. Let dist og be the distance function induced by g on M \ o (where g
is smooth), that is,
dist og(p, q) = inf{Lg(γ) | γ is a piecewise C1 curve in M \ o from p to q},
where Lg is as above. Clearly, the class of piecewise C
1 curves in M \ o together
with the length function Lg is a length structure on M \o (in the sense of Definition
C.1.2).
We denote by Bg,or (p) the open ball of radius r in (M \ o,dist og) centered at
p ∈M \ o.
Lemma C.2.2. Let (M, g), Lg, and dist g be as above. The class of piecewise C
1
curves in M together with the length function Lg is a length structure on M (cf.
Definition C.1.2). Thus, (M,dist g) is a length space (cf. Definition C.1.3).
Proof. We need to verify properties A1 – A3, L1 – L4 from Definition C.1.2. Prop-
erties A1 – A3, L1, and L3 are obvious.
Property L2: Clearly, t 7→ Lg(γ|[a,t]) is continuous at any t0 such that γ(t0) 6= o.
If γ(t0) = o, then L(γ|[a,t0]) = limt→t0 L(γ|[a,t]) holds by definition of Lg.
Property L4: Let p ∈ M and U 3 p a neighborhood of p in M . Consider the
case where p 6= o. We find a geodesic ball (with respect to dist og) Bg,oε (p) ⊂M \ o
such that Bg,oε (p) ⊂ U and o /∈ B¯g,oε (p) (where the closure is with respect to the
topology of M). Let γ : [a, b]→M be a piecewise C1 curve from p to U c. We then
find a t ∈ (a, b) such that γ([a, t]) ⊂ B¯g,oε (p) and γ(t) ∈ ∂Bg,oε (p). In particular,
γ|[a,t] is a piecewise C1 curve in M \ o connecting p and γ(t) ∈ ∂Bg,oε (p). Thus,
Lg(γ) ≥ Lg(γ|[a,t]) ≥ dist og(p, ∂Bg,oε (p)) = ε > 0.
Consider the case p = o. Let U be an open neighborhood of o in M , w.l.o.g.
U¯ is compact. We find an open neighborhood V of o such that V¯ ⊂ U . Let
γ : [a, b]→M be a piecewise C1 curve connecting o and U c. We find a < t0 < t1 < b
such that γ([t0, t1]) ⊂ U¯ \V , and γ(t0) ∈ ∂V and γ(t1) ∈ ∂U . In particular, γ|[t0,t1]
is a piecewise C1 curve in M \o connecting compact subsets ∂V, ∂U ⊂M \o. Since
∂V ∩ ∂U = ∅, we have that dist og(∂U, ∂V ) := ε > 0, so
Lg(γ) ≥ Lg(γ|[t0,t1]) ≥ dist og(∂U, ∂V ) = ε > 0.
Lemma C.2.3. For all p ∈M \ o there exists a neighborhood U in M \ o such that
dist og|U = dist g|U .
Proof. Let p ∈M \ o. Observe that dist g ≤ dist og holds on any neighborhood of p
not containing o, since we take the infimum over a larger set.
Let us check that the inverse inequality holds on a neighborhood of p. Let U 3 o
be an open neighborhood of o such that p /∈ U¯ . By Lemma C.2.2 (property L.4)
there exists r > 0 such that Lg(γ) ≥ 4r for all piecewise C1 curves γ connecting
o and U c. After choosing r even smaller, we may assume that Bg,o2r (p) ⊂ U c. We
show that dist g ≥ dist og on Bg,or (p). Let x, y ∈ Bg,or (p). Choose a sequence of
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piecewise C1 curves γi : [0, 1] → M such that Lg(γi) ↘ dist g(x, y). Suppose that
o ∈ γi([0, 1]) for some i ∈ N. Since x ∈ U c, we have that
Lg(γi) ≥ 4r > 2r + r ≥ dist og(x, y) + r ≥ dist g(x, y) + r.
Thus, o /∈ γ([0, 1]) for all i ≥ N , N ∈ N large enough. By definition of dist og
we have that Lg(γi) ≥ dist og(x, y) for all i ≥ N . Since Lg(γi) ↘ dist g(x, y), this
implies dist g(x, y) ≥ dist og(x, y).
Lemma C.2.4. Let M , g, and dist g be as above. Additionally, suppose that
dist g(·, o) : M → R is continuous at o. Then dist g : M × M → R is finite,
continuous, and the topology induced by dist g agrees with that of M .
Proof. 1) dist g is finite: Since dist g(·, o) : M → R is continuous by assumption,
we find a neighborhood U 3 o in M such that dist g(p, o) ≤ 1 for all p ∈ U . By
definition of dist g this implies that for any p ∈ U there exists a piecewise C1 curve
γpo from p to o satisfying Lg(γpo) ≤ 2 <∞. Since M is connected, given x, y ∈M\o
we find points p, q ∈ U \ o and piecewise C1 curves γxp, γyq in M \ o connecting
x, p and y, q. Since g is smooth on M \ o, these curves have finite lengths. Then
the concatenation of γxp, γpo, γqo, and γyq is a piecewise C
1 curve of finite length
from x to y, which implies that dist g(x, y) <∞.
2) dist g : M ×M → R is continuous: First, observe that dist g(·, p) : M → R
is continuous at p for all p ∈ M . Indeed, by assumption dist g(·, o) is continuous
at o. Moreover, dist g(·, p) is continuous at p for all p ∈ M \ o in view of the
fact that dist og : (M \ o) × (M \ o) → R is continuous, and Lemma C.2.3. Thus,
given p, q ∈ M , and ε > 0, we find open (in M) neighborhoods Up 3 p and
Uq 3 q such that dist g(x, p) < ε and dist g(y, q) < ε for all x ∈ Up, y ∈ Uq. Then
|dist g(x, y)− dist g(p, q)| ≤ 2ε by the triangle inequality.
3) Let OM be the topology of M , and Odist g be the topology induced by dist g
on M . The fact that dist g is continuous on M×M implies that Odist g ⊂ OM . The
inverse inclusion is due to the fact that (M, dist g) is a length space (see Lemma
C.2.2), and Remark C.1.4.
Lemma C.2.5. Let M , g, dist g be as in Lemma C.2.4 above. There exists a r > 0
such that for any point x ∈ B¯gr (o) \ o there exists a curve γ : [a, b]→ B¯gr (o) from x
to o, such that dist g(x, o) = Lg(γ), and γ|[a,b) is a geodesic in (M \ o, g|M\o).
Proof. Let d be the length metric on M arising from dist g, that is,
d(x, y) = inf{Ldist g(γ) | γ : [a, b]→M is a C0 path from x to y},
where
Ldist g(γ) = sup{
N∑
i=1
dist g(γ(ti−1), γ(ti)) |N ∈ N, a = t0 ≤ t1 ≤ · · · ≤ tN = b}
(cf. Lemma C.1.5). Furthermore, let do be the length metric on M \ o arising from
dist og, defined in a similar way (where we take the infimum over lengths Ldist og(γ)
of C0 paths in M \ o). Since dist g and dist og are length metrics, we have d = dist g
on M and do = dist og on M \ o in view of Lemma C.1.5. By Lemma C.1.10 there
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exists a r > 0 such that any two points x, y ∈ B¯gr (o) = B¯dr (o) can be connected
by a shortest path γ w.r.t. d, that is, there exists a C0 path in M from x to y
satisfying Ldist g(γ) = d(x, y).
Let us consider such a shortest path γ : [a, b]→M connecting x ∈ B¯gr (o) \ o and
o. We may assume that γ(b) = o and o /∈ γ([a, b)) (otherwise we put b˜ = inf{t >
a | γ(t) = 0} and consider γ|[a,b]). Then γ|[a,b) is a geodesic (in the classical sense) in
(M \ o, g|M\o). Indeed, for any t ∈ (a, b) we find a neighborhood U 3 γ(t) in M \ o,
such that d = do on U , and δ > 0 such that γ|[t−δ,t+δ] ⊂ U . Since dist g = dist og on
U , and the restriction γ|[t−δ,t+δ] is a shortest path in (M,d), we have that
do(γ(t− δ), γ(t+ δ)) = d(γ(t− δ), γ(t+ δ)) = Ldist g(γ|[t−δ,t+δ]) = Ldist og(γ|[t−δ,t+δ]),
which implies that γ|[t−δ,t+δ] is a shortest path in (M \ o, do). It then follows from
the fact that do arises from the smooth Riemannian metric g|M\o, that γ|[t−δ,t+δ]
is a geodesic in (M \ o, g|M\o).
Lemma C.2.6. Let M , g, dist g be as in Lemma C.2.4. Additionally, suppose
that there exists a neighborhood U of o such that dist g(·, o) is smooth on U \ o and
∇(dist g(·, o)) 6= 0 on U \ o. Then there exists a r > 0 such that B¯gr (o) \ o can be
covered by a set of Fermi coordinates (see Section A) above ∂Bgr (o).
Proof. Since the topology of M coincides with that induced by dist g, we find
a r0 > 0 such that B¯
g
r0(o) ⊂ U˚ . In view of Lemma C.2.5, after choosing r0
smaller we may assume that for any x ∈ B¯gr0(o) \ o there exists a shortest curve
γ : [0, r]→ B¯gr (o) from o to x such that γ|(0,r] is a unit speed geodesic in B¯gr (o) \ o.
First, let us verify that ∇(dist g(·, o))|x = γ˙(r). Since dist g(·, o) is smooth on
U ⊃ B¯gr (o) and ∇(dist g(·, o)) 6= 0, the level set ∂Bgr (o) is a smooth hypersurface in
M \o. Moreover, for any t ∈ [0, r] the restriction γ|[t,r] is a shortest curve connecting
γ(t) and ∂Bgr (o) (otherwise there would exists a curve σ connecting γ(t) and a
point y ∈ ∂Bgr (o) such that Lg(σ) < Lg(γ|[t,r]) = r − t, so that dist g(o, ∂Bgr (o)) ≤
Lg(γ|[0,t] + σ) < t+ (r − t) = r, which is a contradiction). Thus, we have γ˙(r) ⊥g
∂Bgr (o). Furthermore, since the gradient of a function is orthogonal to its level
sets, we have ∇(dist g(·, o))|x = λ γ˙(r) for some λ ∈ R. We compute
1 =
d
dt
|t=rt = d
dt
|t=rdist g(γ(t), o)
= 〈∇(dist (·, o))|γ(r), γ˙(r)〉g
= λ |γ˙(r)|2g = λ,
which implies ∇(dist g(·, o))|x = γ˙(r).
A similar argument as above shows that γ˙(t) = ∇(dist g(·, o))|γ(t) for all t ∈ [0, r),
that is, γ|(0,r] is the integral curve of ∇(dist g(·, o)) with γ(r) = x. In particular,
this implies that such a shortest curve connecting o and x ∈ B¯gr0(o) \ o must be
unique. Moreover, since for any point x ∈ Bgr0(o) \ o there exists a curve γ from o
to x as above, we have |∇(dist g(·, o))|g ≡ 1 on Bgr0(o) \ o.
Since x ∈ ∂Bgr (o) ⊂ U˚ , and ∇(dist (·, o)) is smooth on U , we may extend γ to
γ˜ : [0, r + τ) → M , τ > 0, such that γ˜|(0,r+τ) is an integral curve of ∇(dist g(·, o))
in M \ o. Since ∇(dist g(·, o)) is a unit vector field, the curve γ˜|(0,r+τ) is a geodesic
(see Lemma D.7). Suppose that the interval (0, r + τ) is maximal.
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Case 1: r + τ = ∞. In this case, r0 ∈ [0, r + τ). Then dist g(γ˜(r0), o) ≤
Lg(γ˜|[0,r0]) = r0, that is, γ(r0) ∈ B¯gr0(o). Since the integral curves of ∇(dist g(·, o))
are the unique shortest curves connecting o to points of B¯gr0 \ o (see the argument
above), it follows that dist g(γ˜(r0), o) = Lg(γ˜|[0,r0]) = r0, so γ˜(r0) ∈ ∂Bgr0(o) .
Case 2: r + τ < ∞. In this case, γ˜ leaves any compact subset of M \ o. In
particular, there exists a t0 ∈ (r, r + τ) such that γ˜(t0) /∈ B¯gr0(o) \ Bgr (o). Then
γ˜(t0) /∈ B¯gr0(o), since γ˜([t, r + τ)) ⊂M \Bgt (o) for all t ∈ [0, r + τ). (Indeed,
d
dt
(dist g(γ˜(t), o)) = 〈∇(dist g(·, o))|γ(t), γ˙(t)〉g = |∇(dist g(·, o))|γ(t)|2g = 1 > 0,
so t 7→ dist g(γ(t), o) is non-decreasing.) This implies that γ˜(s) ∈ ∂Bgr0(o) for some
s ∈ (r, r + τ).
Thus, we have shown that any x ∈ Bgr0(o) \ o can be connected to a point
xˆ ∈ ∂Bgr0(o) by a distance minimizing geodesic in Bgr0(o) \ o emanating from xˆ
with initial velocity −∇(dist g(·, o))|xˆ (namely the geodesic t 7→ γ˜(−t)), where
−∇(dist g(·, o))|∂Bgr0 (o) is a smooth unit vector field on ∂B
g
r0(o). By construction of
Fermi coordinates this proves the claim.
Remark C.2.7. From the above argument it follows that B¯gr0(o) \ o can be covered
by a set of Fermi coordinates over ∂Bgs (o), for arbitrary 0 < s ≤ r.

Appendix D.
Technical lemmas
Lemma D.1. Let L be the extended operator from Lemma 1.2.5. Then ∇NL = 0.
Proof. Let q ∈ M0 be a point near Γ and γ be the integral curve of N emanating
from p ∈ Γ passing through q. Let X be a smooth vector field on a neighborhood
of q. Then at q we have
(∇NqL)(X) = ∇Nq(LX)− L(∇NqX)
= ∇Nq(P−1LPX)− P−1LP (∇NqX) = 0. (D.1)
Indeed, let P ts : Tγ(s)M → Tγ(t)M denote parallel transportation along γ. Let
q = γ(t). Recall that given smooth vector fields Y and Z the covariant derivative
of Y at a point q ∈M in the direction of Zq ∈ TqM is given by
∇ZqY = lim
h→0
P tt+hYγ(t+h) − Yγ(t)
h
,
where γ : (t− ε, t+ ε)→M , γ(t) = q is the integral curve of Z passing through q.
Then using the fact that P−1LP : TM → TM is continuous we compute
∇Nq(P−1LPX)− P−1LP (∇NqX)
= lim
h→0
P tt+h(P
−1LPX)γ(t+h) − (P−1LPX)γ(t)
h
−P−1LP lim
h→0
P tt+hXγ(t+h) −Xγ(0)
h
= lim
h→0
P tt+h(P
−1LPX)γ(t+h) − (P−1LPX)γ(t)
h
− lim
h→0
P−1LPP tt+hXγ(t+h) − P−1LPXγ(t)
h
= lim
h→0
P tt+hP
−1LPXγ(t+h) − P−1LPXγ(t)
h
− lim
h→0
P−1LPP tt+hXγ(t+h) − P−1LPXγ(t)
h
.
Moreover,
P tt+hP
−1LPXγ(t+h) = P tt+hP
t+h
0 LP
0
t+hXγ(t+h)
= P t0LP
0
t+hXγ(t+h)
= P t0LP
0
t P
t
t+hXγ(t+h)
= P−1LPP tt+hXγ(t+h),
and (D.1) follows.
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Lemma D.2 (Auxiliary functions fδ, Fδ, Fδ). There exist families of C∞ functions
fδ, Fδ,Fδ : [0,∞)→ R, δ > 0, with the following properties:
• F ′δ = Fδ and F ′δ = fδ on [0,∞)
• fδ(0) = 1, 0 ≤ fδ ≤ 1 on [0, δ2], and |fδ| ≤ δ on [δ2,∞)
• f ′δ ≤ δ on [0,∞)
• Fδ(0) = Fδ(0) = 0, |Fδ|, |Fδ| ≤ δ on [0,∞), and fδ = Fδ = Fδ = 0 on [δ,∞).
Proof. We choose a smooth cutoff function ϕ : [−1, 1]→ R such that
1. ϕ =

−1 on [−1,−1 + 14 ]
0 on [−14 , 14 ]
1 on [1, 1− 14 ]
2. ϕ(−x) = −ϕ(x) for all x ∈ [0, 1] (that is, ϕ is an odd function)
(see Figure D.1 below).
Let C := ‖ϕ‖C2([−1,1]). Given 0 < α < 116C , we put
ϕα : [−α, α] → R
x 7→ α3ϕ(x
α
).
Then
ϕα =

−α3 on [−α,−α+ α4 ]
0 on [−α4 , α4 ]
α3 on [α− α4 , α]
and
|ϕ′α(x)| = α2|ϕ′(
x
α
)| ≤ α2C
and
|ϕ′′α(x)| = α|ϕ′′(
x
α
)| ≤ αC
for all x ∈ [−α, α].
Furthermore, we find a smooth cutoff function ψ : [0, 2]→ R such that
1. ψ(0) = 0 and ψ|[2− 1
4
,2] ≡ 1
2. ψ′ ≡ 1 on [0, 14 ], and 0 ≤ ψ′ ≤ 1 on [0, 2], and ψ′′ ≤ 0 on [0, 2]
(see Figure D.1 below), and put
ψα : [0, 2α
3] → R
x 7→ α3ψ( x
α3
).
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Figure D.1.: The functions ϕ and ψ
We construct the function Hα : [0,∞) → R by ‘pasting together’ the functions
ψα, α
3id|[0,τ ], −ϕα and ϕα|[−α,0], (where we specify τ ∈ [α4 − 2α3, α] later in the
proof). More precisely, we put
Hα(x) =

ψα(x) if x ∈ [0, 2α3]
α3 if x ∈ [2α3, 2α3 + τ ]
−ϕα(x− 2α3 − τ − α) if x ∈ [2α3 + τ, 2α3 + τ + 2α]
ϕα(x− 2α3 − τ − 3α) if x ∈ [2α3 + τ + 2α, 2α3 + τ + 3α]
0 if x ∈ [2α3 + τ + 3α,∞)
(see Figure D.2 below). Note that Hα vanishes on [5α,∞), since 5α ≥ 2α3 +τ+3α.
Moreover, by construction Hα is smooth and |Hα| ≤ α3 on [0,∞).
We now put hα = H
′
α. Clearly, hα vanishes on [5α,∞). Moreover, from ψ′α(0) =
1, 0 ≤ ψ′α ≤ 1 and |ϕ′α| ≤ Cα2 it follows that
• hα(0) = 1,
• 0 ≤ hα ≤ 1 on [0, 2α3],
• hα = 0 on [2α3, α4 ],
• |hα| ≤ Cα2 on [α4 ,∞),
where we used that hα = 0 on [2α
3, 2α3 + τ ] and τ ≥ α4 − 2α3. Furthermore, from
ψ′′α ≤ 0 and |ϕ′′α| ≤ αC it follows that
h′α ≤ Cα
on [0,∞).
Next, define the function Hα : [0,∞)→ R by
H(x) =
∫ x
0
Hα(t)dt.
Since |Hα| ≤ α3 and Hα|[5α,∞) ≡ 0, we have that |Hα| ≤ 5α4 on [0,∞). Moreover,
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observe that ∫ 5α
0
Hα(t)dt
=
∫ 2α3
0
ψα(t)dt+ τα
3 +
∫ α
−α
−ϕα(t)dt+
∫ 0
−α
ϕα(t)dt
=
∫ 2α3
0
ψα(t)dt+ τα
3 +
∫ 0
−α
ϕα(t)dt
= τα3 −
[ ∫ α
0
ϕα(t)dt−
∫ 2α3
0
ψα(t)dt
]
︸ ︷︷ ︸
=:B
, (D.2)
where
0 <
1
4
α4 − 2α6 ≤ B ≤ α4
(here we used that ϕα ≡ α3 on [34α, α] and ψα ≤ α3). Thus, (D.2) vanishes if we
put τ = B
α3
(note that α4 − 2α3 ≤ τ ≤ α, as required above), which in view of the
definition of Hα implies that Hα(x) = 0 if x ≥ 5α. Putting fδ = h δ
5C
, Fδ = H δ
5C
,
and Fδ = H δ
5C
, one easily checks that these functions have the desired properties.
0
0
2α3
1
2α3+τ 2α3+τ+2α
2α3+τ+3α
BA C
−C −C
hα
Hα
α3
−α3
−C α 2
C α 2
Figure D.2.: The functions Hα and hα. The areas under the function Hα in the
upper figure satisfy A+B=C, which illustrates that the integral of Hα
vanishes.
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Lemma D.3 (Auxiliary identities, cf. [15], Lemma 6.1, 6.2, 6.3). Let
X,Y ∈ {∂1, . . . , ∂n−1} ⊂ TΓ(d) ⊂ TM0
and
N = ∂n ∈ (TΓ(d))⊥ ⊂ TM0.
We have
Gδ ≈ I, ∇XGδ ≈ 0, ∇NGδ ≈ 2fδ(xn)L
∇X∇NGδ ≈ 2fδ(xn)∇XL (D.3)
∇N∇NGδ ≈ 2f ′δ(xn)L− 2Cfδ(xn)PT
〈∇δXN,Y 〉δ = 〈∇δNX,Y 〉δ
=
1
2
(〈∇NX,GδY 〉+ 〈X,Gδ∇NY 〉+ 〈X, (∇NGδ)Y 〉) (D.4)
∇δNN = 0 (D.5)
∇δNX = ∇δXN ≈ ∇XN + fδ(xn)LX (D.6)
PT (∇δXY ) ≈ PT (∇XY ). (D.7)
Proof. Recall that
Gδ = I + 2FδL− 2CFδPT .
Proof of (D.3): We have Γ = {xn = 0}, and Fδ(0) = Fδ(0) = 0, and thus, Gδ = I
on Γ. Moreover, Fδ,Fδ → 0 uniformly as δ → 0, which shows Gδ ≈ I.
Let us verify ∇XGδ ≈ 0: We have
∇XGδ = ∇X(I + 2FδL− 2CFδPT ) = ∇XI + 2Fδ∇XL− 2CFδ∇XPT
since Fδ and Fδ depend only on xn. For any ξ, ζ ∈ TM0 we then have
(∇ζI)ξ = ∇ζ(Iξ)− I(∇ζξ) = ∇ζξ −∇ζξ = 0.
Moreover,∇XL and∇XPT are locally bounded, so the result follows since Fδ,Fδ →
0 as δ → 0.
Let us show ∇NGδ ≈ 2fδL: Using the product rule we compute
∇NGδ = ∇NI + 2fδL + 2Fδ∇NL− 2CFδPT − 2CFδ∇NPT
and the equation follows as above.
∇X∇NGδ ≈ 2fδ∇XL follows by a similar argument.
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Let us show ∇N∇NGδ ≈ 2f ′δ(xn)L− 2Cfδ(xn)PT . Using ∇NL = 0, similarly as
above we compute
∇N∇NGδ = 2f ′δL− 2CfδPT − 2CFδ∇NPT − 2CFδ∇NPT − 2CFδ∇N∇NPT
and the equation follows since Fδ(0) = Fδ(0) = 0, and Fδ,Fδ → 0 uniformly as
δ → 0.
Proof of (D.4): We recall the Koszul formula: Let (M,h) be a Riemannian
manifold, 〈·, ·〉 = h, ∇ = ∇h, and ξ, ζ, τ ∈ TM . Then
〈∇ξζ, τ〉 = 1
2
(ξ〈ζ, τ〉 − τ〈ξ, ζ〉+ ζ〈τ, ξ〉 − 〈ξ, [ζ, τ ]〉+ 〈τ, [ξ, ζ]〉+ 〈ζ, [τ, ξ]〉).
Since X,Y,N ∈ {∂1, . . . , ∂n} commute pairwise, it follows from the Koszul formula,
that
〈∇δXN,Y 〉δ = 〈∇δNX,Y 〉δ
=
1
2
(N〈X,Y 〉δ − Y 〈N,X〉δ︸ ︷︷ ︸
=0
+X 〈Y,N〉δ︸ ︷︷ ︸
=0
)
=
1
2
N〈X,GδY 〉
=
1
2
(〈∇NX,GδY 〉+ 〈X, (∇NGδ)Y 〉+ 〈X,Gδ(∇NY )〉).
To prove (D.5), and (D.7), recall that in our coordinates we have
gδin = gin + 2fδLin − 2CFδ(P T )in = δin
for all i = 1, . . . , n. Using this, we compute (D.5):
∇δNN = ∇δ∂n∂n = δΓknn∂k =
1
2
(gδ)kr(∂ng
δ
nr + ∂ng
δ
nr − ∂rgδnn)∂k = 0.
Let us show (D.7): In our coordinates, it suffices to verify that δΓkij ≈ Γkij for all
1 ≤ i, j, k ≤ n − 1. We use (gδ)kn = 0 = gkn for 1 ≤ k ≤ n − 1, and the fact that
for 1 ≤ i, j, r ≤ n− 1 we have
∂ig
δ
jr = ∂igjr + 2Fδ∂iLjr − 2CFδ∂iP Tjr ≈ ∂igjr
and compute
δΓkij =
1
2
(gδ)kr(∂ig
δ
jr + ∂jg
δ
ir − ∂rgδij)
=
∑
r≤n−1
1
2
(gδ)kr(∂ig
δ
jr + ∂jg
δ
ir − ∂rgδij)
≈
∑
r≤n−1
1
2
gkr(∂igjr + ∂jgir − ∂rgij) = Γkij .
Finally, (D.6) follows from (D.4) and Gδ ≈ I and ∇NGδ ≈ 2fδL (see (D.3)).
Lemma D.4. Let K be a closed convex (in the sense of Definition 3.2.3) subset
of Sn with smooth n− 1 dimensional boundary ∂K. Then
(i) K is either a closed half sphere, the boundary of a half sphere, or it is con-
tained in some open half sphere of Sn.
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(ii) The Euclidean cone over K, given by
CK = {tq | q ∈ K, t ≥ 0},
is a convex subset of Rn+1.
Proof. (i): First, let us show that K is contained in a closed half sphere of Sn.
Here we denote by Br(p) a ball (w.r.t. the standard metric of S
n) of radius r > 0
in Sn centered at p ∈ Sn. The assumption that K is closed and has nonempty
boundary in Sn implies that Sn \K is an nonempty open subset of Sn. Then we
find a maximal ball Br(p) ⊂ Sn \ K of radius r > 0 (maximal in the sense that
Br+ε(q) ∩ ∂K 6= ∅ for all ε > 0 and q ∈ Sn \ K). Then Br(p) ∩ ∂K contains at
least two distinct points q1 6= q2. Suppose that r < pi. In this case we have that
dist Sn(q1, q2) < pi, and the shortest geodesic in S
n from q1 to q2 lies in Br(p) up
to the end points q1 and q2. In particular, this geodesic contains points of S
n \K,
which a contradicts the assumption that K is convex. So the maximal radius r
must be at least pi. This implies that K is contained in Sn \ Bpi(p), which is a
closed half sphere centered at −p.
Next, we verify that if K contains opposite points (that is, p1, p2 ∈ K, p1 = −p2),
then K must be either a closed half sphere or the boundary of a half sphere. Let
¯HSn be a closed half sphere containing K. Suppose there exist opposite points
p1, p2 ∈ K. Since K ⊂ ¯HSn, it follows that p1, p2 ∈ ∂( ¯HSn), and consequently
p1, p2 ∈ ∂K. Let γ : [0, pi]→ ∂( ¯HSn) be a unit speed geodesic from p1 to p2. Since
the boundary ∂K ⊂ ¯HSn is smooth at p1, such a geodesic γ can be viewed as a
limit of shortest geodesics γi from pi ∈ ∂K to p2, where pi 6= p1 for all i. Due
to dist Sn(pi, p2) < pi and the fact that K is convex we have that the geodesics γi
lie entirely in K, which implies that the limit γ is also contained in K, since K is
closed by assumption.
Since ∂( ¯HSn) is the union of all such geodesic γ, it follows that ∂( ¯HSn) ⊂ K.
On the other hand, the only closed convex subsets of Sn for which this is possible
are either closed half spheres or boundaries of half spheres.
Finally, if K does not contain opposite points, then K ⊂ ¯HSn and ∂K∩∂( ¯HSn)
is either empty, in which case K is contained in the open half sphere HSn, or it
containes at most one single point q, in which case we obtain an open half sphere
containing K by slightly rotating HSn in the direction of the outward normal of
∂( ¯HSn) at q.
(ii): In the case when K a closed half sphere or the boundary of a half sphere, CK
is a half space or a hyperplane of Rn+1, respectively, and the statement is trivial.
Consider the case where K is contained in some open half sphere of Sn, w.l.o.g.
K ⊂ HSn = {x = (x1, . . . , xn+1) ∈ Sn |xn+1 > 0}.
The stereographic projection pi : HSn → Rn × {1}, pi(x) = 1
xn+1
x is a homeo-
morphism taking shortest curves in HSn to straight line segments in Rn × {1}.
Thus, pi identifies convex subsets of HSn with convex subsets of Rn ×{1}. It then
follows that CK = Cpi(K) coincides with the Euclidean cone over a convex subset of
Rn × {1}, which is clearly convex.
The following lemma is a well known result which also holds in a more general
setting. We give the prove here for the convenience of the reader:
108 Appendix D. Technical lemmas
Lemma D.5 (Minkowski convex functional). Let A be a closed convex subset of
Rn with non-empty such that 0 ∈ A˚. Then the Minkowski functional
F : Rn → [0,∞)
F (x) = inf{λ > 0 |x ∈ λA}
satisfies
(i) F (x+ y) ≤ F (x) + F (y) for all x, y ∈ Rn
(ii) F (tx) = tF (x) for all x ∈ Rn, t ≥ 0
(iii) F is convex
(iv) A = F−1([0, 1]).
Proof. Note that the condition 0 ∈ A˚ ensures that F is finite. Indeed, we may
choose a δ > 0 such that Bδ(0) ⊂ A. Then for any x ∈ Rn we find an ε > 0 such
that εx ∈ Bδ(0) ⊂ A, which implies that x ∈ 1εA, so that F (x) ≤ 1ε <∞.
(i): Let x, y ∈ Rn and ε > 0. In view of the definition of F we find λ, µ > 0
such that λ ≤ F (x) + ε and µ ≤ F (y) + ε, and x ∈ λA and y ∈ µA. Thus
x+ y ∈ λA+ µA = (λ+ µ)A,
so that
F (x+ y) ≤ λ+ µ ≤ F (x) + F (y) + 2ε,
and the desired inequality follows by letting ε→ 0.
(ii): Given x ∈ Rn and ε > 0, we find λ > 0 such that λ ≤ F (x) + ε and
x ∈ λA. Then for any fixed t ≥ 0 we have tx ∈ tλA, so that
F (tx) ≤ tλ ≤ tF (x) + tε.
Letting ε→ 0 we obtain the desired result.
(iii): Let x, y ∈ Rn and t ∈ [0, 1]. Then by (i) and (ii) we have
F ((1− t)x+ ty) ≤ F ((1− t)x) + F (ty) = (1− t)F (x) + tF (y).
(iv): Suppose that x ∈ A. Then x ∈ λA, λ = 1, so that F (x) ≤ 1, which shows
A ⊂ F−1([0, 1]).
Conversely, suppose that F (x) = λ ∈ [0, 1]. If F (x) < 1, we find a 0 < λ < 1
such that x ∈ λA, that is, 1λx ∈ A. Since 0 ∈ A and A is convex, this implies
x = (1 − λ) · 0 + λ 1λx ∈ A. If F (x) = 1, then x ∈ (1 + εn)A for all n ∈ N, where
εn ↘ 1. Then 11+εnx is a sequence in A, and x = limn 11+εnx ∈ A since A is closed
by assumption.
Lemma D.6. Let CK , K ⊂ HSn−1, piHδ : HSn−1 → Hδ, Iδ and F be as in the
proof of Lemma 3.2.4. Let x ∈ Rn \ {0}. Then
x ∈ CK ⇔ xn > 0 and δ
xn
x ∈ Iδ.
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Proof. Let x = tq ∈ CK \ 0, q ∈ K, t > 0 since x 6= 0. Then xn = tqn > 0 since
q ∈ HSn−1. Moreover, |x| = t|q| = t, so K 3 q = xt = x|x| . Since piHδ(K) = Iδ, we
then have
Iδ 3 piHδ(
x
|x|) =
δ
xn/|x|
x
|x| =
δ
xn
x.
Conversely, let x ∈ Rn such that xn 6= 0 and δxnx ∈ Iδ. Then
K 3 pi−1Hδ (
δ
xn
x) =
1
| δxnx|
δ
xn
x =
x
|x| .
Thus
x = |x| x|x| ∈ CK
by definition of CK .
Lemma D.7. Let (M, g) be a smooth Riemannian manifold, and f : Ω ⊂M → R
a smooth function satisfying |∇f |g ≡ const (where ∇ = ∇g). Then integral curves
of ∇f are geodesics.
Proof. Let γ : (−ε, ε) → Ω be an integral curve of ∇f , that is, γ˙(t) = ∇f(γ(t)).
Given t ∈ (−ε, ε) and X ∈ Tγ(t)M we compute at γ(t)
0 =
1
2
X(g(∇f,∇f)) = g(∇X∇f,∇f) = (∇X∇f)(f)
= (∇∇fX)(f) + [X,∇f ](f)
= (∇∇fX)(f) +X(∇f(f))︸ ︷︷ ︸
≡0
−∇f(X(f))
= g(∇∇fX,∇f)−∇f(g(∇f,X))
= −g(∇∇f∇f,X) = −g(∇γ˙ γ˙, X),
where we used that ∇f(f) = g(∇f,∇f) ≡ const.
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