Angles between Haagerup--Schultz projections and spectrality of
  operators by Dykema, Ken & Krishnaswamy-Usha, Amudhan
ar
X
iv
:1
90
7.
10
68
5v
1 
 [m
ath
.O
A]
  2
4 J
ul 
20
19
ANGLES BETWEEN HAAGERUP–SCHULTZ
PROJECTIONS AND SPECTRALITY OF OPERATORS
KEN DYKEMA∗ AND AMUDHAN KRISHNASWAMY-USHA∗
Abstract. We investigate angles between Haagerup–Schultz projec-
tions of operators belonging to finite von Neumann algebras, in con-
nection with a property analogous to Dunford’s notion of spectrality
of operators. In particular, we show that an operator can be written
as the sum of a normal and an s.o.t.-quasinilpotent operator that com-
mute if and only if the angles between its Haagerup–Schultz projections
are uniformly bounded away from zero (and we call this the uniformly
nonzero anlges property). Moreover, we show that spectrality is equiv-
alent to this uniformly nonzero angles property plus decomposability.
Finally, using this characterization, we construct an easy example of
an operator which is decomposable but not spectral, and we show that
Voiculescu’s circular operator is not spectral (nor are any of the circular
free Poisson operators).
1. Introduction
The existence of the Jordan canonical form for an n× n complex matrix
T amounts to writing T as a sum of a diagonalizable operator plus a com-
muting nilpotent operator. Equivalently, it implies that T is similar to a
normal operator plus a commuting nilpotent operator. In 1954, Dunford [4]
introduced and studied spectral operators, which are operators T on a Ba-
nach space that admit idempotent valued spectal measures commuting with
T that behave well with respect to the spectrum. (These definitions are
briefly recalled in Section 3, below). With help of a result of Wermer [19],
he shows that on Hilbert space, this amounts to T being similar to the sum
of a normal operator and a commuting quasinilpotent operator.
The notion of a decomposable operator was introduced by Foias¸ and has
been studied by many people (see, e.g., the book [14]). The decomposable
operators include the spectral ones.
Let M be a von Neumann algebra equipped with a normal, faithful, tra-
cial state τ . In this paper, we study operators T belonging toM. The Brown
measure of T is a sort of spectral distribution measure. In [13], Haagerup
and Schultz proved existence of projections onto hyperinvariant subspaces
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of T that behave well with respect to Brown measure: for each Borel subset
B ⊆ C, there is a Haagerup–Schultz projection P (T,B). (See Section 2.2
for a brief summary of these and some other related results.) In [9], the
Haagerup–Schultz projections were used to prove a Schur type upper trian-
gularization result. In particular, it was proved that every T ∈ M is can be
written as a normal operator plus an s.o.t.-quasinilpotent operator, which
has as hyperinvariant subspaces certain spectral projections of the normal
operator. An s.o.t.-quasinilpotent operator is one whose Brown measure is
concentrated at 0.
The main theme of this paper is angles between Haagerup–Schultz pro-
jections.
Definition 1.1. Let V , W be closed non-zero subspaces of a Hilbert space
H, with V ∩W = {0}. Then, the angle between them is
α(V,W ) := inf
{
cos−1 (|〈v,w〉|) | v ∈ V, w ∈W, ||v|| = ||w|| = 1}
If p and q are projections in B(H) with p ∧ q = 0, then we let α(p, q) =
α(pH, qH).
We say that T ∈ M has the uniformly nonzero angle property (or UNZA
property), if there is κ > 0 such that for all Borel sets B ⊆ C, we have
α(P (T,B), P (T,Bc)) ≥ κ. We show that the UNZA property is analogous
to spectrality for elements of finite von Neumann algebras. In particular
(Theorem 4.7), we show that T ∈ M has the UNZA if and only if it is
similar in M to an element of the form N + Q where N is normal and Q
is s.o.t.-quasinilpotent and commutes with N . We also show (Corollay 4.9)
that T is spectral if and only if it is decomposable and has the UNZA
property.
We should note that this connection between spectrality of operators and
angles between certain of their associated subspaces is not the first. In [5],
Dunford provided a set of four conditions (A)-(D), which are together equiv-
alent to spectrality. As noted by Stampfli in [17], condition (B) translates to
saying that the angle between local spectral subspaces is uniformly bounded
away from zero. However, although conditions (A) and (C) in Dunford’s
result are natural (they are now known as the single-valued extension prop-
erty and Dunford’s property (C) ), condition (D) is not. Moreover, it is not
clear if properties (A), (C) and (D) together imply decomposability.
We go on to apply this characterization of spectrality for elements of fi-
nite von Neumann algebras in terms of the UNZA property to particular
cases. It is easy to construct a direct sum of matrices that is decompos-
able but fails the UNZA property and is, thus, not spectral. We also show
that Voiculescu’s circular operator Z (which was known, from [7], to be
decomposable) fails to have the UNZA property. In fact, we show (The-
orem 5.2) that for some Borel set B, α(P (Z,B), P (Z,Bc)) = 0, and the
same whenever Z is a circular free Poisson operator (a class which includes
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the circular operator). We do this by explicitly constructing vectors in the
Haagerup–Schultz subspaces whose angles approach zero.
Here is a brief summary of the contents of the paper: In Section 2, we
review some topics and earlier results that we will need. In Section 3, we con-
sider Dunford’s notions of spectral and scalar type operators in the context
of finite von Neumann algebras. In Section 4, we prove several results about
the angles between Haagerup–Schultz projections, including our characteri-
zations mentioned above. In Section 5, we exhibit a direct sum of matrices
that fails the UNZA property and we show that Voiculescu’s circular op-
erator also fails to have the UNZA property; thus, these operators are not
spectral.
Acknowledgement: The authors thank La´szlo´ Zsido´ for inspiring conver-
sations.
2. Preliminaries
2.1. Notation. C denotes the complex plane, and A is its Borel σ-algebra.
Given 0 ≤ r ≤ s ≤ ∞, we write
Ar,s = {z ∈ C | r ≤ |z| ≤ s}
for the closed annulus centered at the orgin with radii r and s. Thus, when
r = 0 < s this is the closed ball of radius s, when 0 < r = s <∞ this is the
circle of radius r and when r < s = ∞ this is the complement of the open
ball of radius r.
Throughout, M will refer to a von Neumann algebra having a normal,
faithful tracial state τ , and acting faithfully on the a Hilbert space. Often-
times, this Hilbert space will be taken to be L2(M, τ), which is the comple-
tion ofM with respect to the norm ‖x‖2 := τ(x∗x)1/2. We let xˆ ∈ L2(M, τ)
denote the element corresponding to x ∈M.
For T ∈ M, σ(T ) will denote its spectrum, µT will denote its Brown
measure, and for B ∈ A, P (T,B) will denote the corresponding Haagerup–
Schultz projection. By projection, we mean a bounded self-adjoint idempo-
tent.
2.2. Brown measure and Haagerup–Schultz projections. L.Brown [2]
showed that there exists a generalization of the spectral distribution measure
to non-normal operators in tracial von Neumann algebras:
Theorem 2.2.1. Let T ∈ M. Then there exists a unique probability mea-
sure µT such that for every λ ∈ C,∫
[0,∞)
log(x)dµ|T−λ|(x) =
∫
C
log |z − λ|dµT (z),
where for a positive operator S, µS denotes the spectral distribution measure
τ ◦E, where E is the spectral measure for S.
4 DYKEMA AND KRISHNASWAMY-USHA
The measure µT is called the Brown measure of T . If T is normal, µT
equals the spectral distribution measure of T .
Haagerup and Schultz in [13] constructed a set of invariant projections
for T , which behave well with the Brown measure:
Theorem 2.2.2. Let T ∈ M. For any Borel set B ⊂ C, there exists a
unique projection p = P (T,B) ∈M such that
(i) Tp = pTp
(ii) τ(p) = µT (B)
(iii) when p 6= 0, considering pTp as an element of pMp, its Brown measure
is concentreated in B
(iv) when p 6= 1, considering (1−p)T (1−p) as an element of (1−p)M(1−p),
µ(1−p)T is concentrated in C \B.
(v) If q ∈ M is a T -invariant projection with µqMq(Tq) concentrated in
B, then q ≤ p.
Moreover, P (T,B) is T -hyperinvariant, and if B1 ⊂ B2, then P (T,B1) ≤
P (T,B2).
In Theorem 8.1 of [13], Haagerup and Schultz also show the following
convergence result:
Theorem 2.2.3. Let T ∈ M. Then the sequence |T n|1/n has a strong
operator limit A, and for every r ≥ 0, the spectral projection of A associated
with the interval [0, r] is P (T, rD), where D is the open disc of radius 1.
It follows that µT = δ0 is the point mass at 0 if and only if |T n|1/n
converges to 0 in the strong operator topology. Such operators are called
s.o.t.-quasinilpotent.
The following result is from the essential construction, found in [13], which
Haagerup and Schultz used to build P (T,B) for general Borel sets B.
Proposition 2.2.4. Let r > 0. Suppose M acts on the Hilbert space H and
T ∈M. Then
P (T, rD)H = {ξ ∈ H | ∃ξn ∈ H, lim
n→∞ ‖ξn − ξ‖ = 0, lim supn→∞ ‖T
nξn‖1/n ≤ r}
and
P (T,C \ rD)H =
{η ∈ H | ∃ηn ∈ H, lim
n→∞ ‖T
nηn − η‖ = 0, lim sup
n→∞
‖ηn‖1/n ≤ 1
r
}.
The Haagerup–Schultz projections satisfy nice lattice properties, as shown
in [18]:
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Theorem 2.2.5. Let B1, B2... be Borel subsets of C. Then
∞∨
n=1
P (T,Bn) = P
(
T,
∞⋃
n=1
Bn
)
∞∧
n=1
P (T,Bn) = P
(
T,
∞⋂
n=1
Bn
)
They also behave well with respect to compressions and similarities (The-
orem 2.4.4, Theorem 12.3 in [3]):
Theorem 2.2.6. Let Q ∈ M be a non-zero T -invariant projection, and
suppose A ∈ M is invertible. Then, for all Borel sets B ⊂ C, we have
(i) P (T,B) ∧Q = P (Q)(TQ,B),
(ii) µATA−1 = µT ,
(iii) P (ATA−1, B)H = AP (T,B)H,
where P (Q) denotes the Haagerup–Schultz projection computed in the com-
pression QMQ.
Joint Brown measures and Haagerup–Schultz projections can also be de-
fined for commuting tuples of operators. (See [18] and [3]).
Theorem 2.2.7. Let S, T ∈ M be commuting operators. Then, there exists
a unique compactly supported Borel probability measure µS,T on C
2 such that
τ(log |αS + βT − 1|) =
∫
C2
log |αz + βw − 1|dµS,T (z, w).
Theorem 2.2.8. For commuting operators S, T ∈ M, and a Borel set B ⊂
C2, there is a projection P ((S, T ) : B) ∈ M which is (S, T )-hyperinvariant,
and which satisfies the following:
(i) For B1, B2 ⊂ C, P ((S, T ) : B1 ×B2) = P (S,B1) ∧ P (T,B2)
(ii) P ((S, T ) : ·) satisfies lattice properties analogous to Theorem 2.2.5.
(iii) For a Borel set B, with p = P ((S, T ) : B), the Brown measure of
(Sp, Tp) and ((1− p)S, (1− p)T ) , computed in the compressions pMp
and (1− p)M(1− p) respectively, are concentrated in B, and Bc.
(iv) µ(S,T )(B) = τ(P ((S, T ) : B)).
The joint Brown measures and Haagerup–Schultz projections behave well
under pushforwards. In particular, (Remark 6.5 in [18]):
Proposition 2.2.9. Let S, T ∈ M be commuting operators. Let a : C2 → C
denote the addition map. Then, for any Borel set B ⊂ C, we have
P (S + T,B) = P ((S, T ) : a−1(B)).
Hence, if T is s.o.t.-quasinilpotent, then P (S + T,B) = P (S,B).
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2.3. Decomposability of operators. Decomposability of operators was
introduced by Foias¸ [10] and studied by many authors, including Apostol [1]
and Foias¸ [11]. See the book [14] of Laursen and Neumann for more.
Definition 2.3.1. An operator is said to be decomposable if, for every pair
(U, V ) of open sets in the plane whose union is C, there are closed, T -
invariant subspaces H′ and H′′ such that H = H′ +H′′ and such that the
restriction of T to those have spectra contained in U and V respectively.
In a tracial von Neumann algebra, we have the following equivalent for-
mulation (Proposition 3.1 in [8]):
Proposition 2.3.2. Let T ∈ M. Then the following are equivalent:
(i) T is decomposable.
(ii) For all Borel subsets B of C,
σ(TP (T,B)) ⊂ B
σ((1− P (T,Bc)T ) ⊂ B,
where the spectra are computed in the compressions of M by P (T,B)
and 1− P (T,Bc) respectively.
The local spectral subspaces of an operator play an important role in
decomposability. We will not go into details here, (see [14] for more infor-
mation), but we note the following result of Haagerup and Schultz (Propo-
sition 9.2 of [13]), which we will use.
Proposition 2.3.3. Suppose T ∈ M is decomposable. Then for every Borel
set B ⊆ C, the range of P (T,B) is the closure of the local spectral subspace
HT (B).
2.4. R-diagonal operators. The R-diagonal operators were first intro-
duced and studied by Nica and Speicher [16] and are natural objects in
free probability theory. In a finite von Neumann algebra, an R-diagonal
operator x is one that has the same ∗-distribution as uh, where u is a Haar
unitary, h = |x| is positive, and the pair (u, h) is ∗-free.
Here we collect some results and observations of Haagerup and Larsen [12]:
Proposition 2.4.1. Suppose x ∈ M is R-diagonal.
(i) if x is invertible, then also x−1 is R-diagonal,
(ii) for every k ∈ N, ‖xk‖22 = ‖x‖2k2 ,
(iii) the spectral radius of x equals ‖x‖2.
Proof. Assertions (i) and (ii) are from Proposition 3.10 of [12], while the
assertion (iii) follows from Proposition 4.1 of [12] and the fact that x R-
diagonal implies that x has the same ∗-distribution as vx when v is a Haar
unitary that is ∗-free from x. 
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2.5. DT-operators. In [7], the first author and Uffe Haagerup introduced
the class of DT-operators and proved that they are all strongly decompos-
able. For each compactly supported Borel probability measure µ on C and
each c > 0, there is a DT(µ, c) operator Z, (or, more correctly, there is a
DT(µ, c) ∗-distribution, and every element of a W ∗-noncommutative prob-
ability space having this ∗-distribution is called a DT(µ, c) operator). This
operator can be realized as Z = D+ cT , where D is a normal operator and
T is the “upper triangular half” of a semicircular operator that is free from
an abelian algebra containing D. See [7] for details.
For convenience, we collect some results (or easy observations) from [7]:
Proposition 2.5.1. Suppose Z is a DT (µ, c) operator.
(i) if w ∈ C \ {0}, then wZ is a DT(µ ◦mw−1 , |w|c) operator, where mw−1
is the set map of multiplication by w−1,
(ii) the spectrum of Z equals the support of µ,
(iii) the Brown measure of Z is µ.
2.6. Circular free Poisson operators. In Definition 1.1 of [6], a circular
free Poisson operator of parameter c ≥ 1 is defined to be an R-diagonal op-
erator x as above such that |x|2 has moments equal to those of a free Poisson
distribution νc with paramenter c. Namely, this distribution is absolutely
continuous with respect to Lebesgue measure and has density
dνc
dλ
(t) =
√
(b− t)(t− a)
2πt
1[a,b](t),
where a = (
√
c− 1)2 and b = (√c+ 1)2.
Theorem 7.3 of [7] shows that the DT-operators that are also R-diagonal
are precisely scalar multiples of the circular free Poisson operators, and that
a circular free Poisson operator of parameter c is a DT(µ, 1) operator, where
µ is the uniform probability measure on the annulus A√c−1,√c centered at
the origin and with radii
√
c− 1 and √c.
Proposition 2.6.1. Let Z be a circular free Poisson operator of parameter
c. Then
‖Z‖2 =
√
c.
If c > 1, then
‖Z−1‖2 = 1√
c− 1 .
Proof. By Proposition 2.4.1(iii), ‖Z‖2 equals the spectral radius of Z. By
Proposition 2.5.1, Z has spectrum equal to the annulus A√c−1,√c. Similarly,
if c > 1, then Z is invertible and using Proposition 2.4.1(i), ‖Z−1‖2 is
the spectral radius of Z−1. But Z−1 has spectrum equal to the annulus
Ac−1/2,(c−1)−1/2 . 
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3. Spectral operators in finite von Neumann algebras
Definition 3.1. Let A be the Borel σ-algebra of the complex plane C. A
bounded idempotent valued spectral measure in M is a mapping σ 7→ E(σ)
that assigns to every σ ∈ A an idempotent E(σ) ∈ M so that
(i) E(C) = 1,
(ii) for all σ1, σ2 ∈ A, E(σ1 ∩ σ2) = E(σ1)E(σ2),
(iii) for all σ1, σ2, . . . ∈ A such that σi ∩ σj = ∅ whenever i 6= j,
E(
∞⋃
i=1
σi) =
∞∑
i=1
E(σi),
where the sum converges with respect to ‖ · ‖2,
(iv) supσ∈A ‖E(σ)‖ <∞.
Of course, a bounded idempotent valued spectral measure E where each
E(σ) is self-adjoint is just called a spectral measure.
It is known that the analogous object, a bounded idempotent valued spec-
tral measure in B(H), is similar to a spectral measure in B(H). This may
be found in [15] (cf [19]), but we have not been able to obtain a copy of [15].
For completeness, we provide a proof of the analogous result in M.
Proposition 3.2. Suppose E is a bounded idempotent valued spectral mea-
sure in M. Then there is an invertible A ∈M so that for every σ ∈ A, the
idempotent A−1E(σ)A is self-adjoint.
Proof. Fix a normal faithful representation M →֒ B(H). Given a finite
Borel partition π = {σ1, . . . , σn} of C, we consider the sesquilinear form on
H given by
〈x, y〉π =
n∑
i=1
〈E(σi)x,E(σi)y〉
and denote the corresponding norm by
‖x‖π =
(
n∑
i=1
‖E(σi)x‖
)1/2
.
From Lemma 1 of [19], we have
1
2M
‖x‖ ≤ ‖x‖π ≤ 2M‖x‖, (1)
for every x ∈ H, where M = supσ∈A ‖E(σ)‖.
Let Ω be the directed set of all finite Borel partitions of C, partially
ordered by refinement. Consider the net
Ω ∋ π 7→ 〈·, ·〉π. (2)
We identify each sesquilinear form 〈·, ·〉π with its restriction to the Cartesian
product S1 ×S1 of the unit sphere of H with itself. Using the upper bound
from (1), we have |〈x, y〉π| ≤ 2M for every (x, y) ∈ S1 × S1. Thus, each
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sesquilinear form 〈·, ·〉π is identified with an element of the product space
X =
∏
S1×S1 2MD of copies of the closed disk of radius 2M , which is com-
pact, by Tychonoff’s Theorem. Thus, the net (2) has an accumulation point
in X, and this extends to a bounded sesquilinear form 〈·, ·〉α on H.
Writing ‖x‖α = 〈x, x, 〉1/2α , from (1) we have
1
2M
‖x‖ ≤ ‖x‖α ≤ 2M‖x‖. (3)
Let x, y ∈ H. If π = {σ1, . . . , σn} ∈ Ω and σ =
⋃
i∈I σi for some I ⊆
{1, . . . , n}, then 〈E(σ)x, y〉π = 〈x,E(σ)y〉π . This implies that, for every
σ ∈ A,
〈E(σ)x, y〉α = 〈x,E(σ)y〉α. (4)
Since 〈·, ·〉α is a bounded sesquilinear form, there is A ∈ B(H), A ≥ 0, so
that for all x, y ∈ H, we have
〈x, y〉α = 〈Ax,Ay〉.
Using (3), we see that A is invertible. From (4), we get A2E(σ) = E(σ)∗A2,
from which we get
(AE(σ)A−1)∗ = AE(σ)A−1.
It remains to show A ∈ M. Suppose U is a unitary in the commutant of
M. We see immediately that for every π ∈ Ω and for all x, y ∈ H we have
〈Ux,Uy〉π = 〈x, y〉π, so we must have
〈AUx,AUy〉 = 〈Ux,Uy〉α = 〈x, y〉α = 〈Ax,Ay〉.
Thus, U commutes with A2, so A2 ∈ M and A ∈ M. 
Definition 3.3. Following Dunford [4], an operator T ∈ B(H) is called a
spectral operator if there exists an idempotent valued spectral measure E
such that
(v) E(B)T = TE(B), for every Borel set B. (in particular, E(B)H is an
invariant subspace for T )
(vi) The spectrum of T restricted to the range of E(B) is contained in the
closure of B:
σ(T,E(B)H) ⊆ B.
From Theorems 5 and 6 in [4], if T is a spectral operator, its idempo-
tent valued spectral measure is uniquely defined, and E(B) belongs to the
bicommutant of {T}, for every Borel set B.
Definition 3.4. An operator S ∈ B(H) is said to be of scalar type if S is
spectral and also satisfies the equation
S =
∫
σ(S)
λE(dλ), (5)
where E is its associated spectral measure, and the integral is in the uniform
operator norm topology.
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Scalar type operators can be characterised precisely as those operators
which are similar to normal operators.
Theorem 3.5. Let M be a von Neumann algebra. Then S ∈ M is a scalar
type operator if and only if there exists an invertible element A in M, such
that A−1SA is a normal operator.
Proof. Note that if S ∈ M is of scalar type, then its idempotent valued
spectral measure actually lies in M. Using the invertible element A con-
structed in Proposition 3.2, since A−1E(·)A defines a spectral measure, the
integral
N =
∫
σ(S)
λA−1E(dλ)A = A−1SA (6)
defines a normal operator.
Conversely, if A−1SA = N is normal, then the map
E : B 7→ AP (N,B)A−1
defines an idempotent valued spectral measure. Clearly, E behaves well
with respect to the spectrum for S, so S is a spectral operator. Moreover,
equation (6) still holds, so (5) holds and S is of scalar type. 
Spectral operators can be characterised by the following decomposition
property (see [4]).
Proposition 3.6. If S ∈ M is a scalar type operator and Q ∈ M is
quasinilpotent with SQ = QS, then T = S +Q is a spectral operator.
Conversely, if T ∈ M is a spectral operator, then T can be written as
T = S + Q, where S,Q ∈ M, Q is quasinilpotent, S is scalar type and
SQ = QS. Morever, we have
S =
∫
σ(T )
λE(dλ),
where E is the idempotent valued spectral measure associated to T .
The Haagerup–Schultz projections of spectral operators are determined
by their idempotent valued spectral measures:
Proposition 3.7. Let T ∈ M be a spectral operator with idempotent valued
spectral measure E. Then, for every Borel set B,
P (T,B)H = E(B)H (7)
Proof. It is known (see Corollary 1.2.25 in [14]) that for a spectral operator
T , and a closed set K, the range of the the spectral measure of K, E(K)H,
is equal to the local spectral subspace HT (K).
Then, since T is decomposable, by (Haagerup and Schultz’s result) Propo-
sition 2.3.3 and the fact that for decomposable operators, the local spectral
subspaces for closed sets are closed, we have P (T,K)H = HT (K). Thus,
the desired equality (7) holds for closed sets B.
ANGLES AND SPECTRALITY 11
Now, given an arbitrary Borel set B, by inner regularity of µT , there
is an increasing family K1 ⊆ K2 ⊆ · · · of closed subsets of B such that
µT (B \
⋃∞
k=1Kn) = 0. Together with the lattice property Theorem 2.2.5,
this implies
P (T,B) = P (T,
∞⋃
n=1
Kn) =
∞∨
n=1
P (T,Kn).
Thus, we have
P (T,B)H =
∞⋃
n=1
P (T,Kn)H =
∞⋃
n=1
E(Kn)H ⊆ E(B)H. (8)
Let p and, respectively, p′ be the orthogonal projection from H onto
E(B)H and, respectively, E(Bc)H. Since E(B)E(Bc) = 0, we have p∧p′ =
0. However, from (8) we have P (T,B) ≤ p and, likewise, P (T,Bc) ≤ p′. We
also have
τ(P (T,B)) + τ(P (T,Bc)) = µT (B) + µT (B
c) = 1.
Since τ(p ∧ p′) ≥ τ(p) + τ(p′) − 1, we cannot have τ(p) + τ(p′) > 1. Thus,
we must have τ(p) = τ(P (T,B)) and τ(p′) = τ(P (T,Bc)). This implies
p = P (T,B), namely, that (7) holds. 
4. Angles between Haagerup–Schultz projections
The following is well-known, but we provide a proof for completeness:
Lemma 4.1. Let V,W be closed subspaces of H with V ∩ W = {0} and
V +W = H. Then the following are equivalent:
(i) α(V,W ) > 0.
(ii) V +W is closed.
(iii) There exists a bounded idempotent e ∈ B(H) such that
eH = V and (1− e)H =W.
Moreover, to refine the implication (i) =⇒ (iii), there is a continuous,
strictly decreasing function f : (0, 1]→ [1,∞) such that
‖e‖ ≤ f(1− cos(α(V,W ))).
Proof. (i) implies (ii): Let ǫ = 1−cos(α(V,W )). Then ǫ > 0. For v ∈ V,w ∈
W , we have |〈v,w〉| ≤ (1− ǫ)‖v‖‖w‖ and, thus,
‖v + w‖2 = ‖v‖2 + ‖w‖2 + 2Re 〈v,w〉
≥ ‖v‖2 + ‖w‖2 − 2(1 − ǫ)‖v‖ ‖w‖ ≥ 2ǫ‖v‖ ‖w‖. (9)
So either ‖v‖ or ‖w‖ is ≤ ‖v + w‖/√2ǫ. If ‖v‖ is so bounded, then
‖w‖ ≤ ‖v + w‖+ ‖v‖ ≤
(
1 +
1√
2ǫ
)
‖v + w‖.
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By symmetry, we always have
‖v‖, ‖w‖ ≤
(
1 +
1√
2ǫ
)
‖v + w‖. (10)
Consider a sequence (vn +wn)
∞
n=1 with vn ∈ V and wn ∈W that converges
in H to a vector z. We will show z ∈ V +W . Using (10), we have that
the sequences (vn)
∞
n=1 and (wn)
∞
n=1 are Cauchy, hence, converge to some
elements v ∈ V and w ∈W , respectively. Hence, z = v + w ∈ V +W .
(ii) implies (iii): The map e : V +W → V which is the identity on V and
has kernel equal to W is well defined. By the closed graph theorem, it is
bounded.
(iii) implies (i): If the angle were zero, we would have unit vectors vn ∈ V
and wn ∈W such that 〈vn, wn〉 → 1. Then ‖vn−wn‖ → 0, but e(vn−wn) =
vn. This contradicts that e is bounded.
In order to bound the norm of e, let ǫ = 1 − cos(α(V,W )). Let w ∈ W
and v ∈ V with ‖w‖ = 1 and ‖v‖ = a. Then, using the first inequality
in (9), we get
‖v + w‖2 ≥ (1− a)2 + 2aǫ,
which yields
‖e(v + w)‖
‖v + w‖ ≤
√
a2
(a− 1)2 + 2ǫa.
The right hand side attains its maximum value of
f(ǫ) :=
2√
ǫ(16 − 15ǫ+ 3ǫ2)
when a = 2/(2 − ǫ). 
We now examine angles between Haagerup–Schultz projections of disjoint
closed sets.
Theorem 4.2. If T ∈ M is decomposable and if F1 and F2 are closed
subsets of C with F1 ∩ F2 = ∅, then
α(P (T, F1), P (T, F2)) > 0.
Proof. Let G = F1 ∪ F2, p = P (T,G), and consider the operator Tp. Since
T is decomposable, its spectrum σpMp(Tp) (in the compression pMp) is a
subset of G. From Theorems 2.2.6 and 2.2.5,
P (p)(Tp, Fi) = P (T, Fi)
Since σ(Tp) ⊂ G, we can apply the holomorphic functional calculus for the
function 1Fi to Tp and the resulting operator e = 1F1(Tp) is a bounded
idempotent. Since Tp restricted to the range of e has spectrum contained
in F1, we have e ≤ P (Tp, F1) and we get
e(pH) ⊆ P (Tp, F1)(pH) = P (T, F1)(pH) = P (T, F1)H. (11)
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Similarly, we have
(p− e)(pH) = 1F2(Tp)(p(H)) ⊆ P (T, F2)H. (12)
Since
e(pH) + (1− e)(pH) = pH = P (T, F1)H + P (T, F2)H,
we must have equality for both inclusions in (11) and (12) and that the sum
of subspaces P (T, F1)H+ P (T, F2)H is closed. By Lemma 4.1, this implies
that the two projections have non-zero angle. 
The next example shows that the nonzero angle conclusion of the previous
theorem may fail if T is not decomposable.
Example 4.3. Consider
T = ⊕∞k=1Tk ∈
∞⊕
k=1
Mk(C),
where the algebra on the right is the ℓ∞ sum embedded into a finite von
Neumann algebra M and where Tk is the k × k matrix
Tk =


−1 1
−1 1
. . .
. . .
−1 1
0


consisting of (−1, . . . ,−1, 0) on the main diagonal, all entries on the diagonal
above it being 1, and all other entries of the matrix being 0. Note that the
Brown measure of T is supported on {−1, 0}, but it is easy to see that
the spectrum of T is the closed disk of radius 1 centered at −1. Indeed, if
d = −1− z for z ∈ C \ {−1, 0}, then considering the k × k diagonal matrix
Dk = diag(d, d, . . . , d,−z) and the k × k Jordan block matrix Jk, so that
Tk − zIk = Dk + Jk, we have
(Tk − zIk)−1 =

k−1∑
j=0
(−D−1k Jk)j

D−1k =

k−1∑
j=0
(−d−1Jk)j

D−1k .
Note that this stays uniformly bounded in operator norm as k →∞ if and
only if |1+z| > 1. From this, the assertion about the spectrum of T follows.
In particular, T is not decomposable.
The vector vk = (1, 1, . . . , 1)
t lies in the kernel of Tk while the vector
wk = (1, 1, . . . , 1, 0)
t lies ker(Tk + Ik)
k) and the angle between vk and wk is
arccos(
√
1− 1k ). This implies that angle between P (T, {−1}) and P (T, {0})
is zero.
Definition 4.4. Let T ∈ M. Let P (T,B) denote the Haagerup–Schultz
projection of T corresponding to a Borel set B. We say T has the non-zero
angle property (or NZA property) if for every Borel set B ⊆ C satisfying
P (T,B) 6= 0 and P (T,Bc) 6= 0, we have
α(P (T,B), P (T,Bc)) > 0.
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We say T has the uniformly non-zero angle property (or UNZA property)
if there exists κ > 0 such that for every B satisfying P (T,B) 6= 0 and
P (T,Bc) 6= 0, we have
α(P (T,B), P (T,Bc)) ≥ κ.
Question 4.5. If T satisfies the NZA property, must it also satisfy the
UNZA property? We don’t know the answer, even assuming, for example,
that T has countable spectrum.
Now, using Haagerup–Schultz projections, we construct idempotent val-
ued spectral measures assuming we have UNZA.
Lemma 4.6. Assume Let T ∈ M has the uniformly non-zero angle property.
Then there exists an idempotent valued spectral measure E with the following
properties, where B is an arbitrary Borel subset of C.
(a) E(B)H = P (T,B)H and kerE(B) = P (T,Bc)H,
(b) TE(B) = E(B)T ,
(c) The Brown measure of the restriction of T to the range of E(B) is
concentrated in B.
Proof. By Lemma 4.1, for any Borel set B there is a bounded idempotent
E(B) satisfying condition (a). We verify that E is indeed an idempotent
valued spectral measure by checking the conditions of Definition 3.1.
Clearly, E(C) = 1, so 3.1(i) holds. By Lemma 4.1 and the UNZA hypoth-
esis, we have uniform boundedness of the E(B), so 3.1(iv) holds.
Note that if B1 and B2 are disjoint Borel subsets of C, then it follows
from the UNZA property that α(P (T,B1), P (T,B2)) > 0 and, thus, by
Theorem 2.2.5 and Lemma 4.1, that
P (T,B1 ∪B2)H = (P (T,B1) ∨ P (T,B2))H
= P (T,B1)H + P (T,B2)H = P (T,B1)H + P (T,B2)H.
Iterating this, we see that if B1, . . . , Bn are pairwise disjoint and B =⋃n
j=1Bj , then
P (T,B)H = P (T,B1)H + · · ·+ P (T,Bn)H. (13)
We now show that property 3.1(ii) holds. Let B1, B2 be Borel subsets of
C. If ξ ∈ H then, by the above, we may write ξ = ξ00+ξ01+ξ10+ξ11, where
ξ00 ∈ P (T,Bc1 ∩Bc2) ξ01 ∈ P (T,Bc1 ∩B2)
ξ10 ∈ P (T,B1 ∩Bc2) ξ11 ∈ P (T,B1 ∩B2).
We have
E(B1 ∩B2)ξij =
{
ξ11 if i = j = 1,
0 otherwise.
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We also have
E(B1)E(B2)ξ00 = E(B1)0 = 0
E(B1)E(B2)ξ01 = E(B1)ξ01 = 0
E(B1)E(B2)ξ10 = E(B1)0 = 0
E(B1)E(B2)ξ11 = E(B1)ξ11 = ξ11.
Thus, we have
E(B1)E(B2)ξ = ξ11 = E(B1 ∩B2)ξ.
We now show that property 3.1(iii) holds. Let B1, B2, . . . be disjoint Borel
subsets of C. Let An =
⋃n
i=1Bi and A =
⋃∞
i=1Bi. Given ξ ∈ H and n ∈ N,
using the property proved at (13), we may write ξ = η+ ξ1+ · · ·+ ξn, where
η ∈ P (T,Acn)H and ξj ∈ P (T,Bj)H. For each j, we have E(Bj)ξ = ξj and
E(An)ξ = ξ1 + · · ·+ ξn =
n∑
j=1
E(Bj)ξ.
Thus E(An) =
∑n
j=1E(Bj) and in order to prove property 3.1(iii), it will
suffice to show that E(An) converges to E(A) in strong operator topology
as n → ∞. Given ξ ∈ H, we have ξ = ξ0 + ξ1 for ξ0 ∈ P (T,Ac)H and
ξ1 ∈ P (T,A)H. Then for all n, E(An)ξ0 = E(A)ξ0 = 0. Since P (T,An)
increases and converges in strong operator topology to P (T,A) as n → ∞,
the vector ξ
(n)
1 := P (T,An)ξ1 converges to P (T,A)ξ1 = ξ1 as n → ∞. Let
ǫ > 0. For all n sufficiently large, we have
‖P (T,An)ξ1 − ξ1‖ < ǫ
1 + supB ‖E(B)‖
and for such n we have
‖E(An)ξ − E(A)ξ‖ = ‖E(An)ξ1 − ξ1‖
≤ ‖E(An)(ξ1 − ξ(n)1 )‖+ ‖E(An)ξ(n)1 − ξ1‖
= ‖E(An)(ξ1 − ξ(n)1 )‖+ ‖ξ(n)1 − ξ1‖
≤ (‖E(An)‖+ 1)‖ξ(n)1 − ξ1‖ < ǫ.
This completes the proof of property 3.1(iii).
We now prove (b). Given ξ ∈ H, we write ξ = ξ0 + ξ1 where ξ0 ∈
P (T,Bc)H and ξ1 ∈ P (T,B)H. Since E(B)H = P (T,B)H and P (T,Bc)H
are invariant subspaces for T , we have
E(B)Tξ = E(B)T (ξ0+ξ1) = E(B)Tξ1 = Tξ1 = TE(B)(ξ0+ξ1) = TE(B)ξ.
This proves that T and E(B) commute.
The assertion (c) follows immediately from E(B)H = P (T,B)H and the
property of Haagerup–Schultz projections. 
Theorem 4.7. Let T ∈M. Then the following are equivalent:
(a) T has the UNZA property,
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(b) there exist S,Q ∈ M with [S,Q] = 0, S a scalar type operator and Q
s.o.t.-quasinilpotent, such that T = S +Q,
(c) there exist A,N,Q′ ∈ M, with [N,Q′] = 0, N normal, Q′ s.o.t-quasinil-
potent, and A invertible, such that ATA−1 = N +Q′.
Proof. (a) =⇒ (b). Assume T has the UNZA property. Using the spectral
measure E from Lemma 4.6, define
S =
∫
C
λE(dλ).
This integral exists, and S is a bounded operator, since, by construction,
E(B) = 0 for B ⊂ σ(T )c. Moreover, S is clearly an operator of scalar
type. By Theorem 3.5, there exists an invertible A so that N = ASA−1 is
normal. Let Q = T − S. Since TE(B) = E(B)T , it follows that Q and S
commute. We claim that Q is s.o.t-quasinilpotent. Using Proposition 3.7
and Lemma 4.6, for every Borel set B we have
P (S,B)H = E(B)H = P (T,B)H,
so the Haagerup–Schultz projections of S and T agree. Using the pushfor-
ward result from Proposition 2.2.9, we have
P (Q,B) = P ((T, S) : {(λ1, λ2) : λ1 − λ2 ∈ B})
Since P (T, ·) = P (S, ·), and P ((T, S) : B1 × B2) = P (T,B1) ∧ P (T,B2),
it follows that µ(T,S) is concentrated on the set {(z, z) : z ∈ C}. Hence, if
0 /∈ B, then P (Q,B) = 0. Thus implies that Q is s.o.t-quasinilpotent.
(b) =⇒ (c). Assuming T = S + Q with S of scalar type and Q s.o.t.-
quasinilpotent and commuting with S, let A ∈M be the invertible operator
from Theorem 3.5 so that N := A−1SA is normal. Let Q′ = A−1QA. Since
similarity doesn’t change the Brown measure, we have that Q′ is s.o.t.-
quasinilpotent. Moreover, N and Q′ commute. We have ATA−1 = N +Q′,
as required.
(c) =⇒ (a). Assume ATA−1 = N + Q′ as described in (c). Let B be a
Borel set in C. Then, from Theorem 2.2.6 and Proposition 2.2.9, we get
P (N,B)H = P (ATA−1, B)H = AP (T,B)H (14)
If UNZA fails, there exist sets Bn so that
α (P (T,Bn), P (T,B
c
n))→ 0
Then, there exist vn ∈ P (T,Bn)H, wn ∈ P (T,Bcn)H such that 〈vn, wn〉 → 1,
and ||vn|| = ||wn|| = 1. Since N is normal, its spectral subspaces are
orthogonal. So, from (14), we have
||A(vn − wn)||2 = ||Avn||2 + ||Awn||2 ≥ 2
∣∣∣∣A−1∣∣∣∣−2 > 0, (15)
which contradicts the fact that ||vn − wn|| → 0. 
Corollary 4.8. Let T ∈ M. Then P (T, ·) defines a spectral measure if
and only if T = N + Q for some N,Q ∈ M, where N is normal, Q is
s.o.t.-quasinilpotent, and NQ = QN .
ANGLES AND SPECTRALITY 17
Proof. If T = N + Q as described, then, from Proposition 2.2.9, P (T, ·) =
P (N, ·) is a spectral measure. On the other hand, if P (T, ·) is a spectral
measure, then clearly T satisfies UNZA and the construction (a) =⇒ (b) in
the proof of Theorem 4.7 yields T = S +Q with S actually normal. 
It is well known and is also easily seen from the above that spectral
operators are decomposable. With the help of Theorem 4.7, we get the
following equivalance:
Corollary 4.9. Let T ∈ M. Then, T is spectral if and only if T is decom-
posable and satisfies the UNZA property.
Proof. It is clear from definitions that spectrality implies decomposability
and, from Theorem 4.7 and the characterization in Proposition 3.6, that
spectrality implies the UNZA property.
To prove the converse, suppose that T is decomposable and has the UNZA
property. Let E be the idempotent valued spectral measure constructed in
Lemma 4.6. By decomposability and Proposition 2.3.2, we see that for each
Borel set B, the spectrum of the restriction of T to E(B) is contained in
the closure of B. Thus, T is spectral. 
5. Some non-spectral but strongly decomposable operators
The following simple example constructs an operator which is decompos-
able (even Borel and hence strongly decomposable), but not spectral.
Example 5.1. By a standard construction, we can realize the von Neumann
algebra direct sum
M =
∞⊕
n=1
M2(C)
as a von Neumann subalgebra of the hyperfinite II1 factor.
Let
T =
∞⊕
n=1
(
0 1
0 1/n
)
(16)
We claim that σ(T ) = {1, 1/2, 1/3...} ∪ {0}. This is easily seen, for given
λ /∈ {0} ∪ {1/n}∞n=1, we have(
λ −1
0 λ− 1/n
)−1
= (λ2 − λ/n)−1
(
λ− 1/n 1
0 λ
)
and this is uniformly bounded in norm as n→∞.
It is well known that every operator (like T ) with countable spectrum
is decomposable. In fact (see [8]) it is even Borel decomposable, which is
stronger than decomposable.
The vector (1, 0)t is an eigenvector with eigenvalue 0 for each matrix block
in (16). For each n, the vector (1, 1/n)t is the other eigenvector of the nth
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matrix block in (16), with eigenvalue 1/n. But the angle between (1, 1/n)t
and (1, 0) goes to 0 as n→∞. This implies
α(P (T, {0}), P (T,C \ {0})) = 0.
So the operator T fails to have the nonzero angles property and, by Corol-
lary 4.9, is not spectral. However, since T has countable spectrum, it is
strongly decomposable. This concludes the example.
The rest of this section is devoted to showing that no circular free Poisson
operator is spectral. This includes the case of Voiculescu’s circular operator.
Theorem 5.2. Let Z be a circular free Poisson operator. Then Z fails to
have the nonzero angle property and, thus, is not spectral.
Proof. Let Z be a circular free Poisson operator of parameter c ≥ 1. Thus
(see Section 2.6), Z is a DT (µ, 1) operator, where µ is uniform measure on
the annulus A√c−1,√c and, moreover, Z is R-diagonal. Let N ∈ N, N ≥ 2.
By Theorem 4.12 of [7], we may realize Z in MN (M) ∼=MN (C)⊗M (with
respect to the tracial state 1NTrN ⊗ τ) as an upper triangular matrix
Z =


a1 b12 · · · · · · b1N
0 a2 b23
...
...
. . .
. . .
. . .
...
... 0 aN−1 bN−1,N
0 · · · · · · 0 aN


,
With
• (ak)Nk=1, (bij)1≤i<j≤N a ∗-free family in (M, τ)
• each bij circular with τ(b∗ijbij) = 1N ,
• each aj a DT (µj , 1√N ) operator for a Borel probability measure µj
on C,
• 1N (µ1 + · · ·+ µN ) = µ
and we are free to choose the µj subject to these conditions. In particular, we
may choose a measurable partition of the annulus A√c−1,√c into N equally
weighted, pairwise disjoint sets, E1, . . . , EN and let µj be the renormalized
restriction of µ to Ej. Let δ1, δ2 be such that
1
N
< δ2 < δ1 < 1− 1
N
. (17)
We may choose such a partition E1, . . . , EN so that
E1 = A√
c−δ1− 1N ,
√
c−δ1
, E2 = A√
c−δ2,
√
c−δ2+ 1N
. (18)
Then
√
Naj is a DT(µ˜j, 1)-operator, where µ˜1 and µ˜2 are uniform measures
on A√
N(c−δ1)−1,
√
N(c−δ1) and A
√
N(c−δ2),
√
N(c−δ2)+1, respectively. Namely,
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√
Na1 and
√
Na2 are circular free Poisson of parameters N(c−δ1) and N(c−
δ2) + 1, respectively. In partiular, a2 is invertible and, by Proposition 2.6.1,
we have
‖a1‖22 =
1
N
(N(c − δ1)) = c− δ1 (19)
‖a−12 ‖22 =
N
N(c− δ2) =
1
c− δ2 . (20)
The upper left 2× 2 corner of Zn is equal to(
an1
∑n−1
k=0 a
k
1b12a
n−k−1
2
0 an2
)
.
We regardMN (M) as acting on the Hilbert space H := L2(M, τ)⊕N , whose
elements are thought of as column vectors of length N . For each n ∈ N, let
ηn, ξn ∈ L2(M, τ) be the elements
ηn = (a
−n
2 )ˆ , ξn = (b12a
−n−1
2 )ˆ
and let vn = (ξn, ηn, 0, 0, . . . , 0)
t ∈ H. Then
Znvn =
(∑n
k=0(z
k
1 b12a
−k−1
2 )ˆ , 1ˆ, 0, 0, . . . , 0
)t
.
Now for all k ≥ 0, we have
‖ak1b12a−k−12 ‖22 = τ((a−k−12 )∗b∗12(ak1)∗ak1b12a−k−12 ) (21)
= τ((ak1)
∗ak1)τ(b
∗
12b12)τ((a
−k−1
2 )
∗a−k−12 )
=
‖ak1‖22‖a−k−12 ‖22
N
=
‖a1‖2k2 ‖a−12 ‖2(k+1)2
N
=
(c− δ1)k
N(c− δ2)k+1 =
1
N(c− δ2)
(
c− δ1
c− δ2
)k
,
where the second equality is a result of ∗-freeness, the fourth equality is from
Proposition 2.4.1, and the fifth is from (19) and (20). Thus, we may set
ζ =
∞∑
k=0
(ak1b12a
−k−1
2 )ˆ ∈ L2(M, τ),
where convergence is with respect to ‖ · ‖2, and we have
x := lim
n→∞Z
nvn = (ζ, 1ˆ, 0, 0, . . . , 0)
t ∈ H.
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On the other hand, in a similar manner we have, in H,
‖vn‖2 = ‖ηn‖2 + ‖ξn‖2
= τ((a−n2 )
∗a−n2 ) + τ((a
−n−1
2 )
∗b∗12b12a
−n−1
2 )
= ‖a−n2 ‖22 + τ(b∗12b12)τ(a−n−12 )∗a−n−12 )
= ‖a−12 ‖2n2 +
1
N
‖a−12 ‖2(n+1)2
=
1
(c− δ2)n +
1
N(c− δ2)n+1
and
lim
n→∞ ‖vn‖
1/n =
1√
c− δ2
.
By Proposition 2.2.4, this implies that x lies in the range of the Haagerup–
Schultz projection P (Z,A√c−δ2,∞). However, using Proposition 5.3 of [7],
we have the following inclusion involving local spectral subspaces:
L2(M, τ)⊕2 ⊕ 0⊕N−2 ⊆ HZ(E1 ∪E2),
where E1 and E2 are as in (18). Thus, by Proposition 2.3.3, x belongs to the
range of P (Z,E1∪E2). Using the lattice properties of the Haagerup–Schultz
projections (Theorem 2.2.5), we have that x belongs to the range of
P (Z,E1 ∪ E2) ∧ P (Z,A√c−δ2,∞) = P (Z,E2).
Again using Proposition 5.3 of [7], we have
L2(M, τ)⊕ 0⊕N−1 ⊆ HZ(E1).
In particular, we have that
y := (ζ, 0, . . . , 0︸ ︷︷ ︸
N−1 times
)t
lies in this range of P (Z,E1). Let θ be the angle between the vectors x and
y. Then
cos θ =
|〈x, y〉|
‖x‖ ‖y‖ =
‖ζ‖√
1 + ‖ζ‖2 .
Forcing θ to be arbitrarily close to zero is equivalent to forcing ‖ζ‖ to be
arbitrarily large. We compute
‖ζ‖2 =
∑
k,ℓ≥0
τ((a−k−12 )
∗b∗12(a
k
1)
∗aℓ1b12a
−ℓ−1
2 )
=
∑
k,ℓ≥0
τ((ak1)
∗aℓ1)τ(b
∗
12b12)τ((a
−k−1
2 )
∗a−ℓ−12 )
=
∞∑
k=0
τ((ak1)
∗ak1)τ(b
∗
12b12)τ((a
−k−1
2 )
∗a−k−12 )
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=
∞∑
k=0
‖ak1‖22‖a−k−12 ‖22
N
=
∞∑
k=0
‖a1‖2k2 ‖a−12 ‖2(k+1)2
N
=
∞∑
k=0
(c− δ1)k
N(c− δ2)k+1 =
1
N(c− δ2)
∞∑
k=0
(
c− δ1
c− δ2
)k
=
1
N(δ1 − δ2) ,
where for the second equality we used ∗-freeness of (a1, b12, a2), for the third
equality we used R-diagonality of a1, and the remaining part of the compu-
tation follows as in (21).
To summarize, we have shown that given ǫ > 0 and N ≥ 3, by choosing δ2
and δ1 satisfying (17) and so that N(δ1 − δ2) is sufficiently small, we ensure
α
(
P
(
Z,A√
c−δ1− 1N ,
√
c−δ1
)
, P
(
Z,A√
c−δ2,
√
c−δ2+ 1N
))
< ǫ.
This already implies that Z fails to have the UNZA property. It is now,
however, an easy matter to show that Z also fails to have the NZA property.
We recursively choose N1 < N2 < · · · and δ(k)2 , δ(k)1 satisfying
1
Nk
< δ
(k)
2 < δ
(k)
1 < 1−
1
Nk
(22)
and so that, letting
E
(k)
1 = A
√
c−δ(k)1 − 1Nk ,
√
c−δ(k)1
E
(k)
2 = A√
c−δ(k)2 ,
√
c−δ(k)2 + 1Nk
,
the annuli
E
(1)
1 , E
(2)
1 , . . . , E
(1)
2 , E
(2)
2 , . . . (23)
are pairwise disjoint, and
lim
k→∞
Nk(δ
(k)
1 − δ(k)2 ) = 0. (24)
This will ensure
lim
k→∞
α(P (Z,E
(k)
1 ), P (Z,E
(k)
2 )) = 0
so that, letting Fj =
⋃∞
k=1E
(k)
j , we will have F1 ∩ F2 = ∅ and
α(P (Z,F1), P (Z,F2)) = 0.
This will imply that Z fails the NZA property.
To see that the recursive choices of Nk, δ
(k)
1 and δ
(k)
2 may be made, we
start with N1 = 3, δ
(1)
2 =
4
9 and δ
(1) = 59 . Suppose Nk, δ
(k)
2 and δ
(k)
1 have
been chosen. We note that the stipulation (22) implies that the annulus
E
(k)
2 lies outside of the annulus E
(k)
1 . We will choose
Nk+1, δ
(k+1)
2 , δ
(k+1)
1 (25)
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so that E
(k+1)
1 lies outside of E
(k)
2 , which will ensure pairwise disjointness of
the annuli (23). For this, we will need
c− δ(k+1)1 −
1
Nk+1
> c− δ(k)2 +
1
Nk
,
This will hold if we choose the quantities (25) so that
1
Nk+1
< δ
(k+1)
2 < δ
(k+1)
1 < δ
(k)
2 −
1
Nk
− 1
Nk+1
holds. This is possible. Indeed, we first choose Nk+1 so that
2
Nk+1
< δ
(k)
2 −
1
Nk
,
and then we choose δ
(k+1)
1 satisfying
1
Nk+1
< δ
(k+1)
1 < δ
(k)
2 −
1
Nk
− 1
Nk+1
and, finally, we choose δ
(k+1)
2 satisfying
1
Nk+1
< δ
(k+1)
2 < δ
(k+1)
1
and, furthemore, Nk+1(δ
(k+1)
1 − δ(k+1)2 ) < 1k , in order to ensure that (24)
holds. 
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