The present work attempts to evaluate the risk attached to electricity price forecasts. Initially, an analysis of prices series from different observation frequencies and, as expected, the volatility attenuation as a function of decreased observation frequency, for the same data, is observed. Next, a price forecast is made using a widely established and well used ARMA model. The distribution of residues of this forecast is modelled by a Gaussian curve and a generalised Pareto distribution, as well as its empirical distribution, following which the risk metrics VaR and CVaR are calculated. The Gaussian approximation shows to be appropriate for the estimation of forecast errors at low quantiles, up to 95%, for both daily and hourly data, but underestimates CVaR. The GPD distribution proves to be accurate and safe for the use of CVaR at any observation frequency, while it is introduced a novel GPD combination technique for the use of CVaR at extreme quantiles.
Introduction
The various global electricity energy markets have undergone changes over the last few decades, these changes started mostly in the 1990s. These markets have been organised in two distinct formats: as pools or as exchanges. Although each system has its own specific characteristics, in both cases electricity prices are subject to the stylised characteristics which are specific to this type of energy: peaks and seasonality (Pilipovic, 2007; Weron, 2006) .
The relevant literature presents a large number of studies suggesting alternative techniques for modelling electricity prices. Forecasting electricity prices itself is very complicated, it being a general consensus that long-term forecasting is more difficult than short-term, there being many different approaches suggested in the literature. However, the precision obtained by using different models, when compared to out-of-sample data, as a general rule falls in a general range from 5% to 30%, with many examples actually between 15% to 25% (Aydm, 2010; Blanco et al., 2003; Byström, 2005; Cartea and Figueroa, 2005; Chan and Gray, 2006; Gençay and Selçuk, 2004; Jaillet et al., 2004; Zareipour, 2012) .
Our main interest being to assess the risk inherent to an specific electricity price forecast and commercial negotiations based on that forecast, eminently a short-term exercise, we attempted to use the alternative outlined in the literature that points to electricity price modelling through ARMA models associated with the heteroskedastic treatment of its volatility, due to its simplicity.
As pointed above, the various forecasting methods used, regardless of their sophistication, do not produce perfect forecasts and there will always be differences between them and the prices observed. In this study, we intend to model the residuals or forecasting 'errors', so that the risk/error of a simple and easy to use (ARMA) forecasting technique can be predicted (Aggarwal et al., 2009) .
This study is different from other electricity price forecast studies, in that we admit that the forecast will be imprecise in the first place, so that we attempt to assess what the error could be, in order to minimise commercial losses. Our research regards finding a "method to assess the error in an electricity price forecast".
Another aspect is the need, or otherwise, to use so called high-frequency data, obtained by monitoring a variable at intervals smaller than one day, which may be advantageous in certain situations, mainly for short-term forecasting (Aït-Sahalia et al., 2011; Andersen and Bollerslev, 1997; Andersen et al., 2005; Baillie et al., 2007; Higgs and Worthington, 2004; Jones, 2003; Martens and Zein, 2004; Ullrich, 2012) .
We learn from the literature that data based on intra-daily periods may provide evidence about the high volatility of the asset, as opposed to it being dampened when only daily data is used (Andersen and Bollerslev, 1997; Higgs and Worthington, 2004; Soares and Medeiros, 2008) .
After modelling the prices, we use the expected price distribution to calculate the risk associated to commercial operations based on that forecast. Arguably, the most used tool currently applied to measuring risk is the VaR, which earned widespread acceptance after the study by the J.P. Morgan bank, in the mid-90s (Alexander, 2008b; Finger et al., 2001 ).
More recently, there has been increased interest in the conditional VaR or CVaR, which considers not only the point where the value at risk reaches a specific threshold, but also the possible size of the loss incurred, given that a specific value at risk is surpassed. Additionally, the CVaR is a measurement which presents properties non-existent in the simple VaR, thus making it a coherent measurement (Artzner et al., 1997) .
Some assets have return distributions very close to the normal, while other assets present non-normal ones with long and heavy tails; electricity prices are included in this second group of assets.
The extreme value theory (EVT) is already widely used in insurance related activities, but this theory found its way into financial assets modelling after the seminal work of McNeil and Frey (2000) .
An extensive account of the modelling of extreme events with the extreme values theory can be found in the work of Embrechts et al. (2008) , and the more recent inroads into the finance area, as related to risk assessment can be found among the electricity price forecasting literature (Byström, 2005; Gilli and Këllezi, 2006; Gong et al., 2009 ).
We do not aim to discuss the merits of the EVT in any depth, but rather to point out that the motivation to use such an approach comes from the fact that it was built for the handling of extreme events, as a follow-up of the doctoral thesis of Lundberg (1903) , the basic cornerstone of the Ruin Theory.
More recently, it has been revisited by the seminal work of McNeil and Frey (2000) , followed by Byström (2005) and many others to date. There are a number of works specifically connected to the field of electricity prices, mostly as it relates to risk assessment (Gilli and Këllezi, 2006; Gong et al., 2009; Lehikoinen, 2007; Wang, 2010) .
A brief theoretical summary is presented in Section 2, followed by the methodology applied, in Section 3, while the results obtained and a discussion about them can be found in Section 4 with conclusions and suggestions detailed in Section 5.
Theoretical background
In this section, we will approach theoretical aspects relevant to the extreme values theory and its application using the points over threshold (POT) methodology.
The EVT, as the name suggests, is a theory which attempts to treat the values at the extremes of a given distribution; here we employ the POT methodology to study their behaviour.
Extreme value theory

The Fisher-Tippet theorem
The EVT deals with maximums, and its entire framework is based on the basic hypothesis that the values in the sample display the characteristics known as iid, i.e., the values being independent and identically distributed.
In this case, considering there are variables x 1 to x n , which are iid, and whose distribution function is F, let m n = max(x 1 , … x n ). Now, suppose there exists constants a n > 0 e b n , which are normalisers in the following manner:
where y ∈ R, G is the distribution function. According to the Fisher-Tippet theorem, the distribution function G belongs to a category of generalised parametric functions (Fréchet, Gumbel or Weybull) being called the generalised extreme values (GEV) distribution, given by the following formula (Fisher and Tippett, 1928) :
where μ, ξ, σ are location, shape and scale parameters 0,
It is worth noting that the GEV takes well known forms as the shape factor ξ takes specific values:
• Fréchet distribution when ξ > 0
• negative Weybull when ξ < 0
• Gumbel distribution in the limit when ξ → ∞.
This result allowed Pickands (1975) to show the limit distribution of normalised excesses above a limit μ, when this limit approaches the final limit of the variable under study μ final , is a generalised Pareto distribution (GPD). Thus, if the variable x originates equation (1), we must have:
where μ, ξ, σ are location, shape and scale parameters 0, max( , 0),
This result gave rise to the methodology known as POT, for modelling observations with a GPD distribution (Ribatet, 2011) . Naturally, the application of POT modelling requires that an appropriate threshold be determined, from which point the excesses (POT) are calculated, so as to obtain the values to be modelled.
The method used to calculate these extreme values, given a distribution x 1 to x n , and considering these values are included in the relevant risk area where Pr[x ≤ α], is to take the excesses above the specified threshold u.
All relevant literature is unanimous in stating that it is difficult to determine this threshold value, precisely because the methods used in its determination use the asymptotic approximation defined in equation (3).
Therefore, what we are really trying to find is a threshold for which the asymptotic distribution H, given by equation (4), is a good approximation of the data.
POT -determination of the threshold value
The relevant literature mentions a number of methods for determining an appropriate threshold.
One of them is through the use of a threshold choice plot -tcplot. According to Ribatet (2011) , this analysis is based on the consideration that if the distribution of values X is such that X~GP(μ 0 , σ 0 , ξ 0 ), if there is another threshold μ 1 > μ 0 , the random variable X|X > μ 1 is also GP(μ 1 , σ 1 , ξ 1 ) with updated parameters σ 1 = σ 0 + ξ 0 (μ 1 -μ 0 ) and ξ 1 = ξ 0 .
Given the transformation σ * = σ 1 + ξ 0 μ 1 , we can plot σ * e ξ 1 which must be constant, according to any μ 1 > μ 0 , considering that μ 0 was an appropriate threshold in the first place.
Given this graphical representation, we are really looking for points from where on the plots appear to be (constant) horizontal lines.
Another option for selecting the appropriate threshold is by means of the plot known as mrlplot -mean residual life plot. Again, Ribatet (2011) presents a good explanation of the theory behind this plot. At this time, it is enough to say that we are searching for a point from which on it is possible to consider the plot as a constant horizontal line.
Among the other available tools, we also highlight the mean excess plot function -MEF, which can be defined by formula (5) (Gençay and Selçuk, 2004) :
where x i is the variable value μ is the threshold considered C is a counter.
This function calculates the sum of all excesses above threshold μ divided by the number of occurrences above this threshold. If the empirical MEF plot is a straight line with positive inclination, originating from an specific threshold on, this is an indication that the data follows a GPD with a positive shape parameter. In this case, we would be looking for a point from where on this positive inclination is constant.
When a GPD distribution has been adjusted to the historical values in the manner described above, both VaR and CVaR can be calculated according to the equations below (Alexander, 2008a (Alexander, , 2008b :
where u is an arbitrary threshold β is the GPD scale parameter α is the significance and (1 -α) is the confidence level ξ is the GPD (tail) shape parameter n is the number of sample observations n u is the number of observation over the threshold u.
Methodology
The section outlining methodology is divided into four parts:
• observations regarding prices
• calculations of the returns of these prices
• modelling the returns
• treatment of residues.
In the first part of the data analysis, we attempt to observe the prices and any possible differences which may exist due to the two different daily and intra-daily prices observation frequencies.
After observing these prices we decide how to process them, for we are really interests in gains and losses due to their returns, thus we will always have to calculate price forecasts and their returns. Subsequently, we model these forecasted prices, which are expected to contain errors. Lastly, we will model the residues/errors of these forecasts.
Daily and intra-daily prices
The prices used were those of the PJM North American market. Averaging of intra-daily prices was used to convert into daily prices, and in the case of the time changes between daylight saving and standard time periods, the PJM system itself compensates for the loss/gain of an hour on the day clocks are changed. During the entire study, the unit price is expressed in US$/MWh (PJM, 2011).
On the other hand, as is the case of every automatic registration system, we believe there may have been errors in the pricing records during a period of 1,642 consecutive days, from January 01, 2007 to June 30, 2011, which is the interval used for the in-sample study.
The observation time itself was chosen in order to minimise the number of missing values in the registration system: thus, instead of using all the data available since 2003, the previously mentioned interval. Even so, this included 39,408 hourly prices observed. For the out-of-sample study, data from July 01, 2011 to June 30, 2012 was chosen.
Nevertheless the presence of missing values was always a possibility. A casual examination of the results obtained from simply averaging the values and a second one calculated by expurgating values lower than 2 US$/MWh, gives the result shown in Table 1 . Notes: 1 'average >2' = only prices higher than 2 considered. 2 '% difference' = number of differences/number of averages. 3 'average diff' = average of differences.
With the results presenting so small differences the averages (around 0.4%) and with both the total differences percentage and the average difference lower than 10%, we decided to consider the simple average prices, even though we know some of them contain errors which are impossible to identify. In the case of intra-daily prices, registered on an hourly basis, the data was observed within the same interval of days above, so as to maintain an equal comparison basis.
Descriptive statistics for the daily and intra-daily price series are presented in Table 2 . By comparing them, we obtained a clear visual representation that the prices for the same period, but at different frequencies, present totally different volatilities (Andersen and Bollerslev, 1997; Andersen et al., 2003; Ullrich, 2012) . The superimposed price series for that price interval can be seen on Figure 1 , showing a large difference in volatility.
Figure 1 Daily and intra-daily prices
The variance differences shown above allow us to infer that the observation of prices must be done using the same time frequency intended to be used in commercial negotiations. In this way, a possible masking of volatilities which may interfere with price and returns modelling will be avoided, minimising possible losses.
Calculation of returns
The literature on prices and price returns usually converges when the subject is the returns of financial asset returns, such as share prices, where the logarithmic return defined according to equation (8) is used (Gençay and Selçuk, 2004; McNeil and Frey, 2000) :
where x t is the price of the asset at t x t-1 is the price of the asset at t -1 ret t is the return at t.
There are divergences in the case of electricity prices some authors using percentage returns whereas others use the logarithmic returns described above. Percentage returns are calculated using equation (9) (Byström, 2005; Gong et al., 2009 ):
where x t is the price of electricity at t x t-1 is the price of electricity at t -1 ret t is the return at t.
In this study, we chose logarithmic returns instead of percentage returns, for four main reasons:
• the majority of studies regarding financial assets use logarithmic returns.
• logarithmic returns appear as the limit of the percentage when the time interval tends towards zero • the logarithmic returns justify themselves by their continuity, precisely when the time interval tends towards zero • since the percentage returns are calculated with a base change, there is a consequent distortion/asymmetry of volatility in price increase and decrease.
One possible disadvantage of logarithmical returns might be the fact that the logarithmic function is not defined for values below zero. However, the prices observed in this study are, mostly above zero, thus eliminating this problem: considering actual zero, negative and missing data prices, there are only 280 cases (out of 39,407) in which the log returns cannot be calculated, when a value of zero was considered.
Modelling returns
Prices returns were forecasted using a well-known and simple forecasting method, so as to mimic a simple procedure and easy to implement procedure, that is an ARMA model into which seasonal treatment is incorporated.
It is important to remember that those returns which indicate loss, the purpose of this study, are the negative ones. However, to look at the right side (positive) distribution values, these returns were calculated with the opposite sign.
For this type of modelling to be used, a stationarity condition had to be present; for this determination, stationarity and unit root tests were carried out, confirming that hypothesis (Brooks, 2008; Pindyck and Rubinfeld, 1998) .
As such, it was possible to continue with the modelling of electricity prices returns using an ARMA model with seasonality incorporated. In both cases (daily and intra-daily), we aimed for parsimonious models, guided by information criteria values, according to Brooks (2008) . We also opted for sampling the errors (modelling statistics) from a random t-student distribution, due to the non-normal distribution of electricity prices.
The returns are filtered using a GARCH model, attempting to capture the heteroskedasticity present in the series, so as to produce iid returns, as required by the basic hypothesis of the EVT (Byström, 2005; Chan and Gray, 2006; Gençay and Selçuk, 2004; Gong et al., 2009; McNeil and Frey, 2000) .
Naturally, this GARCH filtering should be applied only if the returns indicate the presence of an ARCH effect, which was tested according to the suggestion of Brooks (2008) . The test statistics were highly significant for both series.
This observation more than justifies proceeding with the filtering of these series before attempting to model them using EVT, as indicated above.
Treating residues
Since we are interested in the area of losses, we are also interested in negative residues, because the residues are calculated as the difference between the observed value and the forecast the latter obtained according to the modelling used. Thus, we must clarify that we will invert the signs of the residues obtained and calculate the values at risk in the positive tail, which will now be the losses.
The residues empirical distribution is determined, then modelled using a normal approximation and, in sequence, the same process is performed using a GPD through the POT method, described above.
After determining the parameters for each of the two distributions adjusted, VaR and CVaR values can be easily determined using equations (7) and (8).
In this study, numerical methods were used in the case of the calculation of the risk metrics for both daily and intra-daily returns, for the case of the empirical distribution and that of the normal approximation; in the case of the approximation through a GPD, the equations mentioned above were used in an analytic determination.
Daily residues
All analyses must be done according to the iid condition, the basic hypothesis for a modelling approach according to the EVT.
Researching the auto correlation and partial auto correlation of the series, on can easily observe that daily residues are far from an iid hypothesis, much to the contrary of their GARCH filtered counterparts.
Even if these filtered residues still presented some non-iid characteristics, we opted for the same approach as that of previous authors, since Ljung-Box tests applied to different periods did not present any significant statistics, and proceeded with the EVT modelling of the tail losses (Byström, 2005; McNeil and Frey, 2000) .
We must always be aware that the returns already had their signs inverted, therefore the losses tail having become that on the right (positive) side of the distribution.
To find a reasonable threshold, we used mrlplots, tcplots and MEF as described before. The plots thus made led us to decide on a random threshold of 0.22. It is important to note that, when the threshold of 0.22 is adopted, the residues/excesses to be modelled appeared strongly iid, even when using the BDS statistic, to a significance level of 5% (Brock et al., 1995) .
Using this 0.22 threshold, a GPD distribution was adjusted per the POT method, with the results shown in Table 3 . Next, the VaR and CVaR results were calculated according to the empirical distribution, a normal approximation and a GPD approximation, and the values are compared below. 
Intra-daily residues
The same procedure was repeated for the intra-daily residues, analysing their iid condition, by studying their auto correlation characteristics. Again, we can note that these values are far from the iid condition, and once again the residues were filtered using a GARCH model, as in the relevant literature. After Ljung-Box tests were carried out and their statistics not being significant we proceeded ahead. However, the ever present worry with the basic iid hypothesis required for a POT approach, forced that we test residues/excesses above the chosen threshold.
In this case, due to the large number of observations and the correlation observed even for extremely high lags -the adjusted model used up to lag 168 -Ljung-Box tests possibly were hindered.
If in the case of daily residue, the distribution closely resembles a normal one, in the case of intra-daily residues, which prices definitely present a much extremer behaviour, their distribution diverges completely from normality, with heavy tails and asymmetry.
The same threshold choosing procedure was used with the same tools as those the previous daily frequency case, with mrlplot, tcplot and MEF, this unquestionably being the most difficult phase of the technique used for its subjective character.
It was more difficult to define the apparent threshold, a recurrent problem with graph studies. Thus, we opted to emphasise adherence to the iid hypothesis for the threshold point candidates. Upon investigation of the BDS test statistics for various possible thresholds, we opted to maintain the values 0.75, 0.84, 0.85, 0.90 and 1.2, because theirs appeared not significant in relation to the basic hypothesis, again with a 5% significance level.
GPD adjustments obtained for thresholds considered, using the POT method, are shown in Table 4 . Table 4 GPD adjustment -intra-daily residues 
Discussion of results
Price observations
As mentioned before, it is clear that during a negotiation of electricity purchase and sale contracts carried out within one day (defined as intra-daily), given that the prices change within this same time interval, it is important that the entire negotiation strategy be based on this frequency, i.e., compatible data are used.
In Figures 2 and 3 , we present the distribution of residues of the observations of the same prices for the same periods, and their forecasts made as described above. By means of Figures 2 and 3 , the comparison of their value distributions becomes easier and the difference in treatment which must be applied to each of them becomes clear. 
Observation of daily residues/excesses
Figure 2 also presents detailed views of the cumulative distributions for extreme quantiles above 95%, showing the need for caution when modelling this tail for risk assessment.
In both the cases of VaR and CVaR, we can see that the empirical and normal distribution curves cross at cumulative quantiles of the order of 96% to 98%. This causes that a normal approximation overestimates risks up to that point, but this risk will most certainly be underestimated in higher percentages, above 98%.
It is important to remember, that an actual residue/excess being lower than its estimate indicates safety, whereas the opposite represents additional risk: the loss would actually be greater than that initially imagined.
VaR metrics with modelling by a GPD, as well as those from the normal approximation and the empirical distribution are shown in Figure 4 . We attempted to focus on the extreme quantiles of the distribution, i.e., those where the possibility of differences between the forecast values and those observed may even cause a commercial company to go bankrupt. A similar plot is shown in Figure 5 , but displaying values for the CVaR risk metrics.
It is plain to see that in the case of the data at hand, a normal approximation seems reasonable for a VaR calculation up to a high quantile around 98%, but for the more extreme ones it is necessary to use a GPD curve. We propose that using a joint approach may be convenient, beginning with a normal approximation up to the 98% quantile, followed by a GPD one.
We can see this combined/GPD line on Figures 4 and 5, together with those for +5% and -5% intervals, showing that all the observed values are captured by the combined curve, with this confidence interval. In the case of a risk assessment using CVaR, which appears to be the recommendation of literature regarding risk, the plot resulting from a similar procedure can also be seen in Figure 5 (Alexander, 2008b; Artzner et al., 1997; Rockafellar and Uryasev, 2002; Wang, 2010; Yamai and Yoshiba, 2002) .
Interesting enough, one can observe that an approximation solely from a GPD/POT adjustment is sufficient to dominate the actual observed values up to quantiles as extreme as 99.8, at an interval of -5% to +5% of that forecast. Tables 5 and 6 allow a more precise observation of the values and adjustments previously described and presented in Figures 4 and 5 mentioned. 
Observation of intra-daily residues/excesses
In the case of intra-daily residues, the situation becomes a little more complicated due to the uncertainty regarding an appropriate arbitrary threshold, with which to proceed with the POT adjustment of a GPD. Therefore, the procedure included the adjustment of various GPD distributions, after which the final decision was made by means of an educated visual inspection of the plots: those for 0.75 and 1.2 in the case of VaR and 0.84, 0.85 and 0.9 for the CVaR were maintained. The reasoning applied is analogous to the one used before for the daily residues/excesses, except that besides threshold choice problem (and iid situation), it can be seen on Figures 6 and 7 that a normal modelling will cause more pronounced problems, especially with CVaR.
Particularly in that case, a normal approximation should be discarded because its projections are always below the actual observations, that is, underestimating risk. Thus, the best way to approximate the empirical observations is through a combination of a GPD curve from a lower threshold (in our case, 0.84) up to quantile 97.5%, combined with another 0.85 threshold GPD going up to quantile 98%, finally combined with another 0.90 limit GPD curve. In this case, it can be seen that the combined curve contains the actual observations at ±5%, at quantile 98.7%.
For both daily and intra-daily frequencies, the GPD approximation is very good for determining the value of the really extreme quantiles, those above 99.5%, very precisely. Tables 7 and 8 allow us to see the accuracy of the 'Combined Approach' more precisely than the figures. Table 7 Intra-daily residues/excesses VaR 
Out-of-sample evidence
In the sequence presented above, we first need to use the price data to calculate the logarithmic returns and then forecast their values according to the same modelling procedure used for the in-sample part. This result will allow the construction of forecast residues, for which we will know the actual out-of-sample values. From then on, we must simply compare these values with what would have been expected according to the distributions constructed through the methodology presented above.
A forecast using ARMA models must be done according to the rule of thumb that recommends the maximum number of forecasting periods must not go beyond (p + q), where p is the number of lags of the auto-regressive (AR) part and q refers to the MA (moving average) one.
Daily frequency
We will admit a 31 day forecast (July, 2012) , with the rule of thumb indicating a maximum of 24 forecast steps, each step being one day, and the residues obtained presented in Table 9 . At this frequency and considering a 21 day forecast, we will obtain a residue forecast value of 0.502342. According to Table 9 , we could expect VaR 95% values of 0.37 and 0.35, and VaR 98% of 0.46 and 0.47, respectively, for both the normal and combination approaches.
In this situation, both modelling alternatives would actually fail to provide safe VaR estimates for both quantiles and unless we considered a higher VaR 99% we would not get a safe estimate.
However, when using the CVaR risk metric, we would obtain expected values of 0.44 and 0.49 for 95% and 0.52 and 0.61 for 98%, from Table 8 , which means that a CVaR 95% estimated from a normal approach would still fail whereas all other estimates would provide safe values.
Intra-daily frequency
In the case of much more volatile intra-daily residues, we will admit the situation of a maximum forecast of 14 days, i.e., (168 + 168) periods. In this case each period is one hour, and the total forecast is for only 14 days, the maximum residue for this forecast horizon being 1.865447, which clearly denotes a larger volatility inherent to a larger observation frequency.
Comparing the same probabilities of 95% and 98% plus a 99% one, we will obtain VaR values of 0.47, 0.59 and 0.66 and CVaR values of 0.59, 0.69 and 0.76, using the normal approach, as indicated above. In this case, we choose to completely ignore the normal modelling alternative and the VaR risk metric, since any figures obtained would completely fail the safety margin, even at an extreme 99.8% quantile.
VaR and CVaR values for this case, obtained from a combined approach, as described above, would be 0.42, 0.56 and 0.73 and 0.62, 0.96 and 1.22, which still indicate failure. However, if we go up to a 99.5% quantile we would be numerically ok, and actually completely safe at any point higher than that.
Conclusions
Initially, we showed a comparison of the characteristics of the same price series, for exactly the same time interval, but for different observation frequencies. Despite the fact the same phenomenon was observed, the volatility of the different frequency observations was vastly different. This result makes it clear that, in order to elaborate a strategy for negotiating this asset safely, from the point of view of being aware of the risks of prices incurred, the available data must be observed at the same frequency as one intends to execute the negotiation.
In the case of the electricity prices and the residue/error of attempts to their forecast, the normality hypothesis appears to be sufficient to meet -at most -cases of daily frequency demands and, even then, if we do require risk estimates at significance levels of up to 98% while the VaR metric.
Even when working under daily frequency conditions, using a more modern risk metric such as CVaR requires taking into account the special characteristics of electricity prices, i.e., their high volatility, displaying heavier-tailed and asymmetric distributions as compared to those of normal curve.
We presented the use of an extreme value GPD distribution, and demonstrated that the approximation of extreme quantiles of residues of price returns forecast can be very accurate. This forecast proves to be precise not only in the case of daily observations, but also in the case of intra-daily ones.
When the intention is to use CVaR as a risk metric, even when evaluating commonplace quantiles such as 95%, approximations by normal distributions prove inadequate.
This fact is cause for concern since many companies use VaR, despite it being widely known that VaR is a model with strict limitations. Just for the characterisation of what is can be considered a big risk, when using VaR at a 95% significance level, in the example presented on Table 9 , the forecast error for a normal is 8%, while it is less than 1% for a GPD forecast.
The evaluation made using an out-of-sample comparison technique also indicates that not only the preferred metric for risk should be the CVaR, as widely discussed in the relevant literature, but the EVT/GPD approach must also be prioritised.
As such, it is necessary to bear in mind that price forecasting methods, even though extremely sophisticated, do allow for errors from imprecise results, and that the market negotiation risk is respectable precisely because of the unpredictability and high volatility of prices (Aggarwal et al., 2009) and it is necessary to live with this risk while always remaining aware that it does indeed exist.
In this study, we tried to demonstrate that future -unpredictable -prices can have their forecasts evaluated in terms of risk, i.e., up to what point can the imprecise forecast be supported, given a certain level of significance.
Clearly, in a situation in which concern is at a significance level of 5% (VaR 95% ), an error of more than 5% becomes totally unacceptable! For this reason, not only the risk metric to be employed should be chosen carefully, but its use should be calculated using the appropriate model.
We recognise that one of the main shortcomings of the method proposed is that it relies on the use of the extreme values theory, which calls for the identification of those very extreme values. Sadly, we could not find a statistically based procedure or test for identifying such data, so we resorted to methods relying on graphical analysis which are inherently imprecise.
Therefore, we recommend that further work be carried out on the assessment of the sensitivity of the results obtained to different choices of an appropriate threshold to describe the extreme values, as described in Section 2.1 above. Naturally, our current choice of a seasonally adjusted ARMA model does not intend to be final or indicate an only approach, but other methods for price forecasting should be looked into, including such ones that yield better results as tested by the economic loss index procedure, for example (Zareipour, 2012) .
Finally, we suggest that out-of-sample tests be extended to other estimation/forecast windows and that the present study be extended to other electricity markets, as well. It is absolutely necessary that due care be taken to avoid the so called 'data mining' (Diebold and Mariano, 1995; Hansen, 2005) .
