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Resumen
El splicing alternativo es uno de los principales mecanismos post-transcripcionales
del ARN, responsable de la obtencio´n de varias isoformas a partir de un u´nico
gen. Alteraciones en este proceso impactan en el nivel de expresio´n absoluta y
relativa de dichas isoformas. La exploracio´n de cambios en el splicing alternativo,
splicing diferencial, se realiza mediante experimentos transcripto´micos. Si bien
existen herramientas para el ana´lisis de tales experimentos, no existe un consenso
a la hora de optar por una u otra. Ma´s au´n, tales herramientas indagan distintos
tipos de cambio en la expresio´n, por lo que la falta de integracio´n de sus resul-
tados conlleva, muchas veces, a pe´rdida de informacio´n biolo´gica relevante. Esta
pe´rdida se ve tambie´n acrecentada por la falta de un control de calidad a lo largo
de todo el ana´lisis.
Esta tesis presenta diferentes estrategias que conforman un flujo de ana´lisis
estructurado de los datos transcripto´micos, enriqueciendo los resultados y la infor-
macio´n obtenida. Se desarrollo´ TarSeqQC, una herramienta de control de calidad
que permite detectar sesgos globales y puntuales afectando a un experimento.
Adema´s, e´sta posee funcionalidades gra´ficas que facilitan la exploracio´n de los
resultados del control de calidad, focalizando la atencio´n en regiones geno´micas
espec´ıficas. Se comparo´ objetivamente distintos flujos de ana´lisis de cambios en
la expresio´n, obteniendo una gu´ıa pra´ctica para asistir la adecuada seleccio´n de
me´todos de ana´lisis. Ante la necesidad de contar con un me´todo que cuantifique
y detecte el splicing diferencial, se desarrollo´ NBSplice. E´ste fue evaluado con
datos sinte´ticos, superando en desempen˜o a las herramientas actuales. Las meto-
dolog´ıas propuestas han sido aplicadas a diversos experimentos, demostrando su
utilidad en el ana´lisis transcripto´mico.
Palabras claves: BIOINGENIERI´A - BIOINFORMA´TICA - SECUENCIA-
CIO´N DE ALTO RENDIMIENTO - MODELOS ESTADI´STICOS.
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Abstract
Alternative splicing is one of the most important RNA post-transcriptional
mechanisms, responsible for the obtention of several isoforms from a single gene.
The exploration of this mechanism and its changes is done using transcriptomic
experiments. Currently, there are several tools available for analyzing this kind
of experiments, however, up to now do not exist a consensus to guide the choice
of one over another. Moreover, those tools inquire different levels of expression
changes without integration of their results, which could drive to a loss of relevant
biological information. This lost is also increased by the missing of quality control
steps along the data processing.
This thesis presents different strategies conforming a structured analysis pipe-
line for transcriptomic data, enriching the obtained results and information. Here,
TarSeqQC is presented, a quality control tool allowing the detection of global and
punctual biases affecting the experiment. It provides graphical functionalities faci-
litating the exploration and quality control of results focusing on specific genomic
regions. In addition, a practical guide for the selection of the most appropriate
workflow for alternative splicing analysis is proposed. This guide is based on a
comparative study of several popular pipelines. Finally, a new method for quan-
tifying and detecting differential splicing changes, called NBSplice, is proposed.
This method was evaluated using synthetic data, overcoming the performance of
current tools. The proposed approaches were applied to several real experiments
demonstrating and validating their usefulness for transcriptomic analysis.
Keywords: BIOENGINEERING - BIOINFORMATICS - HIGH THROUGH-
PUT SEQUENCING - STATISTICAL MODELS.
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Resumo
O splicing alternativo e´ um dos principais mecanismos po´s-transcricionais do
RNA, responsa´vel pela obtenc¸a˜o de va´rias isoformas a partir de um u´nico gene.
Alterac¸o˜es neste processo afetam o n´ıvel de expressa˜o absoluta e relativa de tais
isoformas. A explorac¸a˜o de mudanc¸as no splicing alternativo, splicing diferencial,
se realiza mediante experimentos transcriptoˆmicos. Se bem existem ferramentas
para ana´lise de tais experimentos, na˜o existe um consenso na hora de optar por
uma ou outra. Ale´m disso, tais ferramentas questionam distintos tipos de variac¸a˜o
na expressa˜o, por este motivo a falta de integrac¸a˜o de seus resultados leva, muitas
vezes, a perdas de informac¸a˜o biolo´gica relevante. Estas perdas se veem aumen-
tadas tambe´m por falta de um controle de qualidade ao longo de toda ana´lise.
Esta tese apresenta diferentes estrate´gias que formam um fluxo de ana´lise estru-
turado dos dados transcriptoˆmicos, enriquecendo os resultados e a informac¸a˜o
obtida. Se desenvolveu TarSeqQC, uma ferramenta de controle de qualidade que
permite detectar vieses globais e pontuais afetando a um experimento. Ademais,
esta ferramenta possui funcionalidades gra´ficas que facilitam a explorac¸a˜o dos
resultados do controle de qualidade, focalizando a atenc¸a˜o em regio˜es genoˆmicas
espec´ıficas. Se comparou objetivamente distintos fluxos de ana´lise de variac¸o˜es na
expressa˜o, obtendo um guia pra´tico para ajudar na adequada selec¸a˜o de me´to-
dos de ana´lise. Frente a` necessidade de contar com um me´todo que quantifique e
detecte o splicing diferencial, se desenvolveu NBSplice. Este u´ltimo foi avaliado
com dados sinte´ticos, superando em desempenho a`s ferramentas atuais. As meto-
dologias propostas teˆm sido aplicadas a diversos experimentos, demostrando sua
utilidade na ana´lise transcriptoˆmica.
Palavras-chave: BIOENGENHARIA - BIOINFORMA´TICA - SEQUEN-
CIAMENTO DE ALTO DESEMPENHO - MODELOS ESTATI´STICOS.
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Abreviaturas
ACC : Accuracy o exactitud
ADN : A´cido DesoxirriboNucleico
ADNc : A´cido DesoxirriboNucleico complementario
ARN : A´cido RiboNucleico
ARNm : ARN mensajero
ARNnc : ARN no codificante
ARNnp : ARN nuclear pequen˜o
ARNr : ARN ribosomal
ASG : Alternative Spliced Genes, genes con cambios en el splicing alternativo
BAM : Binary Alignment Map o mapa de alineamiento binario
cfDNA : cell free DNA o ADN celular libre
ChIP-Seq : Chromatine ImmunoPrecipitation Sequencing o secuenciacio´n de
inmunoprecipitacio´n de cromatina
CPM : Conteos Por Millo´n o Counts Per Million
DE : Differential Expression, expresio´n diferencial
DI : Differential Isoforms, isoformas diferenciales
DIE : Differential Isoform Expression, expresio´n diferencial de isoformas
DIEDS : Differential Isoform Expression and Differential Splicing, expresio´n di-
ferencial de isoformas y splicing diferencial
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DGE : Differential Gene Expression, expresio´n diferencial de genes
DM : Data Mining, miner´ıa de datos
DNA : DesoxiriboNucleic Acid, A´cido DesoxirriboNucleico
DNA-seq : DNA Sequencing, secuenciacio´n de ADN
DS : Differential Splicing, splicing diferencial
FDR : False Discovery Rate, Tasa de descubrimientos falsos
FPKM : Fragments Per Kilobase per Million of mapped Reads, fragmentos por
kilobase por millo´n de lecturas mapeadas
FP : False Positive o Falso Positivo
FN : False Negative o Falso Negativo
FPR : False Positives Rate, tasa de falsos positivos
GBS : Genotyping by Sequencing, genotipificacio´n por secuenciacio´n
GLM : Generalized Linear Model, modelo lineal generalizado
ID : IDentificador
InDel : Insercio´n o Delecio´n de una o ma´s nucleo´tidos en un fragmento de
ADN/ARN
KDD : Knowledge Discovery in Databases, descubrimiento de conocimiento en
bases de datos
log2 : logaritmo en base 2
MAPQ : MAPping Quality, calidad de mapeo
Met : Metasta´sico
miARN : micro ARN
N : Negative o Negativo
NB : Negative Binomial, binomial negativa
XIX
NGS : Next Generation Sequencing, secuenciacio´n de pro´xima o segunda gene-
racio´n
Non-Met : No Metasta´sico
OSCC : Oral Squamous Cell Carcinoma, carcinoma de ce´lulas orales escamosas
P : Positive o Positivo
pb : pares de bases
PCA : Principal Component Analysis, ana´lisis de componentes principales
PCR : Polimerase Chain Reaction, reaccio´n en cadena de la polimerasa
PPDE : Posterior Probability of being Differentially Expressed, probabilidad a
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q-RT-PCR : quantitative Real Time Polimerase Chain Reaction o reaccio´n en
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Prefacio
El splicing alternativo (SA) es un mecanismo post-transcripcional caracter´ısti-
co de los organismos eucariotas, encargado de la generacio´n de mu´ltiples transcri-
tos de ARNm, isoformas, a partir de un u´nico gen. Ma´s au´n, el SA es el principal
responsable de la complejidad funcional y diversidad de prote´ınas en estos orga-
nismos, obtenida a partir de un bajo nu´mero de genes. Por ejemplo, ma´s del 90 %
de genes humanos y aproximadamente un 60 % de los genes de la mosca de la
fruta (Drosophila melanogaster) son afectados por este mecanismo en condicio-
nes normales (Hooper, 2014; Liu et al., 2014). Asimismo, diversos estudios han
revelado que alteraciones en el mecanismo de SA esta´n vinculadas con nume-
rosas patolog´ıas, lo cual ha motivado su estudio en profundidad. En particular,
cambios en la expresio´n tanto absoluta como relativa de las isoformas de un gen,
splicing diferencial (del ingle´s differential splicing, DS), han sido directamente
relacionados con patolog´ıas humanas como el ca´ncer (Feng et al., 2013).
El advenimiento de las tecnolog´ıas de secuenciacio´n masiva, ma´s conocidas
del ingle´s next generation sequencing (NGS), ha favorecido la exploracio´n, estu-
dio e incluso descubrimiento de diversos feno´menos biolo´gicos, entre ellos el SA.
La versatilidad y el bajo costo de las NGS permitieron ampliar considerablemente
tanto la escala como la complejidad de los experimentos biolo´gicos. Espec´ıfica-
mente, la te´cnica RNA-seq se ha vuelto un esta´ndar para el estudio simulta´neo de
la expresio´n de genes e isoformas, como as´ı tambie´n para la identificacio´n y estu-
dio del SA. Esto ha permitido la exploracio´n simulta´nea de todos los transcritos
existentes en un determinado momento, lo que se ha denominado transcripto´mica.
Generalmente los estudios transcripto´micos tienen como fin detectar los cambios
en la expresio´n producidos por las diferencias entre condiciones espec´ıficas bajo
estudio (Liu et al., 2014). En este contexto, el ana´lisis de los datos requiere de
herramientas informa´ticas/estad´ısticas que permitan optimizar la extraccio´n de
informacio´n a partir de datos complejos y voluminosos generados en este tipo
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de experimentos. A grandes rasgos, el ana´lisis transcripto´mico implica tres pasos
bien diferenciados: el ordenamiento de las lecturas de secuenciacio´n a lo largo
del genoma del organismo bajo estudio, o alineamiento, la cuantificacio´n de la
expresio´n a partir de las lecturas ordenadas, y la comparacio´n de la expresio´n
en diferentes condiciones para determinar la ocurrencia de expresio´n diferencial
(Oshlack et al., 2010).
Desde la aparicio´n de las NGS, numerosas herramientas se han desarrollado
para abordar el ana´lisis de este tipo de datos (Oshlack et al., 2010; Wang et al.,
2009). En este contexto, el control de calidad y la exploracio´n de los resultados
de cada una de las etapas de dicho ana´lisis son fundamentales para asegurar
la confiabilidad de las conclusiones abordadas. No obstante, la mayor´ıa de los
flujos de ana´lisis propuestos no lo incorporan en todas las etapas del ana´lisis, a
lo que se suma el hecho de que las herramientas desarrolladas so´lo se focalizan
en un control de calidad de la secuenciacio´n (Andrews, 2011; Oshlack et al.,
2010). Adicionalmente, dado que el resultado de la cuantificacio´n es un valor de
expresio´n para cada unidad (gen, isoforma o exo´n), las estrategias de visualizacio´n
ma´s utilizadas se basan en la exploracio´n de estos valores. Sin embargo, e´stos
so´lo son una estimacio´n puntual cuando, en realidad, se cuenta con un perfil
de lecturas distribuidas a lo largo del gen (isoforma o exo´n) compuesto por las
frecuencias observadas para cada nucleo´tido del fragmento bajo estudio (Ramı´rez
et al., 2014). Explorar estos perfiles de expresio´n resulta fundamental a la hora
de discernir el comportamiento de regiones solapadas, como son las isoformas.
Adema´s, esta exploracio´n es una herramienta clave para el control de calidad de
los datos, el cual muchas veces es ignorado, llevando a resultados incompletos e
incluso erro´neos.
Por otra parte, se ha encontrado que los algoritmos existentes para el ana´lisis
de expresio´n diferencial persiguen su objetivo en base a distintos niveles de infor-
macio´n (genes, isoformas o SA), criterios e hipo´tesis (Alamancos et al., 2014; Feng
et al., 2013). Ma´s au´n, generalmente se utiliza so´lo una herramienta para dicho
ana´lisis (Merino et al., 2017a). Por ejemplo, algunos de los enfoques que intentan
determinar el DS se basan en ana´lisis a nivel de exones, en cambio otros lo hacen
a partir de expresio´n de isoformas. Luego, si so´lo se considera herramientas que
analicen exones, los resultados que se obtengan ignorara´n lo que este´ sucediendo
a nivel de las isoformas e incluso de los genes como un todo. En este contexto, si
bien se han reportado algunos trabajos comparando el desempen˜o de las distintas
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herramientas disponibles para el estudio del SA, e´stos tienen su base en ana´lisis
descriptivos (Alamancos et al., 2014; Hooper, 2014). Todo esto deriva en falta
de consenso e integracio´n tanto entre los distintos enfoques como en la eleccio´n
de la herramienta ma´s adecuada, lo cual conduce en la pe´rdida de parte de la
informacio´n contenida en los datos de secuenciacio´n. A esto se le suma el hecho
de que el desarrollo de las herramientas de ana´lisis de expresio´n diferencial se ha
focalizado en el ana´lisis a nivel de genes o exones, mientras que los enfoques a
nivel de las isoformas han sido poco desarrollados (Feng et al., 2013; Sa´nchez-Pla
et al., 2012). Consecuentemente, las estimaciones sobre los cambios en el SA se
realizan indirectamente, ignorando tanto la identidad de las isoformas, cuya ex-
presio´n resulta alterada, como la magnitud del cambio de dicho feno´meno. Luego,
se pierde informacio´n fundamental para comprender el impacto biolo´gico de las
modificaciones ocurridas en el SA.
Esta tesis tiene como objetivo el desarrollo de estrategias de procesamiento
de datos de RNA-seq de manera de proveer un marco estructurado que permita
optimizar la extraccio´n de informacio´n a partir de este tipo de experimentos, ase-
gurando la calidad de los resultados obtenidos. Se pretende integrar los enfoques
de deteccio´n, ana´lisis y visualizacio´n de modificaciones post-transcriptcionales,
como el SA, mediante la implementacio´n de te´cnicas estad´ıstico-computacionales.
En particular, en esta tesis se presenta TarSeqQC, una herramienta de control de
calidad y visualizacio´n desarrollada para la exploracio´n e interpretacio´n de re-
sultados. Adicionalmente, se propone un flujo estructurado de ana´lisis de datos,
basado en herramientas ampliamente utilizadas, que prioriza la calidad de los da-
tos bajo ana´lisis y minimiza la pe´rdida de informacio´n. La comparacio´n objetiva
de las distintas estrategias y enfoques de ana´lisis de SA disponibles, permitio´ ob-
tener una gu´ıa para la seleccio´n de herramientas en base al tipo de experimento
que se desea analizar. Finalmente, se propone NBSplice, un nuevo algoritmo de
ana´lisis desarrollado para la deteccio´n de DS en base a cuantificaciones a nivel de
isoforma, que permite identificar las isoformas afectadas y cuantificar el DS.
La organizacio´n del documento de tesis es como sigue:
Cap´ıtulo 1: introduce al lector al concepto de miner´ıa de datos en el contexto
del ana´lisis transcripto´mico. Se describen las diferentes etapas involucradas
en el ana´lisis (entendimiento del problema y datos, modelado, evaluacio´n y
reporte).
Cap´ıtulo 2: brinda una visio´n global del ana´lisis transcripto´mico, las dife-
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rentes metodolog´ıas y herramientas existentes, introduciendo al lector en
los diferentes problemas asociados a este tipo de ana´lisis.
Cap´ıtulo 3: presenta los aportes realizados en este trabajo de tesis, en el con-
texto del ana´lisis transcripto´mico, a la etapa de entendimiento de los
datos. Los aportes esta´n dirigidos al control de calidad y su utilidad se de-
muestra mediante el ana´lisis de dos conjuntos de datos. El primero de ellos
es un experimento dirigido a la determinacio´n de las diferencias en te´rmino
de expresio´n existentes entre individuos que poseen ca´ncer oral con y sin
presencia de meta´stasis linfonodal. En el segundo caso se estudia la carac-
terizacio´n gene´tica de un individuo con adenoma mediante un experimento
de secuenciacio´n dirigida.
Cap´ıtulo 4: muestra aportes realizados a la etapa de modelado. Se presenta un
ana´lisis objetivo de las herramientas actuales para el estudio de SA, lo que
concluye en una gu´ıa para la seleccio´n del flujo de trabajo ma´s adecuado
segu´n las caracter´ısticas del experimento que se quiera analizar.
Cap´ıtulo 5: presenta la herramienta desarrollada para el ana´lisis de DS. La
misma se ha evaluado utilizando medidas objetivas de desempen˜o y se ha
comparado con otras herramientas utilizando bases de datos con expresio´n
controlada mediante simulacio´n.
Cap´ıtulo 6: presenta las conclusiones y trabajos futuros producto de la
presente tesis. Se destacan los diferentes aportes realizados al estado del
arte, as´ı como tambie´n las posibles l´ıneas que se pueden continuar a partir
de lo realizado a lo largo del doctorado.
I´ndice general
Agradecimientos IX
Resumen XI
Abstract XII
Resumo XIV
Abreviaturas XVI
Prefacio XXI
1. Miner´ıa de Datos 27
1.1. Generalidades . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.2. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
1.3. Etapas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.3.1. Entendimiento del problema . . . . . . . . . . . . . . . . . 29
1.3.2. Entendimiento de los datos . . . . . . . . . . . . . . . . . . 30
1.3.3. Modelado . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
1.3.4. Evaluacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.3.5. Reporte . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2. Ana´lisis transcripto´mico 35
2.1. Transcripto´mica . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.1.1. ADN, ARN y prote´ınas . . . . . . . . . . . . . . . . . . . . 35
2.1.2. Splicing Alternativo . . . . . . . . . . . . . . . . . . . . . . 38
2.1.3. Transcriptoma y su exploracio´n . . . . . . . . . . . . . . . 41
2.2. Creacio´n del conjunto de datos transcripto´micos . . . . . . . . . . 43
2.2.1. Secuenciacio´n de alto rendimiento . . . . . . . . . . . . . . 44
XXV
XXVI I´ndice general
2.2.2. Protocolos de secuenciacio´n . . . . . . . . . . . . . . . . . 46
2.2.3. Multiplexado de muestras . . . . . . . . . . . . . . . . . . 46
2.2.4. Alineamiento contra referencia . . . . . . . . . . . . . . . . 48
2.2.5. Cuantificacio´n del nivel de expresio´n . . . . . . . . . . . . 52
2.3. Ana´lisis de expresio´n diferencial . . . . . . . . . . . . . . . . . . . 55
2.3.1. Tipos de cambios en la expresio´n . . . . . . . . . . . . . . 57
2.3.2. Herramientas para ana´lisis de expresio´n diferencial . . . . 58
3. Exploracio´n y control de calidad de los datos 63
3.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.2. Me´todos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
3.2.1. Flujo de ana´lisis . . . . . . . . . . . . . . . . . . . . . . . . 66
3.2.2. TarSeqQC . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
3.3. Aplicacio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
3.3.1. Control de calidad multivariado en RNA-seq . . . . . . . . 74
3.3.2. Control de calidad en Targeted Sequencing . . . . . . . . . 85
3.4. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4. Comparacio´n de me´todos de ana´lisis de splicing alternativo 97
4.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
4.2. Materiales y Me´todos . . . . . . . . . . . . . . . . . . . . . . . . . 98
4.2.1. Flujos de ana´lisis . . . . . . . . . . . . . . . . . . . . . . . 98
4.2.2. Bases de datos . . . . . . . . . . . . . . . . . . . . . . . . 102
4.2.3. Ana´lisis de expresio´n diferencial . . . . . . . . . . . . . . . 111
4.2.4. Evaluacio´n del desempen˜o . . . . . . . . . . . . . . . . . . 113
4.3. Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
4.3.1. Evaluacio´n de la simulacio´n . . . . . . . . . . . . . . . . . 114
4.3.2. Concordancia en la deteccio´n . . . . . . . . . . . . . . . . 119
4.3.3. Desempen˜o general . . . . . . . . . . . . . . . . . . . . . . 124
4.3.4. Efecto del nu´mero de isoformas por gen . . . . . . . . . . . 134
4.3.5. Efecto del nivel de cambio en la expresio´n . . . . . . . . . 137
4.3.6. Aplicacio´n sobre datos reales . . . . . . . . . . . . . . . . . 139
4.4. Conclusiones y propuesta . . . . . . . . . . . . . . . . . . . . . . . 141
5. Ana´lisis de Splicing Diferencial 145
5.1. Introduccio´n . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
I´ndice general XXVII
5.2. Materiales y me´todos . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.2.1. NBSplice . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.2.2. Experimento sinte´tico con control de DS . . . . . . . . . . 153
5.2.3. Preprocesamiento . . . . . . . . . . . . . . . . . . . . . . . 153
5.2.4. Estrategia de evaluacio´n . . . . . . . . . . . . . . . . . . . 155
5.2.5. Comparacio´n con me´todos existentes . . . . . . . . . . . . 155
5.3. Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
5.3.1. Evaluacio´n del modelo . . . . . . . . . . . . . . . . . . . . 156
5.3.2. Desempen˜o de NBSplice . . . . . . . . . . . . . . . . . . . 158
5.3.3. Comparacio´n con herramientas existentes . . . . . . . . . . 163
5.4. Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
6. Conclusiones y trabajo futuro 167
A. Anexo Digital 173
A.1. Exploracio´n y control de calidad de los datos . . . . . . . . . . . . 173
A.2. Flujo de ana´lisis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
A.2.1. sourcePipeline.R . . . . . . . . . . . . . . . . . . . . . . . 174
A.2.2. pipeline.R . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
A.3. NBSplice . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176
A.3.1. NBSplice.R . . . . . . . . . . . . . . . . . . . . . . . . . . 176
A.3.2. usingNBSplice.R . . . . . . . . . . . . . . . . . . . . . . . 177
Bibliograf´ıa 178
XXVIII I´ndice general
Cap´ıtulo 1
Miner´ıa de Datos
La extraccio´n de conocimiento u´til, impl´ıcito y previamente desconocido a par-
tir de grandes volu´menes de datos es un proceso denominado Descubrimiento
de Informacio´n en Bases de Datos, ma´s comu´nmente conocido del ingle´s
como Knowledge Discovery in Data bases o KDD. El KDD abarca desde la com-
prensio´n de los datos y su preparacio´n hasta la interpretacio´n de los resultados
obtenidos a partir de ellos. En particular, la Miner´ıa de Datos (del inge´s Data
Mining, DM), es una etapa dentro del proceso de KDD que involucra el ana´lisis
de los datos (Torralbo and Alfonso, 2010).
El KDD proporciona un marco de referencia ordenado de trabajo, aportando
herramientas y dirigiendo el trabajo hacia la bu´squeda de informacio´n relevante.
E´ste comprende distintas etapas que van desde la conceptualizacio´n de los experi-
mentos, la obtencio´n de los datos de entrada, el control de calidad, la adecuacio´n
e integracio´n de distintas fuentes de datos, el ana´lisis con las herramientas elegi-
das, hasta la presentacio´n de los resultados mediante informes con visualizaciones
apropiadas.
En este cap´ıtulo se desarrollan brevemente los conceptos del KDD y las dis-
tintas etapas de este proceso que guiara´n el ana´lisis de datos transcripto´micos
con la finalidad de estudiar las modificaciones post-transcripcionales del ARN.
1.1. Generalidades
El KDD persigue la extraccio´n automatizada de conocimiento no trivial,
impl´ıcito, previamente desconocido y potencialmente u´til a partir de grandes
volu´menes de datos. Este proceso enfatiza la utilizacio´n de un me´todo particular
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de DM en un contexto de ma´s alto nivel (Fayyad et al., 1996b). El concepto de
DM refiere al proceso de descubrimiento de nuevos patrones, tendencias y cono-
cimiento subyacentes en un conjunto de datos de gran volumen (Sumathi and
Sivanandam, 2006). Las te´cnicas de ana´lisis que se utilizan en DM provienen de
diversas a´reas: estad´ıstica, aprendizaje maquinal, recuperacio´n de la informacio´n,
etc. Entre las tareas del DM se destacan la clasificacio´n, asociacio´n, regresio´n,
agrupamiento y la deteccio´n de datos no esperados (ma´s conocidos como outliers).
En este contexto, eficiencia, escalabilidad, desempen˜o y optimizacio´n son criterios
claves a la hora de desarrollar nuevos algoritmos de DM (Han et al., 2011).
1.2. Objetivos
En te´rminos generales, los dos principales objetivos del DM son la descripcio´n
y la prediccio´n.
Descripcio´n: pretende identificar patrones que explican o resumen los datos
mediante la caracterizacio´n de las propiedades de los datos examinados.
Prediccio´n: se focaliza en inferir relaciones entre los datos en un conjunto en
particular, para luego poder predecir valores futuros de variables de intere´s
por medio de otras variables que contiene la base de datos.
Estos objetivos pueden alcanzarse mediante la realizacio´n de algunas de las si-
guientes tareas:
Resumen: Comprende me´todos que describen los datos en forma resumida. Los
ma´s utilizados son los me´todos de estad´ıstica descriptiva cla´sicos como la
media muestral, la mediana, la desviacio´n esta´ndar y el rango, y me´todos
de visualizacio´n como diagramas de cajas (boxplots en ingle´s), histogramas,
diagramas de tallo y hoja, etc. (Walpole et al., 2012).
Agrupamiento: Tambie´n conocido como clustering. Consiste en encontrar un
agrupamiento natural de los datos en un nu´mero finito de categor´ıas o
grupos, los clusters, de manera de maximizar la similaridad intra-grupo y
minimizar la similaridad entre grupos (Han et al., 2011). Estas categor´ıas
pueden ser jera´rquicas, exclusivas o superpuestas. El agrupamiento puede
tener fin exploratorio, si se desconoce los grupos que hay entre los datos,
o confirmatorio, cuando antes de hacer el agrupamiento se tiene definidas
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un nu´mero de categor´ıas en las cuales los datos deber´ıan agruparse (Jain
et al., 1999).
Clasificacio´n: Es el proceso de encontrar un modelo o funcio´n que describa la
relacio´n existente entre las caracter´ısticas o atributos de los datos y la va-
riable de intere´s o salida, la cual es del tipo catego´rico. Un problema de
clasificacio´n es un problema de aprendizaje supervisado ya que la cons-
truccio´n del modelo/funcio´n se realiza utilizando conjuntos de datos en los
cuales la categor´ıa/clase de la variable de salida se conoce. De esta manera,
una vez ajustado el modelo/funcio´n, e´ste puede ser utilizado para predecir
las clases de nuevos conjuntos de datos (Sumathi and Sivanandam, 2006).
Regresio´n: Es similar a la tarea de clasificacio´n, con la particularidad de que la
variable de intere´s o salida es del tipo nume´rica (Sumathi and Sivanandam,
2006).
Deteccio´n de cambios: Se centra en la deteccio´n de diferencias significativas
en los datos, basa´ndose en observaciones pasadas de los mismos.
En el contexto del ana´lisis transcripto´mico, la prediccio´n implica la utilizacio´n
de los datos para la prediccio´n de expresio´n de genes, isoformas e incluso fun-
ciones biolo´gicas que puedan estar modificadas por las variables de intere´s. Por
otra parte, la descripcio´n se focaliza en encontrar patrones o relaciones que
proporcionen una explicacio´n de los datos, que sea fa´cilmente interpretable por
una persona.
1.3. Etapas
El KDD es un proceso iterativo e interactivo que involucra un conjunto de
etapas sucesivas, las cuales por lo general se estructuran de la siguiente manera:
i) Entendimiento del problema, ii) Entendimiento de datos, iii) Modelado, iv)
Evaluacio´n y v) Reportes.
1.3.1. Entendimiento del problema
Es la primera etapa, tambie´n conocida como entendimiento del negocio.
En ella el investigador se interioriza, involucra y relaciona en los aspectos del
problema a abordar. Durante esta etapa se plantean las preguntas a responder,
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los diferentes procesos que van a generar los datos, el tipo de datos que van o no a
estar disponibles, etc. De esta manera, es posible entonces comprender el proble-
ma, delimitarlo y definirlo de forma clara y concisa para as´ı plantear los objetivos
espec´ıficos que se abordara´n para su resolucio´n. En esta tesis, el dominio de apli-
cacio´n es el ana´lisis transcripto´mico. Espec´ıficamente, e´sta pretende analizar los
cambios de expresio´n de genes e isoformas como consecuencia de alteraciones de
los procesos post-transcripcionales del ARNm, mediante el ana´lisis de datos de
secuenciacio´n masiva.
1.3.2. Entendimiento de los datos
En esta etapa se definira´n los datos que se considerara´n para resolver el pro-
blema planteado en la etapa anterior. El objetivo es construir una base de datos
que contenga aque´llos que se supone podr´ıan aportar informacio´n para la reso-
lucio´n del problema. Para ello, primero es necesario comprender los datos desde
diversas perspectivas: el proceso mediante por el cual se generan, que´ significado
tienen, el tipo de variables con las que se trabajara´, cua´les son los datos que ne-
cesitaremos como entrada del proceso y cua´les, si es que los habra´, se generara´n
como resultado del mismo. En general, al inicio de esta etapa se cuenta con un
conjunto de datos de gran taman˜o lo cual dificulta su manipulacio´n.
La creacio´n de la base de datos comienza con la familiarizacio´n de los da-
tos. Esta tarea abarca una serie de actividades como revisar la base de datos,
identificar el/los tipos de datos y sus atributos, revisar la integridad de los datos
y consistencia de sus registros, aplicar transformaciones sobre los datos, etc. De
esta manera sera´ posible identificar problemas de calidad y descubrir signos ini-
ciales que orienten las estrategias para detectar informacio´n oculta. Para ello se
utilizan te´cnicas estad´ısticas de resumen y visualizacio´n, de manera tal de obtener
una visio´n global del comportamiento de los datos. Entre las diferentes tareas es
posible particularizar:
Obtencio´n de un conjunto de datos: Seleccio´n del conjunto de observa-
ciones sobre las que se va a realizar el ana´lisis, que se cree aportan informa-
cio´n para responder a los objetivos propuestos, o bien, son potencialmente
u´tiles para el proceso de descubrimiento de la informacio´n.
En el contexto del ana´lisis transcripto´mico desarrollado en esta tesis, se
tomara´ como punto de partida los datos generados por tecnolog´ıas de se-
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cuenciacio´n de segunda generacio´n mediante la te´cnica RNA-seq. Esto com-
prende informacio´n generada mediante secuenciacio´n de muestras biolo´gicas
e informacio´n provista por el fabricante (secuencia de adaptadores, co´digos
de barra, etc.).
Consistencia de los datos: Refiere a que un concepto puede estar re-
presentado por diferentes nombres en diferentes bases de datos, as´ı como
diferentes conceptos pueden estar representados por el mismo identificador.
Esto es posible cuando se trabaja con distintas fuentes de informacio´n tales
como diferentes bases de datos de anotacio´n de genes e isoformas.
Habitualmente se contextualiza en operaciones entre bases de datos como
la unio´n (join o merge en ingle´s), o la transformacio´n o mapeo de identifi-
cadores de genes o transcritos de una a otra base. Aquellos identificadores
que pertenezcan a ambas bases, representan datos consistentes, es decir,
esta´n mapeados. En caso contrario, no podra´n ser utilizados en el ana´lisis
posterior salvo que se realice un proceso de transformacio´n, posterior a su
identificacio´n.
Integridad de los datos: Este concepto evalu´a que los datos que confor-
man la base sean correctos y este´n completos. Para ello es necesario conocer
los posibles valores o rangos de cada uno de los atributos de forma de poder
asegurar que no han sido alterados durante su registro o posterior consulta.
Por ejemplo, en el caso de la expresio´n de un gen, siempre se esperan va-
lores mayores o iguales a cero. Por lo tanto, si se identifica un gen cuyo
valor de expresio´n es menor a cero, es sabido que este dato es erro´neo.
Adema´s, el conocimiento del rango de valores de expresio´n permite evaluar
potenciales valores extremos o at´ıpicos. Estos valores deben identificarse, ya
que en general requieren un tratamiento especial y suelen tener un impacto
significativo en las distintas te´cnicas de DM.
Filtrado de los datos: Tambie´n llamado limpieza de datos. Abarca un
conjunto de operaciones ba´sicas a los efectos de limpiar los datos, en el
sentido de eliminar aquellas caracter´ısticas no deseable: ruido en la sen˜al,
datos de baja calidad, identificacio´n y eliminacio´n de sesgos, gestio´n de la
ausencia de datos y datos at´ıpicos.
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En el contexto de las NGS, los datos pueden presentar sesgos propios de
la secuenciacio´n producidos por la longitud de los transcriptos, su nivel
de expresio´n o su contenido en GC. Adicionalmente, los genes de nulo o
bajo nivel de expresio´n constituyen una fuente de ruido para los modelos
que analizara´n DE, por lo cual deben ser removidos previo a su aplicacio´n
(Conesa et al., 2016).
Reduccio´n, proyeccio´n e integracio´n de datos: Bu´squeda de carac-
ter´ısticas relevantes, que permitan una mejor representacio´n de los datos
para el objetivo propuesto. Se pueden utilizar me´todos de transformacio´n
para reducir el nu´mero efectivo de variables a considerar o para encontrar
representaciones alternativas de los datos. Un enfoque multivariado cla´sico
es la utilizacio´n de te´cnicas como ana´lisis de componentes principales (PCA
del ingle´s Principal Component Analysis, Bro and Smilde, 2014).
En el contexto del ana´lisis de datos de RNA-seq hay herramientas que
transforman los datos de conteos de expresio´n a escalas continuas para
poder luego aplicar modelos basados en este tipo de datos (Ritchie et al.,
2015).
1.3.3. Modelado
Esta etapa es comu´nmente denominada de DM. Consiste en la aplicacio´n de
algoritmos de aprendizaje automa´tico, inteligencia artificial y me´todos
estad´ısticos para extraer patrones previamente desconocidos y potencialmente
u´tiles del conjunto de datos previamente seleccionado (Sumathi and Sivanandam,
2006). Los patrones encontrados sera´n transformados a conocimiento con el fin de
responder a las consignas planteadas en la etapa de “entendimiento del problema”.
Segu´n Fayyad et al. (1996a), esta etapa comprende a las siguientes tareas:
Eleccio´n de la tarea de Miner´ıa de Datos: Seleccio´n del tipo de ta-
rea que se utilizara´ para alcanzar los objetivos. Es decir, se debera´ definir
si la solucio´n se buscara´ mediante un proceso de prediccio´n o descripcio´n
(ver Seccio´n 1.2). Posteriormente, se estudiara´n las te´cnicas aplicables al
tipo de problema definido, as´ı como tambie´n, los requerimientos e hipo´tesis
espec´ıficas que debera´n satisfacerse para su aplicacio´n.
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Ejecucio´n de la tarea de Miner´ıa de Datos: Realizacio´n del ana´lisis de
los datos. Se aplicara´n los diferentes algoritmos y modelos computacionales,
buscando aquellos patrones que caractericen los datos y puedan ser u´tiles
para extraer el conocimiento buscado.
1.3.4. Evaluacio´n
En esta etapa es donde se resalta la naturaleza iterativa del KDD. La etapa
anterior producira´ un conjunto de resultados obtenidos mediante los diferentes
algoritmos y modelos estad´ıstico/computacionales propuestos. E´stos debera´n ser
evaluados y comparados con el objetivo de seleccionar el mejor modelo. Dicha ta-
rea debera´ ser ejecutada en forma objetiva y estara´ dirigida a resolver los objetivos
del problema planteado. Tambie´n implicara´ la interpretacio´n de los resultados en
el contexto del problema bajo estudio. En muchas oportunidades, esta etapa se
realiza conjuntamente a la etapa anterior ya que los modelos seleccionados para
la tarea de DM deben ser constantemente evaluados y comparados para obtener
el mejor posible (Fayyad et al., 1996b).
Esta etapa se basa fundamentalmente en estrategias de validacio´n, con la
finalidad de determinar la validez de los patrones encontrados sobre la base de
datos. Una estrategia comu´nmente utilizada en el ana´lisis de cambios en la ex-
presio´n de genes, isoformas o en el SA, es la evaluacio´n de los modelos con datos
simulados donde e´stos y sus modificaciones son controlados (Conesa et al., 2016;
Liu et al., 2014; Soneson and Delorenzi, 2013; Soneson et al., 2016).
1.3.5. Reporte
El ultimo paso en el proceso de KDD consiste en presentar la solucio´n en-
contrada de forma adecuada, precisa y fa´cilmente comprensible. La presentacio´n
se debera´ hacer a todas las partes involucradas: negocios/comercios, investigado-
res, me´dicos, o bien la comunidad cient´ıfica en general. El tipo de reporte que se
generara´ depende de los objetivos del proyecto. En general, se utilizara´n como
reportes los informes de avances, la presentacio´n de gra´ficos, pa´ginas web de difu-
sio´n, art´ıculos cient´ıficos y hasta la implementacio´n de herramientas informa´ticas.
Ma´s alla´ del tipo de reporte que se seleccione, hay dos aspectos fundamentales
que debera´n ser considerados:
Visualizacio´n: Existen diferentes maneras de mostrar la informacio´n: ta-
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blas resumen, gra´ficos, pa´ginas web e incluso informes tabulares. La te´cnica
de visualizacio´n que se elija debe permitir no solo la visualizacio´n de los
resultados sino adema´s su exploracio´n e interpretacio´n.
Consolidacio´n del conocimiento adquirido: Incorporar el conocimiento
adquirido mediante el proceso dentro del sistema, o simplemente documen-
tar y presentar lo realizado a las partes interesadas, mediante un informe,
un reporte final o incluso un art´ıculo en una revista cient´ıfica del a´mbito
acade´mico.
Como se menciono´ anteriormente, el proceso de KDD es un proceso iterativo por
naturaleza; el hecho de finalizar alguna de las cinco etapas anteriores, no implica
que no se deba volver a realizar alguna de ellas para considerar alguna correccio´n
o modificacio´n en busca de la mejor solucio´n. La iteracio´n se puede realizar en
cualquier momento en que se considere oportuno, dado que la obtencio´n de la
solucio´n del problema no es un proceso lineal (Fayyad et al., 1996a).
En el contexto del estudio de las modificaciones post-transcripcionales del
ARN, se utilizan datos almacenados en archivos de texto de estructura comple-
ja que pueden alcanzar las centenas de Gigabytes (Gb). Luego, la aplicacio´n de
me´todos tradicionales de ana´lisis donde un investigador, analista de datos o un
cient´ıfico manipula directamente los datos para extraer informacio´n y/o realizan-
do bu´squedas guiadas por su experiencia o pericia se ha vuelto impracticable.
Sumado a esto, se presenta la complejidad de los datos, los cuales pueden tam-
bie´n estar afectados por sesgos propios de la te´cnica con la que se han generado.
Adema´s, las escasas capacidades para visualizar eficientemente el conocimiento
encontrado, generan restricciones que limitan los posibles ana´lisis. Todas estas
caracter´ısticas convierten al problema en un desaf´ıo importante que requiere de
la aplicacio´n eficiente y ordenada de metodolog´ıas estad´ıstico-computacionales
para maximizar la extraccio´n de conocimientos mediante la obtencio´n de resul-
tados confiables. En este contexto, el KDD y ma´s au´n el DM ofrece un marco
apropiado para abordar este problema.
Cap´ıtulo 2
Ana´lisis transcripto´mico
2.1. Transcripto´mica
En esta seccio´n se abordan los conceptos involucrados en la primera etapa
del proceso del KDD: entendimiento del problema (Seccio´n 1.3.1). Los conceptos
desarrollados a continuacio´n son fundamentales para comprender la ge´nesis y el
contexto en el cual se enmarcan el problema y los datos que se utilizara´n en su
resolucio´n.
2.1.1. ADN, ARN y prote´ınas
La unidad ba´sica morfolo´gica y funcional de un organismo vivo es la ce´lula.
Existen dos tipos de ce´lulas, las eucariotas, que contienen un nu´cleo celular, y
las procariotas. Estas u´ltimas por lo general son en s´ı organismos unicelulares,
mientras que las ce´lulas eucariotas pueden ser individuos unicelulares o formar
parte de organismos multicelulares como lo son las plantas o los animales (Sastry,
2010).
La ce´lula eucariota consiste de tres componentes fundamentales: la membrana,
el nu´cleo y el citoplasma (Figura 2.1). La membrana es una estructura fosfo-
lip´ıdica que delimita y protege a la ce´lula y adema´s controla el intercambio de
sustancias entre ella y el ambiente que la rodea. El nu´cleo celular es un orga´nulo
que contiene la mayor parte del material gene´tico, en forma de a´cido desoxirri-
bonucleico o ADN, altamente compactado en los cromosomas. El citoplasma es
todo lo que se encuentra entre la membrana y el nu´cleo. Consiste de dos partes,
una dispersio´n coloidal (citosol) conteniendo diferentes mole´culas y un conjunto
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de orga´nulos celulares que desempen˜an diferentes funciones. Entre las mole´culas
citoplasma´ticas se destaca el a´cido ribonucleico o ARN y las prote´ınas. El pri-
mero de ellos es una mole´cula obtenida a partir del ADN, entretanto las prote´ınas
son cadenas de aminoa´cidos que tienen funcionalidades ba´sicas tanto para el
metabolismo como para la fisiolog´ıa celular y consecuentemente del organismo
(Parker and Honeysett, 2008).
Figura 2.1: Diagrama simplificado de una ce´lula eucariota. Imagen
extra´ıda de http://lamaravilladelascelulas.blogspot.com.ar/p/
partes-de-las-celulas.html
El material gene´tico esta´ organizado en mole´culas de doble cadena de ADN
formadas a partir de nucleo´tidos conteniendo las bases nitrogenadas: adenina
(A), citosina (C), timina (T) y guanina (G) (ver Figura 2.2). La secuencia de
nucleo´tidos espec´ıfica que forma cada cadena determina la informacio´n biolo´gica
propia del individuo. La doble he´lice de ADN se mantiene estable gracias a la
formacio´n de puentes de hidro´geno1 entre las bases complementarias, A-T y C-G,
de cada una de las dos hebras. Como resultado de esta complementariedad, toda
la informacio´n contenida en la secuencia de doble cadena de la he´lice de ADN
esta´ duplicada en cada hebra. Las regiones relevantes del ADN se encuentran
localizadas en los cromosomas y se denominan genes . Los genes son las unidades
hereditarias de los organismos biolo´gicos y constituyen en su conjunto el genoma
(Brooker, 2017). Si bien la cadena de ADN contiene millones de bases, so´lo un
pequen˜o porcentaje de ella codifica para prote´ınas. Por ejemplo, esta cantidad
es aproximadamente entre el 1 y 3 % del genoma humano (≈ 30Mb) (Ng et al.,
1Los puentes de hidro´geno son enlaces qu´ımicos que se conforman por la gran fuerza elec-
trosta´tica atractiva entre un a´tomo electronegativo y un a´tomo de hidro´geno unido covalente-
mente a otro a´tomo electronegativo.
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2009).
Figura 2.2: Estructura del ADN y del ARN. Imagen extra´ıda de https://www.
lifeder.com/funciones-adn-arn/3
La decodificacio´n del material gene´tico se inicia en el interior del nu´cleo celular
donde el ADN es copiado a ARN en un proceso llamado transcripcio´n2. El ARN
(Figura 2.2) se encuentra en mole´culas de una sola hebra, conformadas por cuatro
nucleo´tidos en los cuales las bases T han sido reemplazadas por uracilos (U).
Existen diversos tipos de ARN con diferentes funcionalidades: ARN mensajero
(ARNm), micro ARN (miARN), ARN de transferencia (ARNt), ARN ribosomal
(ARNr), ARN no codificante (ARNnc), ARN nuclear pequen˜o (ARNnp), etc.
De todos ellos, el ARNm es el que posee la informacio´n que se utilizara´ para
sintetizar prote´ınas, durante la traduccio´n (Figura 2.3) (Sastry, 2010).
Los genes se componen de dos tipos de regiones: las que codificara´n a prote´ınas
y las que no, denominadas exones e intrones, respectivamente. La transcripcio´n
de ADN genera preARNm que es una copia directa del ADN. Posteriormente, el
preARNm es procesado para conservar solamente los exones mediante un proceso
llamado splicing . Parte del ARNm procesado es luego traducido a prote´ına en el
citoplasma, por medio de unos orga´nulos llamados ribosomas. En este contexto,
cada uno de los 64 posibles tripletes de los nucelo´tidos es llamado codo´n, de los
cuales 61 codifican a uno de los 20 aminoa´cidos que conformara´n las prote´ınas.
2La transcripcio´n del ADN en eucariotas esta´ mediada por una enzima, la ARN polimerasa
II, la cual a partir de una de las dos hebras del ADN sintetiza la cadena complementaria de
ARN, conservando as´ı la secuencia contenida en el ADN.
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Figura 2.3: Esquema simplificado del flujo de informacio´n del ADN a las
prote´ınas. Imagen extra´ıda de https://es.slideshare.net/gustavotoledo/
sintesis-de-proteinas-39163433
Luego, los ribosomas se encargan de formar la cadena de aminoa´cidos decodifica-
dos a partir de la secuencia de ARNm (Clark, 2005).
2.1.2. Splicing Alternativo
El proceso de splicing esta´ mediado por un complejo molecular llamado spli-
ceosoma conformado por ARNnp unido a prote´ınas formando ribonucleopro-
te´ınas. Este complejo es el encargado de la escisio´n de los fragmentos del preARNm
que no estara´n presentes en el ARNm. En la escisio´n de un intro´n participan tres
sitios, el sitio 5' donador de splicing, el sitio 3' aceptor de splicing y la secuencia
de ramificacio´n situada a unos 40 nucleo´tidos del extremo 3' del intro´n (Figura
2.4), todos caracterizados por secuencias nucleot´ıdicas espec´ıficas. El proceso de
splicing comienza en el sitio donador de splicing donde la accio´n de las ribonu-
cleoprote´ınas produce el primer corte sobre el intro´n, el cual se pliega formando
un lazo con el sitio de ramificacio´n. Al mismo tiempo, otro grupo de estas mole´cu-
las se unen al extremo 3'. Como consecuencia del primer corte, los dos grupos
de ribonucleoprote´ınas quedan enfrentados y se unen para formar el spliceoso-
ma uniendo as´ı los extremos de los exones y liberando el extremo 3' del intro´n
(Stamm et al., 2012).
Durante muchos an˜os se sostuvo la teor´ıa que un gen era transcrito a un
ARNm que luego ser´ıa traducido a una u´nica prote´ına, lo que se llamo´ dogma
central de la biolog´ıa molecular. El desarrollo de te´cnicas bioqu´ımicas sofis-
ticadas develo´ que en organismos eucariontes el nu´mero de prote´ınas diferentes
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Figura 2.4: Proceso de splicing. Adaptacio´n de la imagen extra´ıda de https:
//pt.wikipedia.org/wiki/Splicing
era superior en varios o´rdenes al nu´mero de genes existentes en dicho organismo.
En particular, hubo un hallazgo que cambio´ totalmente el paradigma biolo´gico
(Blencowe and Graveley, 2008). En 1978, Walter Gilbert contradijo el dogma cen-
tral de la biolog´ıa molecular, postulando que un gen puede dar origen a diversas
prote´ınas como consecuencia de un proceso post-transcripcional al que llamaron
Splicing Alternativo (SA) (Gilbert, 1978). A lo largo de los an˜os posteriores
se ha determinado que existe un conjunto de mecanismos post-transcripcionales
y post-traduccionales que regulan la expresio´n ge´nica, entre los cuales el SA es
uno de los responsable de la diversidad biolo´gica y complejidad funcional que
caracteriza a los organismos eucariotas multicelulares (Gallego-Paez et al., 2017;
Pan et al., 2008).
El descubrimiento del SA develo´ que en realidad el procesamiento de los
preARNms generados a partir de un u´nico gen involucraba mecanismos ma´s com-
plejos y diferentes a la simple eliminacio´n de los intrones. Como consecuencia, el
proceso de SA puede generar distintos transcritos de ARNm, tambie´n llamados
isoformas , que traducira´n luego a prote´ınas diferentes incluso desde un punto de
vista funcional (Figura 2.5) (Black, 2003). Los eventos de SA ocurren como con-
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secuencia de tres tipos de variaciones durante el proceso de splicing: variaciones
en el sitio donador, en el sitio aceptor y la seleccio´n de exones. Estas variaciones
dan lugar a seis tipos de eventos de SA, ilustrados en la Figura 2.6. En particular,
los mecanismos que involucran la seleccio´n de exones son los ma´s frecuentes en
humanos, en cambio, la retencio´n de intrones es la ma´s observada en plantas (Liu
et al., 2014).
Figura 2.5: Ilustracio´n del splicing alternativo en un gen conteniendo cinco exones.
A modo de ejemplo, se muestran tres posibles ARNm obtenidos del procesa-
miento alternativo del preARNm, los cuales dan origen a tres prote´ınas diferen-
tes. Adaptacio´n de la imagen extra´ıda de https://en.wikipedia.org/wiki/
Alternative_splicing
A
B
C
D
E
F
Figura 2.6: Tipos de splicing alternativo. A) Inclusio´n/exclusio´n de exones, B)
sitio donador alternativo, C) sitio aceptor alternativo, D) patrones complejos de
splicing, E), retencio´n de intrones y F) exones mutuamente excluyentes
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2.1.3. Transcriptoma y su exploracio´n
El conjunto de todos los transcritos de una ce´lula se denomina transcripto-
ma. A diferencia del genoma, el cual es el mismo para todas las ce´lulas de un
organismo, el transcriptoma var´ıa a lo largo del desarrollo y entre diferentes tipos
de tejidos as´ı como tambie´n en respuesta a cambios en el entorno. La composi-
cio´n del transcriptoma en una ce´lula espec´ıfica y en un momento espec´ıfico revela
cua´les son los genes que esta´n siendo transcriptos. Esta informacio´n resulta cla-
ve para comprender e interpretar los elementos funcionales del genoma, revelar
los componentes moleculares de ce´lulas y tejidos y para entender procesos claves
como el desarrollo y las enfermedades (Sa´nchez-Pla et al., 2012).
Transcripto´mica refiere a la observacio´n y ana´lisis simulta´neo de todos los
transcritos (transcriptoma) en un momento dado (Wang et al., 2009). Diversas
tecnolog´ıas han sido desarrolladas para estudiar el transcriptoma. La te´cnica con-
vencional por excelencia para determinar los transcritos de una muestra es la PCR
cuantitativa en tiempo real (qRT-PCR). Si bien esta te´cnica es la ma´s precisa que
se ha desarrollado, su aplicacio´n al estudio de transcriptomas completos es invia-
ble en te´rminos de tiempo y costos econo´micos. En el an˜o 1998 surgieron los
microarreglos de ADN, los cuales permitieron la exploracio´n simulta´nea de
miles de genes ampliando el campo de estudio y aplicacio´n de los experimentos
transcripto´micos. Un microarreglo es una superficie so´lida donde se han arregla-
do miles de oligonucleo´tidos o fragmentos pequen˜os de ADNc (sondas) en forma
de matriz bidimensional. Estas sondas representan pequen˜as secciones de los ge-
nes del organismo cuyo transcriptoma se desea explorar. Esta caracter´ıstica de
los microarreglos constituye su principal limitacio´n, ya que para su construccio´n
es necesario conocer las secuencias de los genes que se desea estudiar. Suma-
do a esto, la capacidad de secuenciacio´n esta´ limitada por la dimensio´n f´ısica
del microarreglo. Pese a sus limitaciones, los microarreglos han sido ampliamente
utilizados incluso para el estudio del SA y diversas enfermedades (Gresham et al.,
2008; Heller, 2002; Ramaswamy and Golub, 2002; Rhodes and Chinnaiyan, 2005;
Stoughton, 2005; Van’t Veer et al., 2002; Xu et al., 2002).
La era transcripto´mica nacio´ con los microarreglos de ADN pero tuvo su
ma´ximo desarrollo con el advenimiento de las tecnolog´ıas de secuenciacio´n de
alto rendimiento o Next Generation Sequencing (NGS). La exploracio´n del
transcriptoma completo en forma simulta´nea y a profundidades sin precedentes
ha sido posible a partir de estas tecnolog´ıas. El te´rmino secuenciacio´n refiere a
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la identificacio´n de la secuencia de nucleo´tidos que posee un fragmento de ADN
(o ARN), mientras que la denominacio´n masiva refiere al paralelismo en la se-
cuenciacio´n, lo que permite indagar millones de fragmentos de ADN en una sola
ejecucio´n. Las NGS surgieron comercialmente en el an˜o 2005 superando altamen-
te las limitaciones de tiempo, precisio´n, rendimiento y costo que presentaban las
tecnolog´ıas de ese momento (Morozova and Marra, 2008). A modo ilustrativo, la
Figura 2.7 muestra el impacto de las NGS en los costos de secuenciacio´n de un
genoma humano desde el an˜o 2001 al an˜o 2016. Su ra´pida expansio´n tanto en el
Figura 2.7: Evolucio´n del costo de secuenciacio´n de un genoma humano desde el
an˜o 2001 hasta el an˜o 2016. Imagen extra´ıda de https://en.wikipedia.org/
wiki/Whole_genome_sequencing
a´mbito cient´ıfico como en el cl´ınico se justifica adema´s en su versatilidad, lo que ha
permitido el estudio de experimentos complejos a escalas anteriormente inalcanza-
bles e incluso en organismo nunca antes estudiado. A la fecha se han desarrollado
decenas de aplicaciones de las NGS: secuenciacio´n de ADN o DNA-seq, secuen-
ciacio´n de ARN o RNA-seq, secuenciacio´n de inmunoprecipitacio´n de cromatina
o ChIP-Seq, secuenciacio´n dirigida, genotipificacio´n por secuenciacio´nGBS, entre
otras. Geno´mica funcional, geno´mica poblacional, transcripto´mica, mejoramien-
to vegetal y medicina personalizada son apenas algunas de las tantas a´reas que
se han favorecido y desarrollado ampliamente en los u´ltimos 12 an˜os en base a
tales aplicaciones (Goodwin et al., 2016). De todas las aplicaciones de las NGS,
RNA-seq es la comu´nmente utilizada para explorar el transcriptoma.
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2.2. Creacio´n del conjunto de datos transcripto´mi-
cos
En esta seccio´n se detalla el proceso de creacio´n del conjunto de datos, refe-
riendo a la etapa entendimiento de los datos del KDD (Seccio´n 1.3.2). El primer
paso en la creacio´n del conjunto de datos transcripto´micos es el disen˜o del ex-
perimento. En este sentido, es clave respetar dos principios fundamentales para
cualquier experimento donde se estudiara´n variaciones como consecuencias del
disen˜o experimental, para as´ı asegurar la validez y eficiencia del estudio (Fang
and Cui, 2011). Esos principios son:
Aleatorizacio´n: Este principio implica que cualquier asignacio´n que se
deba realizar se deber´ıa hacer en forma aleatoria. Por ejemplo, la asignacio´n
de los tratamientos o condiciones a los sujetos bajo estudio, con el fin de
eliminar cualquier efecto que pueda confundir o afectar los resultados. En
el contexto de RNA-seq, durante la secuenciacio´n existen etapas donde es
posible aplicar este principio, que se discutira´n ma´s adelante.
Replicacio´n: La replicacio´n es esencial para estimar y disminuir el error
experimental y as´ı detectar con mayor precisio´n el efecto biolo´gico que se
desea estudiar. Una verdadera re´plica es una repeticio´n de la misma condi-
cio´n experimental o tratamiento cuya realizacio´n y adquisicio´n se hace de
forma independiente. En este contexto, las re´plicas pueden ser te´cnicas o
biolo´gicas. Las re´plicas te´cnicas son muestras del mismo individuo que se
utilizan para reducir errores de la te´cnica de extraccio´n de la informacio´n,
entretanto, las re´plicas biolo´gicas son repeticiones de la misma condicio´n
experimental en distintos sujetos. Las re´plicas biolo´gicas son fundamen-
tales para cuantificar la variabilidad de dicha condicio´n en la poblacio´n por
lo que son recomendadas en el contexto de las NGS (Marioni et al., 2008).
Mientras ma´s re´plicas biolo´gicas se puedan generar, mejores sera´n las es-
timaciones. No obstante, el nu´mero de re´plicas a utilizar es un tema de
discusio´n y evaluacio´n permanente que suele estar principalmente limitado
por el presupuesto disponible para la secuenciacio´n (Conesa et al., 2016;
Robles et al., 2012).
Durante el disen˜o del experimento, se debera´n tomar decisiones importantes res-
pecto de la eleccio´n de para´metros y/o protocolos para la creacio´n del conjunto
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de datos de secuenciacio´n. Con el objetivo de comprender dicho proceso y la im-
plicancia de las decisiones que se tomen, se describe a continuacio´n el proceso de
generacio´n de datos transcripto´micos mediante la te´cnica de RNA-seq.
2.2.1. Secuenciacio´n de alto rendimiento
La creacio´n de los datos de secuenciacio´n mediante RNA-seq esta´ definida por
la tecnolog´ıa NGS que se utilice para tal fin. No obstante, independientemente
de la tecnolog´ıa, el procesamiento general para llevar a cabo la secuenciacio´n
consta de los mismo pasos. El primero de ellos siempre es la extraccio´n de las
mole´culas de intere´s en la muestra biolo´gica. En el caso de que el objetivo de
ana´lisis es la expresio´n ge´nica, el ARN se extrae y retrotranscribe para obtener
ADN complementario (ADNc) a estas cadenas. El proceso que sigue es el de la
preparacio´n de la librer´ıa que tiene como objetivo preparar a los fragmentos
para la tercer etapa: la secuenciacio´n.
Extraccio´n de ARNm
Idealmente, en un estudio transcripto´mico cuyo fin es el ana´lisis de expresio´n
ge´nica, el paso de extraccio´n deber´ıa poder captar todo el ARNm circundante en
la muestra biolo´gica. El resto del ARN: ARNnp, miARN, ARNr, etc. debera´ ser
eliminado. Respecto de las metodolog´ıas que se utilizan, no se entrara´ en detalle
ya que escapan del tema de esta tesis. Lo importante es destacar que se utilizan
te´cnicas que extraen todo el ARN y luego purifican o aislan el ARNm (Marioni
et al., 2008).
Preparacio´n de la librer´ıa
Esta etapa se inicia con la fragmentacio´n del ADNc y continu´a con ligacio´n
de adaptadores3 que se utilizara´n para una etapa de amplificacio´n clonal. La
fragmentacio´n del ADNc es un proceso de cortes aleatorios, cuya finalidad es
obtener fragmentos ma´s cortos, entre 300 y 1000 pares de base (pb), que los
transcritos originales. Cada uno de estos fragmento de ADNc es considerado una
plantilla que sera´ posteriormente clonada muchas veces gracias a la accio´n de
enzimas polimerasas. Esta etapa de amplificacio´n permite generar millones de
copias de cada fragmento de ADNc en la muestra, con el objetivo de aumentar
3Un adaptador es un oligonucleo´tido de secuencia conocida.
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la precisio´n en la identificacio´n de las secuencias de dichos fragmentos.(Goodwin
et al., 2016). Las tecnolog´ıas SOLiD y Ion Torrent utilizan la amplificacio´n
por PCR en emulsio´n para preparar la librer´ıa, en cambio, las plataformas
Illumina emplean la te´cnica de PCR en puente (Metzker, 2010; Shendure and
Ji, 2008).
Secuenciacio´n masiva
Finalmente se realiza la secuenciacio´n propiamente dicha y se graba la infor-
macio´n de la secuencia identificada, en forma simulta´nea para todos los fragmen-
tos. En este paso, la secuencia de cada fragmento original de ADNc es inferida a
partir de los resultados observados para sus copias en la librer´ıa. Los principios de
secuenciacio´n que siguen las NGS se pueden agrupar en dos grandes categor´ıas:
secuenciacio´n por s´ıntesis y secuenciacio´n por ligacio´n. Los enfoques basados en
secuenciacio´n por s´ıntesis (Illumina y Ion Torrent) utilizan la enzima ADN po-
limerasa II y una sen˜al (un fluoro´foro o un cambio de concentracio´n io´nica) para
identificar la incorporacio´n de los nucleo´tidos en una cadena en crecimiento. Por
otro lado, en la secuenciacio´n por ligacio´n (SOLiD) se utiliza la enzima ligasa
y un conjunto de sondas4 conteniendo nucleo´tidos marcados con fluoro´foros. Las
sondas compiten entre s´ı para ser ligadas al fragmento de ADN que se esta´ in-
dagando. El color de los fluoro´foros determina los nucle´otidos incorporados a la
cadena en crecimiento (Goodwin et al., 2016; Shendure and Ji, 2008).
Independientemente de la tecnolog´ıa, el proceso de secuenciacio´n genera un
conjunto de secuencias identificadas a partir de la librer´ıa, conocidas como lectu-
ras de secuenciacio´n. Es importante destacar que las lecturas generadas median-
te la te´cnica de Illumina tendra´n todas la misma longitud. Estos secuenciadores
ofrecen una amplia variedad de combinacio´n de cantidad y longitud de lecturas
generadas, dependiendo del equipo y el kit qu´ımico que se utilice para la secuen-
ciacio´n. Es as´ı que las lecturas podra´n tener longitudes de 25pb, 36 pb, 50pb,
75pb, 100pb, 150pb, 250 pb o 300 pb, mientras que en una corrida se podra´n
generar entre 12 y 4.000 millones de ellas (Shendure and Ji, 2008). Al igual que
en la secuenciacio´n con Illumina, la longitud de las lecturas de los secuenciadores
SOLiD tambie´n es fija y podra´ ser de 50 pb y 75 pb. Segu´n los fabricantes, una
corrida de secuenciacio´n con estos equipos puede generar aproximadamente entre
700 y 1.400 millones de lecturas (Metzker, 2010). Contrariamente, las lecturas
4Fragmento de ADNc de a lo sumo 10 pares de bases
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generadas por los equipos Ion Torrent tendra´n, por lo general, distinta longitud
dependiendo de la frecuencia y longitud de los homopol´ımeros contenidos en los
fragmentos de la librer´ıa. Dependiendo del kit que se utilice se pueden conseguir
lecturas de hasta 400pb, con un promedio de 200pb. La cantidad total de lecturas
depende del equipo y el chip que se han seleccionado. Con el equipo Ion PGM
y el chip ma´s pequen˜o se pueden obtener 400.000 lecturas, mientras que con el
Ion Proton se puede llegar a alcanzar los 80 millones de lecturas (Goodwin et al.,
2016).
2.2.2. Protocolos de secuenciacio´n
Las tres tecnolog´ıas descritas anteriormente comparten dos caracter´ısticas im-
portantes que tienen una gran influencia en los datos generados. La primera, es
que todas ellas pueden utilizar protocolos de secuenciacio´n single-end o paired-
end. E´stos determinan co´mo se secuenciara´ un fragmento de ADNc. Espec´ıfi-
camente, el primero de ellos implica la secuenciacio´n del fragmento en un so´lo
sentido (3′-5′ o 5′-3′), en cambio, el protocolo paired-end implica la secuenciacio´n
en ambos sentidos del mismo fragmento (ver Figura 2.8). Como consecuencia,
el protocolo single-end genera una lectura para cada fragmento, mientras que el
paired-end genera dos lecturas por plantilla. En particular, estas lecturas podra´n
estar solapadas, si el fragmento del que se originaron resulto´ ma´s corto que la can-
tidad de ciclos de secuenciacio´n o separadas por una distancia estimable (Goodwin
et al., 2016).
Si bien la secuencia intermedia entre dos lecturas paired-end se desconoce
el hecho de tener dos en vez de una lectura puede favorecer los procesamientos
bioinforma´ticos posteriores. Por lo general, en experimentos de RNA-seq dirigidos
al estudio del SA es preferible el protocolo paired-end ya que genera el doble de
datos para el mismo fragmento de ADN y ha demostrado ser ma´s sensible y
espec´ıfico que el single-end (Fang and Cui, 2011; Williams et al., 2014).
2.2.3. Multiplexado de muestras
La segunda caracter´ıstica en comu´n que tiene las NGS es que permiten el
multiplexado de individuos en una misma corrida de secuenciacio´n. Este proce-
so es una forma de aleatorizacio´n que impide que algu´n efecto de secuenciacio´n
influencie so´lo unas muestras en particular, ya que todas estara´n sometidas a e´l.
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Figura 2.8: Protocolos de secuenciacio´n single-end y paired-end.
El proceso de multiplexado utiliza etiquetas moleculares, conocidas como co´di-
gos de barra (barcodes), para identificar a cada una de las muestras biolo´gicas.
Los co´digos de barra son secuencias cortas (menos de 20pb) que se an˜aden a los
fragmentos de ADNc, luego de los adaptadores, durante la preparacio´n de la
librer´ıa. Una vez que esto se ha realizado para todas las muestras, e´stas son
mezcladas para formar una u´nica solucio´n conteniendo los fragmentos que sera´n
posteriormente amplificados y secuenciados. Cada co´digo tiene una secuencia di-
ferente y conocida que luego sera´ utilizada para identificar las lecturas de cada
muestra (Robles et al., 2012).
La seleccio´n del protocolo de secuenciacio´n y la realizacio´n de multiplexado
son decisiones que se deben tomar considerando un para´metro importante del
disen˜o de la secuenciacio´n que es la profundidad o cobertura que se desea ob-
tener. E´sta es una medida aproximada de cua´ntas veces se leera´ un transcrito,
considerando que todos tiene el mismo nivel de expresio´n. Indirectamente, la co-
bertura esta determinada por la cantidad de lecturas que generara´n para cada
muestra, lo que se conoce como el taman˜o de la librer´ıa. Mientras ma´s lecturas se
generen, ma´s veces se habra´n secuenciado los transcritos, por ende mayor sera´ la
profundidad de lectura. Sin embargo, como cada gen genera un nu´mero diferente
de transcritos, los cuales se expresan en distintos niveles, la cobertura no resulta
nada uniforme. Mientras ma´s veces se haya expresado una isoforma, ma´s trans-
critos habra´ generado, lo cual se traducira´ en un ma´s fragmentos de ADNc que
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originara´n ma´s lecturas de secuenciacio´n. De forma ana´loga, cuanto ma´s largo
sea un transcrito, ma´s fragmentos de ADNc y por ende ma´s lecturas se obtie-
nen. Es as´ı que para poder capturar todos los transcritos de baja expresio´n y/o
cortos es necesario incrementar la profundidad de secuenciacio´n. Ahora bien, a
medida que se aumenta la profundidad de secuenciacio´n por muestra se reduce el
nu´mero posible de individuos a multiplexar y/o secuenciar en la misma corrida.
En los estudios transcripto´micos dirigidos a evaluar cambios en el transcripto-
ma como respuesta a distintas condiciones experimentales, se recomienda en lo
posible aumentar siempre el nu´mero de re´plicas antes que la profundidad para
mejorar la exactitud y eficiencia de los experimentos de RNA-seq. Por consiguien-
te, la eleccio´n del secuenciador, del kit de secuenciacio´n y la cantidad de muestras
a multiplexar son decisiones que se deben tomar en forma conjunta durante el
disen˜o del experimento (Liu et al., 2013; Sims et al., 2014).
2.2.4. Alineamiento contra referencia
Las lecturas de secuenciacio´n son almacenadas en archivos en formato FASTQ.
Por lo general, se generara´n tantos archivos FASTQ como muestras diferentes se
hayan secuenciado. Adicionalmente, si el protocolo de secuenciacio´n utilizado es el
paired-end, es posible que se obtengan dos archivos para cada muestra, cada uno
conteniendo una de las dos lecturas del par. El formato FASTQ es de tipo texto,
almacena las secuencias de las lecturas y los valores de calidad asociados a
cada una de las bases que las componen. La calidad del proceso de identificacio´n
de cada nucleo´tido durante la secuenciacio´n se mide en escala Phred. Un valor Q
en esta escala esta´ relacionado logar´ıtmicamente con la probabilidad P de que se
haya cometido un error al identificar al nucleo´tido en cuestio´n, segu´n la Ecuacio´n
2.1.
Q = −10log10P (2.1)
Luego, un valor Q = 10 se corresponde con un valor P = 0,1, es decir que la pro-
babilidad de que el fragmento original NO haya tenido la base reportada en dicha
posicio´n es 1 en 10; equivalentemente, indica que la exactitud en la estimacio´n del
nucleo´tido es del 90 %. Cada lectura de secuenciacio´n tiene asociadas 4 l´ıneas de
texto en dicho formato, como se muestra en la Figura 2.9. La primera l´ınea siem-
pre comienza con el cara´cter “@” que se utiliza para identificar el comienzo de
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una nueva lectura. Este cara´cter esta´ acompan˜ado de la descripcio´n de la lectura,
la cual puede contener informacio´n referente al secuenciador o al experimento.
La segunda l´ınea contiene la secuencia, entretanto la tercera siempre contiene un
signo “+” y sirve para indicar el fin de la secuencia y el comienzo de la cuarta
l´ınea, la cual contiene la calidad de cada base le´ıda. Estos valores de calidad se
codifican con caracteres ASCII, desplazados positivamente en 33 unidades, para
simplificar el almacenamiento. As´ı, por ejemplo, el primer valor de calidad en la
Figura 2.9 es un “!” que en co´digo ASCII le corresponde el nu´mero 33, luego como
la escala de calidad esta´ desplazada en 33, el valor Q al que refiere este cara´cter
es 0. De la misma forma, se determina que el segundo cara´cter, “ ' ”, representa
en co´digo ASCII al nu´mero 39, luego el valor Q que codifica es 6.
Figura 2.9: Ilustracio´n de cuatro l´ıneas de un archivo en formato de FASTQ.
En el contexto del ana´lisis de expresio´n mediante la te´cnica de RNA-seq, las
lecturas de secuenciacio´n contienen, en principio, toda la informacio´n necesaria
para cuantificar el transcriptoma de la especie bajo estudio. Sin embargo, las lec-
turas necesitan ser procesadas para poder extraer dicha informacio´n. El primer
paso en este procesamiento siempre es la reconstruccio´n de los transcritos a partir
de las lecturas con el fin de determinar de que´ genes o isoformas provienen. Una
alternativa es realizar lo que se conoce como un ensamblado de novo de las
lecturas para inferir las secuencias de los transcritos sin utilizar ma´s informacio´n
que la contenida en las lecturas. Por otro lado, el conocimiento a priori del geno-
ma o transcriptoma de la especie bajo estudio proveera´ de una referencia que
permitira´ acelerar y hacer ma´s precisa esta etapa de reconstruccio´n, la cual recibe
el nombre de alineamiento contra referencia. Por lo general, las especies ma´s
estudiadas, como por ejemplo el humano, cuentan con dicha informacio´n, la cual
se encuentra almacenada en bases de datos de anotacio´n. E´stas contienen la in-
formacio´n de anotacio´n de genes e isoformas en un formato ordenado disponible
para toda la comunidad cient´ıfica. A saber, cada gen/isoforma es asociado a un
identificador (ID), un cromosoma y una posicio´n sobre e´l, una secuencia de nu-
cleo´tidos y una relacio´n gen-isoformas correspondiente. En particular, durante la
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etapa de alineamiento so´lo se utilizara´n las secuencias del genoma/transcriptoma
de referencia.
El proceso de alineamiento se conoce tambie´n como mapeo, y consiste en
alinear las lecturas de secuenciacio´n a las secuencias de la referencia de manera de
asignarles una posicio´n en dicho genoma/transcriptoma, dependiendo si se quiere
identificar genes o isoformas. En te´rminos sencillos, si se piensa que las lecturas
son las piezas de un rompecabezas, el genoma/transcriptoma de referencia es la
imagen que se obtendra´ al unir correctamente las piezas. Dado que los genes se
transcriben ma´s de una vez y que la secuenciacio´n de los fragmentos de ADNc es
un proceso aleatorio, el proceso de secuenciacio´n generara´ lecturas repetidas y/o
solapadas de las distintas isoformas.
El alineamiento de las lecturas de secuenciacio´n es un proceso complejo porque
la referencia nunca sera´ una representacio´n perfecta del genoma o transcriptoma
que ha dado origen a la secuenciacio´n ya que cada individuo presentara´ sus propias
variaciones (SNPs, InDels, etc). Uno de los principales problemas que se presenta
durante este proceso es la ambigu¨edad a la hora de asignar una posicio´n a una
lectura, fundamentalmente cuando se utilizan lecturas muy cortas y/o se estudian
especies cuyos genomas contienen muchas regiones repetidas. Otro inconveniente
que se encuentra cuando se alinean lecturas contra el genoma de referencia, es que
e´stas no representan genes sino ARNm. Luego, es posible que una porcio´n de la
lectura corresponda a un exo´n y otra porcio´n, a otro, como se ilustra en la Figura
2.10. La referencia sobre la que se realiza el mapeo es un fragmento de ADN, por
lo tanto se compone de exones e intrones, por el contrario, las lecturas representan
fragmentos cortos del ARNm sintetizado a partir de ese ADN y posteriormente
procesado. Es as´ı que se generara´n lecturas representando regiones exclusivas
de un exo´n (en celeste) y lecturas conteniendo sitios de uniones de dos exones
contiguos (en rojo). Luego, durante la etapa de alineamiento, se encontrara´ con
que las lecturas rojas no mapeara´n a una regio´n de ADN y se debera´ recurrir a
distintas estrategias para poder ubicarlas correctamente (Wolf, 2013).
Diversas herramientas se han desarrollado para realizar el mapeo de las lec-
turas de secuenciacio´n obtenidas mediante RNA-seq (Engstro¨m et al., 2013). Los
programas que realizan mapeo contra el genoma de referencia se denominan spli-
ced mappers ya que son exclusivos para trabajar con lecturas generadas a partir
de ARNm, considerando la posibilidad de SA durante el mapeo. Para ello utilizan
diferentes estrategias. Entre los programas ma´s utilizados se destacan TopHat2
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Figura 2.10: Ilustracio´n de los tipos de lecturas que se obtendra´n al secuenciar
transcritos. Cada gen es transcrito a ARN y luego procesado para formar los
ARNm que contiene regiones exo´nicas. Los ARNm son secuenciados obteniendo
lecturas que representara´n regiones de uno (celeste) o dos exones contiguos (rojo).
(Kim et al., 2013) y STAR (Dobin et al., 2013). E´stos dividen el proceso de ma-
peo en dos etapas. En primer lugar, intentar mapear todas las lecturas a una
u´nica regio´n, para lo cual suelen permitir un nu´mero ma´ximo de posiciones sin
coincidencia con la referencia. Luego, intentan alinear las lecturas que no fueron
mapeadas considerando que e´stas pertenecen a regiones geno´micas separadas por
porciones de ADN que se removieron durante el procesamiento del ARN. Cuando
el alineamiento es contra el transcriptoma de referencia, se utilizan programas
que permiten que las lecturas mapeen a ma´s de una regio´n, es decir, a ma´s de
un transcrito anotado. Notablemente, el alineamiento es ma´s sencillo que cuando
se usa el genoma como referencia. Entre los algoritmos que hacen mapeo con-
tra transcriptoma se destacan BWA (Li and Durbin, 2009) y Bowtie (Langmead
et al., 2009). En particular, e´stos han sido desarrollados para mapear lecturas de
secuenciacio´n originadas a partir de fragmentos de ADN contiguos, por lo que
la aplicacio´n al alineamiento de transcriptoma es una de las tantas para las cua-
les son utilizados. Como contrapartida, el alineamiento contra transcriptoma no
permite la identificacio´n de nuevos eventos de SA que generen isoformas no conte-
nidas en el transcriptoma de referencia. En ambas situaciones el uso del protocolo
de secuenciacio´n paired-end contribuye a la toma de decisio´n de posicio´n de una
lectura ya que se poseen dos lecturas, separadas por una distancia estimada, que
deben coincidir con la referencia (Hatem et al., 2013).
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Como resultado de la etapa de alineamiento, se genera para cada lectura un
archivo de alineamiento en formato SAM (Sequence Alignment/Map) o BAM
(Binary Alignment/Map) (Li et al., 2009). El archivo SAM es un fichero de texto
tabulado, mientras que el formato BAM es su versio´n comprimida. Un archivo
de alineamiento se compone por una seccio´n de cabecera, opcional, y una seccio´n
de alineamiento. Las l´ıneas de estas dos secciones se diferencian en que las de la
cabecera empiezan con el cara´cter “@”. La seccio´n de alineamiento contiene 11
campos obligatorios de informacio´n esencial acerca del alineamiento y un nu´mero
variable de campos opcionales de informacio´n ma´s espec´ıfica. Los campos obli-
gatorios describen el alineamiento inferido para cada lectura. Es decir, si ha sido
o no alineada, a que´ secuencia (cromosoma o transcrito) y en que´ posicio´n, el
nu´mero de coincidencias entre la secuencia y la referencia. Particularmente, hay
un campo llamado MAPQ que indica la calidad de mapeo. E´ste es un valor calcu-
lado segu´n la Ecuacio´n 2.1, donde P ahora es la probabilidad de que la posicio´n
sea incorrecta.
2.2.5. Cuantificacio´n del nivel de expresio´n
El proceso biolo´gico en el cual la informacio´n de un gen es utilizado para
la s´ıntesis de productos ge´nicos funcionales se conoce como expresio´n ge´nica .
Usualmente estos productos son prote´ınas sintetizadas a partir de ARNm, aun-
que tambie´n pueden ser ARNm, ARNt, ARNnp, entre otros (Brooker, 2017). La
cantidad de ARNm transcritos a partir de un gen se conoce como su nivel de
expresio´n y la cantidad de ARNm iguales en su secuencia, representando una
misma isoforma del gen, se conoce como nivel de expresio´n de dicha isoforma. A
modo ilustrativo, la Figura 2.11 ilustra estos conceptos a partir de un gen con
cuatro exones que como consecuencia del SA da origen a tres isoformas diferen-
tes (Figura 2.11A). Luego, si la cantidad de transcritos para cada isoforma es la
ilustrada en la Figura 2.11B, entonces el nivel de expresio´n de la Isoforma I sera´
51, el de la Isoforma II, 15 y el de la Isoforma III, 84. Por lo tanto, el nivel de
expresio´n del gen sera´ 51 + 15 + 84 = 150 y las proporciones de las isoformas
estara´n dadas por el porcentaje de la expresio´n del gen que cada una de ellas re-
presenta (Figura 2.11C). La proporcio´n de las isoformas tambie´n se conoce como
expresio´n relativa.
En el contexto del ana´lisis de datos transcripto´micos, una vez que se ha asig-
nado a cada lectura una posicio´n o ubicacio´n en la referencia, la siguiente tarea
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es la cuantificacio´n. E´sta consiste en resumir y agregar las lecturas obtenidas
sobre una regio´n con relevancia biolo´gica como puede ser un gen, una isoforma o
incluso un exo´n. El nu´mero de lecturas obtenidas de un fragmento de ADN es una
medida indirecta del nivel de expresio´n de dicha regio´n. El proceso de cuantifica-
cio´n en individuos bien caracterizados, como el humano, es asistido por archivos
de anotacio´n. En ellos se especifica la identidad de los exones, isoformas y genes
del genoma as´ı como tambie´n la relacio´n entre ellos. La herramienta que se utili-
ce tendra´ como objetivo determinar a que´ regio´n anotada pertenece una lectura
para posteriormente agregar las lecturas de cada regio´n anotada. En particular,
es posible realizar la cuantificacio´n a nivel de exones, isoformas y genes.
Cuantificacio´n de exones
La cuantificacio´n de exones tiene como objetivo asignar una estimacio´n del
valor de expresio´n de cada uno de los exones anotados en los genes identificados en
cada una de las muestras secuenciadas. Para ello toma como partida los archivos
generados por el alineamiento de las lecturas contra el genoma de referencia y el
archivo de anotacio´n de referencia. De los tres niveles de cuantificacio´n es el ma´s
sencillo ya que, por lo general, los exones no se solapan y son fragmentos cortos
(Oshlack et al., 2010).
La forma ma´s sencilla de resumir las lecturas a nivel de exo´n es contar cua´ntas
de ellas caen dentro de la regio´n exo´nica. Por supuesto, habra´ lecturas que no
estara´n totalmente contenidas en un exo´n, ya que pueden haberse obtenido de
una regio´n de ADNc perteneciente a dos exones contiguos. Por lo general las
herramientas que cuantifican exones permiten elegir al usuario que´ hacer con
estas lecturas. El enfoque ma´s conservativo es considerar solamente las lecturas
completamente contenidas en un u´nico exo´n. En el otro extremo, la versio´n ma´s
relajada permite que las lecturas coincidan en al menos una sola base con un exo´n
para que sean consideradas como tales (Anders et al., 2012).
Cuantificacio´n de isoformas
El proceso de alineamiento contra transcriptoma de referencia asigna a cada
lectura al menos una posicio´n en las isoformas contenidas en dicha referencia. En
el proceso de cuantificacio´n, se debe decidir de que´ isoforma proviene cada lectura.
Para ello, las primeras estrategias propuestas recomendaban la cuantificacio´n en
base so´lo a aquellas lecturas que se alinearon a una u´nica isoforma. Si bien e´sto
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funciona para algunos genes que han sido afectados por SA, no lo hace en aquellos
genes que no contienen exones u´nicos para sus isoformas. Luego, dado que las
isoformas de un gen comparten muchos de sus exones, su cuantificacio´n es uno
de los procesos ma´s complejos (Garber et al., 2011).
Las herramientas desarrolladas para ejecutar esta tarea se basan en diversas
estrategias y modelos estad´ısticos que permiten considerar la incerteza a la hora
de decidir si una lectura ha sido generada de una u otra isoforma de un gen.
Por ejemplo, el programa RSEM propone un modelo estad´ıstico para estimar la
probabilidad de que una lectura provenga de un determinado transcrito y utiliza
el algoritmo de maximizacio´n de la esperanza para estimar las abundancias de los
transcritos a partir de las probabilidades estimadas (Li and Dewey, 2011). Por
otro lado, las herramientas ma´s nuevas, como Kallisto, no requieren de una eta-
pa previa de alineamiento preciso de las lecturas sino que basan sus estimaciones
en pseudo-alineamientos. Para ello combina el uso de tablas hash con gra´ficos de
Bruijn creados a partir del transcriptoma de referencia (Bray et al., 2016).
Cuantificacio´n de genes
Tal y como se definio´ anteriormente, el nivel de expresio´n de un gen es la suma
del nivel de expresio´n de todos sus transcritos. De manera que una forma sencila
de estimar el nivel de expresio´n de un gen es a trave´s de la suma de los niveles
de expresio´n estimados para todas sus isoformas. Sin embargo, la cuantificacio´n
de isoformas es en s´ı un desaf´ıo demasiado complejo para abordar si so´lo interesa
conocer la expresio´n de los genes. Es as´ı que los desarrolladores de los primeros
programas empleados para la cuantificacio´n de genes utilizaron estrategias alter-
nativas para estimar los niveles de expresio´n prescindiendo de las estimaciones a
nivel de las isoformas. En general, los dos enfoques ma´s utilizados son los deno-
minados: me´todo de interseccio´n de exones y el me´todo de unio´n de exones. El
me´todo de interseccio´n de exones cuantifica las lecturas que han mapeado a los
exones que son incluidos en todas las isoformas del gen; por otro lado, el me´to-
do de unio´n de exones cuenta las lecturas alineadas a cualquiera de los exones
que forman las isoformas del gen (Garber et al., 2011). Si bien la cuantificacio´n
de genes basada en modelos de exones es sencilla, no esta´ libre de limitantes.
Por ejemplo, si un gen tiene isoformas poco similares, el nu´mero de exones com-
partidos por todas ellas sera´ bajo, lo cual conducira´ a una subestimacio´n de la
expresio´n por parte del me´todo de interseccio´n de exones. En el caso del me´todo
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de unio´n de exones, la subestimacio´n de la expresio´n tambie´n ocurre, ma´s au´n
cuando las isoformas son muy parecidas entre s´ı. Adema´s, estos me´todos pierden
precisio´n como consecuencia de no estimar cua´les de las isoformas anotadas del
gen esta´n en realidad expresa´ndose. Durante los u´ltimos an˜os, el desarrollo de
me´todos de estimacio´n de expresio´n de isoformas robustos y eficientes en te´rmi-
nos computacionales ha facilitado la cuantificacio´n a nivel de genes basada en
la expresio´n de los transcritos, lo cual es biolo´gicamente ma´s razonable que los
me´todos basados en modelos de exones (Zhao et al., 2015).
El resultado de la etapa de cuantificacio´n del nivel de expresio´n es la
matriz de expresio´n. Esta matriz podra´ estar a nivel de exones, isoformas o
genes. Cada fila de la matriz sera´ una de estas unidades geno´micas y cada columna
representara´ una de las muestras experimentales. Luego, si en un experimento en
el que se ha considerado P muestras, se han identificado N genes (isoformas o
exones) la matriz de expresio´n sera´ de la forma expresada en la Ecuacio´n 2.2,
donde mij indica el valor de expresio´n del i-e´simo gen (isoforma o exo´n) en la j-
e´sima muestra. En particular, en el caso de que esta matriz represente isoformas o
exones, los ana´lisis requerira´n de una segunda matriz que relacione cada isoforma
o exo´n con el gen de donde proviene.
ME =

m11 . . . m1j . . . m1P
...
. . .
mi1 . . . mij . . . miP
...
. . .
mN1 . . . mNj . . . mNP

(2.2)
2.3. Ana´lisis de expresio´n diferencial
El ana´lisis transcripto´mico por lo general tiene como objetivo determinar que´
genes/isoformas evidencian cambios en su expresio´n cuando se comparan distin-
tas ce´lulas o condiciones experimentales, ya que e´stos sera´n los responsables de
las diferencias entre las mismas. Por ejemplo, estudiar los genes que modifican
su expresio´n en personas enfermas respecto de personas sanas, contribuye con la
identificacio´n de genes responsables de patolog´ıas humanas, lo cual resulta funda-
mental tanto para su comprensio´n como para su tratamiento. Este tipo de ana´lisis
es el que se conoce como ana´lisis de expresio´n diferencial .
El ana´lisis de expresio´n diferencial en transcripto´mica se realiza sobre la ma-
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triz de expresio´n obtenida en un experimento de RNA-seq. Este ana´lisis tam-
bie´n considera la matriz de disen˜o asociada al experimento, la cual tiene en las
filas las P muestras analizadas (columnas de la matriz de expresio´n) y en colum-
nas los M factores o condiciones actuando sobre dichas muestras. Por ejemplo,
supongamos un experimento cuya matriz de disen˜o es la definida segu´n la Ecua-
cio´n 2.3. En este caso, cada muestra esta´ asociada a dos factores: condicio´n y
protocolo de secuenciacio´n. Es as´ı que de las 12 muestras biolo´gicas secuenciadas,
seis esta´n asociadas al nivel Control y seis al nivel Tratamiento del factor condi-
cio´n. Por otro lado, la mitad de las muestras (tres de cada condicio´n) han sido
secuenciadas con el protocolo single-end y la otra mitad (tambie´n tres de cada
condicio´n), con el protocolo paired-end.
MD =

Condicion Protocolo
Muestra1 Control Single− end
Muestra2 Control Single− end
Muestra3 Control Single− end
Muestra4 Control Paired− end
Muestra5 Control Paired− end
Muestra6 Control Paired− end
Muestra7 Tratamiento Single− end
Muestra8 Tratamiento Single− end
Muestra9 Tratamiento Single− end
Muestra10 Tratamiento Paired− end
Muestra11 Tratamiento Paired− end
Muestra12 Tratamiento Paired− end

(2.3)
Dada la cantidad de experimentos de RNA-seq realizados a lo largo de los an˜os,
algunos consorcios han desarrollado plataformas o repositorios donde se han de-
positado los conjuntos de datos generados por estos experimentos. Algunos de los
repositorios pu´blicos ma´s utilizados son Sequencing Read Archive (SRA, Leino-
nen et al., 2010) y The Canger Genome Atlas (TCGA, Weinstein et al., 2013).
Por lo general, cada experimento estara´ disponible en uno de los dos formatos
siguientes: datos crudos (lecturas de secuenciacio´n) o matriz de expresio´n.
En el primer caso, las lecturas estara´n acompan˜adas de informacio´n pertienente
al protocolo de secuenciacio´n utilizado para su obtencio´n, en cambio, en el se-
gundo caso, se especificara´ el conjunto de herramientas que se han utilizado para
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generar la matriz de expresio´n.
Por lo general, las preguntas biolo´gicas que se desean responder son genera-
les e involucran a una poblacio´n de individuos. Luego, los experimentos que se
realizan para poder responderlas, utilizan muestras de esa poblacio´n para luego,
a partir de los resultados observados, inferir acerca del comportamiento de toda
la poblacio´n. Es as´ı que la determinacio´n de la expresio´n diferencial (DE)
involucrara´ herramientas estad´ısticas que permitan afirmar o refutar las hipo´tesis
con cierto valor de significancia, en el contexto de las etapas de modelado (Seccio´n
1.3.3) y evaluacio´n (Seccio´n 1.3.4) del KDD. Por ende, cuando se habla de DE,
e´sta alude a la existencia de diferencias significativas en los niveles de expresio´n
observados en condiciones experimentales.
2.3.1. Tipos de cambios en la expresio´n
Por lo general, las comparaciones de niveles de expresio´n son a trave´s de fold
changes que no son ma´s que cocientes de los valores de expresio´n. Por ejemplo,
si se analiza un experimento del tipo caso-control, donde la expresio´n de un
gen/isoforma en el control es C y su expresio´n en el caso de estudio es T , el fold
change de dicho gen/isoforma se define como el cociente T/C.
Anteriormente se han descrito tres niveles de cuantificacio´n de la expresio´n,
luego tres tipos de cambios pueden esperarse cuando se comparan los valores de
expresio´n observados en dos condiciones experimentales. Por un lado, se presenta
una situacio´n de expresio´n diferencial de un gen (DGE) cuando existen di-
ferencias significativas en los niveles de expresio´n del gen entre las dos condiciones
comparadas. Por otro lado, pueden presentarse cambios a nivel de las isoformas
(Figura 2.12). La situacio´n en la cual las isoformas cambian su expresio´n absolu-
ta, conservando o no las proporciones, se denomina expresio´n diferencial de
isoformas (DIE). La Figura 2.12A ilustra este caso donde las tres isoformas de
un gen han duplicado su expresio´n en la condicio´n Tratamiento, respecto de la
condicio´n Control, sin modificacio´n de las expresiones relativas. Ahora bien, cuan-
do las proporciones de las isoformas cambian en una condicio´n respecto de otra,
como consecuencia de una alteracio´n en el mecanismo de splicing, el feno´meno
se denomina splicing diferencial (DS, de las siglas en ingle´s). Esta situacio´n
es ilustrada por la Figura 2.12B donde se aprecia que la u´nica que ha cambiado
su expresio´n en la condicio´n Tratamiento es la Isoforma I. Puede notarse que los
valores de expresio´n de las isoformas en la condicio´n Control son los previamente
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ilustrados en la Figura 2.11C. Luego, los porcentajes de expresio´n de las Isoforma
I, Isoforma II e IsoformaIII son 34 %, 10 % y 56 %, respectivamente. Si ahora se
calculan los porcentajes correspondientes para la condicio´n Tratamiento, es posi-
ble encontrar que e´stos han cambiado a 50,7 %, 7,5 % y 41,8 %, respectivamente.
Dado que el SA afecta a todo el gen, se hablara´ de genes con DS.
Los cambios en la expresio´n previamente descritos no son independientes unos
de otros. Un cambio del tipo DIE como el ilustrado en la Figura 2.12A claramente
implica que exista expresio´n diferencial a nivel de gen ya que el gen ha pasado de
expresar 150 transcritos en la condicio´n Control a expresar 300 en el Tratamiento.
No obstante, como no hay cambios en las proporciones, no hay DS. Si ahora se
supone que la expresio´n de la Isoforma III en el Tratamiento se hubiese mantenido
igual a la observada en el Control, se estar´ıa en presencia de una combinacio´n
DIE-DS ya que las Isoformas I y II exhibir´ıan DIE y el gen tendr´ıa cambios en el
SA. La existencia o no de DGE debera´ adema´s ser determinada. En el otro ejemplo
presentado, donde se ilustra el DS (Figura 2.12B), la Isoforma II parece ser la
u´nica que no presenta DIE pero en conjunto el gen no tiene DGE. A trave´s de estos
ejemplos es posible visualizar que las modificaciones en el transcriptoma ocurren
en tres niveles, por lo que analizar todos ellos resulta fundamental para poder
comprender tales alteraciones y relacionarlas con las condiciones experimentales.
2.3.2. Herramientas para ana´lisis de expresio´n diferencial
El ana´lisis de DE se lleva a cabo mediante el uso de herramientas estad´ıstico-
computacionales las cuales, por lo general, se enfocan en uno de los tres tipos
de cambios descritos: DGE, DIE y DS. Los valores de expresio´n a nivel de genes
son usados para inferir DGE, entretanto, la expresio´n de las isoformas se utilizan
para estudiar DIE (Oshlack et al., 2010). El DS se estudia de diversas formas,
aunque la mayor´ıa de las herramientas utilizan la expresio´n de los exones para
determinarlo, esto se basa en que si un exo´n se uso´ diferencialmente es como
consecuencia de un cambio en el mecanismo de SA. Si bien este enfoque es el ma´s
utilizado para DS, no provee informacio´n acerca de que´ isoformas son las que han
estado involucradas en dicho cambio, lo cual es relevante para inferir el impacto
del DS en te´rminos biolo´gicos (Soneson et al., 2016).
Una de las grandes limitaciones con las que se afrontan las herramientas
de ana´lisis de DE es que el nu´mero de genes/isoformas/exones explorados es va-
rios o´rdenes mayor que el nu´mero de muestras analizadas. Como ejemplo, en el
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Figura 2.11: Ilustracio´n del nivel de expresio´n del gen, de las isoformas y la
proporcio´n de las isoformas.
Figura 2.12: Ilustracio´n de los cambios en la expresio´n a nivel de las isoformas.
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caso de los estudios sobre humanos, una matriz de expresio´n contara´ con aproxi-
madamente 20.000 filas si contiene expresio´n de genes, 130.000 filas si lo que se
cuantifico´ son isoformas y ma´s de 500.000 si se han explorado exones. En cuanto
al nu´mero de muestras a analizar, en el a´mbito de un laboratorio pequen˜o se
suelen considerar, en algunos casos, tres re´plicas por condicio´n aunque en labo-
ratorios ma´s grandes se pueden llegar a las decenas de ellas (10, 20). En el mejor
de los casos, los trabajos de consorcios enmarcados en grandes proyectos, como el
TCGA, pueden alcanzar las centenas de muestras por condicio´n, lo que au´n dista
bastante del nu´mero de regiones exploradas. Luego, modelar los cambios de ex-
presio´n considerando las relaciones entre genes se torna pra´cticamente imposible.
Por lo tanto, los enfoques ma´s comunes utilizados para el ana´lisis son del tipo
univariados, donde cada gen/isoforma/exo´n es analizado de forma independiente,
con el fin de poder estimar los para´metros de un modelo estad´ıstico. La hipo´tesis
nula del test que evalu´a DE es que la expresio´n del gen/isoforma/exo´n no se al-
tera con cambios en la covariable que explica las condiciones experimentales bajo
estudio (Fang et al., 2012). En particular, en el ana´lisis de DS, si bien cada exo´n
se analiza individualmente, se suele agregar como covariable el total de conteos
de los exones del mismo gen para as´ı incorporar la correlacio´n existente entre
ellos. Adicionalmente, dado que se realizan decenas o centenas de miles de prue-
bas, es necesario realizar correcciones en los valores p para as´ı reducir el nu´mero
de falsos positivos. De todos los me´todos desarrollados para tal fin, el FDR de
Benjamini-Hochberg (Benjamini and Hochberg, 1995) es el ma´s utilizado por las
herramientas de ana´lisis de DE.
Si bien existen algunas herramientas implementadas en otros lenguajes, el
programa estad´ıstico R (R Core Team, 2017) es el ma´s utilizado para el ana´li-
sis de expresio´n diferencial. Los modelos estad´ısticos pueden ser parame´tricos o
no parame´tricos, siendo los primeros los ma´s utilizados. Dado que los niveles de
expresio´n generados a partir de los experimentos de RNA-seq se encuentran ex-
presados en conteos (nu´meros enteros), las distribuciones del tipo Poisson fueron
las que primeramente se utilizaron. Posteriormente se encontro´ que en realidad los
datos no se ajustaban tan bien a esta distribucio´n en donde la media y la varianza
son iguales, sino que presentaban sobre-dispersio´n. Modelos lineales generalizados
(GLMs, McCullagh, 1984) basados en la distribucio´n Poisson con sobre-dispersio´n
y en la distribucio´n Binomial Negativa (NB) fueron la alternativa elegida para
corregir estos errores. Actualmente, los modelos parame´tricos basados en distribu-
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ciones discretas asumen que los conteos siguen dicha distribucio´n (Anders et al.,
2012; Leng et al., 2013; Love et al., 2014; Robinson et al., 2010). Ejemplos de
herramientas basadas en la distribucio´n NB son los paquetes R edgeR y DESeq2,
los cuales han sido disen˜ados para DGE aunque tambie´n han sido utilizados para
DIE y el paquete DEXSeq para ana´lisis de DS. Alternativamente, hay herramien-
tas entre las cuales se destaca el paquete R Limma, que transforman los datos
de conteos a escalas continuas para as´ı poder utilizar modelos heteroceda´sticos
basados en la distribucio´n normal (Ritchie et al., 2015). Cualquiera sea el caso,
no siempre se cumplen los supuestos del modelo, los cuales dif´ıcilmente pueden
ser evaluados dada la cantidad de modelos que deben ajustarse. Para prescindir
de la imposicio´n de una distribucio´n a los datos de expresio´n se han disen˜ado
algunas herramientas con enfoques no parame´tricos basadas en te´cnicas de re-
muestreo, como por ejemplo NOISeq, u´til para evaluar DGE y DIE (Shi et al.,
2015; Tarazona et al., 2015).
El resultado del ana´lisis de DE producido por las herramientas mencionadas
es una lista de genes con DGE, isoformas con DIE o genes con DS. Si el intere´s es
conocer que´ sucede en los tres niveles de informacio´n, es necesario hacer los tres
ana´lisis y luego combinar dicha informacio´n. Desde el surgimiento de la te´cnica
de RNA-seq se han desarrollado diversas herramientas, aunque el mayor foco ha
estado sobre el ana´lisis de DGE. La gran similitud que presentan varias de las iso-
formas de un gen han complejizado el proceso de cuantificacio´n de su expresio´n,
por lo que el ana´lisis a este nivel de informacio´n ha sido menos explorado. Con-
secuentemente, el desarrollo de nuevas metodolog´ıas fundamentalmente dirigidas
al ana´lisis de cambios en la expresio´n de las isoformas producidas por procesos
post-transcripcionales como el SA es un requerimiento constante (Conesa et al.,
2016).
Todos los conceptos desarrollados en este cap´ıtulo responden a las distintas
etapas del proceso de KDD. En los cap´ıtulos siguientes se presentan las estra-
tegias y me´todos desarrollados, a los efectos de proporcionar herramientas
que permitan un ana´lisis estructurado de los datos transcripto´micos con el fin de
contribuir al estudio y comprensio´n de las modificaciones post-transcripcionales
del ARN.
Esta tesis se inicio´ con una exploracio´n bibliogra´fica profunda, como parte del
desarrollo del primer objetivo del proceso de KDD: entendimiento del pro-
blema. Cabe destacar que el grupo de trabajo donde se desarrollo´ esta tesis no
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hab´ıa indagado hasta el momento en la tema´tica que e´sta involucra, por lo que
esta etapa resulto´ fundamental. Como punto de partida, el Cap´ıtulo 3 presenta
el flujo estructurado de ana´lisis de DE de genes disen˜ado, utilizando herramien-
tas disponibles (Merino et al., 2013). En particular, este flujo esta´ orientado a la
obtencio´n de datos de elevada calidad que garanticen o´ptimos resultados (Merino
et al., 2016). En el contexto de este flujo de trabajo, se desarrollo´ TarSeqQC, una
herramienta para control de calidad y exploracio´n de los datos (Merino et al.,
2017b). En el contexto del KDD, esta contribucio´n se focaliza en la etapa enten-
dimiento de los datos. Como contribucio´n a la etapa de modelado, el Cap´ıtulo
4 presenta un estudio´ comparativo de las metodolog´ıas existentes para el ana´lisis
de DS y DIE. Como resultado, se presenta una gu´ıa que orienta en la seleccio´n
del conjunto de herramientas o´ptimos para cada estudio (Merino et al., 2017a).
Finalmente, el Cap´ıtulo 5 presenta NBSplice, una herramienta de modelado
desarrollada para determinar la ocurrencia de DS en experimentos de RNA-seq
utilizando la informacio´n de expresio´n de isoformas, hasta ahora pra´cticamente
ignorado. En los dos aportes anteriores, se disen˜o´ una estrategia de evaluacio´n
basada en simulaciones con el objetivo de determinar el desempen˜o tanto de las
herramientas existentes como de la herramienta desarrollada.
Cap´ıtulo 3
Exploracio´n y control de calidad
de los datos
3.1. Introduccio´n
Si bien las NGS se comenzaron a comercializar en el an˜o 2.005, las primeras
publicaciones de trabajos cient´ıficos involucrando su utilizacio´n datan del an˜o
2.008. Por ello, al momento de comenzar esta tesis, en el an˜o 2.013, las NGS y sus
aplicaciones estaban en pleno crecimiento. Del mismo modo, los investigadores
y desarrolladores de herramientas de ana´lisis tambie´n se encontraban en plena
formacio´n. Es as´ı que la primera necesidad que se identifico´ al querer llevar a cabo
un ana´lisis transcripto´mico fue la de contar con un flujo de trabajo ordenado
que establezca co´mo se debe realizar el ana´lisis y con que´ herramientas. La revisio´n
bibliogra´fica realizada en ese momento develo´ que los ana´lisis ma´s frecuentes y
sencillos eran los que analizan DGE. Por lo general, el flujo de trabajo comu´n que
suger´ıan los trabajos de la fecha es el ilustrado por la Figura 3.1 (Chu and Corey,
2012; Wolf, 2013). El ana´lisis bioinforma´tico toma como punto de partida las
lecturas de secuenciacio´n. El primer procesamiento involucra una etapa de control
de calidad de dichas lecturas, donde se determinara´ su consistencia e integridad.
Posteriormente, se lleva a cabo el alineamiento contra referencia, seguido de la
cuantificacio´n, en este caso, de los niveles de expresio´n de los genes. Finalmente,
se realiza el ana´lisis de expresio´n diferencial, para obtener una lista de genes
cuya expresio´n puede haber sido afectada por las condiciones experimentales. El
procesamiento puede terminar all´ı o continuar un paso ma´s, en lo que se conoce
como ana´lisis funcional. E´ste consiste en inferir el efecto biolo´gico de la expresio´n
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diferencial, para lo cual se utilizan en bases de datos que relacionan genes con
funciones biolo´gicas.
Figura 3.1: Flujo de ana´lisis cla´sico en experimentos de RNA-seq.
En los primeros an˜os de las NGS, las herramientas ma´s utilizadas para llevar
a cabo el ana´lisis en datos de RNA-seq eran las llamadas Tuxedo tools (Trapnell
et al., 2012, 2010). A saber, TopHat es el programa que realiza alineamiento,
Cuﬄinks reconstruye transcritos y los cuantifica, obteniendo niveles de expresio´n
de isoformas y genes y Cuffdiff realiza el ana´lisis de expresio´n diferencial. A estos
programas se les suma FastQC, u´til para el control de calidad de las lecturas
(Andrews, 2011). Estas herramientas se volvieron muy populares por su facili-
dad de uso ya que en tan so´lo dos l´ıneas de comando permiten obtener la lista
de genes diferencialmente expresados entre dos condiciones experimentales. Otra
caracter´ıstica que determino´ el e´xito de Cuffdiff es que no requiere de re´plicas
biolo´gicas para realizar las estimaciones (Trapnell et al., 2012). Adicionalmente,
todas ellas esta´n disponibles para su uso libre en Galaxy (Goecks et al., 2010),
una plataforma de ana´lisis popular de uso libre e interactivo, y han sido sugeridas
como flujo de procesamiento de experimentos de RNA-seq (Afgan et al., 2012).
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Tal y como refleja la Figura 3.1, la u´nica etapa donde se realiza un control
de calidad es a principios del procesamiento de las lecturas. Sin embargo, en el
medio de todas las etapas del ana´lisis se generan conjuntos de datos intermedios
que no son explorados y evaluados en te´rminos de calidad. Por ejemplo, para
realizar el ana´lisis con las herramientas Tuxedo solo se debe ejecutar TopHat
y posteriormente Cuffdiff. Este u´ltimo utilizara´ internamente a Cuﬄinks para
hacer la cuantificacio´n de transcritos y genes. Cuﬄinks provee los resultados de
expresio´n en unidades de RPKM /FPKM (Reads/Fragments Per Kilobase per
Million mapped reads), dependiendo de si se utilizo´ un protocolo single o paired-
end, respectivamente (Mortazavi et al., 2008). Los RPKMs (FPKMs) de una
secuencia se calculan segu´n la Ecuacio´n 3.1, donde n refiere a la cantidad de
lecturas (fragmentos) mapeadas a dicha secuencia, l es la cantidad de pb que
componen dicha secuencia y s refiere a la cantidad de lecturas totales generadas
en la secuenciacio´n de la muestra, es decir el taman˜o de la librer´ıa.
RPKM(FPKM) =
n
l
1000
s
1000000
(3.1)
Esta unidad pretende reflejar la concentracio´n molar de un transcrito/gen en la
muestra biolo´gica, con el fin de hacer comparables los datos de expresio´n entre y
dentro de las muestras, controlando los sesgos por longitud de gen y por taman˜o
de librer´ıa. Consecuentemente, Cuﬄinks asume que esto se cumple, por lo que no
propone ningu´n control de calidad de los datos de expresio´n. Como alternativa a
las Tuxedo tools se han desarrollado herramientas que intentan solventar algunos
de los inconvenientes asociadas a ellas. En particular, las ma´s utilizadas son el
programa Python HTSeq (Anders et al., 2015) para la cuantificacio´n de genes y
los paquetes estad´ısticos de R: edgeR (Robinson et al., 2010), DESeq (Anders and
Huber, 2010), DESeq2 (Love et al., 2014) y Limma (Ritchie et al., 2015), para el
ana´lisis de expresio´n diferencial.
Por otro lado, el control de calidad del experimento como un todo tampoco
es evaluado. Una contaminacio´n en la extraccio´n del ARN/ADN, un error en la
asignacio´n de los barcodes, una falla en la rotulacio´n o simplemente una mala
seleccio´n de los individuos considerados como re´plicas puede alterar totalmente
los resultados de un experimento. Por ejemplo, supongamos que dos muestras
correspondientes a diferentes condiciones experimentales (A y B) son rotuladas
en forma cruzada, es decir la muestra correspondiente a A es rotulada como B
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y la muestra bajo la condicio´n B es rotulada como A. Luego, la variabilidad que
existe entre las re´plicas de una misma condicio´n se confundira´ con la variabilidad
biolo´gica existente entre las condiciones A y B; consecuentemente, el nu´mero de
genes identificados como diferencialmente expresados entre las condiciones A y
B sera´ bajo. Al ignorar el error que se ha cometido en el etiquetado, se concluira´
erro´neamente sobre la comparacio´n de las condiciones A y B.
A los inconvenientes mencionados se les suma el hecho del escaso desarrollo
de herramientas de visualizacio´n que provean una ra´pida exploracio´n del alinea-
miento de las lecturas a regiones geno´micas de intere´s. Los visualizadores ma´s
populares son IGV (Robinson et al., 2011) e IGB (Nicol et al., 2009). Ambos son
herramientas Java disen˜adas para explorar genomas completos. Sin embargo, en
el caso de los experimentos de RNA-seq e´stos resultan demasiado complejos, ya
que so´lo interesa explorar el pequen˜o grupo de genes o isoformas que modifican
su expresio´n en respuesta a condiciones experimentales. Otras aplicaciones de las
NGS, como la secuenciacio´n dirigida de ADN o Targeted Sequencing tambie´n se
focalizan en un pequen˜o grupo de regiones geno´micas, por lo que contar con he-
rramientas que permitan su ra´pida exploracio´n beneficiar´ıa tambie´n al ana´lisis de
experimentos realizados con esta te´cnica.
Con el fin de suplir las necesidades identificadas se desarrollo´ un flujo esta´ndar
operativo para el ana´lisis de datos de RNA-seq dirigido a determinar que´ genes
evidencian DGE con el objetivo de disminuir o eliminar sesgos propios de
los datos y as´ı optimizar la calidad de los resultados obtenidos. El ana´lisis pro-
puesto se baso´ en te´cnicas del ana´lisis de datos multivariados. Las herramientas
utilizadas son, en su mayor´ıa, programas existentes que se caracterizan por su
versatilidad y por haber sido ampliamente utilizados (Merino et al., 2013, 2016).
Adicionalmente, se desarrollo´ un paquete R llamado TarSeqQC para facilitar la
exploracio´n y el control de calidad en grupos reducidos de regiones geno´micas
(Merino et al., 2017b).
3.2. Me´todos
3.2.1. Flujo de ana´lisis
El protocolo de operacio´n esta´ndar disen˜ado con el fin de optimizar la calidad
de los resultados obtenidos mediante el ana´lisis de datos de RNA-seq fue la pri-
3.2. Me´todos 67
mera tarea realizada en el contexto de la investigacio´n doctoral (Merino et al.,
2013). El protocolo disen˜ado establecio´ un procedimiento de ana´lisis basado en
herramientas existentes, sentando una base para el desarrollo de trabajos futuros.
Este protocolo esta´ dirigido a:
Asegurar la calidad de los alineamientos: Esto se logra mediante la evalua-
cio´n de los valores de calidad disponibles en los archivos SAM.
Evaluar la consistencia e integridad de los datos de expresio´n: Se debe asegu-
rar que los valores se correspondan con nu´meros no negativos, que todos los
genes/isoformas se hayan detectado en todas las muestras, que las escalas
de expresio´n de las distintas muestras sean comparables, etc.
Determinar la fiabilidad de las re´plicas biolo´gicas: En la mayor´ıa de los
ana´lisis de RNA-seq, so´lo un grupo de genes/isoformas son afectados por las
condiciones experimentales. Por lo tanto, las diferencias entre e´stas deben
estar explicadas por los valores de expresio´n. Luego, un ana´lisis multivaria-
do puede ser utilizado para evaluar el comportamiento de las re´plicas en
te´rminos globales.
Corregir los sesgos propios de los datos de RNA-seq: Efecto de longitud de
gen, de nivel de expresio´n y las diferencias entre los taman˜os de librer´ıa
deben ser controlados y, si es necesario, corregidos mediante estrategias de
normalizacio´n adecuadas.
Siguiendo los objetivos previamente descritos, el flujo desarrollado propone:
1. Alineamiento: Mapeo de las lecturas de secuenciacio´n de cada muestra
contra el genoma de referencia, utilizando herramientas como TopHat2 (Kim
et al., 2013) o STAR (Dobin et al., 2013).
2. Control de calidad y preparacio´n de los datos: Esta etapa se enfoca
en el filtrado de genes. Se busca evaluar y remover los alineamientos de baja
calidad, genes con baja expresio´n y que no son de intere´s del experimento.
Las sub-etapas involucradas son:
a) Filtrado de lecturas: Las lecturas con valor de MAPQ bajos y/o que
mapean a ma´s de una regio´n geno´mica pueden resultar en estimacio-
nes erro´neas de los valores de expresio´n. Por este motivo, se propone
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so´lo conservar las lecturas con valor de MAPQ mayor a cierto um-
bral y mapeadas a una u´nica regio´n geno´mica. Un umbral aceptable
de MAPQ puede ser 20, que significa que la probabilidad de que el ali-
neamiento sea incorrecto es 0,01 (Cai et al., 2015; Kalari et al., 2012;
Merino et al., 2016).
b) Cuantificacio´n de la expresio´n: Las lecturas ya mapeadas deben ser
asignadas a genes/isoformas. La eleccio´n de la herramienta de cuantifi-
cacio´n muchas veces depende del programa que se utilice para analizar
DE. Una vez obtenidos los perfiles de expresio´n de cada muestra, se
utiliza R para construir la matriz de expresio´n, segu´n se definio´ en
la Seccio´n 2.2.5. Es necesario destacar que en el caso de experimentos
cuya matriz de expresio´n ha sido obtenida de un repositorio pu´blico,
sera´ fundamental controlar que los valores de expresio´n de todos los
genes sean valores correctos, lo cual se puede hacer desde R.
c) Filtrado de genes: En el ana´lisis de datos es necesario identificar y eli-
minar los datos ruidosos o poco confiables. En el contexto de RNA-seq,
un dato ruidoso puede ser un gen con valor de expresio´n muy bajo en
comparacio´n con el resto de los genes, o incluso, con valor de expre-
sio´n incorrecto. Por otro lado, el ana´lisis transcripto´mico intenta, en
muchos casos, develar los cambios que ocurren en genes que codifican
a prote´ınas, de modo que el resto de los genes o regiones geno´micas
anotadas constituyen una fuente de ruido ya que escapan del intere´s
del estudio. La definicio´n de bajo valor de expresio´n es relativa ya que
depende directamente de la cantidad de lecturas se hayan generado en
cada muestra. Para independizarse del taman˜o de librer´ıa, esta defini-
cio´n se hace en te´rminos de conteos por millo´n (CPM), definidos segu´n
lo indica la Ecuacio´n 3.2, donde n indica los conteos de ese gen y s
el taman˜o de la librer´ıa, es decir, la suma de los conteos de todos los
genes presentes en la muestra.
CPM =
n× 1000000
s
(3.2)
Diversos umbrales de CPM y criterios de baja expresio´n se han utiliza-
do. Por ejemplo, se puede considerar que un gen tiene baja expresio´n si
obtuvo, en promedio, menos de 1 CPM por condicio´n; otro caso, ser´ıa
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considerar baja expresio´n a menos de 1 CPM en todas las re´plicas de
una condicio´n. La definicio´n de genes de intere´s, en el caso del geno-
ma humano, se sugiere hacer teniendo en cuenta los genes que tienen
anotacio´n funcional.
3. Control de calidad global: Una vez que se tiene la matriz de expresio´n
para los genes expresados y que son de intere´s del estudio, es necesario
controlar el comportamiento global de las muestras en el contexto del ex-
perimento.
a) Exploracio´n de las distribuciones por muestras: En general, la mayor´ıa
de los genes no modificara´n su expresio´n en respuesta a un cambio en
la condicio´n experimental. Por lo tanto, las distribuciones de los valo-
res de expresio´n de los genes en las muestras bajo estudio deben ser
similares. Si esto no ocurre, sera´ necesario un proceso de normaliza-
cio´n. En el contexto de RNA-seq, uno de los sesgos ma´s frecuentes que
afectan a la comparabilidad de las muestras es la cantidad de lecturas
generadas en cada una de ellas. Por lo general, este sesgo se corrige
mediante la utilizacio´n de factores de escala obtenidos con funciones
especificas implementadas en los paquetes R de ana´lisis de expresio´n
diferencial.
b) Separabilidad de las muestras: Las muestras globalmente deben evi-
denciar la separacio´n que existe entre re´plicas de distintas condiciones.
Con el fin de evaluar esta separabilidad y, en el caso que correspon-
da, determinar la presencia de muestras at´ıpicas o outliers se propone
la utilizacio´n del PCA. E´ste permite explorar la variabilidad de las
muestras mediante la definicio´n de componentes ocultas de la matriz
de expresio´n. Dado que, por lo general, un nu´mero pequen˜o de genes
alterara´ su expresio´n como consecuencia del experimento, es de esperar
que e´stos sean los responsables de la variabilidad de las muestras. Lue-
go, el diagrama de dispersio´n de las primeras dos componentes deber´ıa
mostrar las re´plicas biolo´gicas agrupadas, mientras que las diferentes
condiciones experimentales deber´ıan aparecer distanciadas. Las mues-
tras que interrumpan esta separabilidad, o se alejen de las re´plicas de
la misma condicio´n experimental que representa, sera´n consideradas
como muestras outliers y debera´n eliminarse.
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4. Ana´lisis de expresio´n diferencial: Una vez que la matriz de expresio´n
se ha “limpiado” es posible llevar a cabo el ana´lisis de expresio´n diferencial.
Para ello, se recomienda la utilizacio´n de los paquetes R edgeR, Limma o
DESeq2, los cuales permiten el ana´lisis de diferentes configuraciones expe-
rimentales y han sido ampliamente utilizados (Arrieta et al., 2015; Bailey
et al., 2016; Ciriello et al., 2015; Mele´ et al., 2015; Nikolayeva and Robinson,
2014; Pelish et al., 2015; Thota et al., 2014).
5. Exploracio´n de los genes diferencialmente expresados: Los perfiles
de las lecturas sobre los genes detectados como diferencialmente expresa-
dos, as´ı como tambie´n la cantidad de lecturas obtenidas en cada una de
las muestras, pueden ser fa´cilmente exploradas utilizando la herramienta
desarrollada, TarSeqQC. E´sta tambie´n provee la posibilidad de analizar la
existencia de sesgos en los valores de expresio´n, ocasionados principalmente
por factores como longitud o contenido en GC (Merino et al., 2017b).
6. Ana´lisis Funcional: En el caso de que corresponda, realizar el ana´lisis fun-
cional del experimento utilizando herramientas como los paquetes R GOSeq
(Young et al., 2010), RDAVIDWebService (Fresno and Ferna´ndez, 2013),
MIGSA (Juan Cruz Rodr´ıguez and Ferna´ndez) o la plataforma DAVID (Den-
nis Jr et al., 2003; Huang et al., 2007).
El protocolo hace uso tanto de funciones escritas en co´digo R como de pro-
gramas existentes. En la Seccion A.2.1 del Anexo Digital se describe el archi-
vo sourcePipeline.R, el cual contiene las funciones implementadas. El archivo
pipeline.R de la Seccio´n A.2.2 de dicho anexo contiene las instrucciones necesa-
rias para utilizar dichas funciones. El funcionamiento de los programas espec´ıficos
utilizados puede ser consultado en la documentacio´n y art´ıculos cient´ıficos corres-
pondientes. En particular, la herramienta desarrollada en el contexto de esta tesis,
TarSeqQC, sera´ presentada en la seccio´n siguiente.
3.2.2. TarSeqQC
Tanto en experimentos de RNA-seq como otras aplicaciones de las NGS, suce-
de muchas veces que el investigador desea focalizar su atencio´n en la exploracio´n
de genes/isoformas o regiones espec´ıficas determinadas como relevantes, ya sea
por el ana´lisis de DE o por su asociacio´n con el experimento en cuestio´n. En
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este contexto, TarSeqQC (Merino et al., 2017b) es una paquete de funciones que
permite el control de calidad y la exploracio´n de un grupo de regiones geno´mi-
cas espec´ıficas a partir de los datos de alineamiento. La herramienta tambie´n
comprende estrategias de visualizacio´n con resoluciones a nivel de nucleo´tido, lo
cual en muchas oportunidades es un requisito fundamental, por ejemplo, para
poder determinar alteraciones en una base nucleot´ıdica que esta´ afectando direc-
tamente la expresio´n de una determinada prote´ına. TarSeqQC se encuentra dis-
ponible para la comunidad cient´ıfica en Bioconductor (http://bioconductor.
org/packages/TarSeqQC/) y posee ma´s de 3.000 descargas segu´n las estad´ısticas
del repositorio (http://bioconductor.org/packages/stats/bioc/TarSeqQC/)
desde su primera versio´n, en septiembre de 2.015.
Descripcio´n
TarSeqQC es un paquete R que utiliza para su funcionamiento tres tipos de
archivos: BED, BAM y FASTA. Los archivos en formato BED son del tipo tabu-
lar en los que cada renglo´n representan una regio´n geno´mica de intere´s, llamada
feature. La cantidad de columnas en este archivo puede variar, pero al menos
debe tener las siguientes: “chr” (cromosoma), “start” (posicio´n geno´mica corres-
pondiente al inicio de la feature), “end” (posicio´n geno´mica correspondiente al
final de la feature), “name” (nombre de la feature) y “gene” (nombre del gen
que contiene a la feature). Por ejemplo, supongamos que las features son exones.
Luego, cada renglo´n correspondera´ a un exo´n y al menos debera´ contener el cro-
mosoma donde e´ste se ubica, la posicio´n sobre tal cromosoma donde comienza y
donde termina el exo´n, un nombre que lo identifique como u´nico entre el resto
de las features y finalmente, el nombre del gen que lo contiene. El archivo BAM
contendra´ los alineamientos de las muestras que se desean explorar, entretanto,
el genoma de referencia donde esta´n definidas las features se presentara´ en un
archivo FASTA (ver Figura 3.2A).
El paquete implementa dos clases, TargetExperiment y TargetExperimentList,
cada una de las cuales posee diferentes atributos y me´todos. La primera de
ellas esta´ dirigida a almacenar los datos de alineamiento y cantidad de lectu-
ras obtenidas para las features en una muestra. Consecuentemente, sus me´to-
dos permiten el control de calidad y exploracio´n a nivel de muestra. La clase
TargetExperimentList es u´til para resumir los resultados de un experimento
que involucra ma´s de una muestra (ver Figura 3.2B). Cuando se construye un
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objeto TargetExperiment, a partir de los archivos que se proveen, es posible
computar el coverage (cantidad promedio de lecturas para una feature) o la me-
diana de las lecturas obtenidas para una feature. Cualquiera de estas dos medidas
es indicadora de la cantidad de veces que se ha secuenciado la feature en cues-
tio´n por lo que puede ser utilizada para identificar features de baja expresio´n o
de´bilmente captadas por la secuenciacio´n.
Caracter´ısticas
La herramienta desarrollada permite explorar los siguientes aspectos (Figura
3.2C):
Resultados a nivel de nucleo´tido: Se proveen herramientas para indagar los
perfiles de lecturas o expresio´n con resolucio´n de nucleo´tidos. Es decir, gra´fi-
cos de barras que ilustran la cantidad de lecturas que se han obtenido para
cada nucleo´tido de una regio´n geno´mica. En estos gra´ficos se destaca la can-
tidad de lecturas contradicen a la referencia, lo que podr´ıa estar indicando
la presencia de una variante nucleot´ıdica. Tambie´n es posible explorar los
porcentajes observados de bases nucleot´ıdicas, diferentes a las de referencia,
en cada posicio´n geno´mica.
Desempen˜o a nivel de feature: Se logra a trave´s de la inspeccio´n simulta´nea
de todas las features a etapas tempranas del ana´lisis, para as´ı poder detectar
regiones no secuenciadas y/o de baja expresio´n. Los me´todos implementados
permiten incorporar umbrales de expresio´n predefinidos por el usuario. Por
ejemplo, se podr´ıa utilizar los umbrales
• (0, 1): feature no secuenciada
• [1, 100): feature de baja expresio´n/coverage
• [100, 500): feature de expresio´n/coverage media
• [500, Inf): feature de expresio´n/coverage alta
Desempen˜o a nivel de muestra: Se evalu´a utilizando me´todos gra´ficos y
anal´ıticos que analizan el porcentaje de lecturas alineadas a las features, la
distribucio´n emp´ırica del coverage/expresio´n promedio, la comparacio´n de
los valores de coverage/expresio´n entre features, etc.
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Desempen˜o del experimento: Se incluyen me´todos que integran los resulta-
dos de todas las muestras involucradas en un experimento, para as´ı poder
evaluar su consistencia.
De esta manera, el control de calidad y la exploracio´n, a diferentes niveles, pueden
ser llevados a cabo utilizando me´todos gra´ficos y anal´ıticos que incorporan inter-
valos y/o umbrales de coverage/expresio´n definidos por el usuario para as´ı asistir
el ana´lisis. La Figura 3.2D ilustra esquema´ticamente algunos de los resultados
gra´ficos que se pueden obtener utilizando TarSeqQC.
Figura 3.2: Esquema ilustrativo de TarSeqQC. A: Archivos BAM, BED y FASTA
listos para usar. B: Creacio´n de los objetos TargetExperiment, uno para cada
muestra y posterior construccio´n del objeto TargetExperimentList resumiendo
los resultados de todas las muestras del experimento. C: Uso de los me´todos
correspondientes a cada clase para explorar y visualizar los resultados a nivel de
experimento, muestra y feature. D: Ejemplo de las gra´ficas generadas mediante
el uso de TarSeqQC. Figura extra´ıda de Merino et al. (2017b)
La principal limitacio´n de TarSeqQC es que los recursos computacionales que
requiere para poder llevar a cabo algunas de sus funcionalidades as´ı como tam-
bie´n los tiempos de ejecucio´n dependen del taman˜o de panel de features y de la
cantidad de lecturas generadas en la secuenciacio´n. La demanda de recursos es en
especial alta para aquellas funciones que indagan a nivel de nucleo´tido, por ejem-
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plo: buildTargetExperiment, plotFeature y pileupCounts. Como ejemplo, la
Tabla 3.1 muestra los tiempos de ejecucio´n al analizar una muestra t´ıpica de
Targeted Sequencing (accesible en el repositorio SRA: SRR948511), conteniendo
2.866.654 lecturas pareadas, secuenciadas a partir de un panel de 1.736 features
de 47 genes. El procesamiento se realizo´ en una computadora de escritorio equi-
pada con un procesador Intel I5 con 8 Gb. de memoria RAM y dos procesadores
f´ısicos y cuatro hilos.
Tabla 3.1: Tiempos de ejecucio´n de TarSeqQC sobre un conjunto de datos de
2.866.654 lecturas paired-end, obtenidas con un panel de 1.736 features de 47
genes.
Funcio´n Nu´cleos usados Tiempo de ejecucio´n
Constructor TargetExperiment 4 1,43 min
Constructor TargetExperiment 2 1,38 min
plotRegion gen JAK3 (20.000pb)∗ 4 1,59 min
plotRegion gen JAK3 (20.000pb)∗ 2 2,78 min
plotRegion gen JAK3 (10.000pb)∗ 4 29,76 seg
plotRegion gen JAK3 (10.000pb)∗ 2 47,37 seg
plotRegion gen JAK3 (5.000pb)∗ 4 11,82 seg
plotRegion gen JAK3 (5.000pb)∗ 2 15,7 seg
pileupCounts gen JAK3 (20.000pb)∗ 4 1,55 min
pileupCounts gen JAK3 (20.000pb)∗ 2 2,75 min
pileupCounts gen JAK3 (10.000pb)∗ 4 28,44 seg
pileupCounts gen JAK3 (10.000pb)∗ 2 46,82 seg
pileupCounts gen JAK3 (5.000pb)∗ 4 9,95 seg
pileupCounts gen JAK3 (5.000pb)∗ 2 12,10 seg
∗Entre pare´ntesis se indica el nu´mero de pares de bases contenidos en las
regiones exploradas.
3.3. Aplicacio´n
3.3.1. Control de calidad multivariado en RNA-seq
A continuacio´n se describe los resultados de la aplicacio´n del flujo de trabajo
propuesto en la Seccio´n 3.2.1 sobre un conjunto real de datos de RNA-seq. Este
trabajo surgio´ como una colaboracio´n con el grupo de trabajo del Dr. Emmanuel
Dias Neto, miembro de la Fundacio´n Antonio Prudente y director del Laboratorio
de Geno´mica Me´dica en el Centro Internacional de Investigaciones A.C. Camargo
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Cancer Center, Brasil. El grupo del Dr Dias Neto realizo´ un experimento de se-
cuenciacio´n de RNA-seq, obteniendo un conjunto de datos que le fueron cedidos
al Dr Ferna´ndez, Director de esta tesis, con el fin de realizar el ana´lisis DEG.
Cuando e´ste se realizo´, siguiendo el enfoque cla´sico propuesto en la literatura y
descrito en la Seccio´n 3.1 se encontro´ que pra´cticamente no hab´ıan genes que
evidenciaran DE, lo cual era poco probable por las condiciones experimentales
involucradas. Es as´ı que, con el fin de determinar el o los posibles sesgos, fuentes
de errores o factores que se estaban ignorando se disen˜o´ y utilizo´ el flujo de tra-
bajo propuesto en esta tesis. Los resultados descritos en la siguientes secciones
han sido presentados en el XX Congreso Argentino de Bioingenier´ıa, realizado
los d´ıas 28, 29 y 30 de octubre del an˜o 2015 en San Nicola´s de los Arroyos, Argen-
tina. El manuscrito correspondiente ha sido publicado en el Journal of Physics:
Conference Series (Merino et al., 2016).
El objetivo de este trabajo fue demostrar el efecto de la aplicacio´n de los
pasos de control de calidad propuestos y el impacto de incluirlos o no sobre los
resultados finales del ana´lisis.
Base de datos
La base de datos que se analiza se genero´ en el contexto de un proyecto dirigido
al estudio de las alteraciones transcripcionales relacionadas con la ocurrencia de
meta´stasis en pacientes con ca´ncer de ce´lulas escamosas orales (por sus siglas
del ingle´s OSCC ). Para el experimento se considero´ un total de 10 hombres
con OSCC, cinco de los cuales presentaron meta´stasis linfonodal. Dado que el
objetivo del estudio era determinar las alteraciones transcripcionales asociadas
a la meta´stasis, esta condicio´n se definio´ como el tratamiento, mientras que la
ausencia de meta´stasis se considero´ como condicio´n control.
Los pacientes fueron reclutados en el Hospital A.C. Camargo en la ciudad de
San Pablo, Brasil. A todos ellos se les extrajo una muestra biolo´gica donde se
aislo´ el ARNm para posteriormente realizar la secuenciacio´n utilizando la plata-
forma ABI5500 SOLiD con un protocolo paired-end 75-35. Cabe aclarar que la
definicio´n 75-35 indica que la lectura que se realiza en sentido hacia adelante (o
forward) tiene longitud de 75 pb, mientras, la que se realiza hacia atra´s (o rever-
se) es de 35 pb. El disen˜o del experimento estuvo dirigido a eliminar cualquier
efecto de corrida y/o lane sobre las muestras. Se realizaron dos corridas de secuen-
ciacio´n, cada una de las cuales involucro´ seis lanes. Los 10 pacientes se dividieron
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en dos grupos de secuenciacio´n, cada uno de los cuales tuvo representantes de
las dos condiciones experimentales. De este modo, el experimento involucro´ dos
condiciones experimentales, sin meta´stasis (Non-Met) y con meta´stasis (Met) y
dos corridas de secuenciacio´n, I y II, caracterizado por la matriz de disen˜o de la
Ecuacio´n 3.3.
MD =

Condicion Corrida
R1C1 Non−Met II
R2C1 Non−Met I
R3C1 Non−Met II
R4C1 Non−Met II
R5C1 Non−Met I
R1C2 Met II
R2C2 Met I
R3C2 Met I
R4C2 Met II
R5C2 Met I

(3.3)
En cada uno de estos grupos de secuenciacio´n las muestras de sus integrantes
se dividieron en seis al´ıcuotas, una para cada lane. Es as´ı que se utilizaron barco-
des para identificar a las muestras de cada paciente. Los archivos de secuenciacio´n
de cada lane, para cada muestra, se alinearon contra el genoma humano (versio´n
GRCh37/hg19 de Ensembl) utilizando el software provisto por SOLiD, llamado
LifeScope. Posteriormente, los alineamientos de cada muestra se combinaron para
obtener un archivo BAM por cada paciente. Estos archivos son los que se reci-
bieron para realizar el estudio, por lo que constituyeron el punto de partida del
ana´lisis transcripto´mico que aqu´ı se presenta.
Estrategia de ana´lisis
El tipo de ana´lisis seleccionado para abordar el objetivo del estudio es la
expresio´n diferencial de genes, previamente definida y nombrada como DEG. Para
ello, se utilizo´ un flujo de trabajo basado en el protocolo de operacio´n propuesto en
la Seccio´n 3.2.1. Las especificaciones correspondientes a cada etapa aqu´ı utilizadas
se detallan a continuacio´n.
1. Control de calidad y preparacio´n de los datos: se filtraron tanto
alineamientos como genes segu´n los criterios establecidos anteriormente.
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a) Filtrado de lecturas: Las lecturas con MAPQ mayor a 20 y u´nicamente
alineadas a una regio´n geno´mica se conservaron mediante la utilizacio´n
de la herramienta de cuantificacio´n HTSeq.
b) Construccio´n de la matriz de expresio´n: El programa HTSeq se uti-
lizo´ para cuantificar las lecturas a nivel de genes en cada una de las
muestras. En particular, el modo de cuantificacio´n utilizado fue aquel
que considera solo las lecturas que intersectan completamente con un
gen (modo intersection-strict). Luego se construyo´ la matriz de
expresio´n en R.
c) Filtrado de genes: Se establecio´ como criterio conservar aquellos genes
que tuvieron como mı´nimo 10 conteos en todas las muestra. Adema´s,
se filtraron los genes de longitud menor a 200 pb, ya que corresponden
a ARNnp, y e´stos no son objeto de estudio. Tambie´n, como el intere´s
so´lo reside en los genes codificantes de prote´ınas, se eliminaron aquellos
que no tuviesen anotacio´n funcional en la plataforma DAVID.
2. Control de calidad global: se llevo´ a cabo en R utilizando funciones que
e´ste provee.
a) Exploracio´n de las distribuciones y normalizacio´n: Los me´todos R boxplot
del paquete graphics y density, del paquete stats, se utilizaron pa-
ra explorar los diagramas de cajas y estimar la funcio´n de densidad de
los valores de expresio´n, respectivamente (R Core Team, 2017). Con el
fin de seleccionar el me´todo de normalizacio´n adecuado se compararon
los provistos por edgeR y DESeq2.
b) Separabilidad de las muestras: Se realizo´ el PCA de la matriz de
expresio´n mediante la funcio´n prcomp del paquete stats de R (R
Core Team, 2017).
3. Ana´lisis de expresio´n diferencial: se llevo´ a cabo mediante el paquete
DESeq2 de R. E´ste asume que los conteos que representan la expresio´n del
i-e´simo gen en la k-e´sima muestra, yik, siguen una distribucio´n NB segu´n la
Ecuacio´n 3.4, con media µik y dispersio´n φi. En particular, DESeq2 asume
que la media es proporcional a la concentracio´n de fragmentos de ADNc
que hab´ıa originalmente en la muestra, pik, escalada por el factor de nor-
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malizacio´n sk, asociado al taman˜o de la librer´ıa de la k-e´sima muestra.
yik ∼ NB(µik = piksk, φi) (3.4)
Si bien ambas cantidades, pik y sk son variables aleatorias, sk es estimado
a partir de las muestras. Luego DESeq2 ajusta, para cada gen, un GLM con
distribucio´n NB segu´n la Ecuacio´n 3.5 con los elementos xkr de la matriz
de disen˜o y los coeficientes βir.
log2(qik) =
∑
r
xkrβir (3.5)
En este trabajo, los elementos de la matriz de disen˜o (Ecuacio´n 3.3) son
dos, la condicio´n y la corrida, por lo que r = 1, 2. Los coeficientes esti-
mados del GLM indican el fold change, es decir el cambio en la expresio´n,
entre dos niveles de dichos factores. Los fold changes estimados son luego
corregidos mediante un procedimiento bayesiano (Love et al., 2014). Luego
del ajuste de los modelos para todos los genes, esta herramienta utiliza la
distancia de Cook para identificar datos at´ıpicos, los cuales en su mayor´ıa
ocurren por efectos te´cnicos ma´s que biolo´gicos (Love et al., 2014). Los
outliers son reemplazados por la media recortada al 20 % y los modelos son
nuevamente ajustados. Posteriormente, se utiliza el test de Wald (Cordeiro
and Deme´trio, 2008) para evaluar si los coeficientes, o algu´n contraste, son
nulos. En este caso, no se considero´ interaccio´n entre los efectos condicio´n
y corrida, ya que el disen˜o experimental cruzo´ estos dos efectos.
Resultados y discusio´n
Filtrado de datos
Los archivos de alineamiento correspondientes a las 10 muestras involucra-
das en el experimento bajo ana´lisis consistieron, en promedio, de 150 millones
de lecturas alineadas por muestra. Luego del filtrado por MAPQ, se obtuvo un
promedio de 19 millones de pares de lecturas alineadas por individuo. Como re-
sultado de la cuantificacio´n se obtuvo una matriz de expresio´n de dimensiones
n =54.664 (genes) y p = 10 (muestras). Esta matriz fue sometida a los filtrados
descritos anteriormente identificando:
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34.657 genes sin anotacio´n funcional o no codificantes a prote´ınas
828 ARNnp
5.988 genes de baja expresio´n
De este modo, la matriz de expresio´n, CM1, quedo´ conformada por 13.191
filas y 10 columnas.
Normalizacio´n
Las caracter´ısticas distribucionales de los valores de expresio´n crudos se ilus-
tran en la Figura 3.3a-b. En particular, los valores se han expresado en escala
logar´ıtmica en base 2. La inspeccio´n de los diagramas de caja indico´ diferen-
cias tanto en la mediana como en el ancho de las cajas de las distribuciones de
las distintas muestras. En te´rminos de densidad, se aprecio´ que las muestras no
estaban centradas en la misma moda. Luego, se requirio´ del uso de un me´to-
do de normalizacio´n que permitio´ equiparar las diferencias encontradas entre las
distintas muestras.
Con el fin de contar con un criterio objetivo que soporte la eleccio´n de un
me´todo de normalizacio´n sobre otro, se realizo´ una comparacio´n de las estrategias
disponibles focalizando en el impacto que e´stas tienen sobre el nu´mero de genes
diferencialmente expresados y el nu´mero de genes identificados como outliers por
el me´todo de DEG. Los me´todos evaluados fueron Trimmed Mean of M values
(TMM), Upper Quartile (UQ) y Relative Log Normalization (RLE) (Maza et al.,
2013). Estos me´todos se encuentran implementados en el paquete edgeR y com-
parten la hipo´tesis de que so´lo un pequen˜o nu´mero de genes son los que alteran
su expresio´n como consecuencia del cambio en la condicio´n experimental. Adicio-
nalmente, RLE tambie´n se encuentra disponible en el paquete DESeq2.
La evaluacio´n se realizo´ normalizando la matriz CM1 con las distintas estra-
tegias. Luego se ajustaron los modelos con DESeq2 y se determino´ la cantidad
de datos at´ıpicos que se identificaron en cada una de las matrices normalizadas.
Posteriormente, se reemplazaron los outliers y se reajustaron los modelos. Los
resultados obtenidos se resumen en la Tabla 3.2, espec´ıficamente la segunda co-
lumna contiene los outliers detectados antes de la correccio´n y la tercera columna,
los detectados luego de ella. Como se puede apreciar, la cantidad de outliers de-
tectados tanto antes como despue´s de la correccio´n resulto´ menor para la matriz
CM1 normalizada con la estrategia RLE de edgeR.
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Tabla 3.2: Cantidad de outliers detectados antes y luego de la correccio´n estable-
cida por DESeq2 sobre la matriz de expresio´n normalizada mediante diferentes
me´todos.
Me´todo Outliers detectados Outliers luego de la correccio´n
TMM 700 89
Upper Quartile 688 89
RLE (edgeR) 689 57
RLE (DESeq2) 712 59
Tambie´n se exploro´ el nu´mero de genes detectados por DESeq2 como diferen-
cialmente expresados en la comparacio´n Metasta´sico, No Metasta´sico, utilizando
la matriz de expresio´n normalizada mediante las diferentes estrategias. La Tabla
3.3 resume los resultados obtenidos, presentando la cantidad de: genes detectados
con DE, genes sobre-expresados en la condicio´n Met, genes sub-expresados en la
misma condicio´n respecto del Non-met. Los resultados revelaron que el nu´mero
de genes con DE fue mayor cuando se utilizo´ la normalizacio´n RLE de edgeR,
entretanto, la relacio´n sobre/sub expresado fue similar para todas las metodo-
log´ıas.
Tabla 3.3: Cantidad de genes detectados como diferencialmente expresados por
DESeq2 sobre la matriz de expresio´n normalizada mediante diferentes estrategias.
Me´todo Genes con DE Genes sobre-expresados Genes sub-expresados
TMM 212 99 113
Upper Quartile 199 91 108
RLE (edgeR) 207 93 114
RLE (DESeq2) 204 91 113
Los resultados anteriores sugirieron entonces la utilizacio´n de la estrategia
de normalizacio´n RLE propuesta por edgeR para calcular los factores de escala.
Luego de su aplicacio´n sobre la matriz CM1, las diferencias en distribucio´n y en
densidad se redujeron, como se aprecia en la Figura 3.3c-d.
Control de calidad global
Si bien, segu´n los resultados anteriormente descritos, no se encontro´ evidencia
de alguna muestra outlier, posteriormente se realizo´ el PCA sobre la matriz CM1
cruda y normalizada. Los diagramas de dispersio´n de las primeras dos componen-
tes de cada PCA se ilustran en la Figura 3.4, donde las re´plicas de la condicio´n
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Figura 3.3: Diagramas de caja (izquierda) y gra´fico de densidad estimada (dere-
cha) para los valores de expresio´n. Los paneles a) y b) corresponden a los conteos
sin normalizar y los paneles c) y d) luego de la normalizacio´n mediante la estra-
tegia propuesta por DESeq2. La notacio´n RXCY refiere a: RX, re´plica X; CY ,
condicio´n Y donde C1/C2 es no-meta´stasis/meta´stasis, respectivamente. Figura
extra´ıda de Merino et al. (2016).
Met se identificaron con tria´ngulos y las de la condicio´n Non-Met, con c´ırcu-
los. Los diagramas obtenidos revelaron que las muestras no eran completamente
separables entre condiciones, como se esperaba que sucediera. Espec´ıficamente,
las flechas sen˜alan una muestra de cada condicio´n, identificadas como R2C1 y
R2C2, que se ubicaron ma´s pro´ximas a las re´plicas de la condicio´n opuesta. Es-
te comportamiento indico´ la falta de separabilidad, guiada por la condicio´n
experimental, en el espacio de las componentes principales. La normalizacio´n no
corrigio´ la separabilidad de las muestras, lo que revelo´ que el efecto observado no
es un efecto te´cnico sino que las dos muestras identificadas son outliers, por lo
que debieron ser removidas del ana´lisis.
La remocio´n de las muestras outliers implico´ la re-ejecucio´n de las etapas de
ana´lisis realizadas hasta el momento. Es as´ı que la matriz de expresio´n original,
de dimensiones 54.664 ×10 primero se redujo a una matriz de 54.664 ×8. Poste-
riormente, se realizo´ el filtrado de datos anteriormente aplicado para as´ı obtener
una nueva matriz de expresio´n, CM2, conteniendo informacio´n de 13.482 genes
identificados en 8 muestras. Cabe destacar que esta matriz tuvo un 2,2 % de in-
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Figura 3.4: Diagramas de dispersio´n de las primeras dos componentes principales
sobre la matriz CM1: a) cruda o sin normalizar y b) normalizada. Figura extra´ıda
de Merino et al. (2016).
cremento en la cantidad de genes expresados contenidos en la matriz CM1. En
la Figura 3.5 se ilustran los diagramas de dispersio´n de las primeras dos com-
ponentes del PCA sobre la matriz CM2 cruda (panel a) y normalizada (panel
b). En ambos paneles se incorporo´ una l´ınea entrecortada que indica la separa-
bilidad que ahora s´ı se observa entre las muestras de las diferentes condiciones
experimentales.
Impacto del control de calidad
Ambas matrices, CM1 y CM2, se analizaron con el fin de evaluar el impacto del
control de calidad sobre el ana´lisis. En primera instancia, se determino´ el nu´mero
de valores de expresio´n outliers detectados al analizar ambas matrices con DESeq2.
Luego de la correccio´n de e´stos, se determino´ la DEG, considerando un nivel de
significancia de 0,05 para el FDR. En la Tabla 3.4 se resumen los resultados
obtenidos para las dos matrices de expresio´n. Por un lado, se ha encontrado
que el nu´mero de outliers identificados usando la matriz CM1 resulto´ superior
al encontrado para la matriz CM2. En el primer caso, el 6,35 % de los genes
analizados presentaron valores at´ıpicos, recuperando aproximadamente un 88 %
de e´stos mediante la estrategia de imputacio´n utilizada por DESeq2. En el caso de
la matriz CM2, el 5,5 % de sus genes presentaron valores extremos. Luego de la
correccio´n, se recupero´ un 95 % de ellos, lo que representa un incremento del 7 %
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Figura 3.5: Diagramas de dispersio´n de las primeras dos componentes principales
sobre la matriz CM2: a) cruda o sin normalizar y b) normalizada. Figura extra´ıda
de Merino et al. (2016).
en te´rminos de genes recuperados, revelando una ganancia de informacio´n al
utilizar la matriz CM2.
La u´ltima columna de la Tabla 3.4 contiene la cantidad de genes detectados co-
mo diferencialmente expresados. Es notable que la presencia de muestras outliers
en la matriz CM1 impacto´ directamente en el nu´mero de genes con DE ya que
so´lo 91 genes se identificaron como tales. La eliminacio´n de las muestras outliers
determino´ un incremento de ma´s del 300 % en la cantidad de genes detectados
como diferencialmente expresados. Ma´s precisamente, al analizar CM2 se detecto´
424 genes con DE. La comparacio´n de los genes diferencialmente expresados en-
contrados en ambos casos determino´ que el 88 % de los genes identificados en
el primer caso tambie´n se encontraron al analizar CM2. Los resultados obteni-
dos sugieren que la inclusio´n de las muestras outliers derivo´ en una pe´rdida de
informacio´n que pudo ser recuperada al eliminarlas del ana´lisis.
Finalmente, se compararon los fold changes y los valores p ajustados estima-
dos para los 81 genes identificados como diferencialmente expresados al analizar
las dos matrices. El ana´lisis del diagrama de dispersio´n comparando los valores de
fold change (Figura 3.6a) indico´ que cuando se eliminaron las muestras outliers
los valores absolutos de fold change se incrementaron. La prueba de Wilcoxon
(Wilcoxon, 1945) revelo´ la existencia de evidencia significativa soportando este
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Tabla 3.4: Resultados del ana´lisis de expresio´n diferencial sobre las matrices de
expresio´n CM1 y CM2.
Matriz de expresio´n Outliers detectados Outliers post-correccio´n Genes con DE
CM1 837 93 91
CM2 737 38 424
incremento (valor p= 4,957e−7) cuando se eliminaron las muestras outliers, tanto
para los genes sobre-expresados (puntos rosa sobre la l´ınea identidad) como para
los genes sub-expresados (puntos celestes debajo de la l´ınea identidad). Concor-
dantemente, los valores p ajustados resultaron menores luego de la eliminacio´n
de las muestras at´ıpicas (Figura 3.6b).
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Figura 3.6: Diagramas de dispersio´n para los 81 genes detectados como diferen-
cialmente expresados utilizando las dos matrices de expresio´n CM1 y CM2. a)
Valores de fold change en escala logar´ıtmica. b) Valores p ajustados por FDR.
Figura extra´ıda de Merino et al. (2016)
Conclusiones
La utilizacio´n de un flujo de ana´lisis esta´ndar focalizado en el control de
calidad es fundamental en el estudio de experimentos que analizan los cambios
de expresio´n de genes utilizando experimentos de RNA-seq. Con la aplicacio´n aqu´ı
presentada se ha demostrado que el uso de herramientas del ana´lisis multivariado,
como el PCA, permitio´ la identificacio´n de muestras at´ıpicas en el conjunto de
datos que estaban enmascarando informacio´n biolo´gica relevante. La utilidad
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del proceso de control de calidad global se demostro´ mediante el ana´lisis de un
experimento real de RNA-seq. Se encontro´ que, ignorando la posible existencia de
muestras at´ıpicas, so´lo 91 genes pudieron ser detectados como diferencialmente
expresados. En cambio, al incorporar la estrategia propuesta, este nu´mero se
incremento´ ma´s de un 300 %. En este contexto, se ha demostrado que la presencia
de muestras outliers impacta directamente en los ana´lisis posteriores por lo que
el control de calidad global debe ser un paso fundamental a realizar en
cualquier flujo de ana´lisis de datos de RNA-seq.
3.3.2. Control de calidad en Targeted Sequencing
Aqu´ı se presenta una aplicacio´n directa de la herramienta desarrollada, TarSeqQC
sobre un conjunto real de datos de secuenciacio´n dirigida o targeted sequencing.
Este trabajo surgio´ como una colaboracio´n con el grupo de trabajo del Dr. Osvaldo
Podhajcer, Jefe del Laboratorio de Terapia Molecular y Celular de la Fundacio´n
Instituto Leloir, Argentina. La herramienta desarrollada y la aplicacio´n que se
detalla a continuacio´n han sido publicadas en la revista Human Mutation de la
editorial Wiley (Merino et al., 2017b).
Base de datos
El conjunto de datos con el que se trabajo´ en esta aplicacio´n se genero´ me-
diante un protocolo de secuenciacio´n dirigida o targeted sequencing. E´ste permite
explorar en forma simulta´nea un conjunto de regiones geno´micas o features es-
pec´ıficas (el panel) pertenecientes a un pequen˜o grupo de genes. Por lo general,
la bu´squeda se dirige a features, tambie´n llamadas amplicones, donde se conoce o
se sospecha que pueden ocurrir variaciones gene´ticas asociadas a una enfermedad
espec´ıfica (Meldrum et al., 2011). El protocolo de secuenciacio´n se inicia a partir
de una muestra de ADN extra´ıda, de la cual se seleccionan las features de intere´s
utilizando primers disen˜ados espec´ıficamente para tal fin.
El experimento analizado tuvo como objetivo la caracterizacio´n del perfil mo-
lecular del ca´ncer colorrectal en un paciente con poliposis adenomatosa. Los tra-
bajos de extraccio´n y procesamiento de las muestras se llevaron a cabo en el
Hospital Udaondo y en el Instituto Leloir de la ciudad de Buenos Aires, con con-
sentimiento informado del paciente. Las muestras involucradas fueron una biopsia
de tejido tumoral, una muestra de tejido sano y una muestra de ADN circulante
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(o cell free DNA). Respectivamente, se las denoto´ como Tumor, Normal y cfDNA.
En el contexto del experimento, la comparacio´n de la composicio´n del ADN de
la muestra Tumor con la Normal permite determinar la presencia de variaciones
asociadas a la patolog´ıa; mientras que la comparacio´n de la muestra cfDNA con
las otras dos devela la existencia de posibles meta´stasis. Particularmente, un gen
que se selecciono´ para su secuenciacio´n es el APC, un gen supresor de tumor en
el que se han reportado numerosas variaciones gene´ticas asociadas a la patolog´ıa
bajo estudio (Nieuwenhuis and Vasen, 2007; Segditsas and Tomlinson, 2006).
La secuenciacio´n de las muestras se realizo´ utilizando el kit comercial Ion
AmpliseqTM Comprehensive Cancer panel (http://www.thermofisher.com/) y
el secuenciador Ion Proton. El panel utilizado se ha disen˜ado para secuenciar
15.991 features pertenecientes a 409 genes relacionados con algu´n tipo de ca´ncer.
La seleccio´n de las features se realizo´ mediante la utilizacio´n de cuatro pools de
primers de PCR. La secuenciacio´n se realizo´ en dos corridas; en la primera se
secuencio´ las muestras Tumor y Normal, a una cobertura promedio de 1.000X,
y en la segunda, se secuencio´ la muestra cfDNA a una profundidad de 10.000X.
Las lecturas de secuenciacio´n se alinearon contra el genoma de referencia (hg19,
GRCh37) con el software TMAP4, incluido en la plataforma de ana´lisis (Torrent
Suite verio´n 5.0) provista con el secuenciador. Los archivos BAM se procesaron
con Samtools (versio´n 1.2, Li et al., 2009) para filtrar las lecturas no mapeadas y
ordenar los alineamientos.
Estrategia de ana´lisis
En el contexto de los experimentos de targeted sequencing, el control de cali-
dad debe asegurar que todas las muestras involucradas en un experimento tengan
cobertura promedio acorde con lo estipulado en su disen˜o y, fundamentalmente,
suficiente para los ana´lisis posteriores de descubrimiento de variantes geno´micas.
En esta aplicacio´n, el control de calidad del experimento se realizo´ utilizando
TarSeqQC. Para ello, se emplearon los archivos de alineamiento, el genoma de
referencia y un archivo BED, conteniendo la definicio´n de las 15.991 features con-
tenidas en el panel. En primera instancia, se construyo´ un objeto de la clase
TargetExperiment para cada una de las muestras analizadas y luego se resu-
mieron los resultados de e´stas en un objeto de la clase TargetExperimentList.
Posteriormente, se utilizaron los me´todos de ambas clases para llevar a cabo las
tareas de control de calidad anteriormente descritas. El ana´lisis comenzo´ con una
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evaluacio´n global del desempen˜o del experimento, en te´rminos de eficiencia a la
hora de leer las features. Se evaluo´ la cobertura promedio lograda en todas las
feataures y por pool de primers. Para ello se definio´ un conjunto de intervalos de
cobertura delimitados por los valores 0, 1, 100, 1.000, 5.000 y 10.000. Luego, se
identifico´ las features de baja cobertura o desempen˜o y finalmente, se analizo´ el
gen APC. Los archivos de alineamiento tambie´n se analizaron con TEQC, la u´ni-
ca herramienta de control de calidad disponible para este tipo de experimentos
hasta el momento (Hummel et al., 2011). Todos los archivos con el co´digo fuente
(del ingles, scripts) utilizados para realizar estos procesamientos se encuentras
disponibles como material suplementario de Merino et al. (2017b).
Resultados y discusio´n
Desempen˜o del experimento
Como primer herramienta, se utilizo´ el me´todo summary para obtener las me-
didas resumen de la cobertura a nivel de features y de pool. En el primer caso,
se obtuvo un valor de cobertura promedio de 3.585 y 2.417 para las muestras
Tumor y Normal, respectivamente, entretanto, para la muestra cfDNA se de-
termino´ un valor promedio de 4.219 (ver Tabla 3.5). Estos valores sugieren un
buen desempen˜o global para las dos primeras muestras, por el contrario, en
el caso de cfDNA, el valor de cobertura promedio resulto´ ser menor al espera-
do considerando que en su disen˜o se fijo´ un valor de cobertura de 10.000. Esta
muestra tambie´n fue la que evidencio´ mayor variabilidad al comparar los coefi-
cientes de variacio´n encontrados para la cobertura. Adicionalmente, se determino´
que en las tres muestras hubo al menos una feature que no se logro´ secuenciar.
Similares resultados se obtuvieron mediante el ana´lisis con TEQC. La exploracio´n
de la cobertura por pool, so´lo posible con TarSeqQC, se hizo mediante la fun-
cio´n plotPoolPerformance, la cual evidencio´ gran variabilidad de los valores de
cobertura logrados en cada uno de ellos. Particularmente, el pool 1 logro´ la co-
bertura promedio ma´s alta, 5.201, mientras que los otros tres alcanzaron valores
entre 2.500 y 3.000.
Las frecuencias absoluta y relativa y las correspondientes frecuencias acumu-
ladas de features encontradas en los intervalos de cobertura definidos previamente
se resumen en la Tabla 3.6. Se encontro´ que ma´s del 64 % de las features, en las
tres muestras, tuvieron cobertura superior a 1.000. En el caso de la muestra
Tumor, ma´s del 90 % de las features tuvieron cobertura mayor a este valor. So´lo
88 Cap´ıtulo 3. Exploracio´n y control de calidad de los datos
Tabla 3.5: Medidas resumen obtenidas para la cobertura lograda en las muestras
Tumor, Normal y cfDNA con TarSeqQC y TEQC.
Muestra Tumor Normal cfDNA
Herramienta/
Medida
TarSeqQC TEQC TarSeqQC TEQC TarSeqQC TEQC
Promedio 3.585 3.519 2.417 2.396 4.219 3.989
Desv´ıo 1.759 1.901 2.296 2.409 5.331 5.413
Coeficiente de
variacio´n ( %)
49,07 54,02 95 100,54 126,42 135,7
Mı´nimo 0 0 0 0 0 0
1º cuartil 2.437 2.278 412 162 719 226
Mediana 3.560 3.425 1.960 1.936 2.271 1.928
3º cuartil 4.686 4.588 3.768 3.769 5.852 5.831
Ma´ximo 35.650 35.798 44.660 44.829 97.000 141.514
Tabla 3.6: Frecuencias absoluta y relativa y las correspondientes frecuencias acu-
muladas de features encontradas en los intervalos de cobertura definidos para las
muestras Tumor, Normal y cfDNA.
Muestra
Tumor Normal cfDNA
Abs Rel Abs Rel Abs Rel
Intervalo de
cobertura
(cum) (cum) (cum) (cum) (cum) (cum)
8 0,1 829 5,2 130 0,8
[0;1)
(8) (0,1) (829) (5,2) (130) (0,8)
168 1,1 1.232 7,7 943 5,9
[1;100)
(176) (1,2) (2.061) (12,9) (1.073) (6,7)
1.063 6,6 3.661 22,9 3.942 24,7
[100; 1.000)
(1.239) (7,8) (5.722) (35.8) (5.015) (31,4)
11.637 72,8 8.187 51,2 6.287 39,3
[1.000; 5.000)
(12.876) (80,6) (13.909) (87) (11.302) (70,7)
3.079 19,3 1.661 12,5 2.877 18
[5.000; 10.000)
(15.955) (99,9) (15.900) (99,5) (14.179) (88,7)
36 0,2 91 0,5 1.812 11.3
[10.000; Inf)
(15.991) (100) (15.991) (100) (15.991) (100)
ocho features resultaron con cobertura nula en esta muestra, es decir, no se
secuenciaron; las muestras Normal y cfDNA tuvieron 829 y 130 features no se-
3.3. Aplicacio´n 89
cuenciadas, respectivamente. Tanto en la muestra Normal como en la cfDNA,
se encontro´ un porcentaje cercano al 30 % de features con cobertura inferior a
1.000. Ma´s au´n, en la muestra Normal, casi un 13 % de las features exhibieron
cobertura menor a 100, revelando un bajo desempen˜o de los primers utilizados
para su captura y/o un problema en su secuenciacio´n. En el caso de la muestra
cfDNA, este porcentaje fue de 6,7 %. Estos resultados sugirieron una posible re-
lacio´n entre la variabilidad observada a nivel de pooles y las features de bajo
desempen˜o. Cabe destacar que esta evidencia no fue encontrada con TEQC ya
que esta herramienta no considera informacio´n de pool.
El bajo desempen˜o observado en un conjunto de features de las muestras
Normal y cfDNA se verifico´ utilizando el me´todo plot, el cual genera una gra´fica
bidimensional donde cada color esta´ determinado por el valor de cada celda en
dicha matriz. En la implementacio´n de TarSeqQC, la matriz contiene features (1,
..., n) en filas, y muestras en columnas (1, ..., p), de manera que la celdaij de
la matriz tiene el intervalo de cobertura registrado para la i-e´sima feature en la
j-e´sima muestra. La Figura 3.7A ilustra los resultados encontrados cuando los
amplicones se ordenaron en la matriz segu´n su posicio´n geno´mica. A grandes ras-
gos, es de notar que en la muestra Tumor es donde prevalecen las celdas color
verde, que indican cobertura mayor a 1.000. Cuando las features (amplicones) se
agruparon segu´n el pool de PCR (Figura 3.7B), al especificar el para´metro pool
en el me´todo plot, la gra´fica se torno´ mucho ma´s clara, indicando que espec´ıfi-
camente los pooles 2 de la muestra Normal y 3 de la muestra cfDNA agruparon
las features de menor cobertura. Estos resultados indicaron la ocurrencia de pro-
blemas te´cnicos durante la preparacio´n de la librer´ıa, lo cual derivo´ en bajo
desempen˜o de algunos de los pooles de PCR involucrados en cada muestra.
El complemento cuantitativo de los resultados gra´ficos anteriores se obtuvo
mediante la funcio´n plotAttrPerform. La gra´fica generada por e´sta se muestra en
la Figura 3.7C. En ella, se ilustran las frecuencias relativas acumuladas de features
en cada uno de los intervalos de cobertura y coloreadas por pool, para las muestras
Tumor (panel I), Normal (panel II) y cfDNA (panel III). Idealmente, las l´ıneas
y puntos que identifican a cada pool deber´ıan confundirse, como sucede en el caso
de la muestra Tumor. Se destaca adema´s que, en dicha muestra, las features se
acumularon en los intervalos de cobertura alta. Por ejemplo, ma´s del 70 % de las
features en todos los pooles de esta muestra tuvieron cobertura mayor a 1.000.
En el caso de las otras dos muestras, ambas evidenciaron el sesgo en uno de los
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Figura 3.7: Resultados de cobertura por muestra y por pool, coloreados de acuerdo
al intervalo de cobertura donde cae cada feature. A: Exploracio´n conservando el
orden geno´mico de las features. B: Exploracio´n agrupando las features por pool
de primers. C: Frecuencia relativa acumulada de features encontradas en cada
intervalo de cobertura para las muestras I) Tumor, II) Normal y III) cfDNA.
Figura extra´ıda de Merino et al. (2017b).
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pooles de PCR, observado previamente al analizar la Figura 3.7B. En el caso de la
muestra Normal, se encontro´ que un 93 % de las features secuenciadas en el pool
2 tuvieron cobertura menor a 1.000 incluso, con el 45 % de e´stas (1.824 features)
con cobertura menor a 100. En la muestra cfDNA se encontro´ una situacio´n ma´s
compleja, con dos pooles, el 3 y el 4, de bajo desempen˜o. Espec´ıficamente, el
pool 3 fue el de peor desempen˜o, con el 75 % de sus features logrando cobertura
menor a 1.000, mientras que para el pool 4 este porcentaje fue de 40 %.
Features de bajo desempen˜o
El ana´lisis anterior revelo´ que las muestras analizadas involucraron un conjun-
to de features que no fueron secuenciadas a una profundidad suficiente, las cuales
se llamaron features de bajo desempen˜o ya que ellas no podra´n ser utilizadas
confiablemente para detectar variantes geno´micas. La exploracio´n de la identi-
dad de estas features se realizo´ mediante el me´todo getLowCtsFeatures, el cual
retorna aque´llas cuya cobertura ha sido inferior a cierto umbral, especificado por
el usuario. En este caso, como la cobertura del disen˜o del experimento fue 1.000,
se tomo´ como valor de baja cobertura a 100. Luego, se identificaron 3.037 features,
provenientes de 396 genes, con cobertura menor a este umbral en al menos una
de las tres muestras. Estas features fueron mayoritariamente del pool 2 (1.828) y
del pool 3 (1.007). Espec´ıficamente, de las 1.828 features identificadas en el pool
2, 1.772 tuvieron baja cobertura so´lo en la muestra Normal, mientras que 901 de
las 1.007 features identificadas en el pool 3, so´lo tuvieron bajo desempen˜o en la
muestra cfDNA. Estos casos pueden explicarse, por ejemplo, por una inhibicio´n
a la te´cnica de PCR, diferente en cada una de las muestras. Adicionalmente, se
determino´ que 91 features tuvieron baja cobertura en todas las muestras, lo cual
podr´ıa indicar una falla o deficiencia en el disen˜o de los primers de PCR utiliza-
dos para su lectura. Finalmente, se detectaron dos features que no se secuenciaron
en ninguna muestra. Una de ellas es la de nombre 240390110 del gen TAL1, el
cual tiene 12 features en el panel; y la otra es la 234444604, la cual es parte del
gen MAP2K4, que tiene otras 20 features en el panel.
Desempen˜o del gen APC
La exploracio´n en detalle del gen APC revelo´ que sus 94 amplicones lograron
una cobertura promedio superior a 1.900 en la muestra Normal y a 3.000 en
las otras dos muestras analizadas. Espec´ıficamente, la cobertura promedio de
cada feature de este gen se ha resumido en el gra´fico de barras mostrado en la
Figura 3.8 , obtenida con el me´todo plotGeneAttrPerFeat. Se determino´ que el
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bajo desempen˜o encontrado en el pool 2 (barras verdes) de la muestra Normal
(panel B), pool 3 (barras celestes) y pool 3 (barras violetas) de la muestra cfDNA
(panel C) tambie´n estuvo presente en el gen APC. En el caso de esta u´ltima
muestra, tambie´n se encontro´ que la mayor´ıa de las features del pool 1 tuvieron
cobertura muy alta (mayor a 5.000), en cambio, las del pool 3 y 4 fueron las de
menor cobertura. A modo de ejemplo, la feature 224537542 de este gen tuvo una
cobertura superior a 4.500 en las muestras Tumor y Normal (c´ırculos rojos en la
Figura 3.8A y B), mientras que en la muestra cfDNA la cobertura fue inferior
a 360 (circulo rojo en la Figura 3.8C). Similarmente, la u´ltima feature de los
gra´ficos, destacada con c´ırculos azules, evidencio´ cobertura mayor a 900 en las
muestras Tumor y cfDNA y cercana a cero para la muestra Normal.
Figura 3.8: Cobertura por feature (amplicon) del gen APC en las muestras A)
Tumor, B) Normal y C) cfDNA. El color de cada barra representa el pool donde
fue secuenciado cada feature. Figura extra´ıda de Merino et al. (2017b).
En particular, cuando se analizo´ el solapamiento entre features del gen APC, se
encontro´ que la u´ltima feature no solapa con ninguna de las otras del panel, por
lo que cualquier variacio´n gene´tica que exista en la muestra cfDNA dentro de ella
no podra´ detectarse.
Por u´ltimo, el perfil de lecturas de la feature 224537542 del gen APC se
exploro´ con el me´todo plotFeature. Las gra´ficas resultantes se muestran en la
Figura 3.9. Coincidentemente con lo encontrado anteriormente, se aprecia que
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Figura 3.9: Perfil de lecturas de la feature 224537542 en las muestras A) Tumor,
B) Normal y C) cfDNA. El eje x representa la posicio´n geno´mica, y el eje y
muestra la cantidad de lecturas que se contaron para cada posicio´n. La curva vio-
leta indica las lecturas que coinciden con la referencia, mientras que las variantes
nucleot´ıdicas que superan una frecuencia mı´nima de 0,05 y en posiciones que por
lo menos han sido le´ıdas 10 veces se identifican con barras coloreadas segu´n la
leyenda indicada. El sombreado gris indica el total de lecturas por cada posicio´n.
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la feature ha sido secuenciada en las muestras Tumor y Normal con cobertura
pra´cticamente uniforme, superior a 4.000. Mientras tanto, en la muestra cfDNA,
so´lo las primeras bases se han secuenciado, con cobertura superior a 1.000, y el
resto no han sido le´ıdas. Es as´ı que el experimento no resulta u´til para detectar
variantes nucleot´ıdicas en dicha regio´n en la muestra cfDNA.
3.4. Conclusiones
El control de calidad es un proceso crucial que debe ser realizado en etapas
tempranas del ana´lisis de datos de secuenciacio´n. Dependiendo de la aplicacio´n
que se este´ estudiando, el control de calidad estara´ enfocado a evaluar diferentes
aspectos y resultados por lo que resulta fundamental contar con herramientas
espec´ıficas que permitan indagarlos.
En la primera aplicacio´n aqu´ı presentada se utilizo´ un conjunto de datos reales
de RNA-seq. Se demostro´ que la utilizacio´n de herramientas del ana´lisis estad´ısti-
co de datos multivariados, en etapas tempranas, permitio´ develar la existencia de
muestras at´ıpicas o outliers que debieron ser removidas. Adicionalmente, se de-
mostro´ que la ausencia del control impacta directamente en los resultados de
las etapas posteriores de ana´lisis de expresio´n diferencial. Por lo tanto, quedo´
en evidencia la necesidad y utilidad de incorporar controles dirigidos a asegurar
y/o optimizar la calidad de los resultados intermedios de las distintas etapas de
ana´lisis con el fin de optimizar los resultados finales del experimento y otorgar
confiabilidad a las conclusiones abordadas.
La segunda aplicacio´n desarrollada evidencio´ la utilidad de la herramienta
desarrollada, TarSeqQC, en el control de calidad no so´lo de experimentos de
RNA-seq sino en cualquier aplicacio´n de las NGS donde se pueda definir una re-
lacio´n feature-gen. En particular, se ilustro´ el uso de esta herramienta utilizando
un conjunto de datos de secuenciacio´n dirigida. Se demostro´ que el control de ca-
lidad en etapas tempranas del ana´lisis evita reportes incorrectos involucrando
features incluso pooles de PCR de bajo rendimiento. TarSeqQC permite conocer
la identidad de los genes/features bajo rendimiento, lo que implica conocer en
que´ regiones no se reportara´n variantes por ineficacia del experimento, lo cual no
implica que e´stas no puedan existir.
En las dos aplicaciones aqu´ı presentadas se ha dejado en evidencia la impor-
tancia de contar tanto con un flujo de ana´lisis ordenado y estructurado como con
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herramientas de control de calidad apropiadas para la exploracio´n y visualizacio´n
de resultados intermedios.
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Cap´ıtulo 4
Comparacio´n de me´todos de
ana´lisis de splicing alternativo
4.1. Introduccio´n
RNA-seq es la te´cnica ma´s utilizada para analizar la dina´mica del transcripto-
ma, incluidos los cambios en el SA. Como se explico´ anteriormente en el Cap´ıtulo
2, en el ana´lisis de SA se pueden estudiar dos tipos de cambios que involucran
modificaciones en la expresio´n de las isoformas: DIE y DS. En tales casos, este
ana´lisis se realiza utilizando cuantificacio´n de expresio´n a nivel de isoformas y/o
exones, en vez de genes como se hace en DGE (Mortazavi et al., 2008). En este
contexto, se han publicado diversos trabajos evaluando y comparando los distintos
me´todos y estrategias de cuantificacio´n existentes, para lo cual se han utilizado
tanto datos sinte´ticos (simulados) de RNA-seq como datos reales (Kanitz et al.,
2015; Soneson et al., 2016; Teng et al., 2016). Adicionalmente, se han desarrollado
numerosas herramientas para estudiar DIE o DS, generalmente en forma separa-
da (Anders et al., 2012; Aschoff et al., 2013; Leng et al., 2013; Trapnell et al.,
2012). Sin embargo, predomina la existencia de herramientas espec´ıficas para DS,
mientras que para DIE se han utilizado las disen˜adas para DGE. Si bien e´stas son
ampliamente conocidas y empleadas para el ana´lisis de DGE, su desempen˜o al
utilizar cuantificacio´n a nivel de isoformas cuya expresio´n esta´ correlacionada, no
ha sido evaluada en profundidad. De forma complementaria, si bien se han desa-
rrollado trabajos reportando comparaciones de metodolog´ıas para la deteccio´n y
el estudio del SA, e´stos se basan fundamentalmente en caracterizaciones descrip-
tivas y cualitativas como el enfoque que utilizan, el uso o no de anotacio´n, el
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manejo de lecturas paired-end, el nivel de cuantificacio´n, entre otros (Alamancos
et al., 2014; Hooper, 2014; Wang et al., 2015). La falta de evaluaciones objeti-
vas de desempen˜o, basadas en medidas espec´ıficas estimadas sobre conjuntos de
datos, sumado al creciente nu´mero de herramientas disponibles dificultan al in-
vestigador la tarea de seleccio´n de las herramientas adecuadas para analizar sus
datos. En este contexto, hasta donde la autora conoce, so´lo se ha reportado un
trabajo evaluando sistema´ticamente ocho programas utilizando datos simulados
y reales de RNA-seq (Liu et al., 2014). No obstante, este trabajo so´lo se enfoco´ en
ana´lisis de DS, sin consideracio´n de la ocurrencia de DIE, y en datos de plantas,
organismos cuyo genoma difiere bastante de los humanos. Adema´s, hasta donde
la autora conoce, no se han reportado trabajos evaluando desempen˜os de flujos
de procesamiento como un todo, lo cual resulta fundamental a la hora de decidir
las herramientas que se utilizara´n para analizar nuestros datos.
En este cap´ıtulo se presenta una evaluacio´n sistema´tica y comparacio´n obje-
tiva de nueve flujos de procesamiento (pipelines o workflows) para la deteccio´n
de DIE y DS en datos de RNA-seq sinte´ticos y reales. Para evaluar el desem-
pen˜o de los pipelines se disen˜aron distintos escenarios experimentales donde se
vario´ el nu´mero de re´plicas disponibles as´ı como tambie´n la proporcio´n de ge-
nes/isoformas con DS/DIE. La evaluacio´n y la comparacio´n que aqu´ı se presenta
se baso´ en medidas de desempen˜o bien conocidas para tal fin. Con los resulta-
dos obtenidos se establecieron gu´ıas pra´cticas para asistir la seleccio´n del pipeline
ma´s apropiado para el ana´lisis segu´n el nu´mero de replicas disponible, el balance
entre sensibilidad y precisio´n deseado, entre otros. Los resultados de este trabajo
han sido recientemente publicados en la revista Briefings in Bioinformatics de la
editorial Oxford (Merino et al., 2017a).
4.2. Materiales y Me´todos
4.2.1. Flujos de ana´lisis
Los pipelines evaluados en este trabajo se basaron en siete me´todos comu´nmen-
te utilizados para analizar cambios de expresio´n: Cuffdiff2 (Trapnell et al.,
2012), y los paquetes R EBSeq (Leng et al., 2013), Limma (Ritchie et al., 2015),
DESeq2 (Love et al., 2014), NOISeq (Tarazona et al., 2015), SplicingCompass
(Aschoff et al., 2013) y DEXSeq. Con ellos se disen˜aron nueve flujos de trabajos
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para analizar DIE y DS, ilustrados en la Figura 4.1. La denominacio´n utilizada
para la identificacio´n de los pipelines fue: Cuﬄinks, DESeq2, EBSeq, Limma y
NOISeq, en el caso de los flujos DIE (flechas y l´ıneas so´lidas), y CuﬄinksDS,
DEXSeq, LimmaDS y SplicingCompass, para los flujos que analizan DS (flechas
y l´ıneas entrecortadas). Es menester destacar que de las herramientas selecciona-
das, so´lo dos de ellas, Cuffdiff2 y Limma, son capaces de analizar los cambios
de expresio´n de ambos tipos, DIE y DS.
DIFFERENTIAL EXPRESSION ALIGNMENT QUANTIFICATION 
RSEM 
EBSeq 
DESeq2 
NOISeq 
coverageBed 
DEXSeq script 
RABT/Cufflinks 
SplicingCompass 
DEXSeq 
Cuffdiff2 
Sequencing 
reads 
Bowtie 
Reference 
transcriptome 
Tophat2/ 
STAR 
Reference 
genome 
Limma 
WORKFLOW NAME 
EBSeq 
DESeq2 
NOISeq 
SplicingCompass 
DEXSeq 
Cufflinks 
Limma 
LimmaDS 
CufflinksDS 
isoform_exp.diff 
splicing.diff 
Figura 4.1: Esquema de los nueve pipelines evaluados. Cinco de ellos se utilizaron
para analizar expresio´n diferencial de isoformas (flechas y l´ıneas so´lidas), mientras
que los cuatro pipelines restantes se emplearon para analizar splicing diferencial
(flechas y l´ıneas a trazos). Todos los pipelines comienzan su ana´lisis a partir
de lecturas de secuenciacio´n y finalizan generando una lista de isoformas con
expresio´n diferencial o genes con splicing diferencial. Figura extra´ıda de Merino
et al. (2017a).
Flujos del tipo DIE
Los flujos del tipo DIE, o simplemente flujos DIE, son aque´llos dirigidos a la
identificacio´n de cambios en la expresio´n absoluta de las isoformas. Este grupo de
pipelines utilizo´ me´todos de cuantificacio´n basados en modelos probabil´ısticos a
nivel de isoformas. Estos modelos tratan de asignar las lecturas a los transcritos
o fragmentos de ellos de donde se supone han sido originadas. Para ello, modelan
la incertidumbre derivada del solapamiento de las isoformas de un mismo gen (Liu
et al., 2014). En particular, excepto para el workflow Cuﬄinks, se utilizo´ la herra-
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mienta RSEM (v1.2.30, Li and Dewey, 2011) para generar las matrices de expresio´n
a nivel de isoformas. Se tomo´ como punto de partida a las lecturas de secuen-
ciacio´n y se las alineo´ contra el transcriptoma humano de referencia utilizando
el software Bowtie (v1.0.0, Langmead et al., 2009), siguiendo las sugerencias de
Teng et al. (2016) y Liu et al. (2014). Luego, se utilizaron los paquetes R corres-
pondientes a cada pipeline para evaluar DIE. De ellos, EBSEq (v.1.10.0) y DESeq2
(v.1.10.1) asumen que los valores de expresio´n crudos han sido generados de una
distribucio´n NB, mientras que Limma (v3.269.9) asume que los datos transforma-
dos mediante la funcio´n logaritmo siguen una distribucio´n normal. Para inferir los
cambios de expresio´n al comparar diferentes condiciones experimentales, EBSeq
usa modelos bayesianos jera´rquicos (Leng et al., 2013), mientras que DESeq2 com-
bina modelos bayesianos con GLMs para obtener estimaciones de los coeficientes
correspondientes que posteriormente sera´n evaluados utilizando el estad´ıstico de
Wald (Love et al., 2014). En el caso de Limma, e´ste utiliza una transformacio´n,
denominada voom, que deriva en datos con distribucio´n normal heteroceda´stica,
por lo que luego aplica el enfoque de mı´nimos cuadrados generalizados utilizando
pesos de precisio´n para modelar la relacio´n media-varianza. Los cambios en la
expresio´n son luego detectados utilizando la funcio´n de Limma, eBayes, amplia-
mente utilizada en el ana´lisis de datos de microarreglos de ADN (Ritchie et al.,
2015). En el caso de NOISeq, se utilizo´ la herramienta NOISeqbio (v2.14.1) para
analizar DIE. En particular, e´sta no asume distribucio´n alguna para los datos de
expresio´n ya que es un me´todo no parame´trico que se adapta a los datos y utiliza
los fold-changes y las diferencias absolutas en los valores de expresio´n para as´ı
definir un estad´ıstico para cada isoforma. Este estad´ıstico sera´ comparado con la
distribucio´n de ruido que NOISeq estima en un proceso de permutaciones de los
datos, obteniendo para cada isoforma una estimacio´n de la probabilidad de que
dicha isoforma haya estado diferencialmente expresada (Pde), de manera que su
complemento representa un ana´logo a un p-valor ajustado. Cabe destacar que el
resultado de la ejecucio´n de cada flujo es una lista de isoformas significativamente
detectadas como diferencialmente expresadas (DI).
Flujos del tipo DS
Los pipelines DS tienen como objetivo la identificacio´n de genes que han
evidenciado alteraciones en los patrones de SA. Para ello, utilizan matrices de
expresio´n a distintos niveles, los cuales dependen del enfoque en que se basa la
herramienta del ana´lisis diferencial. Pese a esto, todos ellos comprenden como
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primer paso el alineamiento contra el genoma humano de referencia. En particu-
lar, en este trabajo, este paso se realizo´ utilizando el software TopHat2 (v2.0.9,
Kim et al., 2013). Cada workflow utilizo´ un me´todo de cuantificacio´n diferen-
te, siguiendo las recomendaciones de los autores de los software de DS. En el
caso del flujo SplicingCompass, se utilizo´ la herramienta coverageBed (v2.17.0,
Quinlan and Hall, 2010) para obtener matrices de expresio´n mediante un mo-
delo de unio´n de transcritos donde todos los exones de todas las isoformas de
un gen son considerados. Con estas matrices a nivel de exones y sitios de unio´n
(junctions), SplicingCompass (v1.0.1) construye vectores para cada gen de cada
muestra. Los a´ngulos entre vectores de dos muestras son calculados y compara-
dos usando un test t para determinar DS (Aschoff et al., 2013). Las matrices de
expresio´n utilizadas en los pipelines DEXSeq y LimmaDS fueron las mismas y se
generaron utilizando el script de python que provee el paquete DEXSeq (v1.16.10)
para tal fin, siguiendo las sugerencias de Soneson et al. (2016). A diferencia de
Limma, DEXSeq asume que los conteos que determinan la expresio´n han sido gene-
rados de una distribucio´n NB, como DESeq2. Pese a esto, el enfoque que siguen
las dos herramientas es incorporar un te´rmino de interaccio´n al modelo entre
el exo´n que se analiza y el factor que indica la condicio´n experimental para as´ı
poder evaluar cambios en el uso de exones entre condiciones como medida indi-
recta del DS. Espec´ıficamente, las funciones que se utilizaron para determinar DS
son initSigGenesFromResults (SplicingCompass), perGeneQValue (DEXSeq) y
diffSplice (LimmaDS). Las tres funciones permiten obtener valores p ajustados
a nivel de gen que indican la significancia del cambio detectado. Como resultado
de la ejecucio´n de cada pipeline se obtiene una lista de genes cuyos cambios en
el SA resultaron significativos (ASG). En el caso de los pipelines basados en las
Tuxedo tools, Cufflinks2 (v2.1.1) se uso´ primero para obtener expresio´n a nivel
de isoformas en escala de FPKMs a partir de las lecturas alineadas al genoma
mediante TopHat2. Posteriormente, Cuffdiff2 se empleo´ para realizar los ana´li-
sis de DE a nivel de isoformas y de SA, generando las salidas de los dos flujos
evaluados.
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4.2.2. Bases de datos
Experimento real de RNA-seq
Como punto de partida de la construccio´n de las bases de datos a analizar
se considero´ un conjunto de 30 muestras reales de datos de RNA-seq, de un
experimento que comparo´ muestras de tejido de pacientes con ca´ncer de pro´stata
con muestras de tejido normal (Nu´mero de acceso GEO: GSE22260, Kannan
et al., 2011). En particular, este conjunto de datos comprende 10 pacientes con
ca´ncer de pro´stata a los cuales se ha extra´ıdo so´lo tejido tumoral y 10 pacientes
a los que se les extrajo tanto tejido sano o normal como tumoral. Es decir que
la condicio´n normal tiene 10 muestras y la condicio´n tumor tiene 20, 10 de las
cuales esta´n pareadas con las muestras normales. Para evitar el efecto sujeto, estas
10 muestras tumorales se descartaron. Posteriormente, se alinearon las lecturas
de todas las muestras y se cuantificaron con el fin de analizar la presencia de
muestras outliers siguiendo el procedimiento descrito en el Cap´ıtulo 3. De las
20 muestras, se encontro´ que cuatro de ellas, dos de cada condicio´n, presentaban
comportamiento at´ıpico con respecto al resto, por lo que se decidio´ eliminarlas. Es
as´ı que el conjunto de datos utilizado finalmente consistio´ de 16 muestras de RNA-
seq de un experimento de dos condiciones, normal o control (C) y tumor (T), cada
una de las cuales tuvo ocho re´plicas. Con este conjunto de datos se realizo´ por un
lado la evaluacio´n de los pipelines propuestos y por otro, se generaron diferentes
conjuntos de datos sinte´ticos donde los perfiles de expresio´n se controlaron para
as´ı simular DIE/DS.
Caracter´ısticas de los datos reales
La base de datos reales se caracterizo´ con el objetivo de determinar para´metros
importantes para la posterior simulacio´n de datos sinte´ticos. En este contexto, se
exploro´ la distribucio´n del nu´mero de isoformas por gen que presenta el genoma
humano de referencia que se utilizo´ para los ana´lisis. La Figura 4.2 muestra la
frecuencia absoluta (panel A) y la frecuencia relativa acumulada (panel B) es-
timadas a partir de los archivos de anotacio´n. Se determinaron tres grupos de
genes, los cuales se identificaron en las gra´ficas mediante un co´digo de colores.
En particular, los grupos definidos representaron, cada uno, un tercio del total de
genes con ma´s de una isoforma. Tales grupos son: entre dos y cuatro isoformas
(“2-4”), entre cinco y nueve isoformas (“5-9”) y ma´s de nueve isoformas (“> 9”).
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Dichos grupos de genes debera´n ser considerados durante la simulacio´n con el fin
de respetar la naturaleza de los datos reales.
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Figura 4.2: Gra´ficos de barras ilustrando la frecuencia: A) absoluta y B) relativa
acumulada del nu´mero de isoformas por gen. En color se destacan los intervalos
de frecuencia estimados.
Luego, se exploro´ el valor de fold change observado en el experimento real, en
las isoformas expresadas, agrupadas segu´n el nu´mero de isoformas por gen. Los
diagramas de cajas correspondientes se ilustran en la Figura 4.3A, donde se ha
representado al fold change en escala logar´ıtmica en base 2 (log2). Cabe destacar
que a los tres grupos definidos en el pa´rrafo anterior se ha agregado el grupo
de genes que tiene so´lo una isoforma (“1”). Los gra´ficos de caja, en los cuatro
grupos, esta´n centrados en el valor 0, en escala log2, lo que se corresponde con
el valor 1 en escala decimal, es decir que el cociente de los valores de expresio´n
en la condicio´n T y C vale 1, reflejando el mismo valor para ambas condiciones.
Esto es de esperar en casi todos los experimentos de RNA-seq, ya que la mayor´ıa
de las isoformas/genes no modifican su expresio´n ante un cambio en la condicio´n
sino que un pequen˜o porcentaje de ellos se espera que resulten diferencialmente
expresados.
Finalmente, se exploraron las proporciones de las isoformas de mayor expre-
sio´n de cada gen (isoforma mayor, M), en la condicio´n C, que fue tomada luego
como referencia en la simulacio´n. La Figura 4.3B ilustra los diagramas de cajas
para dichas proporciones, agrupados segu´n el grupo al que pertenece el gen del
que proviene cada isoforma mayor. Se determino´ que a medida que el nu´mero de
isoformas por gen aumenta, la proporcio´n de la isoforma mayor disminuye, lo cual
es razonable ya que el gen tiene ma´s alternativas de splicing. Se identifico´ que en el
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Figura 4.3: Diagramas de cajas de: A) Fold change, en escala logart´ımica en base
dos, de la expresio´n de las isoformas, observado en la condicio´n de referencia
(control, C) y B) proporcio´n de las isoformas de mayor expresio´n de cada gen
observada en la condicio´n de referencia. Cada diagrama se corresponde con un
grupo de genes, categorizados segu´n el nu´mero de isoformas que e´stos poseen.
grupo “2-4” isoformas, la proporcio´n media fue 0,793 (±0,19), mientras que en el
caso del grupo “5-9” resulto´ de 0,647 (±0,22) y en el grupo “> 9”, 0,499 (±0,213).
Simulacio´n
Los datos sinte´ticos se obtuvieron en tres configuraciones o escenarios experi-
mentales con disen˜o balanceado que se llamaron S1, S2 y S3. Los escenarios S1 y
S2 involucraron ocho muestras en total, 4 re´plicas por condicio´n, diferencia´ndose
entre s´ı en el porcentaje de genes a simular con expresio´n diferencial: 5 % en S1
y 10 % en S2. El tercer escenario simulado abarco´ el mismo porcentaje de genes
con DE que S2 pero considero´ ocho re´plicas por condicio´n. De esta manera la
comparacio´n S1 vs S2 se utilizo´ para develar el efecto de la incremento de la he-
terogeneidad entre condiciones, mientras que la comparacio´n S2 vs S3 se empleo´
para determinar el efecto del incremento en el nu´mero de re´plicas en experimentos
balanceados.
El proceso para generar las lecturas de secuenciacio´n de las muestras con per-
files de expresio´n controlados de cada escenario se ilustra en la Figura 4.4. Como
se puede apreciar, e´ste consistio´ de tres etapas o pasos. En la primera de ellas, ca-
da uno de los 16 archivos de secuenciacio´n que componen la base de datos real se
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Figura 4.4: Esquema del proceso de simulacio´n disen˜ado para generar archivos de
lecturas de RNA-seq donde se ha controlado los perfiles de expresio´n de genes e
isoformas para simular expresio´n diferencial de isoformas y splicing diferencial. El
proceso se dividio´ en tres etapas. La primera de ellas se llevo´ a cabo en todas las
muestras de la base de datos real, de a una por vez, y tuvo como objetivo obtener
los perfiles de expresio´n reales as´ı como tambie´n para´metros espec´ıficos del modelo
de secuenciacio´n que aplicara´ ma´s tarde el simulador. La segunda etapa se realizo´
una vez para cada escenario experimental simulado con el fin de obtener los
para´metros de las distribuciones de las cuales se asume que los conteos de cada
gen/isoforma han sido generados. Estos para´metros se obtuvieron por condicio´n y
fueron modificados para simular cambios en la expresio´n absoluta y/o relativa de
las isoformas. El tercer paso se ejecuto´ diez veces por escenario, al fin de generar
repeticiones de los mismos. A partir de los perfiles de expresio´n modificados se
generaron valores de conteos para cada isoforma en cada muestra. E´stos, junto con
los archivos conteniendo los para´metros del modelo de RNA-seq, se proveyeron
al simulador para as´ı generar las lecturas de las muestras correspondientes a
cada repeticio´n de cada escenario experimental. Figura extra´ıda de Merino et al.
(2017a).
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alineo´ contra el transcriptoma de referencia usando Bowtie1 y luego se cuanti-
fico´ dichos alineamientos utilizando RSEM. La cuantificacio´n genero´, por un lado,
un archivo con los perfiles de expresio´n de las isoformas en la muestra y, por el
otro, un archivo con para´metros del modelo de RNA-seq que aplica el simulador.
Una vez que este primer paso se ejecuto´ para todas las muestras, se procedio´ a
la ejecucio´n de la segunda etapa. E´sta se llevo´ a cabo en R, donde se conformo´ la
matriz de expresio´n del experimento. El primer procesamiento realizado fue el
control de calidad de dicha matriz, en el cual se removieron los genes que no tu-
vieron conteos en al menos una muestra. Posteriormente, se identifico´ un conjunto
de genes de expresio´n elevada (20 CPMs en al menos una re´plica de la condicio´n
C), entre los cuales se selecciono´ aleatoriamente el porcentaje de genes a simular
con DE correspondiente a cada escenario. Los conteos que miden la expresio´n de
la i-e´sima isoforma del g-e´simo gen en la k-e´sima condicio´n, yigk, se asumieron co-
mo generados por una distribucio´n NB, yigk ∼ NB(µigk, φigk). Los para´metros de
las distribuciones NB, µigk y φigk, se estimaron a partir de los perfiles de expresio´n
observados en la condicio´n de referencia (C) para luego simular sobre ellos los
cambios de expresio´n. Paralelamente se definio´ los casos de expresio´n diferencial
que se simularon posteriormente. Luego se procedio´ a la modificacio´n de los
perfiles de expresio´n. En el caso de los genes que se simularon sin cambios en la
expresio´n, se asigno´ a ambas condiciones los mismos para´metros distribucionales,
tomados de la condicio´n C. Los genes seleccionados para ilustrar la expresio´n
diferencial fueron divididos aleatoriamente en subgrupos de simulacio´n y los
para´metros distribucionales se modificaron de acuerdo con dichos subgrupos, que
se explican en el siguiente apartado. Notablemente, este paso se ejecuto´ una sola
vez para cada uno de los tres escenarios experimentales. Posteriormente, se eje-
cuto´ el tercer paso que consistio´ en la simulacio´n propiamente dicha de las lecturas
de secuenciacio´n a partir de los perfiles de expresio´n alterados y de los para´metros
del modelo de RNA-seq estimados para cada muestra en el primer paso. Este ter-
cer paso se realizo´ diez veces por cada escenario para tener as´ı repeticiones de los
mismos y poder otorgar validez estad´ısticas a las comparaciones posteriormente
realizadas. El proceso de simulacio´n en s´ı fue realizado mediante la herramienta
rsem-simulate-reads de RSEM, la cual permitio´ generar, de a uno por vez, los
archivos FASTQ con las lecturas de secuenciacio´n correspondientes a los perfiles
de expresio´n deseados (Li and Dewey, 2011).
Grupos y subgrupos simulados
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Los genes aleatoriamente seleccionados para ser simulados con algu´n tipo de
expresio´n diferencial fueron divididos en cuatro grandes grupos, los cuales a su
vez fueron divididos en subgrupos acorde con a la magnitud del cambio en la
expresio´n que se simulo´. Los cambios en la expresio´n se reflejaron en alteraciones
en los para´metros de las distribuciones de las que se asumio´ que los datos de
expresio´n provienen. Cabe recordar que las modificaciones se realizaron so´lo en
una de las condiciones, tomando como referencia a la condicio´n C. Los cuatro
grandes grupos considerados fueron:
DIE: En este grupo se consideraron genes que ten´ıan ma´s de un transcrito
anotado en la referencia. Todas las isoformas de los genes en este grupo, que
originalmente se encontraron expresadas en la condicio´n C, fueron simuladas
con cambios en su expresio´n absoluta, es decir del tipo DIE. Los cambios
simulados involucraron fold changes de 2, 3, 4 y 5, lo que dividio´ a este grupo
en cuatro subgrupos de simulacio´n. Cabe destacar que dichos cambios se
consideraron en ambas direcciones, es decir, algunos genes incrementaron
la expresio´n de todas sus isoformas en T al doble que en C (fold change de
2), mientras que otros tuvieron todas sus isoformas expresadas a la mitad
en T respecto de C. Dado un gen g, ng (> 1) indica el nu´mero de isoformas
de dicho gen. Si g fue seleccionado para ser simulado como DIE, con un
fold change a, entonces cada una de sus isoformas (i) tendra´ un fold change
a (igual a 2, 3, 4 o 5) en la comparacio´n T vs C. Para lograr lo dicho
anteriormente, los para´metros media (µ) y varianza (σ2) de las condiciones
C y T se determinaron segu´n la Ecuaciones 4.1 y 4.2, respectivamente. Por el
contrario, para simular los fold changes 0,5, 0,33, 0,25 y 0,2 correspondientes
a los valores 2, 3, 4 y 5 de la comparacio´n CvsT se utilizaron las Ecuaciones
4.3 y 4.4 para simular los para´metros de las distribuciones correspondientes
a la condicio´n C y T, respectivamente:
µCi = µC0i, σ
2
Ci = σ
2
C0i ∀i = 1, ..., ng (4.1)
µT i = aµC0i, σ
2
T i = a
2σ2C0i ∀i = 1, ..., ng (4.2)
µCi = aµC0i, σ
2
Ci = a
2σ2C0i ∀i = 1, ..., ng (4.3)
µT i = µC0i, σ
2
T i = σ
2
C0i ∀i = 1, ..., ng (4.4)
donde:
µCi y σ
2
Ci son los para´metros distribucionales media y varianza de la expre-
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sio´n de la i-e´sima isoforma del gen g en la condicio´n C, modificados para
simular cambios de expresio´n,
µT i y σ
2
T i son los para´metros distribucionales media y varianza de la expre-
sio´n de la i-e´sima isoforma del gen g en la condicio´n T, modificados para
simular cambios de expresio´n,
µC0i y σ
2
C0i son la media y varianza muestral de la expresio´n de la i-e´sima
isoforma del gen g, respectivamente, observadas para la condicio´n C en los
datos reales de RNA-seq,
a es el fold change simulado para el cambio de expresio´n.
DE: En este grupo se consideraron los genes aleatoriamente seleccionados
para simular DE que so´lo poseen una isoforma anotada, es decir, que no
evidencian SA. Luego, cada gen fue simulado con DE considerando fold
changes de 2 y 4, en ambas direcciones. Es decir, que los genes dentro de este
grupo se dividieron en dos subgrupos. Para llevar a cabo las simulaciones
se utilizaron las Ecuaciones 4.1, 4.2, 4.3 y 4.4 con la particularidad de que
en todos los casos ng = 1.
DS: Este grupo involucro´ genes que tuvieron ma´s de una isoforma anotada
para as´ı poder simular la ocurrencia de cambios en el SA. En particular,
los cambios simulados fueron tales que la expresio´n total del gen en las con-
diciones C y T fue la misma, alterando las proporciones de las isoformas
correspondientes. El control del cambio simulado se ejercio´ sobre la isofor-
ma de mayor expresio´n (M), identificada en la condicio´n C observada. La
proporcio´n (p) de M se cambio´ en varios niveles para as´ı determinar cuatro
subgrupos: 0− 0,7, 0,1− 0,4, 0,3− 0,6 y 0,5− 0,8, en ambas direcciones. La
notacio´n X − Y indica que en la condicio´n C la proporcio´n simulada de M
fue X, mientras que en T fue Y . El resto de las isoformas del gen se simulo´
con la misma expresio´n, igual a la proporcio´n remanente (1 − p) dividido
por ng − 1. Cabe destacar que la asignacio´n de genes a cada subgrupo se
realizo´ considerando las proporciones observadas en los datos reales (ver Fi-
gura 4.3B) de manera de simular situaciones reales. Es as´ı que so´lo el grupo
de genes 2 − 4 se considero´ para simular el subgrupo de cambios 0 − 0,7,
mientras que dicho grupo de genes no se considero´ para el caso 0,1 − 0,4.
Luego, para el ca´lculo de los para´metros distribucionales de la expresio´n
de la isoforma M se utilizaron las Ecuaciones 4.5, para C, y 4.6, para T.
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Mientras, los para´metros distribucionales del resto de las isoformas en C y
T se calcularon con las Ecuaciones 4.8 y 4.8, respectivamente:
µCMg = pCµC0g, σ
2
CMg = p
2
Cσ
2
C0g (4.5)
µTMg = pTµC0g, σ
2
TMg = p
2
Tσ
2
C0g (4.6)
µCi = pCiµC0g, σ
2
Ci = p
2
Ciσ
2
C0g, pCi =
1− pC
ng − 1 ∀i = 1, ..., ng ∧ i 6= M(4.7)
µT i = pT iµC0g, σ
2
T i = p
2
T iσ
2
C0g, pT i =
1− pT
ng − 1 ∀i = 1, ..., ng ∧ i 6= M(4.8)
donde:
µCMg y σ
2
CMg son los para´metros distribucionales media y varianza de la
expresio´n de la isoforma mayor (M) del gen g en la condicio´n C, modifica-
dos para simular cambios de expresio´n relativa,
µTMg y σ
2
TMg son los para´metros distribucionales media y varianza de la ex-
presio´n de la isoforma mayor (M) del gen g en la condicio´n T, modificados
para simular cambios de expresio´n relativa,
µC0g y σ
2
C0g son la media y varianza muestral de la expresio´n del gen g, res-
pectivamente, observadas para la condicio´n C en los datos reales de RNA-
seq,
pC y pT son las proporciones de la isoforma mayor simuladas en las condi-
ciones C y T, respectivamente,
µCi y σ
2
Ci son los para´metros distribucionales media y varianza de la ex-
presio´n de la i-e´sima isoforma del gen g, distinta de la isoforma M , en la
condicio´n C, modificados para simular cambios de expresio´n relativa,
µT i y σ
2
T i son los para´metros distribucionales media y varianza de la ex-
presio´n de la i-e´sima isoforma del gen g, distinta de la isoforma M , en la
condicio´n T, modificados para simular cambios de expresio´n relativa.
DIEDS: Este grupo abarco´ genes con ma´s de una isoforma anotada a los
que se les simulo´ combinada y controladamente cambios del tipo DIE
y DS. Para ello, se modifico´ la expresio´n absoluta del gen y la expresio´n
relativa de sus isoformas entre las condiciones de intere´s. En particular, se
consideraron cinco subgrupos de simulacio´n: 0,5− 0,8− 0,5, 2− 0,8− 0,5,
4 − 0,8 − 0,5, 2 − 0,8 − 0,3 y 4 − 0,8 − 0,3. El nombre de cada subgrupo
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contiene tres nu´meros indicando: el fold change (a) de TvsC, la proporcio´n
de la isoforma M en C (pC) y la proporcio´n de e´sta en T (pT ), respecti-
vamente. Para simular los cambios descritos se utilizaron las Ecuaciones
4.9 y 4.10 para la isoforma M en las condiciones C y T, respectivamente;
mientras que las Ecuaciones 4.11 y 4.12 se utilizaron para modificar los
para´metros distribucionales de el resto de las isoformas en las condiciones
C y T, respectivamente.
µCMg = pCµC0g, σ
2
CMg = p
2
Cσ
2
C0g (4.9)
µTMg = apTµC0g, σ
2
TMg = a
2p2Tσ
2
C0g (4.10)
µCi = pCiµC0g, σ
2
Ci = p
2
Ciσ
2
C0g, pCi =
1− pC
ng − 1 ∀i = 1, ..., ng ∧ i 6= M (4.11)
µT i = apT iµC0g, σ
2
T i = a
2p2T iσ
2
C0g, pT i =
1− pT
ng − 1 ∀i = 1, ..., ng ∧ i 6= M (4.12)
donde:
µCMg y σ
2
CMg son los para´metros distribucionales media y varianza de la
expresio´n de la isoforma mayor (M) del gen g en la condicio´n C, modifica-
dos para simular cambios de expresio´n relativa,
µTMg y σ
2
TMg son los para´metros distribucionales media y varianza de la ex-
presio´n de la isoforma mayor (M) del gen g en la condicio´n T, modificados
para simular cambios de expresio´n relativa,
µC0g y σ
2
C0g son la media y varianza muestral de la expresio´n del gen g, res-
pectivamente, observadas para la condicio´n C en los datos reales de RNA-
seq,
pC y pT son las proporciones de la isoforma mayor simuladas en las condi-
ciones C y T, respectivamente,
µCi y σ
2
Ci son los para´metros distribucionales media y varianza de la ex-
presio´n de la i-e´sima isoforma del gen g, distinta de la isoforma M , en la
condicio´n C, modificados para simular cambios de expresio´n relativa,
µT i y σ
2
T i son los para´metros distribucionales media y varianza de la ex-
presio´n de la i-e´sima isoforma del gen g, distinta de la isoforma M , en la
condicio´n T, modificados para simular cambios de expresio´n relativa.
a es el fold change del cambio en la expresio´n.
A modo de resumen, la Tabla 4.1 contiene la definicio´n de los grupos y subgrupos
de simulacio´n y la denominacio´n que se ha utilizado para su identificacio´n.
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Tabla 4.1: Grupos y subgrupos simulados, definidos a partir de la combinacio´n
de cambios en expresio´n absoluta y relativa de las isoformas y/o genes entre las
dos condiciones experimentales bajo estudio.
Grupo de
simulacio´n
Fold change
de expresio´n
absoluta
Cambio en la
proporcio´n de la
isoforma ma´s
expresa
Subgrupo de
simulacio´n
DIE
2 Sin cambio DIE-2
3 Sin cambio DIE-3
4 Sin cambio DIE-4
5 Sin cambio DIE-5
DE
2 Sin cambio DE-2
4 Sin cambio DE-4
DS
Sin cambio 0-0,7 DS-0-0,7
Sin cambio 0,1-0,4 DS-0,1-0,4
Sin cambio 0,3-0,6 DS-0,3-0,6
Sin cambio 0,5-0,8 DS-0,5-0,8
DIEDS
0,5 0,8-0,5 DIEDS-0,5-0,8-0,5
2 0,8-0,3 DIEDS-2-0,8-0,3
2 0,8-0,5 DIEDS-2-0,8-0,5
4 0,8-0,3 DIEDS-4-0,8-0,3
4 0,8-0,5 DIEDS-4-0,8-0,5
4.2.3. Ana´lisis de expresio´n diferencial
El ana´lisis de los datos simulados comenzo´ con la preparacio´n de los archi-
vos de anotacio´n y su indexacio´n, necesario para los pasos posteriores. Prime-
ro se utilizo´ Bowtie1 para generar los ı´ndices del genoma y del transcripto-
ma de referencia (hg19/GrCh37 v.75 extra´ıdo de Ensembl). Luego, el archivo
de anotacio´n de features (archivo gtf ) se formateo´ usando el script de pyhton
dexseq prepare annotation.py (con la opcio´n −−aggregate=‘no’) provisto
con el paquete DEXSeq, y el script provisto por SplicingCompass. Las lecturas
se alinearon contra el transcriptoma, con Bowtie1. Los alineamientos resultan-
tes se cuantificaron luego con la herramienta rsem-calculate-expression de
RSEM para as´ı obtener los perfiles de expresio´n a nivel de isoformas necesarios para
el ana´lisis con los flujos DIE. Por otro lado, se utilizo´ Tophat2 (combinado con
Bowtie1) para obtener los alineamientos contra el genoma, que posteriormente
fueron cuantificados segu´n se especifico´ en la definicio´n de los flujos de ana´lisis
DS DEXSeq, LimmaDS y SplicingCompass. Paralelamente, se proceso´ las lectu-
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ras de secuenciacio´n simuladas con los flujos Cuﬄinks y CuﬄinksDS obteniendo
as´ı los archivos isoform exp.diff y splicing.diff, respectivamente.
En el caso de los flujos DIE, excepto Cuﬄinks, una vez obtenidos los perfiles
de expresio´n, e´stos se cargaron en R para as´ı construir la matriz de expresio´n,
una por cada repeticio´n de cada escenario. Las matrices de expresio´n fueron pre-
procesadas para filtrar las isoformas de baja expresio´n. El criterio utilizado para
su identificacio´n fue que tuviesen menos de 4 CPMs en al menos una condicio´n.
Tambie´n se eliminaron del ana´lisis aquellas isoformas que no se simularon como
expresadas. Para DESeq2 se utilizo´ el valor-p ajustado por FDR generado por
la funcio´n nbinomWaldTest para determinar las DI. En el caso de Limma, esta
tarea se realizo´ utilizando la funcio´n de R fdr para ajustar los valores p generados
mediante la funcio´n eBayes, una vez aplicada la transformacio´n voom. En el caso
de EBSeq y NOISeq, los valores de probabilidad a posteriori de estar diferencial-
mente expresados que ambos generan (PPDE) se utilizaron para obtener la lista
de DI, siguiendo las recomendaciones de los autores que sugieren que 1−PPDE
es equivalente a un valor p ajustado por FDR (Aschoff et al., 2013; Tarazona
et al., 2015). En todos los casos, la identificacio´n de las DI se hizo considerando
un umbral de significancia de 0,05.
Las matrices de expresio´n de los flujos DS DEXSeq, LimmaDS y SplicingCom-
pass tambie´n fueron construidas en R a partir de los perfiles de expresio´n. En este
u´ltimo pipeline, la funcio´n initSigGenesFromResults se utilizo´ para identificar
los ASG, mientras que en el caso de DEXSeq se utilizo´ el me´todo testForDEU para
evaluar el uso diferencial de exones y seguidamente, la funcio´n perGeneQValue
para computar un valor p ajustado para cada gen. Con e´stos se procedio´ luego a la
identificacio´n de los ASG para dicho pipeline. En el caso de LimmaDS, siguiendo
las sugerencias de los autores, la matriz de expresio´n fue previamente procesada
para filtrar exones de baja expresio´n. Para ello se considero´ como suficiente que
un exo´n tuviese ma´s de 1 CPM en al menos tres muestras. Luego s´ı se aplico´ la
transformacio´n voom, se ajusto´ los modelos con la funcio´n lmFit y se analizo´ DS
con diffSplice, obteniendo as´ı un valor p ajustado para cada gen analizado. Al
igual que en los pipelines DIE, se considero´ un umbral de significancia de 0,05
para identificar los ASG.
Los scripts utilizados para analizar los datos se encuentran disponibles como
material suplementario de Merino et al. (2017a) y tambie´n en un proyecto de-
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positado en el repositorio GitHub1 donde adema´s se proporciona un instructivo
para guiar tanto el ana´lisis como la replicacio´n del proceso de simulacio´n.
4.2.4. Evaluacio´n del desempen˜o
El desempen˜o de los nueve pipelines fue evaluado mediante medidas objeti-
vas comu´nmente utilizadas para tal fin (Fernandez et al., 2005; Liu et al., 2014;
Soneson et al., 2016), las cuales se listan en la Tabla 4.2. En el contexto del
ana´lisis de expresio´n diferencial, cada gen/isoforma de la lista de ASG/DI obte-
nida con la ejecucio´n de cada pipeline, en cada una de las replicaciones de los
diferentes escenarios, fue llamado un positivo (P). A su vez, e´stos se clasificaron
como verdaderos positivos (TPs, del ingle´s true positives) o falsos positivos (FPs,
del ingle´s false positives) dependiendo de si realmente fueron o no simulados co-
mo diferencialmente expresado, respectivamente. Cada gen/isoforma cuyo cambio
en el SA/expresio´n se detecto´ como no significativo fue llamado negativo (N) y
clasificado en verdadero negativo (TN, del ingle´s true negative), cuando verdade-
ramente se simulo´ sin cambios en la expresio´n, y falso negativo (FN, del ingle´s
false negative) cuando se simulo´ como diferencialmente expresado, pero no se de-
tecto´ como tal. Espec´ıficamente, para los pipelines DIE se considero´ como TPs
todas aquellas isoformas identificadas como DI, por el flujo correspondiente, que
se simularon dentro de los grupos DIE, DE y DIEDS pero tambie´n se incluyo´
a las del grupo DS. Esto se debe a que cambios del tipo DS pueden causar cam-
bios DIE y como en ese grupo no se controlo´ dicho efecto, e´ste pudo o no haber
existido. Sin embargo, en el ca´lculo de los FNs, las isoformas pertenecientes en el
grupo DS no se consideraron, ya que no necesariamente el DS causara´ DIE. Una
vez que todos los genes/isoformas expresos se clasificaron en TP, FP, FN y VN
se calcularon las medidas listadas en la Tabla 4.2, obteniendo una medida por
repeticio´n de cada uno de los escenarios evaluados.
Una vez evaluadas las medidas de desempen˜o, se determino´ la relacio´n en-
tre e´stas y los valores de expresio´n as´ı como tambie´n la longitud de los ge-
nes/isoformas para determinar posibles sesgos. Para ello se definieron grupos
de expresio´n/longitud sobre los cuales se computaron las medidas de desempen˜o.
Posteriormente, se determino´ el efecto del subgrupo de simulacio´n, por ejemplo
DIE-2, sobre el desempen˜o de los pipelines as´ı como tambie´n el efecto que ejerce
sobre e´stos el nu´mero de isoformas que tiene un gen. La primera de estas tareas
1https://github.com/gamerino/benchmarkingDiffExprAndSpl
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Tabla 4.2: Medidas utilizadas para evaluar el desempen˜o de los flujos de ana´lisis
bajo estudio. En el contexto de la expresio´n diferencial los resultados se pueden
clasificar en: diferencialmente expresados (positivos, P) y no diferencialmente
expresados (negativos, N). Luego, una isoforma/gen sera´ un verdadero positivo
(TP) o un verdadero negativo (TN) si la clasificacio´n asignada por el pipeline se
corresponde con la simulada. En caso contrario, sera´ un falso positivo (FP) o falso
negativo (FN) segu´n corresponda.
Medida Fo´rmula de ca´lculo
Exactitud (ACC) ACC =
TP + TN
TP + TN + FP + FN
Sensibilidad (TPR) TPR =
TP
TP + FN
Precisio´n (PPV) PPV =
TP
TP + FP
Tasa de falsos positivos (FPR) FPR =
FP
TN + FP
F-score F =
2TP
2TP + FP + FN
TP: True Positive; FP: False Positive; TN: True Negative; FN: False Negative
se realizo´ considerando la divisio´n de los genes/isoformas simulados como dife-
rencialmente expresados provista por la Tabla 4.1. En el segundo caso, los genes
simulados como diferencialmente expresados se agruparon en cuatro grupos de
acuerdo al nu´mero de isoformas que ten´ıan. Los cuatro grupos fueron: 1, 2-4,
5-9, > 9, los cuales se definieron teniendo en cuenta la distribucio´n del nu´mero
de isoformas por gen observado en la base de datos de RNA-seq real.
4.3. Resultados
4.3.1. Evaluacio´n de la simulacio´n
La primera tarea que se realizo´ consistio´ en evaluar si el proceso de simu-
lacio´n disen˜ado genero´ los resultados deseados. Para ello, en cada repeticio´n de
cada escenario se evaluaron aspectos tales como la separabilidad de las muestras,
la correlacio´n entre el valor medio de expresio´n simulado y el valor observado,
la correspondencia entre los fold changes/ratios simulados y los observados, en-
tre otras cosas. Estas tareas se realizaron utilizando los datos de cuantificacio´n
4.3. Resultados 115
obtenidos a partir de las lecturas simuladas con el flujo Bowtie1-RSEM. En este
contexto, la Figura 4.5 ilustra el gra´fico de dispersio´n de las primeras dos com-
ponentes principales del PCA realizado sobre la expresio´n de las isoformas en
las muestras correspondientes a una de las repeticiones del escenario S1 (Figura
4.5A) y sobre el valor medio de la expresio´n de las mismas a lo largo de las diez
repeticiones de dicho escenario (Figura 4.5B). Similarmente, las Figura 4.6 y Fi-
gura 4.7 ilustran los mismos gra´ficos para los escenarios S2 y S3, respectivamente.
Se puede comprobar que en todos los casos se ha logrado la separabilidad entre
muestras debida a la condicio´n que representa cada muestra experimental.
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Figura 4.5: Diagrama de dispersio´n de las primeras dos componentes del PCA
realizado sobre: A) los valores de expresio´n de las isoformas en una repeticio´n
del escenario S1; B) los valores medios de expresio´n de las isoformas en las diez
repeticiones de dicho escenario.
El siguiente paso fue determinar la correlacio´n de Spearman (Spearman, 1904)
existente entre los valores medios de expresio´n simulados y los logrados en las
distintas repeticiones de cada escenario. Esto se realizo´ utilizando la funcio´n
cor.test de R. Los valores promedio de correlacio´n encontrados fueron 0,914
para la condicio´n C y 0,92 para T en S1, 0,766 (C) y 0,797 (T) en S2 y 0,809
y 0,836 en las condiciones C y T de S3, respectivamente. En todos los casos,
se utilizo´ el test de Wilcoxon para determinar si la correlacio´n entre valores de
expresio´n en la condicio´n C fue diferente a la de los valores de expresio´n en la con-
dicio´n T. En los tres escenarios se encontraron diferencias significativas (valores
p menores a 0,05) entre dichas correlaciones, resultando mayores las respectivas a
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Figura 4.6: Diagrama de dispersio´n de las primeras dos componentes del PCA
realizado sobre: A) los valores de expresio´n de las isoformas en una repeticio´n
del escenario S2; B) los valores medios de expresio´n de las isoformas en las diez
repeticiones de dicho escenario.
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Figura 4.7: Diagrama de dispersio´n de las primeras dos componentes del PCA
realizado sobre: A) los valores de expresio´n de las isoformas en una repeticio´n
del escenario S3; B) los valores medios de expresio´n de las isoformas en las diez
repeticiones de dicho escenario.
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la condicio´n T. Posteriormente se evaluo´ la correlacio´n de los valores de expresio´n
pero so´lo de las isoformas simuladas como diferencialmente expresadas. En este
caso, los valores medios de correlacio´n encontrados fueron 0,937 y 0,964 para las
condiciones C y T, respectivamente, de S1; en el caso de S2 se observaron valores
medios de correlacio´n de 0,803 para C y 0,868 para T, mientras que los hallados en
S3 fueron 0,834 y 0,891. Al comparar las correlaciones encontradas para todas las
isoformas con las halladas so´lo para las isoformas diferencialmente expresadas, el
test de Wilcoxon revelo´ diferencias significativas (valores p menores a 0,05) entre
ellas, siendo las u´ltimas las de mayor valor en los tres escenarios.
Posteriormente, se exploraron los valores de fold change, en escala log2, logra-
dos en cada uno de los grupos simulados que involucraron cambios en la expresio´n
absoluta de las isoformas: DIE, DE y DIEDS. Los diagramas de caja de los fold
changes encontrados en los escenarios S1, S2 y S3 se muestran en las Figura 4.8,
Figura 4.9 y Figura 4.10, respectivamente. En cada una de ellas, dichos diagra-
mas se agruparon en paneles segu´n los grupos de simulacio´n considerados. A su
vez, en cada panel, se han incluido l´ıneas a trazos para indicar los valores de fold
change deseados en cada uno de los subgrupos de simulacio´n. Mediante el ana´lisis
de dichas figuras, se determino´ que en los grupos DIE y DE los fold changes
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Figura 4.8: Diagramas de caja del fold change, en escala logar´ıtmica en base
dos, obtenido en las diez repeticiones del escenario S1. Cada panel representa
uno de los tres grupos simulando cambios de expresio´n absoluta de isoformas y
los correspondientes subgrupos. Las l´ıneas de trazos representan los fold changes
simulados.
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Figura 4.9: Diagramas de caja del fold change, en escala logar´ıtmica en base
dos, obtenido en las diez repeticiones del escenario S2. Cada panel representa
uno de los tres grupos simulando cambios de expresio´n absoluta de isoformas y
los correspondientes subgrupos. Las l´ıneas de trazos representan los fold changes
simulados.
observados en las isoformas a lo largo de las repeticiones de cada escenario se
correspondieron con los valores deseados, impuestos por la simulacio´n. En el caso
del grupo DIEDS, la correspondencia no fue tan clara, probablemente por la
influencia del splicing diferencial sobre los cambios de expresio´n absoluta.
Se evaluaron tambie´n los valores de proporcio´n de las isoformas ma´s expresa-
das de cada gen, logrados en los dos grupos simulados que involucraron cambios
en la expresio´n relativa (DS y DIEDS). Los diagramas de caja de dichas propor-
ciones para los escenarios S1, S2 y S3 se muestran en las Figura 4.11, Figura 4.12 y
Figura 4.13, respectivamente. Dichas figuras contienen un panel para cada grupo
de simulacio´n, en el cual se incluyeron l´ıneas a trazos para indicar los valores de
proporciones deseados. Adema´s, dada la dependencia de las proporciones con el
nu´mero de isoformas por gen, se analizaron las proporciones en forma separada.
As´ı, cada una de las figuras contiene tres paneles:A) isoformas mayores de los
genes del grupo “2-4”, B) isoformas mayores de los genes del grupo “5-9” y C)
isoformas mayores provenientes de genes con ma´s de nueve transcritos anotados.
Se determino´ que en el caso del escenario S1, las proporciones observadas en las
isoformas a lo largo de las repeticiones de cada escenario se correspondieron con
los valores deseados impuestos por la simulacio´n, tanto en el grupo DS como el
DIEDS. En el caso de los escenarios S2 y S3, las proporciones fueron levemente
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Figura 4.10: Diagramas de caja del fold change, en escala logar´ıtmica en base
dos, obtenido en las diez repeticiones del escenario S3. Cada panel representa
uno de los tres grupos simulando cambios de expresio´n absoluta de isoformas y
los correspondientes subgrupos. Las l´ıneas de trazos representan los fold changes
simulados.
inferiores, acrecenta´ndose este comportamiento para las isoformas provenientes
de genes con ma´s de nueve transcritos anotados .
Una vez que se comprobo´ que la simulacio´n obtenida fue acorde a lo planificado
se procedio´ a la evaluacio´n y comparacio´n de los me´todos utilizando las bases de
datos simuladas de RNA-seq, cuyos resultados se presentan a continuacio´n.
4.3.2. Concordancia en la deteccio´n
Los resultados del ana´lisis de expresio´n diferencial de todos los pipelines en los
tres escenarios simulados se analizaron para determinar la cantidad de DI/ASG y
la concordancia en la deteccio´n. En particular, la concordancia de los resultados
se evaluo´ considerando el porcentaje de DI/ASG y de TPs/FPs encontrados en
todas las repeticiones de cada uno de los escenarios. La Tabla 4.3 contiene los
resultados obtenidos para los cinco flujos de ana´lisis que estudian DIE. Su ana´li-
sis determino´ que EBSeq detecto´ el mayor nu´mero de DI (>8.500) en los tres
escenarios evaluados, mientras que Cuﬄinks fue el flujo de ana´lisis que menos DI
hallo´, siendo sus resultados tres veces menores que los de EBSeq. No obstante,
este u´ltimo tuvo la menor concordancia en las detecciones de DI en los tres
escenarios. Esto se dedujo al analizar su bajo porcentaje de DI encontrados en
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Figura 4.11: Diagramas de cajas de la proporcio´n de las isoformas, sobre las diez
repeticiones del escenario S1, separados segu´n el nu´mero de isoformas por gen:
A) Entre dos y cuatro, B) Entre cinco y nueve y C) Ma´s de nueve. Se muestran
los resultados separados en paneles correspondientes al grupo de simulacio´n, en
cada uno de los cuales se ha ubicado a los respectivos subgrupos. Las l´ıneas de
trazos representan las proporciones simuladas.
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Figura 4.12: Diagramas de cajas de la proporcio´n de las isoformas, sobre las diez
repeticiones del escenario S2, separados segu´n el nu´mero de isoformas por gen:
A) Entre dos y cuatro, B) Entre cinco y nueve y C) Ma´s de nueve. Se muestran
los resultados separados en paneles correspondientes al grupo de simulacio´n, en
cada uno de los cuales se ha ubicado a los respectivos subgrupos. Las l´ıneas de
trazos representan las proporciones simuladas.
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Figura 4.13: Diagramas de cajas de la proporcio´n de las isoformas, sobre las diez
repeticiones del escenario S3, separados segu´n el nu´mero de isoformas por gen:
A) Entre dos y cuatro, B) Entre cinco y nueve y C) Ma´s de nueve. Se muestran
los resultados separados en paneles correspondientes al grupo de simulacio´n, en
cada uno de los cuales se ha ubicado a los respectivos subgrupos. Las l´ıneas de
trazos representan las proporciones simuladas.
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todas las repeticiones de un mismo escenario. Por otro lado, DESeq2 y Limma
fueron los pipelines ma´s concordantes, principalmente en S2 y S3, en te´rminos
de DI y TP alcanzando porcentajes superiores a 17 % y 30 %, respectivamente.
Al comparar los escenarios S1 y S2 se encontro´ que EBSeq y Cuﬄinks no mos-
traron diferencias en el porcentaje de TPs concordantes, mientras que DESeq2,
Limma y NOISeq incrementaron el porcentaje de concordancia de TPs en S2
aproximadamente en un 5 %. Dicho porcentaje resulto´ aumentado en un 10 %,
aproximadamente, para EBSeq and DESeq2 y so´lo un 1 % para Cuﬄinks y Lim-
ma, en S3 respecto de S2. Consistentemente, todos los workflows mostraron un
porcentaje de FPs concordantes menor al 5 %, lo que indico´ la efectividad del
proceso de simulacio´n utilizado.
Tabla 4.3: Resultados del ana´lisis de expresio´n diferencial de isoformas con los
cinco pipelines evaluados en los tres escenarios simulados.
Variable DI medio Total DI
Concordancia
en DI ( %)
TP
Concordancia
en TP ( %)
FP
Concordancia
en FP ( %)
S1 2.679 8.852 10,8 3.155 29,6 5.697 0,4
S2 6.086 16.553 14,6 8.037 29,7 8.516 0,5EBSeq
S3 6.305 13.875 23,5 8.155 39,4 5.720 0,7
S1 1.948 4.937 17,7 2.739 31,1 2.198 1
S2 5.577 13.179 21,1 7.483 36,5 5.696 1,1DESeq2
S3 6.054 11.916 29,7 7.770 44,7 4.146 1,5
S1 1.961 4.996 19 2.556 36,6 2.440 0,7
S2 6.388 15.956 19,7 7.742 40 8.214 0,9NOISeq
S3 2.882 4.908 32,4 4.342 36,4 566 1,8
S1 414 845 25,2 584 35,8 261 1,5
S2 1.257 2.460 27,2 1.816 36,3 644 1,6Cuﬄlinks
S3 1.030 1.860 29,9 1.452 37,7 408 1,5
S1 838 1.468 29,2 1.351 31,4 117 4,3
S2 3.077 5.451 31,05 4.590 36,2 861 3,8Limma
S3 5.238 9.927 28,3 7.177 38,5 2.750 1,6
DI, isoformas detectadas como diferencialmente expresadas; TP, verdaderos positivos;
FP, falsos positivos
La Tabla 4.4 lista los resultados de concordancia obtenidos en el caso de los
workflows que analizaron DS. De e´stos, se determino´ que DEXSeq fue el que en-
contro´, en promedio, ma´s cantidad de ASG (ma´s de 423 en todos los escenarios)
mientras que CuﬄinksDS fue consistentemente el que menos genes identifico´ con
DS (menos de 303). En te´rminos del porcentaje de ASG concordantes a lo lar-
go de las diez repeticiones de cada escenario, SplicingCompass fue el de menor
concordancia (< 20 %), mientras que LimmaDS mostro´ los valores ma´s altos,
superando en los tres escenarios, el 25 %. Adicionalmente, SplicingCompass y Cuf-
flinksDS son los que mostraron menor concordancia en te´rmino de TPs, mientras
que DEXSeq logro´ los valores mayores, seguido de LimmaDS. Al comparar los
escenarios evaluados, se encontro´ que todos los pipelines, a excepcio´n de Cuf-
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flinksDS, incrementaron el porcentaje de concordancia de ASG y TP en S3
respecto a S2 y en S2 respecto a S1. En te´rminos de FP, la concordancia resulto´
mayor que la observada para los flujos DIE, aunque no supero´ el 10 %.
Tabla 4.4: Resultados del ana´lisis de splicing diferencial utilizando los cuatro
pipelines evaluados en los tres escenarios simulados.
Variable
ASG
medio
Total
ASG
Concordancia
en ASG ( %)
TP
Concordancia
en TP ( %)
FP
Concordancia
en FP ( %)
S1 106 318 11,3 185 19,5 133 0
S2 303 779 13 527 19,4 252 0,4CuﬄinksDS
S3 226 468 17,7 437 18,8 31 3,2
S1 423 1.134 16,4 372 44,9 762 2,5
S2 913 2.027 22,9 868 46,8 1.159 5DEXSeq
S3 1.147 2.630 22,8 908 58,7 1.722 3,9
S1 233 431 26,2 292 34,2 139 9,4
S2 615 1.060 28,6 723 37,6 337 15,7LimmaDS
S3 758 1.290 30,7 842 41,4 448 10,5
S1 149 536 6,2 234 11,5 302 2
S2 349 923 9,5 557 13,5 366 1,6SplicingCompass
S3 600 1.256 17,5 714 24,6 542 8,1
ASG, genes detectados con splicing diferencial; TP, verdaderos positivos; FP, falsos
positivos
4.3.3. Desempen˜o general
Las medidas de desempen˜o listadas en la Tabla 4.2 se calcularon para los flujos
de ana´lisis evaluados, en los tres escenarios bajo estudio. Los nueve pipelines evi-
denciaron elevados valores de exactitud, comprendidos en el rango 0,868− 0,981,
motivo por el cual esta medida no se utilizo´ con fines comparativos. Los valores
medios (± desv´ıo esta´ndar) de las medidas sensibilidad, precisio´n y F-score se
ilustran en la Figura 4.14. Espec´ıficamente, los paneles A-C muestran los resul-
tados de los pipelines DIE y los paneles D-E, de los flujos DS. En el caso de
los flujos DIE, en te´rminos de sensibilidad (Figura 4.14A), los cinco pipelines
evaluados alcanzaron valores superiores a 0,65; el valor ma´s alto de sensibilidad
promedio fue logrado por EBSeq (en S1 y S3), NOISeq (en S2) y DESeq2 (en S3),
mientras que los valores ma´s pequen˜os fueron los de Cuﬄinks. En te´rminos de
precisio´n (Figura 4.14B), el peor desempen˜o lo tuvieron EBSeq y NOISeq (en
S1 y S2), mientras que Limma, Cuﬄinks (en S2 y S3) y NOISeq (en S3) tuvieron
el mejor desempen˜o, logrando valores medios de precisio´n superiores a 0,9. En
este aspecto, se debe mencionar que so´lo Limma en S1 y NOISeq en S3 fueron ca-
paces de controlar el FDR (1-precisio´n), logrando valores menores al impuesto
(0,05). Al comparar los tres escenarios simulados, se determino´ un incremento de
S1 a S3 de todas las medidas en todos los pipelines a excepcio´n de la sensibilidad
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Figura 4.14: Medidas de desempen˜o global de los nueve flujos de ana´lisis evalua-
dos, obtenidas a lo largo de diez repeticiones de tres escenarios experimentales:
S1, S2 y S3. Los paneles A-C contienen los diagramas de cajas de dichas medi-
das para los flujos DIE, mientras que los paneles D-E muestran los diagramas de
cajas de los pipelines DS. Figura extra´ıda de Merino et al. (2017a)
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de NOISeq y la precisio´n de Limma, que evidenciaron comportamientos opuestos.
En te´rminos del F-score (Figura 4.14C) los valores ma´s elevados (mayores a 0,7)
se encontraron para DESeq2, EBSeq, Limma (S3) y NOISeq (S1 y S2), revelan-
do que estos pipelines tuvieron el mejor balance entre sensibilidad y precisio´n.
Luego, en funcio´n de todos los resultados descritos, EBSeq y DESeq2 ser´ıan los
pipelines ma´s adecuados para el ana´lisis DIE aunque, si la prioridad es la pre-
cisio´n, Limma y NOISeq ser´ıan los ma´s indicados, fundamentalmente cuando el
nu´mero de muestras es elevado.
En el caso de los flujos de ana´lisis DS, la exploracio´n de la sensibilidad pro-
medio (Figura 4.14 D) develo´ que el mejor desempen˜o fue logrado por DEXSeq y
LimmaDS. E´stos alcanzaron valores pro´ximos o superiores a 0,5 en todos los es-
cenarios, mientras que los valores ma´s bajos fueron los obtenidos por CuﬄinksDS
y SplicingCompass. Pese a esto, CuﬄinksDS mostro´ los valores ma´s elevados de
precisio´n (> 0,8), en todos los escenarios, incluso controlando el FDR en S3
(Figura 4.14 E). Aunque DEXSeq fue el que tuvo los menores valores de preci-
sio´n, inferiores a 0,75, este workflow junto con LimmaDS lograron los valores de
F-score (Figura 4.14 F) ma´s elevados en todos los escenarios, superando a 0,55.
Luego, los flujos ma´s adecuados para el ana´lisis DS son DEXSeq y LimmaDS,
los cuales lograron los mejores valores de sensibilidad y precisio´n. En particular,
LimmaDS logro´ menor sensibilidad pero mayor precisio´n que DEXSeq a la hora
de reportar ASG.
La habilidad de cada flujo de ana´lisis de manejar los FPs se evaluo´ mediante
el FPR. Los diagramas de cajas de dicha medida correspondientes a los pipelines
DIE, en los tres escenarios evaluados, se muestran en la Figura 4.15A-C, mientras
que los correspondientes a los flujos DS se ilustran en la Figura 4.15D-F. En el
primer tipo de pipelines, se destaca que Cuﬄinks es el flujo de ana´lisis que logro´
los menores valores de FPR en todos los escenarios. Contrariamente, EBSeq (en
los tres escenarios) y NOISeq (en S1 y S2) evidenciaron las tasas ma´s elevadas.
En el caso de los flujos DS, los valores ma´s bajos de FPR tambie´n se observaron
para CuﬄinksDS, mientras que el peor en te´rminos de esta medida, resulto´ ser
DEXSeq. En general, los valores de FPR no excedieron a 0,05; particularmente,
en S2 se encontraron valores superiores a los registrados en S1, mientras que en S3
la mayor´ıa de los pipelines DIE tuvieron menor FPR que en S2, excepto Limma.
En el caso de los flujos DS, el FPR se incremento´ de S1 a S2 y de S2 a S3 para
SplicingCompass y DEXSeq, mientras que CuﬄinksDS resulto´ el ma´s estable y
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Figura 4.15: Tasa de falsos positivos (FPR) de los nueve pipelines evaluados, obte-
nidas en las diez repeticiones de cada escenario simulado. Los paneles representan
el escenario: A) S1, B) S2 y C) S3 para los flujos DIE y D) S1, E) S2 y F) S3
para los workflows DS.
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LimmaDS no exibio´ cambios entre S2 y S3.
Las medidas de desempen˜o obtenidas para cada pipeline se relacionaron
con el nivel de expresio´n de las isoformas, en el caso de los flujos DIE, y de
los genes, para los DS pipelines y con su longitud efectiva. Para ello, primero las
isoformas/genes fueron agrupados en categor´ıas definidas por el nivel de expresio´n
y luego se calcularon dichas medidas en cada uno de estos grupos. Las Figura 4.16,
Figura 4.17 y Figura 4.18 ilustran los valores medios de sensibilidad, precisio´n y
F-score, respectivamente, observados en cada grupo de expresio´n, promediado a
lo largo de las repeticiones de cada escenario simulado. En te´rminos de la relacio´n
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Figura 4.16: Sensibilidad promedio evaluada en cada uno de los grupos de isofor-
mas/genes definidos segu´n el nivel de expresio´n. Los paneles A-C representan los
resultados de los flujos DIE, mientras que los paneles D-F ilustran los resultados
de los pipelines DS.
entre la sensibilidad y el valor de expresio´n se aprecio´ que de los nueve pipelines
evaluados, SplicingCompass mostro´ ser el ma´s robusto, mostrando pra´cticamente
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los mismos valores de esta medida en todos los intervalos de expresio´n en todos
los escenarios evaluados. El resto de flujos evaluados evidenciaron una correlacio´n
positiva entre sensibilidad y valor de expresio´n, la cual fue ma´s alta para los grupos
de menor expresio´n principalmente en los escenarios S1 y S2.
La correlacio´n entre el valor de expresio´n y la precisio´n (Figura 4.17) resulto´
menor que en el caso anterior, incluso con tendencia a la independencia en el
escenario
S3 para los flujos DIE (Figura 4.17C). Los flujos DS mostraron patrones de
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Figura 4.17: Precisio´n promedio evaluada en cada uno de los grupos de isofor-
mas/genes definidos segu´n el nivel de expresio´n. Los paneles A-C representan los
resultados de los flujos DIE, mientras que los paneles D-F ilustran los resultados
de los pipelines DS.
correlacio´n ma´s claros que los DIE, con aumento de las medidas de desempen˜o
a medida que aumento´ el valor de expresio´n de los genes.
Al analizar el F-score (Figura 4.18), se encontro´ que en los flujos DIE esta
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medida resulto´ pra´cticamente no correlacionada con el valor de expresio´n, con-
trario a lo observado para los pipelines DS, los cuales evidenciaron incremento de
este indicador con el aumento del valor de expresio´n.
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Figura 4.18: F-score promedio evaluada en cada uno de los grupos de isofor-
mas/genes definidos segu´n el nivel de expresio´n. Los paneles A-C representan los
resultados de los flujos DIE, mientras que los paneles D-F ilustran los resultados
de los pipelines DS.
Ana´logamente, se agrupo´ las isoformas/genes segu´n grupos definidos por su
longitud. Las Figura 4.19, Figura 4.20 y Figura 4.21 muestran los valores medios
de sensibilidad, precisio´n y F-score, respectivamente, observados en cada grupo
de longitud, promediado a lo largo de las repeticiones de cada escenario simulado.
En te´rminos de sensibilidad se encontro´ que el comportamiento de esta medida
respecto de la longitud, fue similar en los escenarios S1 y S2 para todos los flujos
evaluados, mientras que los comportamientos tanto de los pipelines DIE como DS
en S3 resultaron diferentes a los anteriores, evidenciando que los pipelines DES-
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Figura 4.19: Sensibilidad promedio evaluada en cada uno de los grupos de isofor-
mas/genes definidos segu´n la longitud. Los paneles A-C representan los resulta-
dos de los flujos DIE, mientras que los paneles D-F ilustran los resultados de los
pipelines DS.
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eq2, EBSeq, Limma, DEXSeq y LimmaDS tendieron a disminuir su sensibilidad
a medida que la longitud de las isoformas/genes aumento´ (correlacio´n negati-
va), mientras que los pipelines Cuﬄinks y CuﬄinksDS evidenciaron correlacio´n
positiva entre la sensibilidad y la longitud y NOISeq junto con SplicingCompass
fueron los ma´s robustos.
La correlacio´n entre la precisio´n y la longitud de isoformas/genes (Figura 4.20)
resulto´ ma´s evidente en los primeros dos escenarios (S1 y S2) que en el tercero
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Figura 4.20: Precisio´n promedio evaluada en cada uno de los grupos de isofor-
mas/genes definidos segu´n la longitud. Los paneles A-C representan los resulta-
dos de los flujos DIE, mientras que los paneles D-F ilustran los resultados de los
pipelines DS.
(S3). En particular, los flujos basados en las herramientas Tuxedo, Cuﬄinks y
CuﬄinksDS, mostraron la mayor robustez, mostrando precisiones medias pra´cti-
camente invariables a lo largo de los distintos grupos evaluados. Cabe destacar
que en el escenario S3 casi todos los flujos DIE lograron estabilidad de la pre-
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cisio´n con la longitud de las isoformas, mientras que los pipelines DS exhibieron
una clara tendencia de correlacio´n negativa entre tales cantidades.
Al analizar los valores medios de F-score a lo largo de los grupos de longitud de
isoformas/genes (Figura 4.21) se encontro´ que el comportamiento de los pipelines
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Figura 4.21: F-score promedio evaluada en cada uno de los grupos de isofor-
mas/genes definidos segu´n la longitud. Los paneles A-C representan los resulta-
dos de los flujos DIE, mientras que los paneles D-F ilustran los resultados de los
pipelines DS.
DIE resulto´ ma´s consistente que el de los flujos DS, probablemente por el hecho
de que los primeros comparten, en su mayor´ıa, la herramienta de cuantificacio´n
(RSEM). La estabilidad de los valores medios de F-score a lo largo de los intervalos
de longitud resulto´ mucho ma´s clara para los flujos DIE, ma´s au´n en el escenario
S3.
En general, los resultados encontrados se pueden resumir en que se determino´
que tanto el valor de expresio´n como la longitud afectan ma´s el desempen˜o de los
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pipelines DS que los flujos DIE. Ma´s au´n, estos u´ltimos exhibieron valores estables
de las medidas de desempen˜o a lo largo de los distintos grupos, principalmente en
S2 y S3. En particular, en el escenario S3 se detectaron los mejores desempen˜os
y la menor dependencia, de las medidas evaluadas, del valor de expresio´n y de la
longitud, tanto en workflows DIE como DS. Para las tres medidas evaluadas se
determino´ que los valores ma´s elevados fueron para aquellos genes/isoformas con
mayor expresio´n y menor longitud, siendo ma´s evidente este comportamiento
en el primer caso.
En base a los resultados analizados en los parrafos anteriores, se determino´
que los pipelines Cuﬄinks, EBSeq, CuﬄinksDS y SplicingCompass fueron los
de menor desempen˜o, por lo que fueron excluidos de los ana´lisis posteriores. De
esta manera, el grupo de nueve workflows analizados se redujo a cinco: DESeq2,
Limma y NOISeq, para el ana´lisis DIE, DEXSeq y LimmaDS, para el ana´lisis DS.
4.3.4. Efecto del nu´mero de isoformas por gen
La Figura 4.22 ilustra la relacio´n encontrada entre el TPR y el nu´mero de
isoformas por gen, para cada flujo evaluado y cada escenario simulado. Los pa-
neles superiores representan los resultados de los pipelines DIE, mientras que los
inferiores contienen los resultados de los flujos DS. En el primer caso (Figura
4.22A-C) se encontro´ que el TPR resulto´ mayor para las isoformas provenientes
de genes con so´lo un transcrito anotado (grupo “1”) y menor para las isoformas
provenientes de genes dentro del grupo “> 9”, en todos los escenarios. Por ejem-
plo, en el escenario S2 (Figura 4.22B), todos los pipelines lograron porcentajes
superiores a 75 % para las isoformas del grupo “1”, mientras que el TPR en el
grupo “> 9” fue menor a 50 %. Se sospecha que este comportamiento ha sido
causado por los bajos valores de expresio´n de las isoformas menos expresadas
de cada gen y la complejidad que representa el problema de reconstruccio´n de
isoformas a partir de lecturas cortas de secuenciacio´n, ma´s au´n cuando se incre-
menta el nu´mero de isoformas por gen. DESeq2 y NOISeq mostraron los valores
ma´s altos, similares entre s´ı, de TPRs en S1 (Figura 4.22A) y en S2, mientras
que DESeq2 y Limma fueron los de mejor desempen˜o en S3 (Figura 4.22C). En
te´rminos generales, todos los pipelines mejoraron sus TPRs en S2 respecto de S1
y en S3 respecto de S2, a excepcio´n de NOIseq que mostro´ los menores valores
de TPR en el u´ltimo escenario (S3).
En el caso de los workflows DS (Figura 4.22D-F), los TPRs observados en
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Figura 4.22: Tasa de verdaderos positivos (TPR) de los flujos DIE y DS como
funcio´n del nu´mero de isoformas por gen. Los paneles A, B y C se corresponden
con los escenarios S1, S2 y S3 de los flujos DIE, mientras que los paneles D, E y
F representan los resultados de los esenarios S1, S2 y S3 para los pipelines DS.
Figura extra´ıda de Merino et al. (2017a).
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todos los escenarios, para cada uno de ellos, resultaron similares entre s´ı y en-
tre los grupos de genes. Los valores ma´s elevados los logro´ DEXSeq (ma´s de
60 %). LimmaDS exhibio´ valores de TPRs superiores a 40 %, evidenciando que
su desempen˜o, en te´rminos de esta medida, fue superior a la de su par Limma.
En la comparacio´n S1 y S2 no se detectaron cambios en los valores de TPRs,
mientras que si determino´ que tanto DEXSeq como LimmaDS incrementaron sus
porcentajes en S3 respecto de S2.
La distribucio´n de los FP de los pipelines evaluados en los grupos de genes
definidos y en los tres escenarios evaluados se ilustra en la Figura 4.23, donde
se muestran los valores medios (± desv´ıo esta´ndar) de los porcentajes de FP
en cada uno de los grupos estudiados. En el caso de los flujos de ana´lisis DIE,
mostrados en la Figura 4.23A-C, se determino´ que la distribucio´n de los FP
resulto´ diferente tanto entre escenarios como entre pipelines. DESeq2 y NOISeq
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Figura 4.23: Distribucio´n de los falsos positivos (FP) en los grupos de genes,
definidos segu´n la cantidad de isoformas anotadas que tiene cada gen. Los paneles
A, B y C muestran los resultados para los flujos de ana´lisis DIE y los paneles D,
E y F para los pipelines DS, en los escenarios S1, S2 y S3, respectivamente.
exhibieron un comportamiento similar en los escenarios S1 y S2, con el porcentaje
ma´s alto de FP (> 35 %) en el grupo “> 9”. En estos workflows se observo´ que
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a medida que el nu´mero de isoformas por gen aumento´, tambie´n se incremento´
el porcentaje de FPs, lo cual es esperable. Por otro lado, Limma evidencio´ el
mayor porcentaje de FPs en el grupo “2-4” en S1 y en S2, mientras que, en
S3, se comporto´ igual que DESeq2. Los valores medios de porcentajes FPs de
los flujos DS (Figura 4.23D-F) resultaron muy similares entre grupos de genes
y entre escenarios, en los dos pipelines evaluados. En general, los valores medios
estuvieron cerca del 20 %, 25 % y 45 % para los grupos “2-4”, “5-9” y “> 9”,
respectivamente. Tanto para DEXSeq como para LimmaDS se determino´ que el
porcentaje de FPs se incremento´ con el aumento del nu´mero de isoformas por
gen.
4.3.5. Efecto del nivel de cambio en la expresio´n
Finalmente, se evaluo´ el desempen˜o de cada uno de los flujos de ana´lisis en
te´rminos del tipo y magnitud de cambio en la expresio´n, segu´n los subgrupos
definidos en la Tabla 4.1. Para ello se determino´ el valor medio del TPR en cada
uno de dichos subgrupos, en los tres escenarios simulados. Los resultados para
los pipelines DIE se ilustran en la Figura 4.24A-C. Como es de esperar, estos
flujos de ana´lisis mostraron incrementos en el TPR a medida que la magni-
tud del cambio en la expresio´n absoluta de las isoformas fue superior, aunque
se encontraron diferencias entre los grupos DE, DIE y DIEDS. Si bien todos
los pipelines exhibieron los mayores TPRs en el subgrupo DE-4, en todos los
escenarios, cuando el fold change simulado fue “2”, se encontraron importantes
diferencias. Espec´ıficamente, Limma mostro´ los valores de TPRs ma´s bajos en S1
para los subgrupos DE-2 y DIE-2, mientras que NOISeq fue el de peor desem-
pen˜o en S3 en dichos subgrupos. Un comportamiento que se detecto´ en todos
los flujos de ana´lisis y que resulto´ sorprendente es que todos ellos evidenciaron
menores valores de TPRs en los subgrupos DIE comparados con los DE, in-
cluso cuando los fold changes simulados fueron los mismos. Por ejemplo, en el
caso del subgrupo DE-4 los TPRs medios resultaron casi perfectos (cercanos a
100 %), mientras que estos valores cayeron casi en un 50 % en el subgrupo DIE-
4, en todos los escenarios. Este comportamiento puede ser causado por el hecho
de que todas las isoformas de los genes, es decir las de baja y alta expresio´n,
fueron consideradas en la simulacio´n. Por ello la dificultad en detectar estas
isoformas de baja expresio´n podr´ıa haber contribuido a un menor TPR en los
grupos DIE. Cuando se analizo´ los subgrupos con cambios en expresio´n absoluta
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Figura 4.24: Valores medios (± desv´ıo esta´ndar) de la tasa de verdaderos positivos
(TPR) obtenida con los pipelines evaluados en cada uno de los subgrupos de
simulacio´n definidos segu´n la magnitud y el tipo de cambio en la expresio´n. Los
paneles A, B y C corresponden a flujos DIE, mientras que los paneles D, E, y F
representan workflows DS en los escenarios S1, S2 y S3, respectivamente. Figura
extra´ıda de Merino et al. (2017a).
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y relativa de las isoformas, grupo DIEDS, se determino´ que los TPRs medios
superaron a los encontrados en los subgrupos DIE, ante el mismo fold change,
fundamentalmente para Limma y DESeq2 en S1. Por ejemplo, el TPR de estos
flujos en el grupo DIE-2 de S1 resulto´ inferior a 25 %, mientras que los subgru-
pos DIEDS-2-0,8-0,3 y DIEDS-2-0,8-0,5 alcanzaron TPRs medios superiores
a 50 % y 25 %, respectivamente. Este comportamiento se vio´ so´lo para fold change
de “4” en S2 y pra´cticamente no existio´ en S3. En consistencia con los resultados
encontrados anteriormente, los peores desempen˜os de Limma se detectaron en S1
y S2, mientras que para NOISeq se encontraron en S3. Por su parte, DESeq2 fue
el ma´s estable a lo largo de los escenarios.
Los valores medios de TPRs en funcio´n de los subgrupos simulados para eva-
luar los workflows DS se muestran en la Figura 4.24D-F. En este caso, los re-
sultados mostraron comportamientos ma´s esperables y consistentes entre es-
cenarios. Como regla general, se encontro´ que DEXSeq tuvo mejor desempen˜o
que LimmaDS en todos los subgrupos de simulacio´n y en todos los escenarios.
Los valores de TPRs ma´s elevados es encontraron para los grupos en los cuales
la diferencia de proporciones de la isoforma mayor fue ma´s amplia: DS-0-0,7,
DIEDS-2-0,8-0,3 y DIEDS-4-0,8-0,3. Los mejores desempen˜os en el grupo
DIEDS fueron superiores a 75 % y estuvieron asociados a las diferencias de ex-
presio´n relativa ma´s que a las diferencias en el fold change, ya que los TPRs en los
subgrupos DIEDS-0,5-0,8-0,5, DIEDS-2-0,8-0,5 y DIEDS-4-0,8-0,5 fueron
muy similares entre s´ı e inferiores a los observados para los otros dos subgrupos
DIEDS. En el caso de genes simulados so´lo con cambio en la expresio´n relativa
de sus isoformas, grupo DS, los mejores resultados se encontraron cuando el gen
estuvo silenciado (sin expresio´n) en una condicio´n y cuando la expresio´n relativa
de la isoforma mayor fue baja: DS-0-0,7 y DS-0,1-0,4, respectivamente. Adi-
cionalmente, el desempen˜o de LimmaDS y DEXSeq aumento´ de S2 a S1 y de S3
a S2, logrando incluso en el tercer escenario, valores de TPR medios superiores a
50 % en todos los casos.
4.3.6. Aplicacio´n sobre datos reales
La base de datos real completa, 16 muestras con ocho re´plicas por condicio´n,
se analizo´ con los nueve flujos aqu´ı evaluados. El nu´mero de DI y ASG re-
portados por cada uno de estos flujos, as´ı como tambie´n el solapamiento entre
las detecciones, se resumen en la Tabla 4.5. Se encontraron grandes diferencias
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en el nu´mero de isoformas/genes detectados como diferenciales por cada uno de
los flujos evaluados, tal y como lo reporto´ anteriormente Liu et al., 2014. El ma-
yor nu´mero de isoformas diferencialmete expresadas fue reportado para EBSeq
(4.600), mientras que el pipeline que menos DI detecto´ fue NOISeq, reportando
so´lo 11, seguido de Cuﬄinks (204) y Limma (342). Por otro lado, de los workflows
DS, DEXSeq fue el que detecto´ ma´s genes con splicing diferencial (1.727), mien-
tras que CuﬄinksDS no reporto´ ASG. Las tendencias observadas en los datos
reales son consistentes con las descritas anteriormente con los datos simulados.
El solapamiento entre las detecciones de los workflows develo´ que la mayor´ıa de
las DI detectadas por DESeq2, Limma y NOISeq fueron tambie´n encontradas por
EBSeq, lo que sugiere que estos flujos capturan la misma estructura de datos pero
con diferentes limitaciones. Contrariamente, Cuﬄinks mostro´ muy poco solapa-
miento de DI con el resto de flujos DIE. Por otro lado, los flujos que analizan DS
resultaron ma´s discrepantes entre s´ı. Por un lado, SplicingCompass evidencio´
solapamientos de entre el 8 % y 38 % con los otros pipelines, mientras que el 80 %
de los ASG encontrados por LimmaDS tambie´n fueron reportados por DEXSeq.
Esto refleja la importancia que requiere la seleccio´n del pipeline de ana´lisis para
DS.
Tabla 4.5: Cantidad de isoformas/genes reportados como diferencialmente expre-
sados y solapamiento entre las detecciones de los nueve flujos de ana´lisis evaluados.
Tabla extra´ıda de Merino et al. (2017a).
Tipo de
deteccio´n
Flujos de ana´lisis
DIE
Cuﬄinks DESeq2 EBSeq Limma NOISeq
Cuﬄinks 204 92 90 19 1
DESeq2 1.572 1.269 281 10
EBSeq 4.600 324 11
Limma 342 10
NOISeq 11
DS
CuﬄinksDS DEXSeq LimmaDS SplicingCompass
CuﬄinksDS 0 0 0 0
DEXSeq 1.727 82 35
LimmaDS 103 7
SplicingCompass 91
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4.4. Conclusiones y propuesta
El estudio presentado en este cap´ıtulo evaluo´ nueve flujos de procesamiento
de datos de RNA-seq, cinco de los cuales se utilizan en el ana´lisis de cambios de
expresio´n absoluta de isoformas, mientras que los cuatro restantes se ocupan para
determinar la ocurrencia de splicing diferencial de genes. La comparacio´n presen-
tada se baso´ en conjuntos de datos sinte´ticos, donde los perfiles de expresio´n de
genes e isoformas se controlaron para simular los tipos de cambio anteriormen-
te mencionados y as´ı poder evaluar objetivamente el desempen˜o de los flujos de
ana´lisis. Se consideraron tres escenarios experimentales con disen˜o balancea-
do, involucrando pocas (cuatro) o muchas (ocho) re´plicas por condicio´n. Como
referencia se utilizo´ un experimento real de RNA-seq con variabilidad del tipo
paciente ca´ncer-sano, del cual se extrajeron tanto para´metros necesarios para la
simulacio´n de las lecturas de secuenciacio´n como para la simulacio´n de cambios
reales de expresio´n.
En te´rminos generales, el estudio permitio´ identificar que de los escenarios
experimentales evaluados, el indicado fue aque´l donde el porcentaje de genes
con cambios en la expresio´n fue superior (10 % vs 5 %) y donde el nu´mero de
re´plicas por condicio´n fue mayor (8 vs 4), es decir S3. Para esta configuracio´n
experimental se encontraron los nu´meros ma´s altos de isoformas diferencialmente
expresadas detectadas, genes detectados con splicing diferencial, TPs y concor-
dancia en las diez repeticiones de dicho escenario. Los flujos de mejor desempen˜o
fueron DESeq2, Limma y NOISeq, para ana´lisis DIE, mientras que DEXSeq y
LimmaDS se destacaron en el ana´lisis DS.
Sensibilidad, precisio´n y F-score se utilizaron como indicadores de desem-
pen˜o. Para experimentos con bajo nu´mero de re´plicas los mejores flujos de
ana´lisis DIE fueron DESeq2 y Limma. E´stos adema´s mostraron estabilidad de
dichas medidas de desempen˜o cuando se analizaron distintos grupos de nivel de
expresio´n y longitud de las isoformas. En base a los resultados obtenidos, se con-
cluyo´ que, si se desea obtener elevada sensibilidad, entonces el pipeline adecuado
es DESeq2, mientras que Limma debe utilizarse si se desea controlar la precisio´n
en la deteccio´n. Asimismo, cuando el nu´mero de re´plicas es superior, NOISeq es
un flujo ma´s restrictivo y preciso que Limma. En el caso de los pipelines DS,
se encontro´ que DEXSeq fue el mejor en te´rminos de sensibilidad y F-score,
aunque, en te´rminos de precisio´n, LimmaDS fue superior. Incluso, en el esce-
nario donde el nu´mero de re´plicas fue superior, LimmaDS alcanzo´ los valores de
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F-score de DEXSeq. El desempen˜o de los flujos DS resulto´ ma´s influenciados por
el valor de expresio´n y la longitud de los genes. En particular, se encontraron
mejores resultados para genes con ma´s de 50 conteos y ma´s de 470 nucle´otidos
de longitud efectiva. En base a los resultados obtenidos se concluyo´ que tanto
DEXSeq como LimmaDS son indicados para analizar DS, el primero de e´stos
priorizando sensibilidad y el segundo, precisio´n. En adicio´n, la evaluacio´n del
FPR determino´ que Limma y LimmaDS fueron superiores a DESeq2 y DEXSeq,
respectivamente.
La evaluacio´n del efecto del nu´mero de isoformas por gen sobre el desem-
pen˜o de los flujos de ana´lisis revelo´ que los pipelines DIE resultaron ma´s in-
fluenciados por este efecto que los flujos DS, probablemente por la presencia de
isoformas de baja expresio´n. Espec´ıficamente, el TPR para los flujos DIE mostro´
una correlacio´n negativa con el nu´mero de isoformas por gen. En particular, TPRs
entre 30 % y 90 % cuando se utilizaron cuatro re´plicas por condicio´n para DESeq2
y NOISeq, mientras que este u´ltimo so´lo alcanzo´ valores entre 25 % y 60 % cuando
se consideraron ma´s re´plicas por condicio´n. Limma, por su parte, logro´ valores
similares a DESeq2 en este u´ltimo caso. En el caso de DEXSeq y LimmaDS se
encontro´ TPRs cercanos a 40 % con un nu´mero bajo de re´plicas, mientras que
estos valores se incrementaron al 60 % cuando se utilizaron ma´s re´plicas. Adicio-
nalmente, se encontro´ que la mayor´ıa de los FPs provinieron de genes ma´s de
nueve isoformas anotadas en la referencia.
Por u´ltimo, la exploracio´n del efecto de la magnitud del cambio en la ex-
presio´n diferencial sobre el TPR develo´ que dicha tasa fue superior cuando el
cambio en la expresio´n absoluta fue mayor, con o sin la presencia de cambios
en la expresio´n relativa de las isoformas. En el caso de DESEq2 y NOISeq se
encontro´ que los porcentajes de deteccio´n de TPs se mejoro´ cuando el porcentaje
de genes diferenciales simulados fue superior. Esto sugiere que dichos pipelines
ser´ıan indicados cuando la expresio´n diferencial afecta un conjunto de transcritos
cercanos al 10 % del taman˜o total del transcriptoma. Mientras tanto, el mejor
desempen˜o de Limma se asocio´ con mayor nu´mero de re´plicas. En el caso de los
flujos DS, los TPRs ma´s elevados se encontraron para DEXSeq. Tanto e´ste como
LimmaDS encontraron un alto porcentaje de los genes simulados con cambios en
el splicing combinados o no con cambios de expresio´n absoluta. En este u´ltimo
caso, los porcentajes de deteccio´n fueron levemente superiores, ma´s au´n en la
deteccio´n de los genes cuya diferencia de expresio´n relativa de su isoforma mayor
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fue superior.
Finalmente, y en base a los resultados obtenidos, se sugiere que si el nu´mero
de re´plicas del experimento es bajo, los pipelines basados en el paquete R Limma
son los indicados para analizar tanto expresio´n diferencial absoluta de isoformas
como splicing diferencial, con elevada precisio´n. Si se espera o desea tener el
mayor nu´mero de isoformas/genes diferenciales, es decir priorizar la sensibilidad,
se recomienda entonces el uso de los flujos de analisis DESeq2 y DEXSeq. Si por el
contrario, el nu´mero de re´plicas por condicio´n es elevado, entonces se recomienda
utilizar NOISeq para el ana´lisis DIE y DEXSeq o LimmaDS para el ana´lisis DS,
dependiendo de si se priorizara´ sensibilidad o precisio´n, respectivamente. En base
a estas sugerencias se disen˜o´ un esquema de seleccio´n de flujo de ana´lisis, que
se muestra en la Figura 4.25.
NOISeq 
Muchas 
réplicas 
( >4) 
Pocas 
réplicas  
( < 4).  
Priorizo Precisión 
Sensibilidad 
Priorizo Precisión 
Mi experimento 
tiene 
Limma 
LimmaDS 
DESeq2 
DEXSeq 
Limma 
LimmaDS 
Figura 4.25: Esquema de seleccio´n de flujo de ana´lisis. Cada c´ırculo contiene
los flujos recomendados segu´n las necesidades del grupo investigador. Las l´ıneas
enteras denotan flujos de ana´lisis de expresio´n diferencial absoluta de isoformas y
las l´ıneas entrecortadas flujos de ana´lisis de splicing diferencial. Figura modificada
de Merino et al. (2017a).
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Cap´ıtulo 5
Ana´lisis de Splicing Diferencial
5.1. Introduccio´n
El estudio del SA y sus alteraciones se lleva a cabo mediante la aplicacio´n
de me´todos estad´ıstico computacionales que se nutren de informacio´n de
expresio´n de genes, isoformas y exones (Alamancos et al., 2014). A la fecha, se
han desarrollado un gran nu´mero de me´todos para evaluar el DS (Hooper, 2014;
Wang et al., 2015). Sin embargo, la complejidad del proceso de cuantificacio´n de
isoformas ha llevado a que la mayor´ıa de ellos e incluso los ma´s utilizados, realicen
la inferencia de forma indirecta a trave´s de la deteccio´n del uso diferencial de
exones (Alamancos et al., 2014; Anders et al., 2012; Ritchie et al., 2015). En
este sentido, si bien esta estrategia permite inferir los genes que han evidenciado
DS, la identidad de las isoformas afectadas por dicha modificacio´n permanece
oculta ya que no se sabe que isoformas han cambiado su expresio´n relativa.
Adicionalmente, los me´todos t´ıpicos de ana´lisis de DS no estiman las magnitudes
del cambio en el SA. Estos dos aspectos, que en la actualidad se esta´n dejando de
lado, resultan fundamentales para comprender el impacto biolo´gico funcional
del DS. Si bien hasta hace unos an˜os la cuantificacio´n de isoformas resultaba muy
tediosa, recientemente se han desarrollado herramientas que han evidenciado
elevada precisio´n a la hora de llevar a cabo dicha tarea (Bray et al., 2016; Li
and Dewey, 2011). Pese a esto, los me´todos actuales de ana´lisis de DS no han
sido modificados para admitir este tipo de datos.
En este cap´ıtulo se presenta NBSplice, un algoritmo desarrollado para la
deteccio´n de DS a partir de la cuantificacio´n de isoformas en experimen-
tos de RNA-seq. Esta herramienta toma como punto de partida los enfoques
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comu´nmente utilizados y basados en GLMs para inferir diferencias significativas
en las proporciones de cada una de las isoformas expresadas de un gen, en-
tre dos condiciones experimentales, por ejemplo, caso-control. NBSplice ha sido
evaluada sobre un conjunto de datos simulados de RNA-seq, donde se ha contro-
lado la magnitud y el tipo de cambio en el SA para simular situaciones de DS. La
herramienta se ha comparado con los programas ma´s utilizados de ana´lisis de
DS, evidenciando mejor desempen˜o al mismo tiempo que permite conocer tanto
la identidad de las isoformas afectadas por el DS, como las proporciones de cada
una de ellas en cada condicio´n experimental.
El trabajo desarrollado ha sido presentado en el XXI Congreso Argentino de
Bioingenier´ıa, realizado los d´ıas 25, 26 y 27 de octubre del an˜o 2017 en Co´rdoba,
Argentina (Merino and Ferna´ndez, 2017).
5.2. Materiales y me´todos
5.2.1. NBSplice
Fundamento
El me´todo de deteccio´n de DS desarrollado, NBSplice, se basa en el uso de
GLMs para modelar los conteos que representan la expresio´n de las isoformas.
Este enfoque no es novedoso, sino que ha sido ampliamente utilizado en el ana´li-
sis de datos de RNA-seq. Herramientas como edgeR y DESeq2 para el ana´lisis de
DGE, para ana´lisis DIE y DEXSeq para ana´lisis de DS, se basan todas en el uso
de GLMs con distribucio´n NB. En general, estas consideran que yik representa los
conteos del i-e´simo gen/exo´n en la k-e´sima muestra secuenciada y asumen a yik
como una variable aleatoria de distribucio´n NB, segu´n se indica en la Ecuacio´n
5.1.
yik ∼ NB(µik = piksk, φi) (5.1)
La distribucio´n NB se caracteriza por dos para´metros: la media µik y la disper-
sio´n φi. Espec´ıficamente, los paquetes R previamente mencionados asumen que
la media se puede expresar como el producto de la proporcio´n de fragmentos
de ARNm (pik) del i-e´simo gen que originalmente hab´ıa en la k-e´sima muestra
con un factor sk, relacionado con el taman˜o de la liber´ıa de la k-e´sima mues-
tra. El para´metro φi esta´ directamente relacionado con la varianza de la variable
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aleatoria yik, como lo evidencia la Ecuacio´n 5.2.
V (yik) = µik + φiµik (5.2)
Posteriormente, los me´todos utilizan GLMs con enlace logar´ıtmico (log2) del ti-
po log2(pik) =
∑
r
xkrβir, con los elementos xkr de la matriz de disen˜o para sus
inferencias. En el caso ma´s sencillo, un experimento control-tratamiento, r = 1
y la matriz de disen˜o consistira´ de una columna donde se indica si la muestra k
pertenece o no a la condicio´n tratamiento.
NBSplice, toma como base la estrategia previamente descrita aunque propone
un enfoque alternativo al comu´nmente usado. El me´todo desarrollado asume
que los conteos, en escala CPM, de la i-e´sima isoforma que proviene del j-e´simo
gen en la k-e´sima muestra, yijk, siguen una distribucio´n NB con para´metros dados
por la Ecuacio´n 5.3,
yijk ∼ NB(media = pijkµjk, dispersion = φj) (5.3)
donde pijk representa la proporcio´n de los fragmentos de mRNA del j-e´simo
gen (µjk) que pertenecen a la i-e´sima isoforma y φj es la dispersio´n del j-e´simo
gen. En este contexto, para cada isoforma, es posible predecir su expresio´n media
relativa en cada condicio´n, es decir su proporcio´n media, mediante el ajuste de
un GLM a nivel de gen segu´n la Ecuacio´n 5.4,
ln(pijk) = xr.βij (5.4)
donde βij representa el cambio en pijk debido al efecto descrito por la r-e´sima
columna de la matriz del modelo X (xr.). De esta manera, NBSplice propone, a
diferencia de otros me´todos como DEXSeq o Limma, el ajuste de un modelo para
cada gen que considere a sus distintas isoformas como efectos. En el caso ma´s
sencillo, en el que se analiza un experimento que incluye so´lo un factor condicio´n
con dos niveles l = 1, 2, la Ecuacio´n (5.4) se resume a:
ln(pijl) = µ0 + isoij + condl + isoij : condl (5.5)
Una vez estimados los coeficientes del modelo, βˆ, se determina si los cambios
en la proporcio´n pijl al comparar los valores de la l-e´sima condicio´n con la de
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referencia son significativos, mediante un test de hipo´tesis lineal o de Wald
(Ecuacio´n 5.6) (Greene, 2017). Esta prueba se basa en el estad´ıstico F definido
segu´n la Ecuacio´n 5.7, donde H es la matriz de contraste, q es una matriz de un
elemento que contiene el valor del lado derecho de la Ecuacio´n 5.6 (es decir, 0),
ˆcov(βˆ) es la matriz de varianzas y covarianzas de βˆ y p son es la cantidad de filas de
H, es decir 1. Espec´ıficamente, H es una matriz de rango completo, conformable
con βˆ de manera que al multiplicarse por e´ste determina la combinacio´n lineal
definida en el lado izquierdo de la ecuacio´n 5.6. Luego, el estad´ıstico F tendra´,
bajo hipo´tesis nula, distribucio´n F con 1 grado de libertad en el numerador y
n−K en el denominador, donde n es la cantidad de veces que se cuantifico´ una
de las isoformas del gen y K es la cantidad de coeficientes del modelo. En el caso
particular en el que so´lo se tiene un factor con dos niveles (comparacio´n caso-
control) K sera´ igual al producto de la cantidad de isoformas del gen j analizadas,
Ij, por el nu´mero de niveles del factor, 2. La comparacio´n del estad´ıstico F con
su distribucio´n bajo hipo´tesis nula permitira´ asignar un valor p a la prueba,
correspondiente a la probabilidad de que dicho estad´ıstico tenga esa distribucio´n.
H0 : condl + isoij : condl = 0 (5.6)
F =
(Hβˆ − q)′(H ˆcov(βˆ)H ′)−1(Hβˆ − q)
p
(5.7)
Dado que el DS afecta a todo el gen, una vez que se han hecho todos los
test de hipo´tesis de las isoformas del j-e´simo gen, NBSplice utiliza el Test de
Simes (Simes, 1986) para combinar todos los valores p de los test de hipo´tesis de
cada isoforma y as´ı obtener un so´lo valor para caracterizar dicho gen. Dada una
familia de hipo´tesis nulas H01, ..., H0Ij , para probar los cambios en la expresio´n
relativa de las Ij isoformas del gen j, esta prueba pretende evaluar una hipo´tesis
nula global, H0 =
Ij⋂
m=1
H0i. Para ello, los valores p asociados a dichas hipo´tesis se
ordenan valor p(1)j < . . . < valor p(m)j < . . . < valor p(I)j y posteriormente se
define el estad´ıstico de simes, Tj, segu´n la Ecuacio´n 5.8. Bajo hipo´tesis nula, este
estad´ıstico se distribuye U(0, 1), por lo que es en s´ı un valor p y el Test de Simes
rechaza H0 si Tj es menor o igual al umbral de significancia α (Simes, 1986).
Tj = mı´n{Ijvalor p(m)j
m
} (5.8)
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Finalmente, tanto los valores p a nivel de isoforma como los obtenidos a ni-
vel de gen son corregidos con el me´todo FDR (Benjamini and Hochberg, 1995).
NBSplice se ha escrito en lenguaje R. Para su funcionamiento, e´ste se basa en
paquetes y funciones de R ya existentes implementados a partir de los me´todos
cla´sicos de estimacio´n para GLMs (McCullagh, 1984). En particular, la funcio´n
glm.nb del paquete MASS (Venables and Ripley, 2002) es utilizada para ajustar
los para´metros de los modelos. Se opto´ por esta implementacio´n ya estima el
para´metro φ y adema´s reporta, mediante una variable lo´gica, si las estimaciones
del modelo han o no convergido. Esto u´ltimo es utilizado en NBSplice para deci-
dir si se va o no a hacer inferencias sobre un gen, ya que si no hubo convergencia,
esto no sera´ posible. Adicionalmente, la funcio´n lht del paquete car (Fox and
Weisberg, 2011) se ha utilizado para realizar los contrastes lineales de hipo´tesis
y la funcio´n simes.test del paquete mppa (Rubin-Delanchy and Heard, 2014),
para el Test de Simes.
Funcionalidades
NBSplice se encuentra disponible en forma de paquete R actualmente dis-
ponible en el repositorio GitHub https://github.com/gamerino/NBSplice. En
forma resumida, el ana´lisis con NBSplice sigue los pasos listados a continuacio´n:
Construccio´n de la matriz de expresio´n: A partir de los datos de cuantifica-
cio´n a nivel de isoforma de herramientas como RSEM o kallisto se construye
en R la matriz de expresio´n en escala CPM, de dimensiones N × P .
Cuantificacio´n a nivel de genes : La matriz de expresio´n a nivel de isoforma
se utiliza para obtener la expresio´n a nivel de genes. Para facilitar esta
tarea se ha disen˜ado la funcio´n totalGeneCounts la cual toma cada gen y,
en cada muestra, suma la expresio´n de sus isoformas para poder estimar su
expresio´n total y devolverla en forma de matriz del mismo taman˜o que la
matriz de isoformas (N × P ). Esta funcio´n recibe tres para´metros:
• iso cm: matriz de expresio´n a nivel de isoformas. E´stas deben estar
organizadas en las filas y las muestras en columnas, como se ejemplifica
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en la Ecuacio´n 5.9.
ME =

Muestra1 Muestra2 ... MuestraP
Isoforma1 m11 m12 . . . m1P
Isoforma2 m21 m22 . . . m2P
...
...
...
...
...
IsoformaN mN1 mN2 . . . mNP
 (5.9)
• geneIso: matriz IG, generalmente representada mediante un data.frame,
especificando a que gen pertenece cada isoforma de la matriz de ex-
presio´n. Para ello debe contener dos columnas llamadas isoform id
y gene id y debe seguir el mismo orden que la matriz de expresio´n,
segu´n lo indica la Ecuacio´n 5.10.
IG =

isoform id gene id
Isoforma1 Gen1
Isoforma2 Gen1
Isoforma3 Gen2
...
...
IsoformaN GenM

(5.10)
• BPPARAM: para´metro que determina el nu´mero de procesadores a utili-
zar. Debe ser de la clase bpparam o equivalente, de la librer´ıa BiocParallel
(Morgan et al.).
Identificacio´n de isoformas de baja expresio´n: Las isoformas de baja expre-
sio´n son removidas para evitar la introduccio´n de ruido a los modelos. La
baja expresio´n, teniendo en cuenta el contexto de DS, se definio´ como abso-
luta y/o relativa. Para identificar dichas isoformas se construyo´ la funcio´n
lowExprIso que genera un ı´ndice de isoformas que deben ser excluidas.
Para su funcionamiento, la funcio´n recibe los siguientes para´metros:
• iso cm: matriz de expresio´n a nivel de isoformas. E´stas deben estar
organizadas en las filas y las muestras en columnas, como se ejemplifica
en la Ecuacio´n 5.9.
• totalCounts: matriz de expresio´n a nivel de genes, obtenida mediante
la funcio´n totalGeneCounts. En forma gene´rica esta u´ltima matriz
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sera´ de la forma mostrada en la Ecuacio´n 5.11, donde mgij representa
la expresio´n total del gen del cual proviene la i-e´sima isoforma, segu´n
la informacio´n provista por la matriz IG, en la j-e´sima muestra.
MG =

Muestra1 Muestra2 ... MuestraP
Isoforma1 mg11 mg12 . . . mg1P
Isoforma2 mg21 mg22 . . . mg2P
...
...
...
...
...
IsoformaN mgN1 mgN2 . . . mgNP
 (5.11)
• designMatrix: matriz, generalmente representada mediante un data.frame,
especificando el disen˜o experimental. A modo de ejemplo, suponga que
so´lo se tiene un efecto, la matriz de disen˜o estara´ definida por la Ecua-
cio´n 5.12.
MD =

condition
Muestra1 control
Muestra2 caso
...
...
MuestraP caso
 (5.12)
• contrast: cadena de caracteres indicando el nombre de la columna
de designMatrix que especifique las condiciones experimentales que
se usara´n luego para el ana´lisis. De esta manera se podra´n identificar
isoformas de baja expresio´n por condicio´n. Su valor por defecto es
“condition”, por lo que si se desea utilizarlo, designMatrix debe
contener una columna con este nombre, como en la Ecuacio´n 5.12.
• CPM: es un para´metro lo´gico que indica si la matriz cm esta´ en escala
de CPM. Si no esta´, la transforma antes de identificar las isoformas de
baja expresio´n. Su valor por defecto es TRUE.
• ratioThres: valor nume´rico indicando el umbral a aplicar la expresio´n
relativa de las isoformas (proporcio´n). Cualquier isoforma que tenga
al menos una proporcio´n promedio por condicio´n que no supere este
valor sera´ considerada como de baja expresio´n.
• countThres: valor nume´rico indicando el umbral a aplicar la expre-
sio´n absoluta de las isoformas. Cualquier isoforma que tenga al menos
una expresio´n promedio por condicio´n que no supere este valor sera´
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considerada como de baja expresio´n.
• BPPARAM: para´metro que determina el nu´mero de procesadores a utili-
zar. Debe ser de la clase bpparam o equivalente, de la librer´ıa BiocParallel
(Morgan et al.).
Ajuste de los modelos y test de hipo´tesis : Es realizado con la funcio´n NBTest
de NBSplice. E´sta se encarga de iterar el ajuste del GLM y los test de
hipo´tesis, a lo largo de los genes. Una vez que esto ha finalizado, realiza
las correcciones de valores p a nivel de isoformas y de genes. La funcio´n
retorna una matriz, en forma de data.frame, conteniendo las proporciones
estimadas para cada isoforma, en cada condicio´n, el valor de dispersio´n esti-
mado, el estad´ıstico del test de hipo´tesis, y los valores p crudos y ajustados.
Internamente, NBTest llama a otra funcio´n, fitModel, que realiza el ajuste
del modelo a nivel de gen y los test de hipo´tesis asociados a las isoformas.
Los para´metros que deben especificarse para llamar a NBTest son:
• iso cm: matriz de expresio´n a nivel de isoformas. La misma que se
utilizo´ en la llamada a totalGeneCounts.
• gene cm: matriz de expresio´n a nivel de genes obtenida mediante la
funcio´n totalGeneCounts.
• idxLowExpr: ı´ndice obtenido mediante la funcio´n lowExprIso indican-
do cua´les isoformas deben ser ignoradas en el ana´lisis por considerarse
de baja expresio´n.
• geneIso: matriz, generalmente representada mediante un data.frame,
la misma que se utilizo´ en la llamada a totalGeneCounts.
• designMatrix: matriz, generalmente representada mediante un data.frame,
especificando el disen˜o experimental.
• test: es una cadena de caracteres que determina la distribucio´n que
se considerara´ para el estad´ıstico de cada test de hipo´tesis lineal. Por
defecto, toma el valor “F”. Si el nu´mero de muestras es lo suficien-
temente grande puede cambiarse a “chisq” para asumir distribucio´n
χ2.
• BPPARAM: para´metro que determina el nu´mero de procesadores a utili-
zar. Debe ser de la clase bpparam o equivalente, de la librer´ıa BiocParallel
(Morgan et al.).
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Finalmente, cabe destacar que si bien las isoformas de baja expresio´n no son
analizadas en te´rminos de DS, s´ı son consideradas a la hora de determinar la ex-
presio´n de los genes y, consecuentemente, las proporciones de las isoformas que s´ı
se han analizado. De esta manera se pretende evitar tanto la ocurrencia de falsos
positivos, caracter´ısticos de los valores de baja expresio´n, como falsas estima-
ciones en torno a la proporcio´n real que cada isoforma represento´ originalmente
en la muestra biolo´gica. El archivo useNBSplice.R de la Seccio´n A.3.2 del Anexo
Digital contiene las instrucciones necesarias para analizar el DS en un conjunto
de datos de expresio´n.
5.2.2. Experimento sinte´tico con control de DS
Con el fin de caracterizar y evaluar el desempen˜o de NBSplice, se simulo´
una base de datos de RNA-seq, donde se controlo´ el DS. Para ello se siguio´
el mismo enfoque y utilizo´ la misma base de datos reales que se presento´ en el
Cap´ıtulo 4. En particular, la base de datos sinte´tica creada para evaluar NBSplice
consistio´ de diez replicaciones de un experimento en base a las mismas ocho
muestras que se utilizaron para simular los escenarios S1 y S2. Cada simulacio´n
conto´ aproximadamente con 110.000 isoformas provenientes de unos 16.100 genes,
de los cuales un 10 % se simulo´ con DS.
Subgrupos simulados
Dado que la herramienta desarrollada esta´ destinada a evaluar DS, so´lo los
grupos DS y DIEDS previamente definidos se simularon en esta nueva base de
datos. Espec´ıficamente, la Tabla 5.1 resume los distintos subgrupos de cambio
que se consideraron en estos dos grupos. Al igual que en la simulacio´n anterior,
los subgrupos se disen˜aron para controlar el DS principalmente en la isoforma
mayor M en las condiciones control (C) y tratamiento (T).
5.2.3. Preprocesamiento
Cada una de las diez replicaciones del experimento sinte´tico fue procesada
individualmente. En una primera instancia, se obtuvieron los perfiles de expre-
sio´n para cada muestra, a nivel de transcriptos mediante el uso de la herramienta
kallisto (Bray et al., 2016). Este programa cuantifica abundancias de isoformas
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Tabla 5.1: Casos Simulados de Splicing Diferencial
Grupo
Cambio absolu-
to en la expre-
sio´n*
Cambio relativo
en la expresio´n**
Subgrupo
DS
- 0,3-0,5 DS-0,3-0,5
- 0,3-0,7 DS-0,3-0,7
- 0,5-0,7 DS-0,5-0,7
- 0,5-0,9 DS-0,5-0,9
DIEDS
0,5 0,5-0,7 DIEDS-0,5-0,5-0,7
0,5 0,5-0,9 DIEDS-0,5-0,5-0,9
2 0,3-0,5 DIEDS-2-0,3-0,5
2 0,5-0,3 DIEDS-2-0,5-0,3
2 0,3-0,7 DIEDS-2-0,3-0,7
2 0,7-0,3 DIEDS-2-0,7-0,3
2 0,5-0,7 DIEDS-2-0,5-0,7
2 0,5-0,9 DIEDS-2-0,5-0,9
4 0,5-0,7 DIEDS-4-0,5-0,7
4 0,7-0,5 DIEDS-4-0,7-0,5
4 0,5-0,9 DIEDS-4-0,5-0,9
4 0,9-0,5 DIEDS-4-0,9-0,5
* Cambio en condicio´n tratamiento respecto a condicio´n control;
** Expresado en te´rmino de la proporcio´n de la isoforma de mayor expresio´n en
la condicio´n control-tratamiento.
mediante un pseudo-alineamiento de las lecturas de secuenciacio´n al transcrip-
toma de referencia. De esta manera realiza en simulta´neo las dos primeras etapas
de cualquier ana´lisis de expresio´n: alineamiento y cuantificacio´n. Se opto´ por esta
herramienta porque ha demostrado tener la misma o incluso mejor exactitud que
RSEM, logrando reducir los tiempos de procesamiento al prescindir de un alinea-
miento previo (Zhang et al., 2017). Una vez obtenidos los perfiles de expresio´n,
se obtuvo en R la matriz de expresio´n para cada una de las repeticiones del
experimento. Cabe destacar que estas matrices esta´n en escala de CPMs, de ma-
nera que el rango de todas las muestras es el mismo. Posteriormente, cada matriz
fue procesada segu´n los pasos descritos en la Seccio´n 5.2.1. En particular, los
valores de umbral que se utilizaron fueron ratioThres= 0,01, countThres= 1
CPM y un nivel de significancia α igual a 0,05 tanto para la identificacio´n de
genes con DS como para las pruebas estad´ısticas.
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5.2.4. Estrategia de evaluacio´n
La herramienta desarrollada se ha evaluado sobre el conjunto de datos si-
mulados de RNA-seq, donde el DS ha sido controlado. Con el fin de evaluar la
robustez de la prediccio´n realizada por NBSplice, se determino´ la correlacio´n
de Spearman existente entre los valores de proporcio´n simulados con los estimados
con dicha herramienta (funcio´n cor.test). Las distribuciones de las propor-
ciones simuladas y las estimadas tambie´n se compararon mediante la prueba de
Wilcoxon (funcio´n wilcox.test).
Cada conjunto de datos simulado, se ha procesado individualmente con NBSplice.
Luego, teniendo en cuenta el estado definido para cada gen durante la simulacio´n
y el resultado de NBSplice, se clasificaron los genes como:
TP : genes simulados con DS detectados por NBSplice como DS
FN : genes simulados con DS detectados por NBSplice como NO DS
TN : genes simulados sin DS detectados por NBSplice como NO DS
FP : genes simulados sin DS detectados por NBSplice como DS
El desempen˜o del me´todo se caracterizo´ en funcio´n del nu´mero de genes detec-
tados en todas las simulaciones (concordancia), el promedio de genes identificado
como DS y el nu´mero de genes incorrectamente identificados como DS. Tambie´n
se calculo´, para cada simulacio´n, la exactitud, la sensibilidad, la precisio´n y el
F-score, definidos anteriormente en la Tabla 4.2. Con el fin de evaluar el efecto de
la magnitud del DS, se determino´ la tasa de TP (TVP o del ingle´s true positive
rate, TPR) para cada uno de los grupos simulados descritos en la Tabla 5.1.
5.2.5. Comparacio´n con me´todos existentes
El desempen˜o de NBSplice fue comparado con el de herramientas existen-
tes destinadas a la deteccio´n de DS. En particular, se opto´ por los paquetes R:
DEXSeq (Anders et al., 2012), edgeR (Robinson et al., 2010) y Limma (Ritchie
et al., 2015). Cabe destacar que estos paquetes son ampliamente usados para in-
ferir el DS a partir de la deteccio´n del uso diferencial de exones. Por lo tanto,
las estimaciones que e´stos realizan no son en base a las proporciones de cada
transcrito, como en NBSplice, por lo que no informan que isoforma cambio´ su
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proporcio´n. El alineamiento y la cuantificacio´n se realizaron con STAR y el script
provisto por DEXSeq, tal y como se especifica en la Figura 4.1. Todos estos me´to-
dos se utilizaron siguiendo las sugerencias de sus manuales y correspondientes
publicaciones.
5.3. Resultados
5.3.1. Evaluacio´n del modelo
Una ventaja que presenta NBSplice frente al resto de herramientas de ana´lisis
de DS es que permite predecir que´ valor de proporcio´n represento´ cada isoforma
respecto del total de la expresio´n del gen. Previo a cualquier ana´lisis sobre las
estimaciones del me´todo propuesto se determino´ la correlacio´n entre los valores
medios de expresio´n impuestos por la simulacio´n y los obtenidos luego de ella en
las diez repeticiones con kallisto. En la condicio´n C se encontro´ un valor de
0,892, mientras que la correlacio´n para la condicio´n T fue 0,887. Si bien estos
valores son muy cercanos entre s´ı, se encontraron diferencias significativas entre
ellos (valor p de la prueba de Wilcoxon = 0,002). Teniendo estos valores como
referencia, se evaluo´ la correspondencia entre los valores de proporcio´n simulados
y los estimados por NBSplice. Se determino´ que el coeficiente de correlacio´n
de Spearman entre tales valores fue superior a 0, 94 en todas las simulaciones
(valor p < 0, 001). En particular, los valores medios obtenidos fueron 0,9437
para la condicio´n C y 0,942 para la condicio´n T. Al comparar estos valores es
notable que son superiores a los obtenidos cuando se correlacionaron los valores de
expresio´n absoluta de las isoformas impuestos por la simulacio´n con los obtenidos
por kallisto. Esto posiblemente se debe a que en el primer caso se consideraron
todas aquellas isoformas que se simularon, mientras que en el segundo caso so´lo
se tuvo en cuenta las isoformas analizadas por NBSplice, es decir que superaron
la etapa de filtrado (ver Seccio´n 5.2.3). Adicionalmente, se encontro´ que las
distribuciones de las proporciones simuladas y las estimadas en los grupos de
genes simulados con DS no mostraron diferencias significativas (valor p > 0,95)
cuando se compararon mediante la prueba de Wilcoxon. En la Figura 5.1 se
presentan tales proporciones para las isoformas de mayor expresio´n de los genes
correctamente detectados. La exploracio´n de los FPs develo´ que los valores de
proporcio´n simulados y los estimados no mostraron diferencias significativas, en
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ninguna de las replicaciones (valores p de la prueba de Wilcoxon > 0,7), con una
correlacio´n media superior a 0,91 para ambas condiciones. Espec´ıficamente, en
las isoformas que exhibieron valores p ajustados menores a 0,05 se encontraron
proporciones promedio cercanas a 0,2, para ambas condiciones, correlacionadas
con los valores simulados por un coeficiente ρ > 0,78. Las diferencias entre estas
proporciones fueron en promedio, de 0,15. Por lo tanto, es muy probable que
los FPs este´n relacionados con isoformas de expresio´n media, con variabilidad
suficiente para detectarlas como DS.
ll
ll
ll
l
l
l
l
l
l
l
ll
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
l
0.
25
0.
50
0.
75
1.
00
0.
3
0.
5
0.
7
0.
9
Proporción simulada
Pr
op
or
ció
n 
es
tim
ad
a
Condición
Control
Tratamiento
Figura 5.1: Ejemplo de la estimacio´n de la proporcio´n de la isoforma de mayor ex-
presio´n en los genes simulados con splicing diferencial, correctamente detectados
por NBSplice.
La Tabla 5.2 resume los resultados obtenidos al analizar las matrices de ex-
presio´n con NBSplice. En promedio, se analizaron 12.028 genes. En total, 14.948
genes se encontraron en al menos una repeticio´n del experimento, de los cua-
les aproximadamente el 64,4 % (11.014) se estudiaron en todas las simulaciones,
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mientras que un total de 85.422 isoformas se encontraron en al menos una mues-
tra en todas las repeticiones. En promedio, NBSplice identifico´ 1.091 (±24) genes
con DS. La herramienta identifico´ un total de 2.122 genes con DS en al menos una
replicacio´n, evidenciando un porcentaje de solapamiento (concordancia) entre
las simulaciones del 77,5 %. En todas las replicaciones se encontraron 1.540 TPs,
con un promedio de 1.015 genes. Aproximadamente un 30 % de los genes TPs se
identificaron en todas las replicaciones. Al analizar el grupo del cual provienen
estos TPs concordantes se encontro´ que e´stos comprend´ıan aproximadamente un
26 % de los genes simulados en el grupo DS y un 74 % de los genes del grupo
DIEDS, porcentajes que se corresponden con los simulados. En te´rmino de FPs,
se encontraron 582 genes identificados como tales, de los cules so´lo el 0,2 %, se
identifico´ en todas las oportunidades. Este resultado es muy importante ya que
revelo´ la eficacia de la simulacio´n para representar el DS.
Tabla 5.2: Resultados obtenidos por NBSplice en las diez bases de datos de RNA-
seq sinte´ticas
Genes Total Promedio (±DE) Concordancia ( %)
Analizados 14.948 12.028 (±36) 64,6
Detectados
como DS
2.122 1.091(±24) 77, 5
TPs 1.540 1.016 (±18) 32, 4
FPs 582 75 (±11) 0, 2
5.3.2. Desempen˜o de NBSplice
En te´rmino de las medidas de desempen˜o, NBSplice evidencio´ elevados valores
de exactitud, entre 0,937 y 0,942. La capacidad de identificar TPs fue medida
a trave´s de la sensibilidad, la cual mostro´ un valor medio de 0,608 en un rango
entre 0,589 y 0,633. NBSplice tambie´n resulto´ ser muy preciso a la hora de iden-
tificar los genes DS (precisio´n media=0,931). El balance entre estas dos u´ltimas
medidas, en te´rminos del F-score tomo´ un valor promedio de 0,736.
El efecto del subgrupo de simulacio´n y la magnitud del DS sobre la TPR en
cada uno de los grupos descritos en la Tabla 5.1 se ilustra en la Figura 5.2. En
el caso de los subgrupos DS, se aprecia que la TPR fue mayor para los grupos
en los cuales el cambio en el DS fue mayor, con una diferencia de 0, 4 en la
proporcio´n de la isoforma de mayor expresio´n entre las condiciones C y T. En el
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caso del grupo DS-0,5-0,9, el valor medio de TPR fue 77,6 %, mientras que el
valor medio del grupo DS-0,3-0,7 (85,5 %) fue significativamente mayor (valor
p de la prueba de Wilcoxon < 0, 05). En los grupos en los cuales la diferencia de
proporcio´n de la isoforma M fue 0, 2, se determino´ una TPR promedio menor a
40 %, siendo mayor en el grupo DS-0,3-0,5 que en el caso DS-0,5-0,7 (valor p
de la prueba de Wilcoxon < 0, 05) .
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Figura 5.2: Tasa de verdaderos positivos detectados por NBSplice en cada uno
de los grupo simulados.
En el caso del Grupo DIEDS, se encontro´ una separacio´n de los grupos,
siendo los que involucraron cambios de proporcio´n de 0, 4 los que alcanzaron
mayores valores de TPR respecto de los grupos que involucran cambios en la pro-
porcio´n de 0,2. En particular, los valores ma´s altos de TPR se observaron para
los grupos donde el cambio de proporcio´n de la isoforma M fue de 0, 5 (condicio´n
C) a 0, 9 (condicio´n T ), con cambios absolutos en la expresio´n favoreciendo a
la condicio´n T. Estos grupos, DIEDS-2-0,5-0,9 y DIEDS-4-0,5-0,9, no mos-
traron diferencias significativas en la TPR (valor p de la prueba de Wilcoxon
= 0, 173). Sin embargo, para el caso en el cual la expresio´n absoluta fue en la
direccio´n opuesta al de la proporcio´n, es decir en favor de la condicio´n C, los valo-
res de TPR fueron significativamente menores (valor p de la prueba de Wilcoxon
< 0, 05).
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Tambie´n se evaluo´ el desempen˜o de NBSplice al mezclar las re´plicas de la
condicio´n T con las de la condicio´n C con el fin de evaluar el manejo de FPs. Para
ello, en cada repeticio´n del experimento, se cambiaron aleatoriamente dos de las
etiquetas de las cuatro re´plicas de cada condicio´n por las de la condicio´n opuesta.
De esta manera, las condiciones experimentales quedaron ocultas, ya que segu´n la
nueva asignacio´n cada una de ellas recibio´ dos re´plicas de cada condicio´n original.
Al analizar estos datos con NBSplice, so´lo en tres de las diez replicaciones se
identificaron genes DS. Espec´ıficamente, en estas tres oportunidades se encontro´,
en cada una de ellas, so´lo un gen con diferencias significativas, evidenciando
en estas muestras una FPR menor a 0,004 %. Notablemente, al promediar estos
resultados en las diez replicaciones este valor se redujo al 0,001 %, lo cual refleja
la robustez del me´todo desarrollado.
Tambie´n se evaluo´ el efecto de la expresio´n media, la longitud y la proporcio´n
promedio, sobre el desempen˜o de NBSplice. La estrategia utilizada fue similar a la
empleada en la Seccio´n 4.3.3. Cada isoforma se categorizo´ segun grupos definidos
en cada una de estas variables de intere´s y, posteriormente, se calcularon las
medidas de desempen˜o en cada grupo. La Figura 5.3 ilustra los diagramas de cajas
obtenidos para los grupos definidos en base a la expresio´n promedio simulada de
las isoformas analizadas por NBSplice. En las cuatro medidas consideradas se
encontraron diferencias significativas entre los grupos (valores p < 0,05) cuando
se analizaron con la prueba de Kruskal-Wallis (Kruskal and Wallis, 1952). La
exactitud (Figura 5.3A), la sensibilidad (Figura 5.3B) y el F-score (Figura 5.3D)
evidenciaron un aumento a medida que el valor medio de expresio´n simulado
se incremento´. Mientras, la precisio´n (Figura 5.3C) exhibio´ un comportamiento
diferente, siendo ma´s estable a lo largo de los grupos de expresio´n. En particular,
el grupo de mayor expresio´n evidencio´ los mayores valores de precisio´n, superiores
a 0,95.
La Figura 5.4 muestra los diagramas de cajas obtenidos para los grupos defi-
nidos sobre la expresio´n relativa promedio simulada de las isoformas analizadas
por NBSplice. Al igual que en el caso anterior, se encontraron diferencias signi-
ficativas entre los grupos de isoformas en las cuatro medidas analizadas (valores
p de la prueba de Kruskal-Wallis < 0,05). En te´rminos de exactitud (Figu-
ra 5.4A), se encontro´ que e´sta no tuvo un comportamiento claro entre los tres
grupos analizados aunque los valores ma´s altos se encontraron para el grupo de
mayor expresio´n relativa promedio. Por otro lado, tanto para la sensibilidad (Fi-
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Figura 5.3: Medidas de desempen˜o evaluadas en grupos de isoformas divididas
segu´n su nivel de expresio´n absoluta promedio simulado A) Exactitud, B) Sen-
sibilidad, C) Precisio´n y D) F-score.
gura 5.4B) como para la precisio´n (Figura 5.4C) y consecuentemente, para el
F-score (Figura 5.4D), se encontro´ un incremento a medida que el valor medio
de expresio´n relativa aumento´.
Finalmente, los diagramas de cajas de las medidas de desempen˜o sobre los
grupos definidos en funcio´n de la longitud de las isoformas se ilustran en la Figu-
ra 5.5. El ana´lisis de cada uno de los paneles de datos evidencio´ la existencia de
diferencias significativas entre las medidas de cada grupo (valores p de la prueba
de Kruskal-Wallis < 0,05). Ana´logamente a lo encontrado cuando se exploro´ el
efecto de la expresio´n absoluta de isoformas, se determino´ que la exactitud (Fi-
gura 5.5A), la sensibilidad (Figura 5.5B) y el F-score (Figura 5.5D) evidenciaron
aumentos con el incremento de la longitud de las isoformas. Este comportamiento
se cree que es una consecuencia de que, mientras ma´s larga y/o ma´s expresio´n
tuvo una isoforma, ma´s ADNc fue obtenido a partir de ella (ver Seccio´n 2.2.3)
y consecuentemente, ma´s sencilla y precisa ha resultado su cuantificacio´n, por lo
que tales isoformas tienen mayor probabilidad de ser correctamente identificadas
por el me´todo de ana´lisis de DS. Opuestamente, la precisio´n (Figura 5.5C) mostro´
disminucio´n a medida que aumento´ la longitud de las isoformas, probablemente
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ocasionada por el aumento del solapamiento entre las que provienen del mismo
gen. Cabe destacar que los patrones observados tanto para el nivel de expresio´n
como para la longitud son similares a los encontrados en la Seccio´n 4.3.3, cuando
se analizo´ el efecto del nivel de expresio´n sobre el desempen˜o de los flujos DS.
5.3.3. Comparacio´n con herramientas existentes
La Figura 5.6 ilustra los resultados de la comparacio´n de NBSplice con tres
herramientas actuales de deteccio´n de DS. La prueba de Kruskal-Wallis y la
prueba de Dunn (Dunnett, 1955) se utilizaron para determinar diferencias sig-
nificativas entre los me´todos analizados. Esto se realizo´ mediante las funciones
kruskal.test y dunnTest del paquete FSA (Ogle, 2017). Los resultados revelaron
la existencia de diferencias significativas entre todos los me´todos, para las cuatro
medidas de desempen˜o, soportando los resultados visuales de dicha figura. Tal y
como se puede apreciar, NBSplice resulto´ significativamente superior en te´rmi-
nos de exactitud (Figura 5.6A), precisio´n (Figura 5.6C) y F-score (Figura
5.6D). En particular, la exactitud promedio observada fue, para NBSplice, supe-
rior a 0,939, mientras que el resto de las herramientas lograron valores inferiores
a dicha cantidad. El segundo valor ma´s elevado fue para DEXSeq el cual logro´
una exactitud promedio de 0,925, mientras que el valor ma´s bajo se registro´ para
edgeR (0,871). Si bien se encontraron diferencias significativas entre todos estos
grupos de datos, el valor ma´s bajo de e´stos es casi un 90 % del valor ma´s alto, lo
que revela que en realidad todos los me´todos tuvieron desempen˜o similar segu´n
esta medida.
Por otro lado, DEXSeq logro´ los valores ma´s altos de sensibilidad (Figura
5.6B). Este me´todo logro´ recuperar, en promedio, el 73 % de los genes simulados
con DS. El segundo valor ma´s alto de sensibilidad, 17 % menor que el anterior, fue
el de NBSplice (0,608). Cabe destacar que en ambos casos los valores fueron supe-
riores al 50 %, mientras que las otras dos herramientas comparadas no superaron
dicho valor. Ma´s au´n, tanto DEXSeq como NBSplice lograron detectar el doble
o ma´s de los genes simulados con DS que las otras dos herramientas evaluadas.
Pese a su elevada sensibilidad, DEXSeq resulto´ ser la menos precisa a la hora de
determinar los TP, lo cual evidencia la baja confiabilidad en sus detecciones. Con-
trariamente, NBSplice acompan˜o´ su buena sensibilidad con una precisio´n media
de 0,93, la ma´s alta entre todos los me´todos, mientras que DEXSeq apenas logro´ el
68 % de dicho valor. Limma y edgeR superaron a DEXSeq, logrando valores prome-
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dio de 0,847 y 0,882, respectivamente. Por u´ltimo, el F-score revelo´ que NBSplice
logro´ el mayor balance entre sensibilidad y precisio´n, evidenciando un valor medio
de 0,736. Los valores de este indicador encontrados para DEXSEq, Limma y edgeR
representaron el 69 %, 59 % y 41 % del F-score logrado por NBSplice.
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Figura 5.6: Comparacio´n del desempen˜o de NBSplice con tres paquetes R para la
deteccio´n de splicing diferencial, evaluados sobre la base de datos simulados de
RNA-seq. Los paneles resumen los resultados de las medidas de A) Exactitud,
B) Sensibilidad, C) Precisio´n y D) F-score.
5.4. Conclusiones
Aqu´ı se presento´ NBSplice, un me´todo novedoso para la deteccio´n y cuanti-
ficacio´n del DS a partir de datos de RNA-seq. La herramienta basa su desarrollo
en los GLMs con distribucio´n NB, ampliamente utilizados en el a´mbito del ana´lisis
de expresio´n diferencial en datos de RNA-seq. Lo novedoso de su enfoque radica
en la estimacio´n de cambios a partir de la expresio´n relativa de las isoformas
de un gen, en lugar del uso diferencial de exones. NBSplice es una herramienta
sencilla, escrita en co´digo R, que emplea para su funcionamiento diversos paquetes
ampliamente utilizados en este lenguaje.
NBSplice se encuentra en una etapa temprana de desarrollo, lo que fundamen-
ta el hecho de que au´n no se haya confeccionado como un paquete R disponible
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mediante los repositorios ma´s utilizados. Sin embargo, los resultados aqu´ı encon-
trados evidencian su potencialidad a la hora de detectar genes que presentan
DS entre dos condiciones experimentales. El ana´lisis desarrollado demostro´ que
las estimaciones de los valores de expresio´n relativa de las isoformas se corre-
lacionaron positivamente con los valores de expresio´n simulados, con coefi-
cientes superiores a 0,94 en todas las replicaciones. El me´todo propuesto resulto´
ser ma´s eficiente, en te´rmino de genes simulados con DS correctamente identi-
ficados, cuando los cambios en el DS fueron mayores. Tanto la sensibilidad como
la precisio´n resultaron superiores para valores de expresio´n absoluta y relativa
altos. Comparado con me´todos existentes, NBSplice evidencio´ mayor preci-
sio´n y exactitud en la deteccio´n del DS, demostrando su potencialidad como
herramienta para el estudio las modificaciones en el SA.
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Cap´ıtulo 6
Conclusiones y trabajo futuro
En esta tesis se presento´ la aplicacio´n de la miner´ıa de datos al estudio
de modificaciones post-transcripcionales del ARN, en el contexto de ex-
perimentos transcripto´micos. Tal aplicacio´n surge ante la necesidad de contar
con un marco ordenado de trabajo que permita obtener informacio´n relevante
a partir de conjuntos de datos voluminosos y de estructura compleja, como los
generados por experimentos transcripto´micos. Particularmente, en el estudio de
las modificaciones del ARN como el splicing alternativo y sus alteraciones se
encuentran diversas limitaciones. Si bien existen herramientas para tal fin, no
existe un claro consenso acerca del flujo de trabajo a seguir, los niveles de in-
formacio´n que deben analizarse y cua´les de ellas utilizar a la hora de extraer la
mayor cantidad de informacio´n relevante. En este contexto, en el Cap´ıtulo 1 se
describieron el concepto de miner´ıa de datos, como una etapa de un proceso
mucho ma´s general conocido como descubrimiento de informacio´n en bases
de datos (KDD, por sus siglas del ingle´s). El KDD proporciona un marco de
referencia ordenado de trabajo, aportando herramientas y dirigiendo el trabajo
hacia la bu´squeda de informacio´n relevante. E´sto se logra mediante la aplicacio´n
de algoritmos computacionales que buscan conocimiento en grandes volu´menes
de datos. El KDD consta de distintas etapas, comenzando por la descripcio´n y
contextualizacio´n del problema (Seccio´n 1.3.1), la obtencio´n del conjunto de da-
tos, su control de calidad y pre-procesamiento (Seccio´n 1.3.2), el ana´lisis de datos
con herramientas apropiadas (Seccio´n 1.3.3), la evaluacio´n de los resultados ob-
tenidos (Seccio´n 1.3.4), y la generacio´n de informes y reportes con visualizaciones
apropiadas (1.3.5). Cada una de estas etapas han sido llevadas a cabo en el con-
texto de la problema´tica abordada por esta tesis y su resultado se presenta en
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cada uno de los cap´ıtulos posteriores.
El Cap´ıtulo 2 presento´ el ana´lisis transcripto´mico como estrategia para es-
tudiar las modificaciones post-transcripcionales del ARN. En primer lugar se
introdujo a la transcripto´mica, como una herramienta para la exploracio´n de las
modificaciones del ARN, y todos los conceptos necesarios para el entendimiento
del problema. Espec´ıficamente se estudio´ el splicing alternativo, que es la modifica-
cio´n ma´s frecuente, y sus alteraciones. Las te´cnicas existentes para la exploracio´n
transcripto´mica fueron presentadas, de las cua´les las tecnolog´ıas de segunda ge-
neracio´n (conocidas como NGS) fueron las seleccionadas como fuente generadora
de los datos a utilizar en esta tesis. Luego en la Seccio´n 2.2 se abordo´ la creacio´n
del conjunto de datos, como parte del proceso de entendimiento de los datos. Se
destaco´ la importancia de la etapa de disen˜o del experimento y las conside-
raciones necesarias en un contexto de datos transcripto´micos. Posteriormente, se
describio´ detalladamente las distintas etapas que componen la creacio´n del con-
junto de datos desde la muestra biolo´gica hasta la obtencio´n de la matriz de
expresio´n. En particular, se mostro´ que e´sta puede ser construida consideran-
do distintos niveles de informacio´n: exones, isoformas o genes. Finalmente, en la
Seccio´n 2.3 se presento´ el ana´lisis de expresio´n diferencial sobre matrices de
expresio´n obtenidas en experimentos transcripto´micos que analizan ma´s de una
condicio´n experimental. En este contexto, se identificaron tres niveles de ana´lisis,
la expresio´n diferencial de genes, la expresio´n diferencial de isoformas y el splicing
diferencial. Para cada uno de ellos, se presentaron las estrategias de procesamien-
to comu´nmente utilizadas as´ı como tambie´n las limitaciones que e´stas poseen.
Fundamentalmente, se hizo hincapie´ en la falta de control de calidad del proceso,
consenso e integracio´n de los resultados de los tres niveles de ana´lisis, y en la
ausencia de una herramienta de ana´lisis de splicing basada en la cuantificacio´n
de isoformas.
En el Cap´ıtulo 3 se describio´ brevemente el flujo de trabajo ordenado pro-
puesto desde el enfoque de la miner´ıa de datos al ana´lisis transcripto´mico a nivel
de genes. A partir de un esquema de ana´lisis comu´nmente utilizado, se disen˜o´
un protocolo de operacio´n esta´ndar innovador dirigido a controlar la calidad de
los datos en todas las etapas del mismo (Seccio´n 3.2.1). En este contexto se pre-
sento´ TarSeqQC, una herramienta desarrollada en esta tesis, dirigida al control
de calidad y exploracio´n de regiones geno´micas espec´ıficas. La aplicacio´n de los
productos de este cap´ıtulo se presentaron en la Seccio´n 3.3. En primer lugar se
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aplico´ el protocolo de operacio´n esta´ndar en el ana´lisis de un conjunto de datos
reales, donde se encontraron dos muestras at´ıpicas. Se evaluo´ el impacto de la
inclusio´n de dichas muestras, por falta del control de calidad global, sobre los re-
sultados del ana´lisis de expresio´n diferencial, revelando un incremento de ma´s del
300 % en los genes detectados cuando las muestras at´ıpicas fueron identificadas.
En la segunda aplicacio´n, TarSeqQC se utilizo´ para analizar un conjunto de datos
de targeted sequencing dirigido a la identificacio´n de variantes geno´micas en un
pequen˜o grupo de genes. La herramienta desarrollada permitio´ identificar gru-
pos de regiones (features) que no fueron secuenciadas correctamente. En forma
global se detecto´ la existencia de problemas durante la preparacio´n de librer´ıas
de dos de los pooles de PCR utilizados, lo cual determino´ que las regiones que
ellos abarcaban se descarten para ana´lisis posteriores, por ser de baja calidad. En
forma puntual, se identificaron 91 features de baja calidad en todas las muestras
analizadas, dos de las cuales no fueron capturadas en ninguna de ellas. Finalmen-
te, se indago´ un gen de intere´s, en el cual se identificaron regiones comu´nmente
afectadas por variantes, que no pudieron ser indagadas por el experimento.
En el Cap´ıtulo 4 se realizo´ una evaluacio´n sistema´tica y objetiva de nueve
flujos de procesamiento, comu´nmente utilizados para el modelado y ana´lisis de
cambios en la expresio´n absoluta y relativa de las isoformas. El producto de esta
comparacio´n es un conjunto de gu´ıas pra´cticas para asistir la seleccio´n de el o los
flujos de ana´lisis ma´s apropiados. Estos flujos fueron presentados y categorizados
en dos grupos, DIE y DS, segu´n si estudian expresio´n diferencial de isoformas o
splicing diferencial, respectivamente (Seccio´n 4.2.1). Los pipelines bajo estudio se
evaluaron mediante bases de datos sinte´ticas generadas mediante simulaciones
donde se controlo´ el cambio en la expresio´n. El proceso de simulacio´n disen˜ado
para generar diversos escenarios experimentales, as´ı como tambie´n los cambios de
expresio´n considerados, se presentaron en la Seccio´n 4.2.2. La estrategia de eva-
luacio´n del desempen˜o se baso´ en medidas comu´nmente utilizadas, computadas
sobre diez repeticiones de cada uno de los escenarios experimentales simulados
(Seccio´n 4.2.4). Se determino´ el desempen˜o global de cada uno de los flujos, as´ı
como tambie´n el efecto que causa sobre e´stos el nivel de expresio´n, la longitud,
el nu´mero de isoformas por gen y la magnitud del cambio en la expresio´n. Los
resultados obtenidos (Seccio´n 4.3) indicaron, por un lado, que ante diferentes esce-
narios experimentales resulta adecuado aque´l que tiene mayor nu´mero de re´plicas
por condicio´n y donde se espera encontrar mayor variabilidad en te´rmino de ex-
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presio´n de genes entre condiciones. En cuanto a los flujos evaluados, cinco de los
nueve propuestos mostraron buen desempen˜o global, en te´rmino de nu´mero de
detecciones, concordancia a lo largo de las replicaciones, sensibilidad y precisio´n.
Se encontro´ un mayor efecto de la longitud y la expresio´n sobre los flujos DS
que los DIE, aunque estos u´ltimos resultaron ma´s influenciados por el nu´mero de
isoformas por gen. Adicionalmente, se determino´ que los mayores cambios en la
expresio´n ejercieron un efecto superior en el desempen˜o de las herramientas. La
aplicacio´n sobre datos reales, los mismos usados para construir la simulacio´n,
evidencio´ elevado solapamiento entre los resultados obtenidos por los flujos DIE
evaluados, mientras que los flujos DS mostraron resultados ma´s discrepantes. En
base a los resultados obtenidos se construyo´ una gu´ıa para asistir la seleccio´n del
flujo de procesamiento segu´n el experimento y los aspectos a priorizar (resumida
en la Figura 4.25).
Finalmente, en el Cap´ıtulo 5 se presento´ el aporte a la etapa de modela-
do: NBSplice que es un algoritmo estad´ıstico desarrollado para detectar spli-
cing diferencial a partir de la cuantificacio´n de isoformas en experimentos trans-
cripto´micos del tipo caso-control. NBSplice (Seccio´n 5.2.1) sigue el enfoque de
las herramientas ma´s utilizadas en ana´lisis transcripto´mico, que emplean mode-
los lineales generalizados (GLMs) con distribucio´n binomial negativa para inferir
cambios en la expresio´n. Sin embargo, es una herramienta innovadora ya que rea-
liza inferencias en la expresio´n relativa de las isoformas, en vez de en su expresio´n
absoluta o en el uso de exones, como lo hacen las metodolog´ıas actuales. El me´to-
do propuesto asume que las isoformas de un gen comparten informacio´n, por lo
que las analiza en un mismo modelo. De esta manera, en cada modelo se asume
que la proporcio´n de cada una de ellas es una variable aleatoria. Luego, utiliza
GLMs para hacer inferencias sobre los cambios en dichas proporciones como con-
secuencia de las condiciones experimentales, obteniendo valores de significancia
tanto a nivel de genes como de isoformas. De esta manera, el algoritmo desa-
rrollado permite inferir tanto los valores de expresio´n relativa como el cambio en
dicha expresio´n, debido a las condiciones experimentales, algo que hasta ahora no
era posible. NBSplice esta´ implementado en lenguaje R y utiliza para su funcio-
namiento una serie de me´todos disponibles en paquetes ampliamente utilizados.
La evaluacio´n de esta herramienta se realizo´ utilizando bases de datos sinte´ti-
cas (Seccio´n 5.2.2) sobre las cuales fue aplicada para posteriormente determinar
el desempen˜o en funcio´n de medidas adecuadas. Los resultados obtenidos (Sec-
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cio´n 5.3) evidenciaron la potencialidad de NBSplice para detectar y cuantificar
el splicing diferencial. Particularmente, se encontro´ que las estimaciones de los
valores de expresio´n simulados y los estimados por el me´todo tuvieron correla-
cio´n casi ideal. La herramienta desarrollada mostro´ un muy buen desempen˜o en
te´rminos de exactitud, sensibilidad y precisio´n. Particularmente, fue ma´s exacta y
precisa que herramientas como DEXSeq y Limma, comu´nmente utilizadas para ana-
lizar splicing diferencial. Se encontro´ adema´s que la potencia en la deteccio´n de
NBSplice se favorecio´ con mayores diferencias entre condiciones y con ocurrencia
simulta´nea de cambios en expresio´n absoluta y relativa de las isoformas.
Como propuesta de trabajo a futuro, se cree que es necesario continuar con
el desarrollo de NBSplice, con el fin de lograr un paquete R que pueda estar en re-
positorios pu´blicos. En este contexto es fundamental ampliar las capacidades de la
herramienta, para as´ı poder analizar experimentos ma´s complejos que los del tipo
caso-control. Por otra parte, es posible mejorar la precisio´n de NBSplice median-
te la utilizacio´n de estrategias alternativas para la estimacio´n de los para´metros
de los modelos ajustados. La creacio´n de funciones destinadas a la visualizacio´n
y exploracio´n de los resultados es otro de los objetivos a considerar. El paquete
desarrollado debera´ adema´s contemplar la posibilidad de utilizar otros paquetes
disponibles que realicen ana´lisis a nivel de genes de manera de poder integrar
los resultados de e´stos con los de nuestra herramienta. As´ı, sera´ posible gene-
rar reportes globales que unifiquen los resultados obtenidos a distintos niveles de
informacio´n, enriqueciendo el proceso de extraccio´n de conocimiento. Todos los
nuevos desarrollos requerira´n una nueva etapa de evaluacio´n, para la cual se de-
bera´n considerar los casos ya estudiados, para as´ı determinar si se han obtenido, o
no, mejoras en los resultados. En adicio´n, se debera´n incluir otros escenarios expe-
rimentales de evaluacio´n, variando el nu´mero de re´plicas por condicio´n, taman˜o
de librer´ıas, considerando disen˜os no balanceados, entre otros posibles, y otras
bases de datos reales a partir de las cuales se generan los datos simulados. Estas
pueden ser obtenidas de repositorios pu´blicos como TCGA o SRA. Dado que en el
a´mbito del ana´lisis transcripto´mico constantemente se generan nuevas herramien-
tas, sera´ necesario adema´s incorporarlas a los nuevos ana´lisis. Finalmente, una
vez obtenido el desarrollo final, sera´ indispensable contar con un experimento real
de RNA-seq que se pueda analizar con la herramienta para validar los resultados
que e´sta encontro´, mediante te´cnicas biolo´gicas como q-RT-PCR. A la fecha no
se dispone de experimentos de este tipo, lo que resulta fundamental para poder
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tener estimaciones reales del desempen˜o de NBSplice.
Ape´ndice A
Anexo Digital
En este anexo se describen los archivos que se encuentran incorporados en
el CD que acompan˜a al documento impreso de tesis y que no se encuentran
publicados como material suplementario de alguna de las publicaciones surgidas
a partir del trabajo desarrollado.
A.1. Exploracio´n y control de calidad de los da-
tos
En esta seccio´n se describen los archivos conteniendo el co´digo fuente (del
ingle´s, script) que listan las funciones necesarias para el control de calidad de da-
tos de secuenciacio´n de dicha herramienta as´ı como tambie´n las ordenes necesarias
para su ejecucio´n.
A.2. Flujo de ana´lisis
En la Seccio´n 3.2.1 se presento´ un protocolo de operacio´n esta´ndar disen˜ado
para optimizar la calidad de los resultados obtenidos mediante el ana´lisis de datos
de RNA-seq. El protocolo disen˜ado tiene como fin establecer un procedimiento
de ana´lisis basado en herramientas y metodolog´ıas existentes sentando una base
para el desarrollo de trabajos futuros. En este apartado se lista el co´digo fuente
que contiene las funciones que conforman el protocolo de control de calidad y las
ordenes necesarias para procesar la base de datos
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A.2.1. sourcePipeline.R
Consiste de un script escrito en co´digo R conteniendo la definicio´n del conjunto
de funciones que componen el flujo de operacio´n esta´ndar. Espec´ıficamente, las
funciones all´ı definidas son:
gene2Analysis: Funcio´n para realizar la sub-etapa filtrado de genes. A
partir de una matriz de expresio´n, la funcio´n selecciona los genes que sera´n
conservados en ana´lisis posteriores, teniendo en cuenta la anotacio´n actual,
mı´nima longitud de gen y mı´nimo valor de expresio´n.
inDavid: Es una funcio´n que internamente es utilizada por gene2Analysis
para comprobar si un gen esta´ o no anotado en la plataforma funcional
DAVID https://david.ncifcrf.gov/.
lengthFilter: Este me´todo es internamente llamado por gene2Analysis
para seleccionar los genes que superan un umbral de longitud mı´nima defi-
nida por el usuario.
countFilter: Esta funcio´n es internamente llamada por gene2Analysis
para identificar los genes que superan un umbral de expresio´n mı´nima de-
finida por el usuario. El criterio de expresio´n sobre el que se considerara´ el
umbral puede definirse de cuatro formas diferentes, mediante el para´metro
type: “mean”, expresio´n media en todas las muestras; “meanCond”, expre-
sio´n media por condicio´n; “allCond”, expresio´n en todas las re´plicas de al
menos una condicio´n; “all”, expresio´n en todas las muestras.
correctGCGL: Me´todo para corregir el contenido en GC o el efecto de lon-
gitud de gen mediante el paquete cqn.
plotPCA: Funcio´n para graficar el diagrama de dispersio´n de las dos prime-
ras componentes del PCA sobre la matriz de expresio´n.
countsDist: Me´todo gra´fico para explorar los diagramas de caja de cada
muestra, columna de la matriz de expresio´n en escala log2.
checkBias: Funcio´n para realizar gra´ficas de control con el fin de explorar
los posibles efectos del contenido GC o la longitud de gen sobre la expresio´n
absoluta de genes o el fold change. El gra´fico generado consiste de dos
paneles: el izquierdo representa el diagrama de dispersio´n de la fuente de
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sesgo (GC o longitud) y la medida de expresio´n elegida (absoluta o fold
change), y el derecho presenta los diagramas de cajas de la medida de
expresio´n en grupos de genes definidos mediante una categorizacio´n de la
fuente de sesgo en cuatro grupos, segu´n los cuartiles de la distribucio´n de
dicha cantidad.
decide: Esta funcio´n toma un objeto DESeqDataSet y luego de haber ajus-
tado los GLMs y realizado las correspondientes pruebas de Wald determina
si un gen fue encontrado como sobre expresado, no diferencialmente expre-
sado o sub-expresado.
log2FCBoxplot: Me´todo gra´fico para obtener los diagramas de cajas de los
valores de fold changes estimados, pudiendo estudiar todos los genes o so´lo
los encontrados como diferencialmente expresados.
checkResBias: Me´todo gra´fico para realizar diagramas u´tiles para explorar
los posibles efectos del contenido GC o la longitud de gen sobre las esti-
maciones de expresio´n media de genes o el fold change. El gra´fico generado
consiste de dos paneles: el izquierdo representa el diagrama de dispersio´n de
la fuente de sesgo (GC o longitud) y la medida de expresio´n elegida (absolu-
ta o fold change), y el derecho presenta los diagramas de cajas de la medida
de expresio´n en grupos de genes definidos mediante una categorizacio´n de
la fuente de sesgo en cuatro grupos, segu´n los cuartiles de la distribucio´n
de dicha cantidad.
scatterPlot: Funcio´n para construir diagramas de dispersio´n entre las co-
lumnas de la matriz obtenida como resultado del ana´lisis de expresio´n dife-
rencial con DESeq2. Las columnas de intere´s son “baseMean”, “log2FoldChange”,
“stat” y “padj”, que contienen la expresio´n media estimada, el fold change
(en escala log2), el estad´ıstico de Wald y el valor p ajustado asociado a la
prueba de Wald, respectivamente. En particular, si el gra´fico representa en
el eje x a la expresio´n media y en el eje y al fold change recibe el nombre de
MA plot ; mientras que si el eje x se cambia al valor p ajustado, el gra´fico
se conoce como vulcano plot.
heatmapDE: Me´todo para obtener el mapa de calor (del ingles, heatmap)
de los valores de expresio´n de los genes detectados como diferencialmen-
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te expresados para determinar si se agrupan o no segu´n las condiciones
experimentales.
A.2.2. pipeline.R
Este script gu´ıa el procesamiento de los datos de RNA-seq. Como punto de
partida, se requieren los perfiles de expresio´n obtenidos mediante la herramienta
htseq u otra equivalente. Como primer paso se construye la matriz de expresio´n,
la cual es posteriormente procesada para filtrar los genes que no sera´n considera-
dos en ana´lisis posteriores. Luego, se realiza la exploracio´n gra´fica para verificar
la calidad y consistencia de los datos. Posteriormente, se realiza el ana´lisis de
expresio´n diferencial con DESeq2. Finalmente, se exploran y controla la calidad
de los resultados obtenidos.
A.3. NBSplice
En la Seccio´n 5.2.1 del Cap´ıtulo 5, se presento´ una herramienta desarrollada
en el marco de esta tesis, llamada NBSplice. En este apartado se lista el co´digo
fuente que contiene las funciones de dicha herramienta as´ı como tambie´n las
ordenes necesarias para su ejecucio´n.
A.3.1. NBSplice.R
Consiste de un archivo de co´digo fuente llamado “NBSplice.R”, el cual se
encuentra escrito en lenguaje R. El conjunto de funciones que componen la he-
rramienta desarrollada y se encuentran definidas en dicho archivo se lista a con-
tinuacio´n:
totalGeneCounts: Permite obtener el total de conteos para cada gen en
cada muestra, sumando los valores de expresio´n de todas sus isoformas.
Para evitar errores en las estimaciones de las proporciones de las isoformas,
esta funcio´n debe ser ejecutada antes de filtrar isoformas de baja expresio´n.
lowExprIso: Funcio´n para identificar aquellas isoformas de baja expresio´n.
En este caso, la baja expresio´n se determina combinando valores mı´nimos
de expresio´n relativa y absoluta para las isoformas.
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buildData: Es una funcio´n interna, que es llamada por NBTest, me´todo
que se encarga de ajustar los GLMs y realizar las pruebas de hipo´tesis.
Esta funcio´n construye la matriz de datos necesaria para el ajuste de un
GLM para un gen determinado.
fitModel: Me´todo para ajustar un GLM a nivel de gen y evaluar los cambios
en las proporciones de las isoformas expresas de dicho gen. No requiere ser
ejecutado por el usuario sino que es internamente llamado por la funcio´n
NBTest.
NBTest: Es la funcio´n principal del paquete, se encarga de proveer la interfaz
entre el usuario y los me´todos que preparan los datos y ajustan los modelos.
A.3.2. usingNBSplice.R
Este script gu´ıa el procesamiento de datos de cuantificacio´n de isoformas con
NBSplice. Como primer paso se construye la matriz de expresio´n a partir de los
archivos de cada una de las muestras. Como ejemplo se ha tomado como partida
los archivos de cuantificacio´n generados por kallisto. Una vez obtenida la matriz
de expresio´n a nivel de isoformas, se construye la matriz de expresio´n a nivel de
genes. Luego, se determina las isoformas que presentaron bajo nivel de expresio´n.
Finalmente se ajustan los modelos y realizan las pruebas de hipo´tesis pertinentes
y se identifican las isoformas y los genes diferencialmente expresados.
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