Abstract. We describe a computational approach to the embedding problem in structural molecular biology. The approach is based on a dissimilarity parameterization of the problem that leads to a large-scale nonconvex bound constrained matrix optimization problem. The underlying idea is that an increased number of independent variables decouples the complicated effects of varying the location of individual atoms in coordinate-based formulations. Numerical tests support this hypothesis and indicate that the optimization problem that results is relatively benign and easy to solve, despite being large and nonconvex. We can solve problems with millions of independent variables in a few dozen to a few score optimization iterations. The nonconvexity arises due to matrix rank constraints in the problem, and we focus on their efficient computational treatment. We present numerical results for a number of synthetic and real protein data sets and comment on features of real experimental data that can cause computational difficulties.
Introduction.
We discuss a computational approach to the embedding problem in structural molecular biology. For the purposes of this paper, the embedding problem will refer to the estimation of a molecule's three-dimensional structure from information about interatomic distances. This information is typically conveyed by lower and upper bounds on the distances. Mathematically, the embedding problem is that of finding a set of points in Euclidean space whose interpoint distances are consistent with given information. Given a set of points x 1 , . . . , x n ∈ R p , let X = (x 1 · · · x n ) T , and let · denote the Euclidean norm on R p . Associated with X is the n × n Euclidean distance matrix D(X) given by
Let D L = ( ij ) and D U = (u ij ) denote n × n matrices of lower and upper bounds on the distances between the x i . Lower bounds are allowed to be 0, and upper bounds are allowed to be +∞. The embedding problem is then to find X for which the associated interpoint distances satisfy the lower and upper bounds:
The inequalities should be understood to hold element by element. The configuration x 1 , . . . , x n is an embedding. Saxe proved that the problem of finding embeddings in
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one spatial dimension is strongly NP-complete, while that of finding embeddings in higher spatial dimensions is NP-hard [35, 36] . In the application to molecular structure determination, a molecule of n atoms is represented as a configuration of points x 1 , . . . , x n ∈ R 3 . The bounds on the interatomic distances, called distance restraints in the computational chemistry literature, are obtained in various ways. For instance, atoms bond at distances and angles that are approximately fixed by nature, some component structures such as rings are approximately rigid, and atoms cannot be too close together due to repulsive forces. Distances between nearby hydrogen atoms can also be measured by nuclear magnetic resonance (NMR) spectroscopy. Further discussion of interatomic distance restraints in biomolecular structure determination may be found, for instance, in [7, 11, 24, 43] .
In practice, the distance restraints do not uniquely characterize a molecule's structure because experimental uncertainty and limitations of NMR make it impossible to produce tight bounds on the interatomic distances. One is therefore interested in generating an ensemble of candidate structures that are consistent with the given distance restraints; i.e., one wishes to find multiple solutions of (1.1).
Most existing approaches parameterize the embedding problem in terms of the Cartesian coordinates of the n atoms, as in (1.1), leading to 3n independent variables. For instance, the Embed approach of Crippen and Havel [11] is based on a minimization of a quadratic penalty function of the form Typically, these objective functions have many nonglobal minimizers, so research has emphasized methods for global optimization. Simulated annealing is a popular solution technique in the computational chemistry community. Other approaches to minimizing (1.2)-(1.3) include [30, 31, 52] . Another coordinate parameterized approach is the data box algorithm in [19] , subsequently renamed the alternating projections algorithm (APA) [34] . Let · F denote the Frobenius norm for matrices. APA solves the problem (1.4) minimize
by the method of alternating least squares. The approach we discuss in this paper, which we call StrainMin, treats the n(n − 1)/2 distinct squared interatomic distances as independent variables rather than parameterizing the problem in terms of the 3n Cartesian coordinates of the atoms. The optimization problem that results in StrainMin is a large-scale bound constrained, nonconvex matrix optimization problem. The intrinsic difficulty of the embedding problem is manifest in nonconvexity of the function to be minimized. To address this issue, we make use of second order (curvature) information in the optimization algorithm. Another approach that uses an expanded space of independent variables is given in [6] . Whereas the latter work is based on a convex relaxation of the embedding problem that is solved by semidefinite programming techniques, StrainMin treats the nonconvexity of the embedding problem directly.
The motivation for StrainMin is the idea that the greatly increased number of independent variables decouples the complicated effects of varying the location of individual atoms in coordinate-based formulations. The numerical tests we present support this hypothesis and indicate that the optimization problem that results in StrainMin is relatively benign and easy to solve, despite being large and nonconvex. We can solve problems with millions of independent variables in a few dozen to a few score optimization iterations.
A major point of this paper is that we can use problem structure to make the computational cost of StrainMin tractable. Given the O(n 2 ) independent variables, one might expect Hessian-vector products to have a prohibitive O(n 4 ) cost. However, Hessian-vector products can be computed with O(n 2 ) cost given a setup calculation that is at most O(n 3 ) at each optimization iteration. Moreover, we present an asymptotically exact approximation of the Hessian that incurs no additional setup cost. All of this is accomplished with a storage requirement of only O(n 2 ). The result is that the time and space complexity per optimization iteration of StrainMin is comparable to that of a coordinate parameterized approach.
Our use of the squared interatomic distances as independent variables in StrainMin is a development of the work in [46, 47, 48] , where the numerical tests used general purpose limited memory BFGS algorithms on purely synthetic data. The work reported here is a much more sophisticated and efficient algorithm that exploits the structure of the embedding problem. We also apply the algorithm to real NMR data and discuss difficulties that arise when using distance restraints derived from real NMR data.
Section 2 contains the mathematical background of the formulation of StrainMin, and the resulting reformulation of the embedding problem is given in section 3. Section 4 describes the use of quadratic penalization to solve the bound constrained optimization problem that results. Section 5 presents the details of the efficient calculation of second order information in the algorithm. Other sources of computational cost are discussed in section 6. In section 7 we show how a simple modification of the computational components of StrainMin yields a coordinate parameterized approach equivalent to the form (1.2) of Embed. Numerical results appear in section 8, along with a discussion of some of the reasons why problems that use real NMR data are more difficult than problems that use synthetic data.
Notation. For a square matrix A, define Symm2(A) to be
Given an n × n matrix A, denote by diag(A) the vector in R n whose entries are the main diagonal of A. Conversely, given a vector u ∈ R n , let Diag(u) denote the n × n diagonal matrix whose main diagonal consists of the components of u.
Given an n × p matrix X = (x 1 · · · x n ) T , define the n × n matrices D(X) and Δ(X) to be D(X) = ( x i − x j ) and Δ(X) = ( x i − x j 2 ). Denote by · F and (·, ·) F the Frobenius norm and inner product for matrices. The cone of symmetric n×n positive semidefinite matrices of rank at most p is denoted by SPSD(n; p).
2.
Background: Classical multidimensional scaling. As noted previously, most approaches to the embedding problem use Cartesian coordinates to parameterize the problem. StrainMin, on the other hand, is based on a a different parameterization using ideas from the field of multidimensional scaling (MDS). MDS is a collection of data analysis techniques, developed primarily by psychometricians and statisticians, for understanding the relationship of objects based on measurements of their similarity or dissimilarity [8, 10, 37] . In most psychometric applications, dissimilarities are subjective in nature, while in StrainMin, the dissimilarities correspond to the squared Euclidean distances between atoms. In this section we review some results from MDS that underlie the dissimilarity parameterized approach used in StrainMin.
A characterization of Euclidean squared distance matrices.
A symmetric n × n matrix Δ = (Δ ij ) is a Euclidean squared distance matrix (ESDM) if for some p and set of points
A matrix Δ is a dissimilarity matrix if it is symmetric, nonnegative, and hollow (i.e., its diagonal entries are zero).
An ESDM is a dissimilarity matrix, but not necessarily vice versa. We rely on a classical characterization of those dissimilarity matrices that are ESDMs. This result, stated in Theorem 2.1, is due to Schoenberg [38] and Young and Householder [49] ; see also [45] and later generalizations [20, 21] . Let e ∈ R n be the vector of all ones: e = (1, 1, . . . , 1) T . Define the map τ : 
This result allows us to determine whether or not Δ is an ESDM corresponding to a configuration of points in R p by checking whether τ (Δ) is positive semidefinite with rank at most p. Moreover, if Δ is an ESDM, Theorem 2.1 shows how to construct a spatial configuration x 1 , . . . , x n ∈ R p that gives rise to Δ: let λ 1 ≥ λ 2 ≥ · · · ≥ λ n be the eigenvalues of τ (Δ), and let v 1 , . . . , v n be an associated set of orthonormal eigenvectors. Define Λ p = Diag(λ 1 , . . . , λ p ) and
Now suppose L = (L ij ) and U = (U ij ) are lower and upper bounds, respectively, on the squared interpoint distances. In light of Theorem 2.1, we may reformulate the embedding problem (1.1) as follows:
Find a dissimilarity matrix Δ for which L ≤ Δ ≤ U and τ (Δ) is symmetric positive semidefinite with rank at most p.
While p = 3 for molecular embedding, we will discuss the case of general p, since it is no more difficult to do so.
2.2.
The classical multidimensional scaling embedding. Formulation (2.2) of the embedding problem requires τ (Δ) to be positive semidefinite with rank at most p (i.e., τ (Δ) ∈ SPSD(n; p)). This constraint can be expressed in a quantitative way as the requirement that the distance from τ (Δ) to SPSD(n; p) be zero. Let
That is, F p (Δ) is the optimal value of (2.4) minimize
The objective in (2.4) is sometimes called the strain criterion. Although the constraint B ∈ SPSD(n; p) is not convex unless p = n, a global minimizer of (2.4) can still be computed explicitly [45] . Again, let λ 1 ≥ · · · ≥ λ n be the eigenvalues of τ (Δ) and v 1 , . . . , v n a corresponding set of orthonormal eigenvectors.
Then the matrix QΛQ T is a global solution of (2.4). As a consequence,
Given any set of dissimilarities Δ, a minimizer of (2.4) gives rise to an embedding in R p associated with Δ which we call the classical multidimensional scaling (CMDS) embedding of Δ. The CMDS embedding X = X(Δ) ∈ R n×p of a dissimilarity matrix Δ is constructed along the lines of the embedding (2.1):
The rows x 1 , . . . , x n of X are the coordinates of a set of n points in R p . If Δ is an ESDM, the CMDS embedding is the same as the one in (2.1). The CMDS embedding is centered, by which we mean X T e = 0. Geometrically this means that the centroid of the configuration x 1 , . . . , x n is at the origin.
3. The squared dissimilarity formulation of the embedding problem. Theorem 2.1 says that Δ is an ESDM if and only if F p (Δ) = 0. Allowing positive values of F p is a computationally convenient relaxation of the requirement that τ (Δ) ∈ SPSD(n; p). These observations led Trosset [46, 47, 48] to propose the following reformulation of the embedding problem: find a global solution of
The introduction of a free variable for each interpoint distance decouples the complicated effects of varying the locations of individual atoms. The numerical results in section 8 suggest this formulation suffers less from numerous local, nonglobal minimizers than is reported for coordinate parametrized formulations [30, 31, 52] . Our approach is called StrainMin because of its origins in the strain criterion of MDS. The geometry of the cone SPSD(n; p) has been encoded in the objective in (3.1). If p = n, then (3.1) can be formulated as a convex semidefinite programming problem since SPSD(n; n) is the convex set of positive semidefinite matrices. Algorithms for this instance have been developed, for instance, for generic graph embedding problems in [1, 2, 3] and applied to the embedding problem in [4] .
However, in the applications of interest to us we have p n, and these values of p impose a nonconvex rank restriction on the semidefinite program. In the formulation (3.1), this geometric nonconvexity appears as nonconvexity of the function being minimized, and the techniques discussed here should be viewed more broadly in the context of the computational treatment of nonconvex matrix rank restrictions.
Solving the reformulated problem.
In the numerical tests presented in section 8 we applied a straightforward quadratic penalization approach to (3.1). We minimize
where Q, the term that penalizes violation of the constraints, is 
This makes it easier to understand the relative scaling of the two terms and provides guidance on the appropriate range for the weight ρ, which in this case is a dimensionless parameter.
The quadratic penalty function is very similar to the objective(s) in the Embed approach (1.2)-(1.3). However, Embed works directly with distance matrices D(X), and feasibility with respect to the nonlinear constraints D L ≤ D(X) ≤ D U is the central issue. In our case, there are only simple bounds on Δ, but there is the requirement that we find an ESDM.
We minimize the penalty function using our own implementation, in Matlab, of a large-scale unconstrained trust region algorithm. Steps are computed using conjugate gradients with a trust region truncation along the lines of Steihaug and Toint [42, 44] . The fact that Q is not twice differentiable at some points has not caused any obvious difficulties in our tests.
The strain Hessian.
This section is devoted to the details of how Hessianvector products are computed efficiently in StrainMin. In the formulation (3.1), there is a free variable for each interatomic distance. This leads to O(n 2 ) decision variables, so the Hessian of the strain ostensibly involves O(n 4 ) quantities, and Hessian-vector products needed for the truncated conjugate gradient (TCG) solution of the optimization subproblems would appear to require O(n 4 ) operations to compute. By way of contrast, the typical formulation in terms of spatial coordinates, as in (1.2)-(1.3) or (1.4), involves O(n) decision variables and only O(n 2 ) second derivatives.
The ostensible O(n 4 ) time and space complexity associated with the second order information in StrainMin would be prohibitive for large n. However, these concerns about time and space complexity turn out to be unfounded. Recall the embedding dimension p. As we now discuss, after a one-time setup cost of at most O(pn 3 ), Hessian-vector products can be computed in only O(pn 2 ) operations with only O(pn 2 ) storage. Since p = 3 in the embedding problem, the time and space complexity is comparable to what one would see in a coordinate parameterized formulation if one factored the Hessian to compute the Newton direction. The second order differentiability properties of the strain F p follow from the general results in [26] and were studied in detail in [27] . If λ 1 ≥ λ 2 ≥ · · · ≥ λ n are the eigenvalues of τ (Δ), then F p is twice continuously differentiable at Δ unless λ p = λ p+1 ≥ 0 or at least one of λ 1 , . . . , λ p vanishes. In practice we monitor the separation of λ p and λ p+1 , but we have never encountered nondifferentiability of F p .
Let v 1 , . . . , v n be an orthonormal set of eigenvectors of τ (Δ) associated with λ 1 ≥ λ 2 ≥ · · · ≥ λ n , and let λ i be as in (2.5). The gradient of F p is given by
, and define σ(λ) to be one if λ > 0 and zero otherwise. The action of the Hessian of F on a matrix W is given by
See [27] for details.
Analytical properties of the strain Hessian.
In [27] we also determined the eigenvalues Λ jk and associated orthonormal eigenmatrices V jk of the strain Hessian. The spectral expansion of the strain Hessian is
and the eigenvalues Λ jk are (5.5)
where for scalar α we define
If λ j > 0 for j = 1, . . . , p, as is typically the case, the eigenvalues simplify to
. . , p}.
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Most of the eigenvalues Λ jk are either 0 or 1/2. There are p × (n − p) interesting eigenvalues:
If there are positive eigenvalues of τ (Δ) other than λ 1 , . . . , λ p , then some of these Λ jk will be negative, indicating nonconvexity of F p . The amount of negative curvature as measured by the magnitude of these negative eigenvalues depends on the relative separation of λ p and λ p+1 . From (5.6) we can compute ∇ 2 F p (Δ) , where · denotes the operator norm induced by the Frobenius norm:
Applying the exact Hessian.
The pseudoinverses that appear in the Hessian-vector product (5.2) might appear to involve a significant computational cost. In this section we show how to use the same information as used to compute the gradient (5.1)-the p rightmost eigenvalues λ 1 , . . . , λ p of τ (Δ) and the associated unit eigenvectors v 1 , . . . , v p -to compute the action of (τ (Δ) − λ i I) + in (5.2) efficiently. Let i ∈ {1, 2, . . . , p} and for simplicity, assume for now that λ i is a simple eigen-
We can compute u by solving the full rank (n + 1) × (n + 1) symmetric indefinite system
where the parameter μ > 0 will be chosen to minimize the condition number of this system. This system can be solved by any number of matrix factorization techniques, requiring O(n 3 ) operations and O(n 2 ) storage; p such factorizations are required. Timing trials on our test architectures found that factorizations that attempt to take advantage of the symmetry of (5.8) (e.g., Bunch-Kaufman) are slower than a straightforward LU , so we use the latter.
We optimize the condition number of the system in (5.8) as follows. The eigenvalues of the matrix in (5.8) are λ i − λ j , j = i, 1 ≤ j ≤ n, together with ±μ, with associated eigenvectors
The condition number κ is then the ratio of the magnitudes of the eigenvalues farthest from and closest to zero. If i = 1, we have
,
The condition number is minimized when
The latter requires the eigenvalue λ p+1 , which is already computed to monitor differentiability of F p .
If λ i were a multiple eigenvalue, then v i would be replaced in (5.8) by a matrix whose columns span the invariant subspace associated with λ i . We have not encountered this situation in any of our trials, so we omit the details.
The O(pn 3 ) cost of the factorizations are incurred only once per optimization iteration. Once we have the LU decompositions, we can compute u = (τ (Δ) 
where Π is the projection onto the orthogonal complement of span{v 1 , . . . , v p }. Let
The approximate strain HessianH is given by (5.10)
Moreover,H is exact at minimizers of
There is no additional setup cost for this approximate Hessian, since the calculation of ∇F p already requires λ 1 , . . . , λ p and an orthonormal set of associated eigenvectors v 1 , . . . , v p . The projection Π onto the orthogonal complement of span{v 1 , . . . , v p } can be computed via
. Thus, the approximate pseudoinverses M i in (5.9) can be applied to a vector in O(pn) operations.
We can also bound the absolute and relative errors in the approximate Hessiañ H. Using a calculation almost identical to that in [27] from which (5.3)-(5.5) are derived (or by setting λ j = 0 for j > p in (5.6)), one can see that the operatorH has the spectral expansion 
Comparing (5.11)-(5.12) with (5.3)-(5.6) we see that if · is the operator norm induced by the Frobenius norm, then
From (5.7) it follows that the relative error is (5.13)
This upper bound is tight. To compute it exactly requires the additional computation of λ n , the leftmost eigenvalue of τ (Δ). A cheap bound on λ n is given by
We use these error bounds to switch to the approximate Hessian once the relative error in the approximate Hessian falls below a user-specified threshold. We first try the cheaper bound (5.14), and only if it is inconclusive do we compute λ n and use (5.13). In the tests reported in section 8, the exact Hessian was used only in the first two or three optimization iterations, and there was never a need to use the bound (5.13) (with its attendant cost of computing λ n ).
Additional comments on complexity of the Hessian calculation.
The coordinate parameterized objective in (1.4) also entails an O(p 3 n 3 ) setup cost to compute quantities needed to apply its Hessian, and the action of its Hessian also costs O(p 2 n 2 ) operations. Thus, even though our formulation involves many more variables, the cost of using second order information is comparable to what we would see for a coordinate parameterized formulation.
It is also interesting to note that, for fixed p, the cost to set up and apply the approximate Hessian of section 5.3 is of the same order (O(n 2 )) as the cost of a limited memory BFGS method such as that described in [28, 33] . At the same time, the approximate Hessian has the additional benefit of being asymptotically consistent and, in general, more accurate than generic BFGS since the approximate Hessian reflects the problem structure.
6. Further comments on computational costs. Two other loci of computational expense merit comment. The first is the cost of computing the requisite eigenvalues and eigenvectors of τ (Δ). The second is the performance of TCG in the approximate minimization of the quadratic Taylor approximation when computing steps to take in the optimization iteration. 6.1. Computational cost of the eigensolve. From (2.6), (5.1), and (5.2) we see that the calculation of F p (Δ), ∇F p (Δ), and the action of ∇ 2 F p (Δ) require the p rightmost eigenvalues of τ (Δ) and their associated eigenvectors. We also compute λ p+1 for use in monitoring differentiability of F p , in optimal conditioning of the system (5.8), and in computing the error bound (5.13). The latter bound may also require an estimate of the leftmost eigenvalue λ n . Thus, each optimization iteration requires the computation of at most p+2 (but more typically p+1) eigenvalues and p eigenvectors.
Since τ (Δ) is symmetric and we need only a small number of eigenvalues at the extremes of its spectrum, we elected to use the implicitly restarted Lanczos algorithm as implemented in Arpack [25] to compute the required eigenvalues and eigenvectors. The eigensolves have proved to be neither a computational bottleneck nor even a significant portion of the overall computational cost. For one thing, relatively few eigenvalues and eigenvectors are needed, since p = 3 in the application of interest. Moreover, the nature of the optimization problem also contributes to the relatively minor cost of the eigensolves. The matrices τ (Δ) whose eigenvalues and eigenvectors we must compute are converging to a matrix of rank at most p, and the p rightmost eigenvalues are increasingly well separated from the others. The increasing separation of the p largest eigenvalues from the others accelerates convergence of the Lanczos iteration, so the eigensolves become faster as the optimization makes progress.
Solution of the trust region subproblem.
As noted in section 4, candidate optimization steps are computed by conjugate gradients with a trust region truncation. We have found that unpreconditioned conjugate gradients works surprisingly well on its own, even for large problems. This behavior is likely explained by the clustering of the spectrum of the Hessian of F p seen in (5.6) and contributes to the benign nature of the optimization problem associated with the squared dissimilarity parameterization. No preconditioning was used in the tests reported in section 8.
7.
Reversion to a coordinate parameterized formulation. The capability of switching to a coordinate-based formulation is a straightforward extension of the dissimilarity based StrainMin. In fact, only slight modifications are needed to revert from our approach to version (1.2) of the Embed approach of Crippen and Havel.
The transformation begins with the following results from [12] . Let x 1 , . . . , x n be a set of points in R p , and let X = [x 1 . . . x n ] T . We assume without loss of generality that the configuration of points is centered. As before, let e ∈ R n be the vector of all ones. Given a centered matrix C, define
This is a hollow matrix. If (Δ(X)) ij
If H is a hollow matrix, then the adjoint of κ as a map from centered to hollow matrices is κ * (H) = −2(H − Diag(He)).
To transform the dissimilarity parameterized approach to one parameterized by the coordinates X, defineP (X) = P (κ(XX T ); 1): X) ).
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However, we know that F p (Δ) = 0 because Δ(X) is an ESDM, sõ
This is the Embed coordinate parameterized objective (1.2) if one chooses the weights w L ij = 1/L ij and w U ij = 1/U ij . In addition, a straightforward calculation shows that
These relations for first and second derivatives make it straightforward to add the capability of reverting from StrainMin to a coordinate parameterized approach. In the preceding implementation there is an O(pn 2 ) cost for computingP , ∇P , and Hessian-vector products involving ∇ 2P . We refer to this particular implementation of Embed as Embed-StrainMin.
The dissimilarity parameterized approach and the coordinate parameterized approach are complementary in ways that prove very useful in dealing with the difficulties in real NMR data sets. We discuss this point in section 8.2.
Numerical results.
The tests presented here involve proteins comprising up to 5147 atoms with both synthetic distance bounds and distance bounds derived from real NMR data. The desired outcome in each test is an embedding in which the maximum distance restraint violation is less than 0.5Å. This is a widely used, if somewhat arbitrary, minimal threshold for acceptability of a structure [32, 40, 41] . By way of comparison, the van der Waals radius of a hydrogen atom (corresponding to an idealization of the atom as a small, hard sphere) is 1.2Å.
The approximate Hessian of section 5.3 was used once the relative error (as bounded by (5.13)-(5.14)) was known to be less than 1%. The weights w L and w U in (4.2) were chosen to be identically 1. This choice of weights means the penalty term Q(Δ) in (4.2) is the squared Frobenius norm distance from Δ to the box
is the squared Frobenius norm distance from τ (Δ) to SPSD(n; p), we can directly compare F p and Q in the composite penalty function P given in (4.1).
In our tests we found that minimization for a single value of ρ in (4.1) sufficed, and the ability to find solutions was insensitive to the choice of the penalty weight ρ over the range from 1/16 to 8. Values of ρ in this range give roughly equal weight to satisfying the distance restraints while also finding a Euclidean squared distance matrix. In the results reported here, the optimization was performed for only the single value ρ = 1/16. This is unlike the usual situation in quadratic penalization, where one minimizes the penalty function for an increasing sequence of penalty weights. Our success with a single value of ρ is not entirely unexpected. Given physically consistent distance restraints, we anticipate finding unconstrained minimizers Δ of F p that either satisfy the bounds L ≤ Δ ≤ U or violate them by only a small amount. Minimization for a single value of ρ moves us into the general area of an unconstrained minimizer of F p , and once there the minimization of F p and minimization of Q are no longer sharply at odds, so the weight ρ need not be increased to enforce feasibility. The number of iterations allowed inside the calculation of optimization steps via TCGs was managed as follows. An initial limit of 128 TCG iterations was set. If the TCG loop was exited in any optimization because the TCG iteration limit was encountered, the limit was increased by 16, up to a maximum of 384. Thus, each optimization step involved at most 384 TCG iterations, and typically considerably fewer. Figures 8.1-8.6 were computed using synthetic bounds computed from structures in The Protein Data Bank [5] . Table 8 .1 contains the names and sizes of the molecules used, as well as the size of the optimization problem that arises in the dissimilarity parameterization. The primary criterion for choosing these molecules were their sizes, roughly, 1000, 2000, 3000, 4000, and 5000 atoms. These choices were made to see how StrainMin performed as the size of molecules increased.
Synthetic data.
Test data were created in a way similar to that in [6, 23, 48] . We start with a known structure, compute the interatomic distances, and take distances of lengths up to 6Å as known. We otherwise fill in L using a 2.5Å cutoff to reflect the fact that the atoms cannot be too close because of short-range repulsive forces, and fill in U via triangle inequality smoothing [24] performed using the R-Kleene algorithm of D'Alberto and Nicolau [13] . The value of 2.5Å was chosen to reflect a representative van der Waal's radius for the atoms involved.
Because of the nonconvex nature of the function being minimized, some care is needed in choosing a starting point. In the tests reported here, we first chose Δ = tL + (1 − t)U , with t = 1/100. Starting at this set of squared dissimilarities, we then embedded the protein's backbone (for each amino acid, the nitrogen of the amino group, the α carbon to which the side chain is attached, and the carbon of the carbonyl group [51] ). Since the protein backbone has roughly 1/6 to 1/5 the number of atoms as the entire molecule and the cost of our algorithm scales roughly as the square of the number of atoms, this preliminary embedding adds less than 5% to the overall cost, while yielding good starting points. After embedding the backbone, triangle inequality smoothing is applied to make the starting dissimilarities consistent with the triangle inequality, and the algorithm is begun with resulting Δ 0 . Figures 8.1-8 .6 present the information about the iteration history of the optimization. The horizontal axis is the iteration number k. The plots present the following information:
Explanation of the iteration histories.
1. Squares represent the value of the strain criterion at Δ k . A solid square means that the exact Hessian was used at iteration k; a hollow square means that the approximate Hessian was used at iteration k. 2. Stars represent the maximum restraint violation in the CMDS embedding in R 3 derived from Δ k . A solid star ( ) indicates an acceptable embedding (all restraint violations less than 0.5Å). We track restraint violations in the CMDS embedding derived from Δ k , since the former is an actual configuration in R 3 . Since we wish to drive the maximum restraint violation in the CMDS embedding to zero, the lower the value represented by and , the better. The plots also show the value of F p (Δ k ). While the minimization of the penalty function ensures the penalty function decreases monotonically, it is not necessarily the case that F p decreases monotonically. From Figures 8.1-8.6 we see that acceptable embeddings were found using only a single value of ρ in the quadratic penalization approach. The maximum distance restraint violations in the final embeddings range from 0.001Å for 2igg in Figure 8 .1 to 0.2Å for 3msp in Figure 8 .5.
Discussion.
The plots show that the exact Hessian (with its attendant setup cost of 3 LU factorizations) is used only in the first one to three iterations. This reflects the fact that the general outlines of the configuration in R 3 rapidly emerge, which has the effect of making the largest three eigenvalues of τ (Δ) dominate the rest, in turn making the relative error in the approximate Hessian (5.13) small.
We also observed that in most iterations the reduction predicted by the quadratic model of P and the actual reduction in P agreed to within 10%, and often to within 1%. This agreement is unusually good and is coherent with our hypothesis that the nonlinearity of the dissimilarity parameterized formulation is fairly benign and is accurately captured by the second order model.
Real data.
We next present results using real protein NMR data sets. The NMR data used in these tests consisted primarily of bounds on distances between hydrogen atoms determined by nuclear Overhauser effect (NOE) spectroscopy. In some cases, bounds on dihedral bond angles and hydrogen bond lengths were also available.
Real data leads to problems that are more difficult than those based on synthetic data. For one thing, real data sets contain much sparser information than synthetic examples. NOE spectroscopy can, in principle, determine the distance between hydrogen atoms that are less than 5-6Å apart. In practice, however, only a fraction of the distances less than even 4Å are measured in NOE experiments. For a discussion of the incompleteness of experimental NOE data, see [16, 17] . Moreover, those NOE distances that are measured typically have significant error bars about them, on the order of ±25-50% of the nominal interatomic distances. The incompleteness and imprecision of real data mean that the molecular structure might not be well characterized by the distance restraints, and one must take with a grain of salt any protein structure derived only from NOE and dihedral data [32, 50] . In general, some further refinement technique such as an empirical force field is needed to ensure physically sensible structures. Table 8 .2 contains the names and sizes of the molecules used in the real data tests, as well as the size of the optimization problem that arises in the dissimilarity parameterization. "Heavy atoms" refers to all nonhydrogen atoms. These molecules were chosen because of their sizes-roughly 1000 and 2000 atoms-and because of the availability of NMR data for them.
Constructing the distance bounds.
The examples presented here were chosen from The Protein Data Bank [5] and the associated NMR data (NOEs and other distance restraint data) were obtained from the Biological Magnetic Resonance Data Bank [39] . The experimental bounds on the interatomic distances were extracted using the Yale Crystallography and NMR System (version 1.2) [9] . The bounds were then processed with ConCoord 2.0 [14] , which added bounds based on a priori knowledge of bond lengths, bond angles, and van der Waal radii. For interatomic distances for which there were no experimental bounds or bounds assigned by ConCoord, we used the value of 2.25Å to account for van der Waal radii. The upper bounds U were completed using triangle inequality smoothing, as was done for synthetic data.
For these tests, we began with Δ = tL + (1 − t)U for t = 1/2. The computation of a starting point via embedding of the protein backbone was then done as described previously in section 8.1 for the synthetic data sets. This was followed by an embedding of the all the heavy (nonhydrogen) atoms in the molecule, and the result was taken as Δ 0 . Since roughly half the atoms are heavy atoms, the embedding of the heavy atoms adds an additional 25-30% to the overall computational cost, but proved useful in obtaining a good starting point. Figure 8 .7 shows the results of 48 iterations of StrainMin applied to 1wwn. StrainMin ultimately fails to reduce the maximum restraint violation in the associated CMDS embedding to less than 0.5Å. Indeed, from iteration 32 on, the maximum restraint violation stays stubbornly at a value of about 1.68Å.
Lack of stereospecificity in NMR data.
A closer examination of the final embedding reveals that this behavior is due to a lack of stereospecificity in the NMR data. This feature can be understood by looking at atoms 994, 995, and 996, which are three hydrogens attached to the same γ carbon atom in the valine residue at position 66 in the amino acid sequence of 1wwn.
In the NMR experiment that produced the data for 1wwn, it was not possible when measuring the distance from other atoms to these three hydrogen atoms to discriminate between the three hydrogen atoms. Instead, the three hydrogens are treated as a single, larger pseudoatom, and distances to each are measured relative to some manner of averaged location [18] . As a consequence, all three of these commonly grouped hydrogen atoms end up with the same lower and upper distance bounds assigned to them.
In the configuration obtained for 1wwn, atoms 994-996 are among the worst offenders in the matter of violated distance restraints. The distance from 994 to 995 is 0.0034Å, the distance from 995 to 996 is 0.0088Å, and the distance from from 994 to 996 is 0.0065Å-the three atoms were placed on top of one another! On the other hand, the distances from 994-996 to all other atoms are close to being acceptable. The distances from 994-996 to all other atoms save 987 and 993 violate their bounds by less than 0.5Å, and the distances from 994-996 to 987 and 993 violate their lower bounds by about 0.6Å. Atoms 993 and 987 are two nearby atoms, 993 is the γ carbon to which 994-996 are bonded, and 987 is the β carbon to which 993 is bonded.
What has happened is that StrainMin has ended up treating all three of 994-996 more or less as a single atom, which is not surprising, since the NMR experiment did not differentiate between them and aggregated the three hydrogens into a single pseudoatom for the purposes of computing distance restraints. The value of the weight ρ is too small for the small number of restraints preventing these hydrogens from being coincident to overcome the tendency to satisfy all the remaining distance restraints involving these atoms by placing the three atoms at the same location (keep in mind that all the remaining distance restraints are the same for atoms 994-996).
One possible solution might be to weight more heavily the distance restraints inside groups of atoms subject to this lack of stereospecificity. We pursued a simpler solution, namely, to follow up the dissimilarity parameterized StrainMin approach with an application of Embed-StrainMin, implemented as described in section 7 on top of StrainMin, with the weighting as in (1.2) . In the dissimilarity parameterized StrainMin method, changes in a single variable Δ ij interact weakly with the other variables. As a result, StrainMin makes fast progress far from a solution, where large changes in the configuration are needed to make progress. On the other hand, as the current example illustrates, StrainMin can be misled by imperfect data.
In a coordinate parameterized method such as Embed, on the other hand, changes in the location of a single atom have a strong interaction with all other atomic locations. This makes the resulting optimization problem much more nonlinear and leads to difficulties far from a solution.
However, in the situation here, StrainMin finds a configuration where most of the interatomic distances are correct, and all that is needed is just to nudge the atoms apart a bit. Embed-StrainMin does a good job of this. Starting at the CMDS embedding of the Δ found by StrainMin, we applied 205 iterations of EmbedStrainMin. The nonlinearity of the Embed objective caused the trust radius to be so small that the algorithm became little more than steepest descent-at each iteration only 3-4 conjugate gradient iterations were taken before encountering the trust region boundary. This made the cost of applying Embed-StrainMin roughly the cost of about 6 iterations of StrainMin. In the resulting configuration, the maximum distance restraint violation was 0.1Å and the average was less than 0.02 A; most of the restraint violations were less than 0.06Å, as shown in Figure 8 .8.
A second example.
We applied the protocol of the preceding sectionapplying StrainMin to get most of the interatomic distances right and then cleaning up the remaining restraint violations with Embed-StrainMin-to distance restraints derived from the NMR data for the molecule 2dcq.
In the preliminary embedding of the heavy atoms, the lack of stereospecificity was encountered for both groups of hydrogen atoms and groups of oxygen atoms. This difficulty was resolved by switching to the Embed-StrainMin as just described. 8.9 shows the situation at the end of 64 iterations of StrainMin applied to the entire molecule. As with 1wwn, lack of stereospecificity in the NMR data causes atoms to be located on top of one another. After 321 subsequent iterations of Embed-StrainMin, the maximum restraint violation in the CMDS embedding falls to 0.14Å with an average restraint violation of 0.02Å. This compares favorably with the structure found for 2dcq in [29] , where the maximum restraint violation was also 0.14Å. Figure 8 .10 presents histograms of the restraint violations in the structure found by StrainMin. The computational cost for the Embed-StrainMin iterations was roughly that of 9 StrainMin iterations. Additional Embed-StrainMin iterations led to a structure whose maximum restraint violation was 0.1Å.
Conclusion.
We have presented an approach to the embedding problem that leads to an optimization problem that, though large, appears relatively easy to solve. Moreover, with careful implementation the computational cost of the solution is tractable. We are currently extending StrainMin by integrating it with an empirical force field model to obtain more realistic protein structures.
As noted in the introduction, in practice one wishes to generate an ensemble of embeddings that are consistent with a set of distance restraints. A simple way to try to do so with StrainMin is to begin at multiple starting points. Because the StrainMin optimization problem is nonconvex, there typically will be multiple minimizers, and different starting points can lead to different solutions. Another approach is to solve the problem with tightened distance restraints. Future work will investigate more systematic approaches to generating ensembles of acceptable structures.
The work described here has applications in other areas besides molecular structure determination. For instance, force-directed methods for graph layout lead to mathematical problems similar to two-dimensional instances of the embedding problem [15, Chapter 10] . In this setting the bounds serve to enforce desired spacings of the nodes of the graph. More generally, the techniques described here may provide useful computational approaches to managing nonconvex rank restrictions in matrix optimization problems.
