Abstract-We propose a noise-robust continuous speech recognition (CSR) method for recognition. In model building, we extract the novel feature vector by using running spectrum analysis (RSA) and dynamic range adjustment (DRA) methods. DRA adjusts the dynamic range on MFCC modulation spectrum domain (MSD). In recognition, the algorithm automatically divides the continuous speech into short sentences and blocks, then we use DRA based on the blocks. The proposed algorithm efficiency is studied for clean and noisy environment. In our experiments, all HMMs have been trained by using the Japanese newspaper article sentence (JNAS) database. The average recognition rate improves under various types of noise and SNR conditions.
I. INTRODUCTION
Recently, continuous speech recognition (CSR) has made great progress and yields high recognition rate [1] . The high recognition rate can be achieved under clean and high SNR, i.e., over 20 dB SNR, environments [2] . However, current CSR technology has not matured to provide high recognition accuracy under noisy environments, i.e., the conditions lower than 20 dB SNR [3] .
For the improvement of speech recognition performance, the spectrum subtraction (SS), Cepstral mean subtraction (CMS), running spectrum filtering and dynamic range adjustment (RSF/DRA) and running spectrum analysis (RSA) [4] - [6] have been used. They can reduce the noise effects to speech data efficiently. Even when an environment noise is lower than 20 dB SNR, the isolated speech recognition system with noise robust techniques can recognize target speech with high recognition rate.
As the noise robust methods used in a CSR system, the method of RSA and CMS has been developed in [5] and it can show a little higher performance than others. The RSA and CMS are used for the reduction of distortion embedded into training data set and the CMS is also used for the time invariant noise reduction of an observed speech waveform in recognition stage.
In this paper, the modified technique of a dynamic range adjustment (DRA) is proposed into a CSR system. The speech waveform is observed within unlimited time length since any continuous speech data are supposed into the CSR system. On the other hands, the dynamic range of speech features disturbed by any noises should be properly adjusted in order to make the difference between the dynamic range of clean speech features and that of noisy speech features minimum.
II. CONVENTIONAL METHODS

A. CMS
CMS can remove the channel effects happened in the convolutional distortion. Since we have no information about the microphone system and any other convolutional effects for recording the speech, we choose CMS as one of preprocessing methods. Fig. 1 shows an example of noise influence in an isolated word. In Fig. 1 , there are two different trajectories, i.e., the trajectories of the 2nd MFCC calculated from a clean speech and a noisy speech with 10dB SNR white noise. Note that both MFCC are estimated from the same speech sound. However, due to the serious influence of noise, the dynamic range of MFCC from the noisy speech is much smaller than the others. If a clean speech is used in the HMM straining stage, the automatic speech recognition (ASR) system cannot correctly recognize any noisy speech because of such difference. The DRA method has been developed as the compensation method for such difference in an isolated word and phrase. Fig. 2 shows an example of a clean continuous speech waveform and its instant power trajectory. Normally an observed continuous speech consists of many words and phrases and thus its dynamic rage is decided from the maximum energy selected among the continuous speech. The conventional DRA may employ its maximum value and then apply its value to all MFCC components. However, as we can easily recognize the difference among the dynamic ranges of all words in the example of Fig. 2a , the dynamic rage should be carefully adjusted in each word.
Although only a clean continuous speech can be observed, the selection of each word and the dynamic rage adjustment for the selected word are not difficult. However, under noisy conditions, the selection of words may be difficult issue. In this paper, the following two step processing is considered.
(1) From an observed noisy continuous speech waveform, all short sentences are selected.
(2) A short sentence is divided into several blocks and then each block is independently applied by DRA.
The above processing is applied to an observed unknown continuous speech in recognition.
The definition of the short sentence is given on acoustical conditions. If a speech waveform has a certain length of silent, e.g., 200 msec, the location of this silent part is called "speech pause". The short sentence consists of "speech pause", its following speech and again "speech pause" after the speech. The defined short sentence may represent a word, several words, a phrase and some phrases. Although the exact meaning of a sentence cannot be defined on acoustic data, the above simple definition can be used in the proposed method.
In the first step (1), non-speech parts are eliminated. A continuous speech has many non-speech parts and only noises. These parts effects DRA inappropriately. In the second step (2), the unbalance of several dynamic ranges existed in a continuous speech can be compensated.
B. Sentence Selection
In the training stage, the set of continuous speech data is given as a prior information. From these given speech data, a short sentence is manually selected. There are many speech waveforms with high SNR environment. Fig. 2 shows one of example. In other words, the selection of a short sentence can be easily executed. The length of speech pause is defined as 12 window frames. In Fig. 2 , we can select three short sentences.
However, in the recognition stage, a speech was normally observed with several noises where SNR was low. In addition, a short sentence should be selected automatically. Fig. 3 represents an observed speech waveform as an example. In order to detect a short sentence, 30-frame-width-window is used and its window is shifted by 15 frames. We define E j,n (1 ≤ n ≤ 30) as the energy for the n-th frame in the window. In the selected 30-frame-width-window, three lowest energy values E j,n , which satisfy the both limitations E j,n < E j,n−1 and E j,n < E j,n+1 at the same time among 30 different energy values, are selected. The average of three lowest energy values is assumed to be noise energy and thus the 1.5 times as much as the average value is defined as a threshold. When all 30 energy values in a 30-frame-widthwindow are lower than the threshold, this window includes non-speech and unvoiced speech. If such windows including non-speech and unvoiced speech are succeedingly detected, the zero crossing point nearest the center point of the first window among such succeeding windows is estimated as the end point of a short sentence and that of the last window is estimated as the start point of the next short sentence.
IV. BLOCK BASED DRA
A. A Short Sentence and Blocks
In this paper, the proposed algorithm identifies a block between the zero-crossings of s j,i in a short sentence. The definition of the block is a part between the zero-crossing points in the trajectory of s j,i . Please note that the different location of a block is used for s j,i at different i. In an estimated block, we use different maximum value to calculate the s ′ j,i from s j,i by DRA.
In Fig. 4 , the simple concept of block separation is explained. The algorithm finds out the maximum value in a given short sentence, i.e., "Peak Point" in Fig. 4 . From the peak point, the L m length of the forward and backward positions is decided. In the forward short sentence from the peak point, the algorithm finds out the first zero-crossing point over the L m length. In the backward short sentence from the peak point, the algorithm finds out the first zero-crossing point over the L m length. The main block is selected between the above two zero-crossing points.
In the right-hand side of the short sentence from the main block, the algorithm finds out the first zero-crossing point over L w length from the right edge of the main block. Between these zero-crossing points, the next block is selected. In the left hand side of the short sentence from the main block, the same procedure is applied.
In a short sentence, the main block has a larger peak value than others. In other words, the lengths of 2L m and L w are given by different lengths and they are decided from prior experiments. From the above step, several blocks are selected and they have many peaks. In this step, the algorithm finds out the adjustment value used in the block-based DRA. Although the conventional DRA employs the maximum value in an observed MFCC trajectory as the adjustment value, the proposed blockbased DRA has an additional restriction for this determination.
The value of S j ±i is defined as the maximum value within the ±i-th block in each right-hand side block and each lefthand side block.
The proposed algorithm uses the assumption in which there is not large difference between the adjustment values of neighborhood blocks. If we assume such difference value is δs, then the adjustment value in the right-hand side is calculated as follows:
(1) Determine the maximum value among S In the left-hand side, we apply the same calculation.
C. Third step: Using Block-based DRA
We have obtained all blocks from a short sentence and determined adjustment values. In each block, the following block-based DRA is applied:
In simulation, we set L m = 15, L w = 80 and δs = 2. Fig. 5 shows the same MFCC feature vectors between the clean and 10 dB SNR white noise conditions. Fig. 6 shows the results for the block-based DRA algorithm. In Fig. 5 , almost all of noisy MFCC vectors are smaller than that of clean speech feature at the same time, especially in marked position from A to F. If we use the proposed algorithm, we can adjust the features of noisy speech. Fig. 6 shows the adjustment happened at the mark positions from A to F. It means the proposed algorithm effectively increases the similarity between clean and noisy speech features. In recognition, we use 50 sentences from 12 people as known data and 180 sentences from 6 people as unknown data for our recognition tests.
We have simulated all data under both of clean condition and noise conditions with different SNRs. In all tables, the 'Proposed' column denotes the method using CMS, RSA and DRA for HMM training, and using CMS and blockbased DRA for recognition. The 'Original' column denotes the method using CMS and RSA for HMM training, and using CMS for recognition. The 'Only CMS' column denotes CMS for HMM training and recognition. Table I shows the results in the clean conditions, Table II, Table III and Table IV show the recognition results on training data with 20dB, 15dB and 10dB SNR conditions. The Table V, Table VI and Table VII show the recognition results on unspecific speakers with 20dB, 15dB and 10dB SNR conditions. All averaged results have shown highest accuracy on the proposed method in noisy conditions. Especially, at 10 dB SNR, all results have been improved, and the average recognition rate has been improved by more than 10%.
VI. CONCLUSION
In this paper, the new noise robust continuous speech recognition system has been proposed. In this system, new blockbased dynamic range adjustment (DRA) algorithm has been implemented into the module of unspecific speaker recognition. The proposed method has enhanced the recognition rate under lower SNR noise environments. The proposed CSR system can show higher accuracy than conventional systems under 20, 15 and 10 dB noise environments. 
