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Abstract
We study bubbling phenomena of anti-self-dual instantons on H2×Σ,
where Σ is a closed Riemann surface. The restriction of the instanton to
each boundary slice {z} × Σ, z ∈ ∂H2 is required to lie in a Lagrangian
submanifold of the moduli space of flat connections over Σ that arises from
the restrictions to the boundary of flat connections on a handle body.
We establish an energy quantization result for sequences of instan-
tons with bounded energy near {0} × Σ: Either their curvature is in fact
uniformly bounded in a neighbourhood of that slice (leading to a com-
pactness result) or there is a concentration of some minimum quantum
of energy. We moreover obtain a removable singularity result for instan-
tons with finite energy in a punctured neighbourhood of {0} × Σ. This
completes the analytic foundations for the construction of an instanton
Floer homology for 3-manifolds with boundary. This Floer homology is
an intermediate object in the program proposed by Salamon for the proof
of the Atiyah-Floer conjecture for homology-3-spheres.
In the interior case, for anti-self-instantons on R2 × Σ, our methods
provide a new approach to the removable singularity theorem by Sibner-
Sibner for codimension 2 singularities with a holonomy condition.
1 Introduction
The aim of this paper is to complete the analytic foundations for the definition
of instanton Floer homology groups HFinst∗ (M,LY ) begun in [W3]. Here M is
a compact, oriented 3-manifold with boundary ∂M = Σ and LY ⊂ MΣ is a
(singular) Lagrangian submanifold of the moduli space MΣ of flat connections
on the trivial SU(2)-bundle over Σ. This Lagrangian is LY := LY /G1,p(Σ),
where LY ⊂ A0,p(Σ) is a Lagrangian submanifold of the space of Lp-connections
given by the Lp-closure of the flat connections on a handle body Y restricted
to ∂Y = Σ. Here G1,p(Σ) is the group of W 1,p-gauge transformations, and LY
is actually independent of the choice of p > 2.
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This Floer homology serves as intermediate object in the program proposed
by Salamon [Sa] for the proof of the Atiyah-Floer conjecture for homology-3-
spheres.
Fukaya [Fu] was the first to suggest the use of Lagrangian boundary con-
ditions in order to define a Floer homology for 3-manifolds with boundary.
His setup uses nontrivial bundles (where the moduli spaces of flat connections
are smooth manifolds) and thus cannot immediately be used in the context of
the Atiyah-Floer conjecture, where the bundles are necessarily trivial and thus
the moduli spaces of flat connections are singular. Our approach is to define
HF∗inst(M,LY ) from the moduli spaces of anti-self-dual instantons on R ×M
with Lagrangian boundary condition in LY , i.e. from the gauge equivalence
classes of connections Ξ ∈ A(R×M) satisfying the boundary value problem{
FΞ + ∗FΞ = 0,
Ξ|{s}×∂M ∈ LY ∀s ∈ R.
(1)
Note that the boundary condition is nonlocal: It firstly asserts the local condi-
tion that the connection is flat on each boundary slice; but secondly its holon-
omy has to vanish around those loops in Σ that are contractible in Y , which is
a global condition.
In [W3] we describe this approach in full detail and we establish the elliptic
theory for this boundary value problem (allowing for a larger class of Lagrangian
boundary conditions). Fix p > 2, then every W 1,ploc -solution is gauge equivalent
to a smooth solution and the following analogue of Uhlenbeck compactness is
true: Every sequence of solutions with locally Lp-bounded curvature is gauge
equivalent to a sequence that contains a C∞-convergent subsequence.
In this paper we address the question of bubbling: What happens if a se-
quence of solutions has bounded energy
∫
R×M
|FΞ|2 < ∞ but its curvature FΞ
is not locally Lp-bounded for any p > 2?
In the case of a 4-manifold without boundary this question is answered by
the compactification of the moduli space of anti-self-dual instantons leading to
the Donaldson invariants of smooth 4-manifolds [D] and to the instanton Floer
homology groups of closed 3-manifolds [Fl]. This compactification is described
in terms of trees of anti-self-dual instantons on S4 that ’bubble off’ at isolated
points on the original 4-manifold. In the case of the present boundary value
problem, we do not attempt this compactification but only establish the rele-
vant facts for the definition of the Floer homology groups. So the answer comes
in two parts (that will be stated more precisely in theorems 1.2 and 1.5):
Energy quantization: If the curvature is not uniformly bounded near an in-
terior point x ∈ R × intM or near a boundary slice {s} × Σ ⊂ R × ∂M , then
there is a minimum energy ε0 > 0 that concentrates at this point or slice.
Removal of singularities: Every smooth finite energy solution on the com-
plement of an interior point or a boundary slice can be put into a gauge in which
it extends to a solution over the full manifold.
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In the case of interior points, these are the two wellknown analytic ingredi-
ents for the compactification of the moduli space (see e.g. [U1] for Uhlenbeck’s
removable singularity theorem). The anti-self-dual instantons on S4 are ob-
tained by rescaling the connections near the bubbling point x. The limit object
then is an instanton on R4 whose singularity at infinity can be removed resulting
in an instanton on a nontrivial bundle over S4.
In the case of bubbling at the boundary, one might also find instantons on S4
bubbling off at boundary points. These would arise from sequences of solutions
Ξν and interior points xν with distance tν → 0 to the boundary R× ∂M , where
the curvature |FΞν (xν)| = (Rν)2 blows up at a rate such that Rνtν → ∞. If
Rνtν stays bounded, then the standard rescaling construction will lead to anti-
self-dual instantons on increasingly large domains of the half space. In [Sa] it
was conjectured that there is an energy quantization for the limit objects – anti-
self-dual instantons on the half space. However, the local rescaling construction
looses the global part of the boundary condition. With only the slicewise flatness
as boundary condition, one cannot expect to obtain better convergence than
weak W 1,p-convergence (for any p < ∞) up to the boundary. In the interior,
one of course has smooth convergence, and thus might find a nontrivial limit
object. However, in case Rνtν → 0, even the limit object might be trivial if the
blowup is in the curvature part for which one does not have C0-convergence up
to the boundary. 1
This discussion suggests a more global analysis of the bubbling phenomenon
taking into account the full Σ-slices and localizing only in the two other vari-
ables. An adapted rescaling construction seems to lead to holomorphic discs in
the space of connections over Σ (with the Hodge operator as complex structure)
with Lagrangian boundary conditions. We do not have a precise convergence
statement. However, we were able to prove the corresponding energy quantiza-
tion result by purely analytic means – after all using partial convergence results
for the naive local rescaling construction described above.
Before giving the precise statements of our main results we introduce the
setup and some basic notation. (For more details on gauge theory and the
notation used here see [W2] or [W1].) Throughout this paper, we are work-
ing in a small neighbourhood of a boundary slice of a Riemannian 4-manifold
with a boundary space-time splitting in the sense of [W3, Def 1.2]. So we are
considering the following local model.
We denote by Br(x0) ⊂ R
n the closed ball of radius r > 0 centered at
x0 ∈ Rn. The intersection of a ball with the half space
H
n := {(s1, . . . , sn−1, t) ∈ R
n | t ≥ 0}
1Writing Ξ = Φds+Ψdt+ A near the boundary {t = 0} and assuming p > 4, one obtains
W 2,p-bounds for Ξ except for the second ∂s, ∂t-derivatives of the connections A(s, t) on the
Σ-slices. These bounds suffice to obtain C0-convergence for the curvature component FA, but
not for Bs = ∂sA + dAΦ. The latter requires full W
2,p-bounds, which would only result
from a Lagrangian boundary condition coupled with the Cauchy-Riemann equation for A as
a function with values in Ap(Σ), c.f. [W3].
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is denoted by
Dr(x0) := Br(x0) ∩H
n.
Moreover, we write D := Dr0(0) ⊂ H
2 for the 2-dimensional half ball centered
at 0 of some fixed radius r0. Next, let Σ be a closed Riemann surface. Now the
local model is the trivial SU(2)-bundle over the Riemannian 4-manifold
(D × Σ , ds2 + dt2 + gs,t ).
Here gs,t is a family of metrics on Σ that varies smoothly with (s, t) ∈ D. We
will call any metric of this type a metric of normal type.
For all purposes in this paper, we can replace SU(2) by a general compact,
connected, and simply connected Lie group G. Now a G-connection on D×Σ is
a 1-form Ξ ∈ Ω1(D × Σ, g) with values in the Lie algebra g. We will write A(X)
for the space of smooth connections over a manifold X , then Aflat(X) denotes
the space of smooth flat connections, and G(X) is the space of smooth gauge
transformations on X (i.e. maps to G). The Sobolev spaces of connections and
gauge transformations are denoted by
Ak,p(X) =W k,p(X,T∗X ⊗ g),
Gk,p(X) =W k,p(X,G).
We will be dealing with anti-self-dual instantons on D × Σ that satisfy a La-
grangian boundary condition as follows. Let p > 2 and fix a handle body Y with
boundary ∂Y = Σ, then the following Lagrangian submanifold is introduced in
[W2, Lemma 4.6],
LY := clLp
{
A ∈ Aflat(Σ)
∣∣ ∃A˜ ∈ Aflat(Y ) : A˜|Σ = A} ⊂ A0,p(Σ).
We consider the following boundary value problem for connections Ξ ∈ A(D×Σ){
FΞ + ∗FΞ = 0,
Ξ|(s,0)×Σ ∈ LY ∀s ∈ [−r0, r0].
(2)
The compactness result [W3, Thm B] for this boundary value problem can be
phrased as follows for the local model. Here int(D) = int(Br0(0)) ∩H
2 denotes
the interior in the topology of H2.
Theorem 1.1 (Compactness) [W3]
Let p > 2 and let gν be a C∞-convergent sequence of metrics of normal type
on D × Σ. Suppose that Ξν ∈ A(D × Σ) is a sequence of solutions of (2) with
respect to the metrics gν such that ‖FΞν‖Lp(D×Σ) is uniformly bounded.
Then there exists a subsequence (again denoted by Ξν) and a sequence of
gauge transformations uν ∈ G(D × Σ) such that uν ∗Ξν converges uniformly
with all derivatives on every compact subset of int(D)× Σ.
Next, we state the energy quantization result that will be proven in section 2.
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Theorem 1.2 (Energy quantization)
Let r0 > 0 and let m be a C∞-compact set of metrics of normal type on D× Σ.
Then there exists a constant ε0 > 0 such that the following holds.
Let Ξν ∈ A(D ×Σ) be a sequence of solutions of (2) with respect to metrics
gν ∈ m. Suppose that for all δ > 0
sup
ν
∥∥FΞν∥∥L∞(Dδ(0)×Σ) = ∞.
Then after taking a subsequence there exist (sν , tν)→ 0 and εν → 0 such that∫
Dεν (sν ,tν)×Σ
∣∣FΞν ∣∣2 > ε0.
Remark 1.3
(i) By theorem 1.1 the assumptions in theorem 1.2 imply that for a subse-
quence and with any p > 2 one has for all δ > 0
sup
ν
∥∥FΞν∥∥Lp(Dδ(0)×Σ) = ∞.
(ii) With the stronger assumption in (i) it suffices to consider a C3-compact
set of metrics in the theorem, as will be seen in the proof. By following
through the proof of theorem 1.1, in particular [W3, Thm 2.6], one can
moreover check that the set of metrics in theorem 1.2 only needs to be
C5-compact.
To see (i) note that otherwise one would find a sequence Ξν of solutions with
respect to a C∞-convergent sequence of metrics gν and constants C, δ > 0 such
that ‖FΞν‖Lp(D2δ×Σ) ≤ C but ‖FΞν‖L∞(Dδ×Σ) →∞. Due to the L
p-bounded
curvature one would then find a subsequence and gauges in which the connec-
tions converge uniformly on Dδ × Σ. Since the norm of the curvature is gauge
invariant, this contradicts the above divergence. In fact, we will need to make
the stronger assumption in (i) for some 2 < p < 3 in order to deduce the energy
quantization directly. (This is why we had to establish theorem 1.1 in [W3] in
the technically more difficult case 2 < p ≤ 4.)
With this stronger assumption the structure of the proof of theorem 1.2 will
be similar to an argument in the interior case, where it is possible to obtain the
energy quantization result independently of the removal of singularities and of
any geometric knowledge about energies of instantons on S4. This argument
just uses a wellknown mean value inequality for the Laplace operator and will
also be explained in section 2. In our case we will need a mean value inequality
up to the boundary at which we cannot simply reflect the function. Instead, we
will use a mean value inequality for functions with a control on the Laplacian
and on the normal derivative at the boundary, which we introduce in [W4]. The
following result from [W4] should give an idea of this type of a priori estimate
– in the actual proof, we will need a slightly different, more special version.
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Lemma 1.4 For every n ≥ 2 there exists a constant C such that for all A,B ≥ 0
there exists µ(A,B) > 0 with the following significance.
Let Dr(y) ⊂ Hn be the Euclidean n-ball in the half space of radius r > 0 and
center y ∈ Hn. Suppose that e ∈ C2(Dr(y), [0,∞)) satisfies{
∆e ≤ Be
n+2
n ,
∂
∂ν
∣∣
∂Hn
e ≤ Ae
n+1
n ,
and
∫
Dr(y)
e < µ(A,B).
Then
e(y) ≤ Cr−n
∫
Dr(y)
e.
With the energy quantization established, every sequence of solutions of (1)
with bounded energy converges smoothly on the complement of finitely many
interior points and boundary slices (modulo gauge and taking a subsequence).
Now the remaining key analytic point for the definition of the Floer homology
groups is to show that the limit object – after gauge – gives rise to a new solution,
that will have less energy. At the interior points, this is Uhlenbeck’s removable
singularity theorem [U1, Thm 4.1]. For the boundary slices, this requires the
following removal of codimension-2-singularities that will be proven in section 5.
Here again D ⊂ H2 denotes the standard closed half ball with center 0 and some
fixed radius r0 > 0, and we introduce the punctured half balls
D∗r := Dr(0) \ {0}, D
∗ := D∗r0 = D \ {0}.
Theorem 1.5 (Removal of singularities for boundary slices)
Let Ξ ∈ A(D∗ ×Σ) be a smooth connection with finite energy
∫
D∗×Σ
|FΞ|2 <∞
and suppose that it satisfies{
∗FΞ + FΞ = 0,
Ξ|(s,0)×Σ ∈ LY ∀s ∈ [−r0, 0) ∪ (0, r0].
Then there exists a gauge transformation u ∈ G(D∗ ×Σ) such that u∗Ξ extends
to a smooth connection and solution of (2) on D × Σ.
Both the energy quantization and the removal of singularities rely on the spe-
cific form of the Lagrangian boundary condition: Connections in LY ⊂ A0,p(Σ)
are extended from ∂Y = Σ to flat connections on Y with the L2-norm on Σ con-
trolling the L3-norm on Y . The corresponding linear and nonlinear extension
results are given in the following lemma and are proven in section 3.
Lemma 1.6 There exists a constant CY such that the following holds.
(i) For every smooth path A : (−ε, ε)→ LY ∩ A(Σ) there exists another path
A˜ : (−ε, ε)→ Aflat(Y ) with ∂sA˜(0)|∂Y = ∂sA(0) such that
‖∂sA˜(0)‖L3(Y ) ≤ CY ‖∂sA(0)‖L2(Σ).
(ii) For all A0, A1 ∈ LY ∩A(Σ) there exist A˜0, A˜1 ∈ Aflat(Y ) with Ai = A˜i|∂Y
such that
‖A˜0 − A˜1‖L3(Y ) ≤ CY ‖A0 −A1‖L2(Σ). (3)
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Remark 1.7 The constant CY in lemma 1.6 can be chosen uniform for a C0-
neighbourhood of metrics on Y and the induced metrics on Σ = ∂Y .
This can be seen by using a fixed metric for the construction of the exten-
sions. The L2(Σ)- and L3(Y )-norms for different metrics are then equivalent
with a small factor for C0-close metrics.
The nonlinear extension in (ii) allows to define a local Chern-Simons func-
tional for short arcs from LY to LY : We consider smooth pathsA : [0, π]→ A(Σ)
with endpoints A(0), A(π) ∈ LY . For such paths lemma 1.6 (ii) provides ex-
tensions A˜(0), A˜(π) ∈ Aflat(Y ) of A(0), A(π) that satisfy (3). We pick any such
extensions to define
CS(A) := − 12
∫ pi
0
∫
Σ
〈A ∧ ∂φA 〉 dφ (4)
+ 112
∫
Y
〈 A˜(0) ∧ [A˜(0) ∧ A˜(0)] 〉 − 〈 A˜(π) ∧ [A˜(π) ∧ A˜(π)] 〉.
Here the notations [··] and 〈 ·· 〉 indicate that the values of the differential forms
are paired via the Lie bracket and an equivariant inner product on g respectively.
This is the actual Chern-Simons functional on Y¯ ∪{0}×Σ [0, π]×Σ∪{pi}×ΣY of the
connection given by A˜(0), A, and A˜(π) on the different parts. (Here Y¯ denotes
Y with the reversed orientation.) The extensions A˜(0) and A˜(π) could both
vary by gauge transformations that are trivial on ∂Y = Σ. So the connection
on the above closed manifold might also vary by a gauge transformation (that
is trivial on the middle part). The Chern-Simons functional however does not
vary under gauge transformations that are homotopic to 1l, and it only changes
by multiples of 4π2 for others.2 In fact, if we restrict to short paths, then we
will see in section 4 that our local Chern-Simons functional is welldefined and
satisfies an isoperimetric inequality.
Lemma 1.8 (Isoperimetric inequality)
There exists ε > 0 such that for all smooth paths A : [0, π] → A(Σ) with
A(0), A(π) ∈ LY and
∫ pi
0 ‖∂φA‖L2(Σ) ≤ ε the local Chern-Simons functional (4)
is welldefined and satisfies
|CS(A)| ≤
(∫ pi
0
∥∥∂φA∥∥L2(Σ) dφ
)2
.
The significance of the local Chern-Simons functional for theorem 1.5 is in the
fact that the energy of the connection can be expressed by this functional. The
isoperimetric inequality will then provide a control on the rate of decay of the
energy on small neighbourhoods of the singularity. This can be combined with
mean value inequalities as in lemma 1.4 to obtain estimates on the connection
(in a specific gauge) near the singularity. Finally, we will be able to remove the
singularity using a cutoff construction and the compactness result, theorem 1.1.
2This constant is correct for G = SU(2) with 〈 ξ, η 〉 = tr(ξ∗η). For a general Lie group we
can achieve the same constant by scaling the inner product appropriately.
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Note that in our approach all bubbling at the boundary is treated glob-
ally, even if it could be described as an instanton on S4 bubbling off at the
boundary. In fact, the energy quantization result also holds for interior slices
(i.e. {s} × {t} × Σ ⊂ R × intM in a tubular neighbourhood R × [0, ε) × Σ of
R × ∂M). This description of the bubbling phenomena would then require a
removable singularity result for anti-self-dual instantons with a singularity of
codimension 2. An obviously necessary condition for this result is that the limit
holonomy around the singularity vanishes almost everywhere. It was shown by
Sibner-Sibner [Si, Thm 5.2] and Rade [R, Thm 2.1] that this condition is in
fact sufficient. Moreover, the fact that interior bubbling only occurs at isolated
points shows that the holonomy condition is satisfied at interior slices. This
is of little use in our context, so we stick to a pointwise description of interior
bubbling.
However, our techniques for the removal of slice singularities at the boundary
also give rise to an alternative approach to the Sibner-Sibner result for interior
slices. In fact, this approach might lead to a general normal form in terms of the
limit holonomy for finite energy anti-self-dual instantons with a singularity of
codimension 2. (This question was raised by Kronheimer and Mrowka in [KM].)
However, in this paper, we only consider a special case in which we obtain a
largely simplified proof of the removal of singularities. This proof is given in
section 5. In order to state the result we denote by B the standard closed ball
with center 0 and some fixed radius r0 > 0, and we introduce the punctured
ball B∗,
B := Br0(0) ⊂ R
2, B∗ := B \ {0}.
Introducing polar coordinates (r, φ) on B∗ one can write any connection on
B∗ × Σ in the form Ξ = Rdr + Φdφ + A, where A is a family of 1-forms on
Σ. The holonomy condition in [Si] is equivalent to the existence of a gauge in
which ∫ 2pi
0
∥∥Φ(r, φ)∥∥2
L2(Σ)
dφ −→
r→0
0.
We will make the stronger assumption that in fact there is a gauge in a neigh-
bourhood of the singular slice in which Φ ≡ 0.
Remark 1.9 (Removal of singularities for interior slices) [Si, R]
Let Ξ ∈ A(B∗ × Σ) be a smooth anti-self-dual connection with finite energy∫
B∗×Σ |FΞ|
2 < ∞ and suppose that Ξ is gauge equivalent to a connection on
B∗ × Σ with Φ ≡ 0. Then there exists a gauge transformation u ∈ G(B∗ × Σ)
such that u∗Ξ extends to a smooth anti-self-dual connection on B × Σ.
Acknowledgements
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2 Energy quantization
The energy quantization result for anti-self-dual instantons at interior points
could be phrased as follows (in the special case of a Euclidean metric).
Theorem 2.1 There exists a constant ε0 > 0 such that the following holds.
Let B := Br0(0) ⊂ R
4 be the Euclidean 4-ball of radius r0 > 0 and let
Ξν ∈ A(B) be a sequence of anti-self-dual connections. Suppose that
sup
ν
∥∥FΞν∥∥L∞(Bδ(0)) = ∞ ∀δ > 0.
Then after taking a subsequence there exist B ∋ xν → 0 and εν → 0 such that
for all ν ∈ N ∫
Bεν (xν)
∣∣FΞν ∣∣2 > ε0.
This is of course a wellknown result in gauge theory. Here we give a purely
analytic proof that does not use the removable singularity result. This exhibits
a general method for establishing energy quantization whenever one has a (non-
linear) bound on the Laplacian of the energy density, and this implies a mean
value inequality on balls of small energy. In our case, this mean value inequality
will be provided by the following wellknown result (see e.g. [W4]).
Proposition 2.2 For every n ∈ N there exist constants C, µ > 0, and δ > 0
such that the following holds.
Let Rn be equipped with a metric g such that ‖g− 1l‖W 1,∞ ≤ δ. Let Br(0) ⊂
R
n be the geodesic ball of radius 0 < r ≤ 1. Suppose that e ∈ C2(Br(0), [0,∞))
satisfies for some A,B ≥ 0
∆e ≤ Ae +Be
n+2
n and
∫
Br(0)
e < µB−
n
2 .
Then
e(0) ≤ C
(
A
n
2 + r−n
) ∫
Br(0)
e.
Proof of theorem 2.1: By assumption one can find a subsequence and
points B ∋ xν → 0 such that Rν := |FΞν (xν)|
1
2 → ∞. We pick a sequence
εν → 0 such that still ενRν → ∞. Now consider the energy density functions
eν = |FΞν |
2 : B → [0,∞). One can check (see (5) below) that ∆eν ≤ 8(eν)
3
2 .
Let µ > 0 be the constant from the mean value inequality proposition 2.2, then
the theorem holds with ε0 =
µ
64 . Indeed, for all sufficiently large ν ∈ N (such
that Bεν (x
ν) ⊂ B) we either have
∫
Bεν (xν)
eν > ε0, or by means of proposi-
tion 2.2
(Rν)4 = eν(xν) ≤ C(εν)−4
∫
Bεν (xν)
eν
and thus (ενRν)4 ≤ Cε0. Since ε
νRν →∞ the latter can only be true for finitely
many ν ∈ N. ✷
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The proof of theorem 1.2 will run along similar lines. Here the mean value in-
equality (with a boundary condition) will be applied to the functions ‖FΞν‖2L2(Σ)
that are defined on D = Dr0(0) ⊂ H
2. So firstly, we need to show that the as-
sumption in theorem 1.2, i.e. no local uniform bound for the curvature near the
slice {0} × Σ, actually implies a blowup of the above function (the slicewise
L2-norm of the curvature) at 0 ∈ H2. Here remark 1.3 (i) is crucial: It asserts
that in fact there is no local Lp-bound for the curvature near {0} × Σ for any
p > 2. From this stronger assumption (we need p < 3), lemma 2.4 below will
then imply the blowup of ‖FΞν‖
2
L2(Σ).
The underlying analytic facts of this lemma and the whole proof of theo-
rem 1.2 will be mean value inequalities for both ‖FΞν‖2L2(Σ) (on a 2-dimensional
domain with boundary) and |FΞν |2 (on a 4-dimensional domain). So we shall
first calculate the Laplacians and normal derivatives of these functions. For that
purpose we write the connection in the splitting
Ξ = A+Φds+Ψdt,
where A : D → Ω1(Σ, g) and Φ,Ψ : D → Ω0(Σ, g).3 By dA and d∗A we then
denote the families (parametrized by (s, t) ∈ D) of operators on Σ corresponding
to A(s, t). Moreover, we introduce the covariant derivatives
∇s := ∂s + [Φ, ·], ∇t := ∂t + [Ψ, ·].
Now the components of the curvature are FA and
Bs := ∂sA− dAΦ = [∇s, dA],
Bt := ∂tA− dAΨ = [∇t, dA],
∂tΦ− ∂sΨ+ [Ψ,Φ] = [∇t,∇s].
The Bianchi identity dΞFΞ = 0 becomes in this splitting
∇sFA = dABs, ∇tFA = dABt, ∇sBt −∇tBs = dA[∇t,∇s],
and the anti-self-duality equation is
∗Bs = Bt, ∗FA = [∇t,∇s].
Lemma 2.3 There is a constant C (varying continuously with the metric of
normal type in the C2-topology) such that for all solutions Ξ ∈ A(D×Σ) of (2)
∆
∣∣FΞ∣∣2 ≤ C∣∣FΞ∣∣2 + 8∣∣FΞ∣∣3,
∆
∥∥FΞ∥∥2L2(Σ) ≤ C∥∥FΞ∥∥2L2(Σ) − 20〈FA , [Bs ∧Bs] 〉L2(Σ)
≤ C
(
1 +
∥∥FA∥∥L∞(Σ))∥∥FΞ∥∥2L2(Σ),
− ∂
∂t
∣∣
t=0
∥∥FΞ∥∥2L2(Σ) ≤ C∥∥Bs∥∥2L2(Σ) − 4
∫
Σ
〈∇sBs ∧Bs 〉
≤ C
(∥∥Bs∥∥2L2(Σ) + ∥∥Bs∥∥3L2(Σ)).
3Note that this notation differs from [W3], where we wrote A = B + Φds+Ψdt.
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Proof: The anti-self-duality equation together with the Bianchi identity gives
∇sBs +∇tBt = ∗
(
−∇sBt +∇tBs
)
− (∂s∗)Bt + (∂t∗)Bs
= − ∗ dA ∗ FA − (∂s∗)Bt + (∂t∗)Bs.
Using this identity we obtain(
∇2s +∇
2
t
)
Bs
= ∇s
(
−∇tBt − ∗dA ∗ FA − (∂s∗)Bt + (∂t∗)Bs
)
+∇t
(
∇sBt − dA ∗ FA
)
= [∗FA, Bt]− ∗dA ∗ ∇sFA − ∗[Bs, ∗FA]− dA ∗ ∇tFA − [Bt, ∗FA]
− (∂s∗)
(
dA ∗ FA +∇sBt
)
+ (∂t∗)∇sBs − ∗dA(∂s∗)FA − dA(∂t∗)FA
− (∂2s∗)Bt + (∂s∂t∗)Bs
= d∗AdABs + dAd
∗
ABs − 3 ∗ [Bs, ∗FA]− (∂
2
s∗)Bt + (∂s∂t∗)Bs
− (∂s∗)∇tBs + (∂t∗)∇sBs − ∗dA(∂s∗)FA − dA(∂t∗)FA,
(
∇2s +∇
2
t
)
FA = ∇sdABs +∇tdABt
= dA
(
∇sBs +∇tBt
)
+ [Bs ∧Bs] + [Bt ∧Bt]
= dAd
∗
AFA + 2[Bs ∧Bs].
Continuing these calculations leads to the Bochner-Weitzenbo¨ck formula (c.f.
[BL, Thm 3.10]) for anti-self-dual connections
0 =
(
dΞd
∗
Ξ + d
∗
ΞdΞ
)
FΞ = ∇
∗
Ξ∇ΞFΞ + FΞ ◦ (Ric ∧ g + 2R) +R
Ξ(FΞ).
The quadratic term RΞ(FΞ) ∈ Ω2(D × Σ, g) can be expressed with the help of
a local orthonormal frame (e1, . . . , e4) of T(D × Σ) as
RΞ(FΞ)(X,Y ) =
4∑
j=1
{
[FΞ(ej , X), FΞ(ej , Y )]− [FΞ(ej , Y ), FΞ(ej , X)]
}
.
This gives the first estimate
∆
∣∣FΞ∣∣2 = −2∣∣∇ΞFΞ∣∣2 + 2〈FΞ , ∇∗Ξ∇ΞFΞ 〉
≤ −2〈FΞ , FΞ ◦ (Ric ∧ g + 2R) 〉 − 2〈FΞ , R
Ξ(FΞ) 〉 (5)
≤ C
∣∣FΞ∣∣2 + 8∣∣FΞ∣∣3.
Here the constant C depends on the Ricci transform Ric and the scalar curvature
R of the metric g. It can thus be chosen uniform for a C2-neighbourhood of the
fixed metric.
The purpose of the calculations in the beginning is the following identity:
− 14∆
∥∥FΞ∥∥2L2(Σ) = ∥∥∇sFA∥∥2L2 + ∥∥∇tFA∥∥2L2 + ∥∥∇sBs∥∥2L2 + ∥∥∇tBs∥∥2L2
+ 〈FA ,
(
∇2s +∇
2
t
)
FA 〉L2(Σ) + 〈Bs ,
(
∇2s +∇
2
t
)
Bs 〉L2(Σ)
+ 〈 ∗FA , (∂
2
s∗)FA 〉L2(Σ) + 〈 ∗Bs , (∂
2
s∗)Bs 〉L2(Σ)
+ 〈 (∂s∗)FA , ∗∇sFA 〉L2(Σ) + 〈 (∂s∗)Bs , ∗∇sBs 〉L2(Σ)
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=
∥∥∇sBs∥∥2L2(Σ) + ∥∥∇tBs∥∥2L2(Σ) + ∥∥dABs∥∥2L2(Σ) + ∥∥d∗ABs∥∥2L2(Σ)
+
∥∥∇sFA∥∥2L2(Σ) + ∥∥∇tFA∥∥2L2(Σ) + ∥∥d∗AFA∥∥2L2(Σ) + 5〈FA , [Bs ∧Bs] 〉L2(Σ)
− 〈Bs , ∗(∂
2
s∗)Bs + (∂
2
s∗) ∗Bs − (∂s∂t∗)Bs 〉L2(Σ) + 〈 ∗FA , (∂
2
s∗)FA 〉L2(Σ)
+ 〈 (∂s∗)Bs , ∇tBs + ∗∇sBs 〉L2(Σ) − 〈 (∂t∗)Bs , ∇sBs 〉L2(Σ)
+ 2〈dABs , ∗(∂s∗)FA 〉L2(Σ) − 〈d
∗
ABs , (∂t∗)FA 〉L2(Σ).
This yields the second inequality
∆
∥∥FΞ∥∥2L2(Σ) ≤ C(∥∥Bs∥∥2L2(Σ) + ∥∥FA∥∥2L2(Σ))− 20〈FA , [Bs ∧Bs] 〉L2(Σ).
Here the constant C depends on the second derivatives of gs,t and its inverse.
Using the Bianchi identity, the anti-self-duality equation, and in addition the
boundary condition FA
∣∣
t=0
= 0 we obtain for the normal derivative as claimed
− 14
∂
∂t
∣∣
t=0
∥∥FΞ∥∥2L2(Σ) = −(〈FA , ∇tFA 〉L2(Σ) + 〈Bs , ∇tBs 〉L2(Σ))∣∣t=0
= 〈Bs , −∇sBt + dA ∗ FA 〉L2(Σ)
∣∣
t=0
=
∫
Σ
〈Bs ∧
(
∇sBs − ∗(∂s∗)Bs
)
〉
∣∣
t=0
≤
(
C
∥∥Bs∥∥2L2(Σ) −
∫
Σ
〈∇sBs ∧Bs 〉
)∣∣∣
t=0
.
The second estimate for the normal derivative can be checked in any gauge at
a fixed (s0, 0) ∈ D ∩ ∂H2. We choose a gauge with Φ ≡ 0 and hence Bs = ∂sA.
Then for the path Ξ|(·,0)×Σ = A(·, 0) in LY lemma 1.6 (i) provides a path of
extensions A˜ : (s0 − ε, s0 + ε)→ Aflat(Y ) such that ∂sA˜(s0)|Σ = ∂sA(s0, 0) and
‖∂sA˜(s0)‖L3(Y ) ≤ C‖∂sA(s0, 0)‖L2(Σ). Here we fix a smooth path of metrics on
Y that extend the metrics gs,0 on Σ for s ∈ [−r0, r0]. The constant C can then
be chosen uniform for all (s0, 0) ∈ D ∩ ∂H2. So we calculate at s = s0
−
∫
Σ
〈∇sBs ∧Bs 〉 =
∫
∂Y
〈 ∂sA˜ ∧ ∂s∂sA˜ 〉
=
∫
Y
〈dA˜∂sA˜ ∧ ∂
2
s A˜ 〉 −
∫
Y
〈 ∂sA˜ ∧ dA˜∂
2
s A˜ 〉
=
∫
Y
〈 ∂sA˜ ∧ [∂sA˜ ∧ ∂sA˜] 〉
≤ ‖∂sA˜‖
3
L3(Y ) ≤ C
3‖∂sA‖
3
L2(Σ) = C
3‖Bs‖
3
L2(Σ).
Here we have used the fact that FA˜ ≡ 0, so dA˜∂sA˜ = ∂sFA˜ = 0 and
0 = ∂2sFA˜ = dA˜∂
2
s A˜+ [∂sA˜ ∧ ∂sA˜].
✷
The significance of the following lemma is that a uniform bound on the
slicewise L2-norm of the curvature of an anti-self-dual connection implies an
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Lp-bound on the curvature for any p < 3. The specific value of the latter bound
is not relevant here. We only give it for comparison with a similar calculation
in the proof of proposition 2.7.
Lemma 2.4 Fix r0 > 0, let 2 < p < 3, and let m be a C1-compact set of metrics
of normal type on D×Σ. Then there exists a constant Cp such that the following
holds for all 0 < δ ≤ 12r0.
Let Ξ ∈ A(D2δ(0) × Σ) be anti-self-dual with respect to a metric in m and
suppose that for some constant c∥∥FΞ(s, t)∥∥L2(Σ) ≤ c ∀(s, t) ∈ D2δ(0).
Then ∥∥FΞ∥∥Lp(Dδ(0)×Σ) ≤ Cp(δ 4p−1 c+ δ 2p cp− 2p ).
Proof: Fix a metric of normal type on D×Σ. It suffices to prove the estimate
with a uniform constant for all metrics of normal type in a C1-neighbourhood
of the fixed metric. We choose this neighbourhood such that we have a uniform
constant C1 in the estimate from lemma 2.3,
∆
∣∣FΞ∣∣2 ≤ C1∣∣FΞ∣∣2 + 8∣∣FΞ∣∣3.
Next, the normal coordinates at any (s, t, z) ∈ D 1
2 r0
(0) × Σ give a coordinate
chart on BR(s, t, 0, 0) ∩ H4 with R > 0 in which the fixed metric (and hence
all metrics in a sufficiently small neighbourhood) is C1-close to the Euclidean
metric. This R > 0 can be chosen uniform for all (s, t, z) ∈ D 1
2 r0
(0) × Σ such
that the metrics in the coordinates meet the assumption of proposition 2.2. Now
let µ¯ := µ64 where µ > 0 is the constant from the theorem, and assume that
(s, t, z) ∈ Dδ(0)×Σ. One can then apply this mean value inequality to e = |FΞ|2
on Br(s, t, 0, 0) for r = min
(
t, R, c−1
√
µ¯/π
)
. Since∫
Br(s,t,0,0)
∣∣FΞ∣∣2 ≤
∫
Br(s,t)
∥∥FΞ∥∥2L2(Σ) ≤ π r2c2 ≤ µ¯
we obtain with a uniform constant C for all (s, t, z) ∈ Dδ(0)× Σ∣∣FΞ(s, t, z)∣∣2 ≤ Cr−4
∫
Br(s,t,0,0)
∣∣FΞ∣∣2 ≤ Cπc2min(t, R, c−1√µ¯/π )−2.
(Here we have used the fact that r ≤ R, so C1
2 + r−4 ≤ Cr−4 with a uniform
constant depending on R.) This pointwise control of FΞ combines with the
bound on ‖FΞ(s, t)‖L2(Σ) to yield for 2 < p < 3∥∥FΞ∥∥pLp(Dδ(0)×Σ) ≤
∫
Dδ(0)
∥∥FΞ∥∥p−2L∞(Σ)∥∥FΞ∥∥2L2(Σ)dsdt
≤ δc2
∫ δ
0
(Cπc2)
p−2
2
(
t2−p +min
(
R, c−1
√
µ¯/π
)2−p)
dt
≤ (Cπ)
p−2
2 δcp
(
1
3−pδ
3−p + δR2−p + δcp−2
(
µ¯
pi
) 2−p
2
)
≤ Cp
p
(
δ4−p cp + δ2 c2p−2
)
. ✷
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Note that the assumption p < 3 is crucial in this estimate. So a pointwise
blowup of the curvature is not enough to deduce a blowup of ‖FΞ‖L2(Σ). As
a consequence, it is essential that the compactness result [W3, Thm B] for
solutions of (2) with an Lp-bound on the curvature was established for 2 < p ≤ 4
(as well as for the easier case p > 4). These results put us in the following
position near any slice of the boundary: There either is a local Lp-bound with
2 < p < 3 for the curvature (and hence a convergent subsequence up to gauge)
or a blowup of the functions ‖FΞν‖2L2(Σ) : D → [0,∞).
If one now tries to mimic the proof of theorem 2.1, one firstly needs the
following mean value inequality for the Laplacian with Neumann boundary con-
dition, a proof of which can be found in [W4].
Proposition 2.5 There exist constants C, µ > 0 such that the following holds.
Let Dr(y) ⊂ H2 be a Euclidean ball of radius r > 0 and center y ∈ H2
intersected with the half space. Suppose that e ∈ C2(Dr(y), [0,∞)) satisfies for
some constants A,B ≥ 0{
∆e ≤ Be,
− ∂
∂t
∣∣
∂H2
e ≤ A
(
e+ e
3
2
)
,
and
∫
Dr(y)
e < µA−2.
Then
e(y) ≤ C
(
B +A2 + r−2
) ∫
Dr(y)
e.
Another ingredient in our proof of energy quantization is the Hofer trick,
[HZ, 6.4 Lemma 5], which we state here for convenience.
Lemma 2.6 (Hofer trick) Let f : X → [0,∞) be continuous on the complete
metric space X. Then for every x0 ∈ X and ε0 > 0 there exist x ∈ B2ε0(x0) ⊂ X
and 0 < ε ≤ ε0 such that εf(x) ≥ ε0f(x0) and f(y) ≤ 2f(x) for all y ∈ Bε(x).
The assumptions of proposition 2.5 will be verified by lemma 2.3. Firstly,
the estimate for the normal derivative at the boundary, − ∂
∂t
∣∣
t=0
eν , results from
lemma 1.6 (i), i.e. from a (linear) extension of tangent vectors to LY to 1-forms
on Y . Secondly, one should note that the term 〈FA , [Bs ∧ Bs] 〉L2(Σ) in the
expression for ∆‖FΞ‖2L2(Σ) in lemma 2.3 is not yet in a form that can be con-
trolled by any power of ‖FΞ‖2L2(Σ) as required above. This is the central analytic
problem of the bubbling analysis. It is overcome by the following proposition
which shows that ‖FA‖L∞(Σ) is essentially bounded by ‖FΞ‖
2
L2(Σ).
If this bound was not true, then one would roughly find a pointwise blowup
of the FA-component of the curvature while the energy goes to zero. A lo-
cal rescaling would then lead to a nonflat limit connection in contradiction to
the vanishing of the energy. The nontrivial limit is obtained only when the
blowup is mainly in the FA-component of the curvature. This is since after the
local rescaling one has C0-convergence only for FA (which satisfies a Dirichlet
boundary condition) and not for Bs (for which the global Lagrangian boundary
condition is lost). We will first state this result and show how it leads to a proof
of theorem 1.2, and then give its actual proof.
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Recall that the boundary value problem (2) is the anti-self-duality equation
together with a Lagrangian boundary condition in the space of flat connections
over Σ. For the proposition below, it would actually suffice to assume only the
flat boundary condition FΞ|(s,0)×Σ = 0 in (2).
Proposition 2.7
(i) Let Ξν ∈ A(D × Σ) be a sequence of solutions of (2) such that for some
1
2r0 ≥ δ > 0
sup
ν
sup
(s,t)∈D2δ
∥∥FΞν (s, t)∥∥L2(Σ) <∞.
Then
sup
ν
sup
(s,t)∈Dδ
∥∥FAν (s, t)∥∥L∞(Σ) <∞.
(ii) For every C3-compact set m of metrics of normal type on D×Σ and every
∆ > 0 there exists a constant C such that the following holds:
Let Ξν ∈ A(D×Σ) be a sequence of solutions of (2) with respect to metrics
gν ∈ m. Suppose that (sν , tν) ∈ D 1
2 r0
, εν → 0, and Rν → ∞ such that
ενRν ≥ ∆ > 0 for all ν ∈ N and∥∥FΞν (s, t)∥∥L2(Σ) ≤ Rν ∀(s, t) ∈ D2εν (sν , tν).
Then for all sufficiently large ν ∈ N∥∥FAν (s, t)∥∥L∞(Σ) ≤ C(Rν)2 ∀(s, t) ∈ Dεν (sν , tν).
Proof of theorem 1.2:
Let m be a C3-compact set of metrics of normal type on D × Σ and consider a
sequence Ξν ∈ A(D×Σ) of solutions of (2) with respect to metrics gν ∈ m. We
suppose that for some 2 < p < 3 there is no local Lp-bound on the curvature near
{0}×Σ. By lemma 2.4 one then finds a subsequence (still denoted (Ξν)ν∈N) and
D ∋ (s¯ν , t¯ν)→ 0 such that R¯ν := ‖FΞν (s¯
ν , t¯ν)‖L2(Σ) →∞. We pick ε¯
ν → 0 such
that still ε¯νR¯ν →∞. The Hofer trick, lemma 2.6, then yields D ∋ (sν , tν)→ 0
and εν → 0 such that ‖FΞν (sν , tν)‖L2(Σ) = R
ν with ενRν →∞ and∥∥FΞν (s, t)∥∥L2(Σ) ≤ 2Rν ∀(s, t) ∈ D2εν (sν , tν).
Next, proposition 2.7 (ii) asserts that for all ν ≥ ν0∥∥FAν (s, t)∥∥L∞(Σ) ≤ C(Rν)2 ∀(s, t) ∈ Dεν (sν , tν).
Here and in the following C denotes any uniform constant. Now consider the
functions eν = ‖FΞν‖2 : D → [0,∞). Use lemma 2.3 and the above bound to
see that these satisfy on Dεν (s
ν , tν)
∆eν ≤ Ceν − 20〈FAν , [B
ν
s ∧B
ν
s ] 〉L2(Σ) ≤ C
(
1 + (Rν)2
)
eν .
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For the normal derivative we obtain from lemma 2.3 with a uniform constant A
− ∂
∂t
∣∣
t=0
eν ≤ Ceν − 4
∫
Σ
〈∇sB
ν
s ∧B
ν
s 〉 ≤ A
(
eν + (eν)
3
2
)
.
Next, let µ > 0 be the constant from the mean value inequality proposition 2.5.
Now if ν ≥ ν0 and ∫
Dεν (sν ,tν)
eν ≤ µA−2 (6)
then this proposition asserts that
(Rν)2 = eν(sν , tν) ≤ C
(
(Rν)2 + (εν)−2 + 1
) ∫
Dεν (sν ,tν)
eν .
From this it would follow that∫
Dεν (sν ,tν)
eν ≥ C−1
(
1 + (ενRν)−2 + (Rν)−2
)−1
.
Hence for all ν ≥ ν0 we must either have (6) violated or this inequality holds
true. Now for sufficiently large ν the right hand side is bounded below by 12C
−1,
thus in any case∫
Dεν (sν ,tν)×Σ
∣∣FΞν ∣∣2 > min(12C−1, µC−2) =: ε0.
✷
The proof of proposition 2.7 is based on the following boundary regularity
result for anti-self-dual instantons on the half space with slicewise flat boundary
conditions. These will arise from a local rescaling construction.
Here we use the coordinates (x, y, s, t) with t ≥ 0 on H4, and as before we
write connections Ξ ∈ A(H4) in the splitting Ξ = A + Φds + Ψdt. Note that
under the assumptions of the following lemma (with any p > 2), the strong
Uhlenbeck compactness for anti-self-dual connections (e.g. [W1, Thm E]) im-
mediately implies the C∞-convergence of a subsequence of connections (in a
suitable gauge) in the interior, away from ∂H4. The slicewise flat boundary
conditions are not quite enough to also obtain this convergence at the bound-
ary, however we still obtain some partial regularity results for this boundary
value problem. These provide the C0-convergence of the curvature component
FA, that vanishes on the boundary.
Lemma 2.8 Let p > 83 and let D1(0) ⊂ H
4 be the unit half ball of radius 1.
Let gν be a sequence of metrics on D1(0) that converges to the Euclidean metric
in the C3-norm. Let Ξν ∈ A1,p(D1(0)) be a sequence of anti-self-dual connec-
tions with respect to the metrics gν and that satisfy flat boundary conditions,
FAν |t=0 ≡ 0. Suppose that
lim
ν→∞
∥∥FΞν∥∥Lp(D1(0)) = 0.
Then there exists a subsequence such that
lim
ν→∞
∥∥FAν∥∥L∞(D 1
2
(0))
= 0.
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Proof: Let U ⊂ H4 be a compact submanifold with smooth boundary obtained
from D 3
4
(0) by ’rounding off the edge’ at ∂H4, so D 1
2
(0) ⊂ U ⊂ D1(0). (More
precisely, Uhlenbeck’s gauge theorem below requires that the domain U is dif-
feomorphic to a ball; to obtain uniform constants, it should moreover be starlike
w.r.t. 0.) Let a sequence of connections Ξν as above be given. For sufficiently
large ν the metrics gν on U are all sufficiently C2-close to the Euclidean met-
ric so that the Uhlenbeck gauge for Ξν |U exists with uniform constants: The
energy
∫
U
|FΞν |2 becomes arbitrarily small for large ν, so by [U2, Thm 1.3] or
[W1, Thm 6.3] these connections can be put into a gauge (again denoted by
Ξν ∈ A1,p(U)) such that d∗Ξν = 0 and ∗Ξν |∂U = 0. This gauge also gives a
uniform bound ‖Ξν‖W 1,p(U) ≤ CUh‖FΞν‖Lp(U) ≤ C.
We now have to follow through the higher regularity arguments in the
proof of [W3, Thm 2.6] to find a uniform bound on FAν in the Ho¨lder norm
C0,λ(D 1
2
(0)) for some λ > 0. This will finish the proof since the embedding
C0,λ →֒ C0 is compact, so this would imply C0-convergence for a subsequence.
The limit can only be 0 since that was already the Lp-limit on D1(0).
Firstly note that the metrics on U are all C3-close, so [W3, Thm 2.6] allows
for uniform estimates up to the third derivatives of the connections.4 Since
2 < p < 3 we are dealing with ’Boundary case II’ in the proof of this theorem.
We choose d > 12 such that Qd := [−d, d]× [0, d]× Bd ⊂ U , where Bd ⊂ R
2
is the Euclidean ball centered at 0. We moreover drop the superscript ν. Then
the connections Ξ = A + Φds + Ψdt with A : [−d, d] × [0, d] → Ω1(Bd; g) and
Φ,Ψ : [−d, d] × [0, d] → Ω0(Bd; g) solve the following boundary value problem
analogous to [W3, (12)].5 Here Qd is equipped with the metric ds
2+dt2 + gs,t,
and we shall write d, d∗ and ∇ for the families of operators on Bd with respect
to the metrics gs,t. Note that due to the localization we only retain the flat
boundary condition.

d∗A = ∂sΦ+ ∂tΨ,
∗FA = ∂tΦ− ∂sΨ+ [Ψ,Φ],
∂sA+ ∗∂tA = dAΦ+ ∗dAΨ,
Ψ(s, 0) = 0 ∀s ∈ [−d, d],
FA(s, 0) = 0 ∀s ∈ [−d, d].
(7)
Firstly, this combines to Laplace equations on Φ and Ψ (see (8) below) with a
Dirichlet boundary condition for Ψ and an inhomogeneous Neumann condition
for Φ,
∂tΦ|t=0 = ∂sΨ− [Ψ,Φ].
By e.g. [W3, Prop 2.7] this yieldsW 2,q-bounds for Φ and Ψ on Qd with a slightly
smaller d > 12 . Due to nonlinearities in the lower order terms, these bounds hold
only for q = 4p8−p (i.e. when W
1,p ·Lp →֒ Lq). However, we have assumed p > 83
so that q > 2 and thus W 2,q(Qd) embeds into C0(Qd).
4The original theorem requires C5-bounds, but C3-bounds suffice when the metrics are
already given in the appropriate coordinates (that otherwise are determined by the metrics).
5Note that B is replaced by A and we use the reference connection A0 = 0.
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Next, one has W 1,q-bounds on d∗A and dA as in [W3, (13)]. These lead
to a bound on ∇A ∈ W 1,q(Qd) (again for slightly smaller d >
1
2 ), see [W3,
Lemma 2.9]. In particular, A is bounded in W 1,q([−d, d] × [0, d],W 1,q(Bd)),
which embeds into C0(Qd). Thus we have obtained C0-bounds on the whole
connection Ξ. Using these in the nonlinear terms and going through the previous
two steps again yields bounds on Φ,Ψ ∈ W 2,p(Qd) and ∇A ∈ W 1,p(Qd) (with
slightly smaller d > 12 ). In order to obtain bounds for third derivatives of Φ and
Ψ we calculate
∆Φ = ∂s
(
∂tΨ− d
∗A
)
+ ∂t
(
[Φ,Ψ]− ∂sΨ− ∗FA
)
+ d∗
(
∂sA+ ∗∂tA+ ∗dAΨ− [A,Φ]
)
(8)
= ∂t
(
[Φ,Ψ]− ∗[A ∧ A]
)
− d∗[A,Φ]− ∗d[A,Ψ] + l.o. .
Here we have disregarded all lower order terms that arise from derivatives of the
metric. From this one obtains an Lq-bound on ∆∇Φ. Indeed, the crucial terms
are ∗[A ∧ ∇∂tA] and ∗[∇A ∧ ∂tA], where in both cases the first factor is W 1,p-
bounded and the second factor is Lp-bounded. The analogous calculation also
works for Ψ, so with the boundary conditions as before we obtain (for smaller
d > 0) bounds on ∇Φ,∇Ψ ∈ W 2,q(Qd). In particular this gives bounds for Φ
and Ψ in W 2,q([−d, d] × [0, d],W 1,q(Bd)), and thus ∗FA = ∂tΦ − ∂sΨ + [Ψ,Φ]
is bounded in W 1,q([−d, d] × [0, d],W 1,q(Bd)). Now finally, there is a continu-
ous embedding of W 1,q (on a 2-dimensional domain with values in any Banach
space) into the Ho¨lder space C0,2λ with some λ > 0, so the above space embeds
into C0,2λ([−d, d] × [0, d], C0,2λ(Bd)), which in turn embeds continuously into
C0,λ(Qd). Thus we obtain the claimed uniform bounds on FAν ∈ C0,λ(Qd). ✷
Proof of proposition 2.7: (i) and (ii) are proven by the same contradiction.
If (ii) was not true, then one would have a C3-compact set m of metrics
of normal type on D × Σ and ∆ > 0 with the following significance. For all
k ∈ N there is a sequence Ξνk ∈ A(D × Σ) of solutions of (2) with respect to
metrics gνk ∈ m, moreover (s¯
ν
k, t¯
ν
k) ∈ D 12 r0 , ε
ν
k → 0, and R
ν
k → ∞ such that
ενkR
ν
k ≥ ∆ > 0 and ∥∥FΞν
k
(s, t)
∥∥
L2(Σ)
≤ Rνk ∀(s, t) ∈ D2ενk(s¯
ν
k, t¯
ν
k).
But for every k ∈ N and ν0 ∈ N there would exist ν ≥ ν0, (sk, tk) ∈ Dεν
k
(s¯νk, t¯
ν
k),
and zk ∈ Σ such that ∣∣FAν
k
(sk, tk, zk)
∣∣ > k(Rνk)2.
For each k ∈ N we choose ν0 such that ενk ≤
1
k
and Rνk ≥ k for all ν ≥ ν0. Then
from a subsequence of a diagonal sequence one obtains solutions Ξk ∈ A(D×Σ)
of (2) w.r.t. a C3-convergent sequence of metrics gk → g∞; εk → 0 and Rk →∞
such that εkRk ≥ ∆; (sk, tk) → (s∞, t∞) ∈ D 1
2 r0
, Σ ∋ zk → z, and Ck → ∞
such that ∣∣FAk(sk, tk, zk)∣∣ ≥ (CkRk)2.
Since Dεν
k
(sk, tk) ⊂ D2εν
k
(s¯νk, t¯
ν
k) one also obtains the bound∥∥FΞk(s, t)∥∥L2(Σ) ≤ Rk ∀(s, t) ∈ Dεk(sk, tk).
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If (i) was not true, then one would find a sequence Ξν ∈ A(D × Σ) solv-
ing (2), constants C, 0 < δ ≤ 12r0, and (s
ν , tν , zν) ∈ Dδ(0) × Σ such that
|FAν (sν , tν , zν)| → ∞ but for all ν ∈ N
sup
(s,t)∈D2δ(0)
∥∥FΞν (s, t)∥∥L2(Σ) ≤ C.
For a subsequence we can assume that (sν , tν , zν)→ (s∞, t∞, z∞) ∈ D 1
2 r0
× Σ.
We set Rν = Cν := |FAν (s
ν , tν , zν)|
1
4 → ∞ and εν := min
(
(Rν)−1, δ
)
→ 0.
Then one has C ≤ Rν , ενRν ≥ 1 =: ∆, and Dεν (sν , tν) ⊂ D2δ(0) for all
sufficiently large ν ∈ N. That way, we have constructed the same sequences as
for (ii), to which we shall find a contradiction:
• Solutions Ξν ∈ A(D × Σ) of (2) with respect to C3-convergent metrics
gν → g∞, constants εν → 0, Rν →∞ with ενRν ≥ ∆ > 0, and Cν →∞,
and points (sν , tν , zν)→ (s∞, t∞, z∞) ∈ D 1
2 r0
× Σ such that
sup
(s,t)∈Dεν (sν ,tν)
∥∥FΞν (s, t)∥∥L2(Σ) ≤ Rν , ∣∣FAν (sν , tν , zν)∣∣ ≥ (CνRν)2.
Firstly suppose that lim supν t
νRν ≥ d > 0. In that case choose d > 0 even
smaller so δ ≤ ∆, then 0 < rν := d(Rν)−1 ≤ εν and rν ≤ tν for a suitable
subsequence. Now the geodesic ball Brν (s
ν , tν , zν) with respect to gν is entirely
contained in D × Σ, and for sufficiently large ν it will be small enough to lie
within a normal coordinate chart around (s∞, t∞, z∞) for the metric g∞. In
this coordinate chart all metrics gν for large ν will be sufficiently C1-close to
the Euclidean metric for proposition 2.2 to apply with uniform constants µ > 0
and C. Next, lemma 2.3 gives a uniform constant C1 such that
∆
∣∣FΞν ∣∣2 ≤ C1∣∣FΞν ∣∣2 + 8∣∣FΞν ∣∣3. (9)
Let µ¯ := µ64 and choose d ≤
√
µ¯/π then∫
Brν (sν ,tν ,zν)
∣∣FΞν ∣∣2 ≤ π(rν )2(Rν)2 ≤ µ¯.
So proposition 2.2 implies
(
CνRν
)4
≤
∣∣FΞν (sν , tν , zν)∣∣2 ≤ C(C12 + (rν )−4)
∫
Brν (sν ,tν ,zν)
∣∣FΞν ∣∣2.
Putting in above estimate of the energy and rνRν = d > 0 then leads to the
contradiction(
Cν
)4
≤ Cµ¯
(
C1
2
(
Rν
)−4
+ d−4
)
−→
ν→∞
Cµ¯d−4 < ∞.
The second and crucial case is tνRν → 0. We choose ∆ ≥ d > 0 and set
rν := d(Rν)−1 ≤ εν such that 13r
ν ≥ tν for sufficiently large ν. Now for all
(s, t) ∈ D 1
3 r
ν (sν , tν) we have t ≤ tν + 13r
ν ≤ 23r
ν , hence Bt(s, t) ⊂ Dεν (s
ν , tν),
and thus for all z ∈ Σ
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∫
Bt(s,t,z)
∣∣FΞν ∣∣2 ≤ πt2(Rν)2 ≤ 49πd2.
As in the first case one can choose ν sufficiently large such that for all z ∈ Σ
the above balls Bt(s, t, z) ⊂ Dεν (s
ν , tν)×Σ lie within a normal coordinate chart
around (s∞, t∞, z) for the metric g∞. Again, for large ν all metrics gν in these
coordinates will be sufficiently C1-close to the Euclidean metric, so that (9) holds
with a uniform constant C1 and proposition 2.2 applies with uniform constants
µ > 0 and C. We choose d > 0 sufficiently small so that 49πd
2 ≤ µ64 , then
proposition 2.2 implies that for all (s, t, z) ∈ D 1
3 r
ν (sν , tν)× Σ
∣∣FΞν (s, t, z)∣∣2 ≤ C(C12 + t−4)
∫
Bt(s,t,z)
∣∣FΞν ∣∣2 ≤ Cπ(1 + t−2)(Rν)2.
Note here that C1t ≤ C1(rν + tν) ≤ 1 for sufficiently large ν. With the above
pointwise control of the curvature we can interpolate similar to lemma 2.4 to
find for any fixed 2 < p < 3 and for all r ≤ 13r
ν∫
Dr(sν ,tν)×Σ
∣∣FΞν ∣∣p ≤
∫
Dr(sν ,tν)
∥∥FΞν∥∥p−2L∞(Σ)∥∥FΞν∥∥2L2(Σ)
≤ C
(
Rν
)p ∫
Dr(sν ,tν)
(
1 + t2−p
)
≤ C
(
Rν
)p(
πr2 + 2r3−p (t
ν + r)3−p
)
≤ C
(
Rν
)p
(tν + r)4−p
Here C denotes any uniform constant (depending on the choice of p). Next, re-
call that |FAν (s
ν , tν , zν)| ≥ (CνRν)2 and ενCνRν ≥ ∆Cν →∞. So by the usual
local rescaling we can define connections Ξ˜ν on increasingly large 4-balls (inter-
sected with half spaces) BενCνRν (0) ∩ {t ≥ −tνCνRν} ⊂ R4. We use normal
coordinates for g∞ near (s∞, t∞, z∞) and write R4 = {(s, t, z)
∣∣ s, t ∈ R, z ∈ R2},
then these connections are defined by
Ξ˜ν(s, t, z) := Ξν
(
(sν , tν , zν) + 1
CνRν
(s, t, z)
)
.
They satisfy the boundary condition FA˜ν |t=−tνCνRν = 0, and they are anti-
self-dual with respect to the metrics g˜ν(s, t, z) := gν((sν , tν , zν)+ 1
CνRν
(s, t, z)).
Note that the coordinates were chosen such that on bounded domains the metric
g˜∞ (rescaled by CνRν) converges to the Euclidean metric in any Ck-norm. Thus
for large ν the metrics g˜ν become arbitrarily C3-close to the Euclidean metric.
Moreover, this construction is such that |FA˜ν (0)| ≥ 1 for all ν. On the other
hand for all ρ > 0 we have ρ(CνRν)−1 ≤ 13r
ν for sufficiently large ν and thus
∥∥FΞ˜ν∥∥pLp(Bρ(0)∩{t≥−tνCνRν}) = (CνRν)4−2p
∫
D
ρ(CνRν )−1 (s
ν ,tν ,zν)
∣∣FΞν ∣∣p
≤ C
(
CνRν
)4−2p(
Rν
)p
(tν + ρ(CνRν)−1)4−p
≤ C
(
Cν
)4−2p
(tνRν + ρ(Cν)−1)4−p (10)
−→
ν→∞
0.
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If lim supν t
νCνRν > 0, then we can choose a subsequence and ρ > 0 such that
FΞ˜ν is defined on Bρ(0) for all ν. Then the above estimate shows that |FΞ˜ν | → 0
in the Lp-norm on Bρ(0) Due to the strong Uhlenbeck compactness for anti-self-
dual connections (see e.g. [W1, Thm E]) one can find a subsequence and gauge
transformations (which do not affect the norm of the curvature) such that this
convergence is actually in the C0-topology. This contradicts |FA˜ν (0)| ≥ 1.
If τν := tνCνRν → 0 then we need lemma 2.8 to obtain this contradiction.
We shift the connections Ξ˜ν and metrics g˜ν by τν in the t-direction so they are
defined on DενCνRν (0, τ
ν , 0). In particular, for sufficiently large ν, they are all
defined on D1(0). Now the Ξ˜
ν satisfy flat boundary conditions at t = 0, and
they are anti-self-dual with respect to the shifted metrics g˜ν . Since the shifts
τν converge to 0, we moreover preserve the C3-convergence of the metrics g˜ν
to the Euclidean metric. By this shift we have |FA˜ν (0, t
ν , 0)| ≥ 1. Moreover,
choose any 83 < p < 3, then we have
∥∥FΞ˜ν∥∥Lp(D1(0)) → 0 since for ν sufficiently
largeD1(0) ⊂ D2(0, τν , 0), and the latter is the domain in (10) after the shifting.
Now lemma 2.8 asserts that in fact FA˜ν converges to 0 in the C
0-norm on D 1
2
(0).
This however contradicts the fact that |FA˜ν (z
ν)| ≥ 1 for zν = (0, tν , 0)→ 0. ✷
3 Extension of connections in LY
This section is devoted to the proof of lemma 1.6, that is to extension con-
structions that relate connections in the Lagrangian LY on Σ = ∂Y to flat
connections on Y . Throughout Y is a handle body with boundary ∂Y = Σ a
Riemann surface of genus g. We moreover fix some p > 2. The Lagrangian
LY ⊂ A0,p(Σ) as introduced in [W2, Lemma 4.6] is given by
LY = clLp
{
A ∈ Aflat(Σ)
∣∣ ∃A˜ ∈ Aflat(Y ) : A˜|Σ = A}
=
{
u∗(A|Σ)
∣∣A ∈ Aflat(Y ), u ∈ G1,p(Σ)}
=
{
A ∈ A0,pflat(Σ)
∣∣ ρz(A) ∈ Hom(π1(Y, z), g) ⊂ Hom(π1(Σ, z),G)}.
The space A0,pflat(Σ) of weakly flat L
p-connections was introduced in [W2, Sec.3].
If we fix any z ∈ Σ, then every weakly flat connection is gauge equivalent to a
smooth connection via a gauge transformation in the based gauge group
G1,pz (Σ) =
{
u ∈ G1,p(Σ)
∣∣ u(z) = 1l}.
Thus the based holonomy ρz is welldefined on A
0,p
flat(Σ) by first going to a smooth
gauge and then calculating the holonomy along fixed generators of π1(Σ, z). We
moreover recall from [W2] that LY is a Banach submanifold of A0,p(Σ), and
it is Lagrangian with respect to the symplectic form ω(α, β) =
∫
Σ〈α ∧ β 〉 in
the sense that TALY ⊂ Lp(Σ,T∗Σ ⊗ g) is a maximal isotropic subspace for
all A ∈ LY . Finally, LY has the structure of a G1,pz (Σ)-bundle over the g-fold
product G× · · · ×G ∼= Hom(π1(Y, z),G),
G1,pz (Σ) →֒ LY
ρz
−→ Gg.
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We will fix a bundle atlas by specifying local sections over a finite cover of Gg.
For that purpose we choose loops α1, β1, . . . , αg, βg ⊂ Σ disjoint from z that
represent the standard generators of π1(Σ) such that α1, . . . , αg generate π1(Y )
and the only nonzero intersections are αi∩βi. One can then modify the αi such
that they run through z and coincide in a neighbourhood of z but still do not
intersect the βj for j 6= i.
The based holonomy ρz : LY → Gg ∼= Hom(π1(Y, z),G) is now given by the
g holonomies holαi : LY → G for the paths αi starting and ending at z.
Next, we choose spanning discs of the βi that are pairwise disjoint and inter-
sect ∂Y in βi only. Their tubular neighbourhoods provide orientation preserving
diffeomorphisms ψi : [0, 1] × D → Zi (with D ⊂ R2 the unit disc) to disjoint
neighbourhoods Zi ⊂ Y of the spanning discs. They can be chosen such that
αi ∩Zj = ∅ for i 6= j and such that ψi : [0, 1]× {y}
∼
→ αi ∩Zi for some y ∈ ∂D.
We then fix the induced orientation for the αi.
α3
Z3
α1
α2
Z1 Z2
z
Choose ∆ > 0 less than the injectivity radius of exp : g → G and fix a
function τ ∈ C∞([0, 1], [0, 1]) with τ |[0, 14 ] ≡ 0 and τ |[ 34 ,1] ≡ 1. Now given any
fixed Θ0 = (θ01 , . . . , θ
0
g) ∈ G
g we choose smooth paths γ0i : [0, 1] → G with
γ0i |[0, 14 ] ≡ 1l and γ
0
i |[ 34 ,1] ≡ θ
−1
i . Let B∆(Θ
0) ⊂ Gg be the closed exponential
ball around Θ0. Then for every Θ = (θi) ∈ B∆(Θ0) we have local gauge
transformations vi ∈ G(Zi) given by vi(ψi(t, x)) = (γ0i (t) exp(τ(t)ξi))
−1, where
ξi = exp
−1((θ0i )
−1θi) ∈ B∆(0) ⊂ g. Note that vi ≡ 1l and vi ≡ θ
−1
i near the two
boundary components of Zi ⊂ Y . These local gauge transformations can be used
to define a local section of LY , that is a smooth map Ξ : B∆(Θ0) → Aflat(Y )
such that ρz(Ξ(Θ)|Σ) = Θ,
Ξ(Θ) =
{
v−1i dvi ; on Zi,
0 ; on Y \
⋃g
i=1 Zi.
(11)
We now fix Θ0j ∈ G
g for j = 1, . . . , N such that the domains B 1
2∆
(Θ0j) already
cover all of Gg. This gives rise to a bundle atlas for LY given by the charts
G1,pz (Σ)×B∆(Θ
0
j) −→ LY
(u,Θ) 7−→ u∗Ξj(Θ)|Σ.
(12)
Next, we can find tubular neighbourhoods α˜i : [−1, 1]× [0, 1] →֒ Σ of the loops
αi = α˜i(0, ·) that again coincide near z for all i = 1, . . . , g. Then these are
a family of loops based at α˜i(τ, 0) = α˜i(τ, 1) = z(τ) for some i-independent
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smooth path z : [−1, 1]→ Σ \
⋃
Zi. As before, the intersection α˜i(τ, ·)∩Zj will
be empty for i 6= j, and for i = j it is ψi([0, 1]× {y(τ)} for some y(τ) ∈ ∂D.
Note that for the special connections Ξ(Θ) ∈ Aflat(Y ) as in (11) the holono-
mies holα˜i(τ)(Ξ(Θ)) = holαi(Ξ(Θ)) are independent of τ ∈ [−1, 1]. For other
connections, the variation of the paths α˜i(τ, ·) along τ ∈ [−1, 1] allows to control
the holonomy by the connections in the L1-topology.
Lemma 3.1 There exists a constant C such that the following holds.
(i) For all smooth paths A : (−ε, ε)→ A(Σ) there exists τ ∈ [−1, 1] such that
with θ = holα˜i(τ)(A(0)) for all i = 1, . . . , g∣∣∂s|s=0holα˜i(τ)(A(s))∣∣TθG ≤ C‖∂sA(0)‖L1(Σ).
(ii) For all A0, A1 ∈ A(Σ) there exists τ ∈ [−1, 1] such that for all i = 1, . . . , g
distG
(
holα˜i(τ)(A0) , holα˜i(τ)(A1)
)
≤ C‖A0 −A1‖L1(Σ).
Proof: Starting with the proof of (ii) we recall that for every i = 1, . . . , g and
all τ ∈ [−1, 1] the holonomies holα˜i(τ)(Aj) = uj(1) ∈ G for j = 0, 1 are given by
the solutions uj : [0, 1]→ G of
u˙ju
−1
j = −α˜i(τ)
∗Aj with uj(0) = 1l.
Note that for fixed i = 1, . . . , g and τ ∈ [−1, 1]
∂t
(
u−10 u1
)
= −u−10 u˙0u
−1
0 u1 + u
−1
0 u˙1 = u
−1
0 α˜i(τ)
∗(A0 −A1)u1.
Hence
distG
(
holα˜i(τ)(A0) , holα˜i(τ)(A1)
)
= distG
(
1l , u0(1)
−1u1(1)
)
≤
∫ 1
0
∣∣∂t(u0(t)−1u1(t))∣∣dt
≤
∫ 1
0
∣∣α˜i(τ)∗(A0 −A1)∣∣dt.
Next, for every i = 1, . . . , g there exists a set Vi ⊂ [−1, 1] of measure |Vi| ≥ 2−
1
g
such that for all τ ∈ Vi∫ 1
0
∣∣α˜i(τ)∗(A0 −A1)∣∣ dt ≤ g
∫ 1
−1
∫ 1
0
∣∣α˜i(τ)∗(A0 −A1)∣∣ dt dτ
≤ C
∫
α˜i
|A0 −A1| ≤ C‖A0 −A1‖L1(Σ).
Here the constant C only depends on the embeddings α˜i. Now the claim (ii)
is true for all τ ∈
⋂g
i=1 Vi, which is nonempty. In case (i) we similarly find
τ ∈ [−1, 1] such that∫ 1
0
∣∣α˜i(τ)∗(∂sA(0))∣∣ dt ≤ C‖∂sA(0)‖L1(Σ).
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Now with θ = holα˜i(τ)(A(0)) we obtain as above∣∣∂s|s=0holα˜i(τ)(A(s))∣∣TθG = lims→0 |s|−1distG(holα˜i(τ)(A(0)) , holα˜i(τ)(A(s)))
≤ lim
s→0
∫ 1
0
∣∣∣∣α˜i(τ)∗
(
A(0)−A(s)
s
)∣∣∣∣dt
=
∫ 1
0
∣∣α˜i(τ)∗∂sA(0)∣∣ dt.
✷
Now consider the extension problems in lemma 1.6. Given connections in
LY , the above lemma provides a control of the holonomies based at some point
z(τ). This point can vary in a neighbourhood of z ∈ Σ. However, for any such
basepoint, the sections (11) will provide flat connections on Y with the holonomy
of the given connections on Σ. So on ∂Y = Σ, these connections only differ by
a gauge transformation. Thus we require the following extension construction
for gauge transformations. Here and in the following dΣΞ for Ξ ∈ A(Y ) denotes
the exterior derivative on A(Σ) associated with the connection Ξ|Σ.
Lemma 3.2 There is a constant C such that the following holds for any con-
nection Ξ = Ξj(Θ) ∈ Aflat(Y ), Θ ∈ B∆(Θ0j) in the finitely many sections (11).
(i) For all ξ ∈ C∞(Σ, g) there exists ξ˜ ∈ C∞(Y, g) such that ξ˜|∂Y = ξ and∥∥dΞξ˜∥∥L3(Y ) ≤ C‖dΣΞξ‖L2(Σ).
(ii) For all u ∈ G(Σ) there exists u˜ ∈ G(Y ) such that u˜|∂Y = u and∥∥u˜∗Ξ− Ξ∥∥
L3(Y )
≤ C‖u∗Ξ|Σ − Ξ|Σ‖L2(Σ).
For (ii) note that a smooth map Σ→ G can always be extended to Y → G
since by assumption π1(G) = 0 (so extensions to discs in Y with boundary in Σ
exist), and for general Lie groups π2(G) = 0 (so these extensions can be matched
up). We will moreover use the following quantitative result with N = G and
thus ℓ = 2, where the Sobolev spaces of maps into N ⊂ Rk are understood as
W 1,q(Ω, N) =
{
u ∈W 1,q(Ω,Rk)
∣∣ ∀′x ∈ Ω : u(x) ∈ N}.
Theorem 3.3 [HnL] Let N ⊂ Rk be a smooth connected compact Riemannian
manifold with πi(N) = 0 for all i = 1, . . . , ℓ. Then the following holds for all
1 < q < ℓ+ 2. Let Ω ⊂ Rm be an open, bounded domain with piecewise smooth
boundary. Then there exists a constant C such that for any u ∈W 1−
1
q
,q(∂Ω, N)
there exists u˜ ∈W 1,q(Ω, N) with u˜|∂Ω = u such that
‖du˜‖Lq(Ω) ≤ C‖u‖
W
1− 1
q
,q
(∂Ω)
.
In particular, if Ω is simply connected and if we fix 1 < q¯ ≤ q and 1 < p¯ ≤ p
such that p ≥ m−1
m
q, p¯ ≥ m−1
m
q¯, then there is a constant C such that for any
u ∈ W 1,p(∂Ω, N) there exists u˜ ∈ W 1,q(Ω, N) with u˜|∂Ω = u such that
‖du˜‖Lq¯(Ω) ≤ C‖du‖Lp¯(∂Ω).
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The first part is [HnL, Thm 2.1], and the second part is an easy consequence:
One has W 1,p(∂Ω) →֒ W 1−
1
q
,q(∂Ω) and the trace W 2,q¯
∗
(Ω) →֒ W 1,p¯
∗
(∂Ω) by
e.g. [A, Thms 7.8, 5.22]. If Ω is simply connected, then the operator (d, d∗, ·|∂Ω)
is injective, so as in the proof of lemma 3.2 (i) one finds for all α ∈ Ω1(Ω)
‖α‖Lq¯(Ω) ≤ C
(
‖dα‖(W 1,q¯∗ (Ω))∗ + ‖d
∗α‖(W 1,q¯∗ (Ω))∗ + ‖α|∂Ω‖Lp¯(∂Ω)
)
.
The proof in [HnL] uses the solution v ∈W 1,q(Ω,Rk) of d∗dv = 0 with v|∂Ω = u,
for which in this case ‖dv‖Lq¯(Ω) ≤ C‖du‖Lp¯(∂Ω). Variation of a ’centre’ of a re-
traction to N then gives u˜ ∈ W 1,q(Ω, N) with ‖du˜‖Lq(Ω) ≤ C‖dv‖Lq(Ω). This
centre a ∈ Rk can be found to simultaneously yield the same estimate for q¯.
Proof of lemma 3.2:
For (i) we determine ξ˜ ∈ C∞(Y, g) by solving the Dirichlet problem
d∗ΞdΞξ˜ = 0, ξ˜|∂Y = ξ.
The operator (d∗ΞdΞ, ·|∂Y ) on W
2,2(Y, g) is a compact perturbation of the stan-
dard Dirichlet operator (∆, ·|∂Y ), so it is a Fredholm operator of index 0. It
is surjective since its kernel equals ker(dΞ, ·|∂Y ) = {0}, where a solution of
dΞη = 0 is uniquely determined by its value at any one point via integration
along paths. For ξ ∈ C∞(Σ, g) the smoothness of the solution ξ˜ follows from
elliptic regularity.
The estimate for dΞξ˜ will be provided by the following Hodge type estimate:
There exists a constant C, independent of Ξ, such that for all α ∈ Ω1(Y, g).
‖α‖L3(Y ) ≤ C
(
‖dΞα‖
L
3
2 (Y )
+ ‖d∗Ξα‖L
3
2 (Y )
+ ‖α|∂Y ‖L2(Σ)
)
. (13)
If we put in α = dΞξ˜, then dΞdΞξ˜ = 0 since Ξ is flat and d
∗
ΞdΞξ˜ = 0 by
construction. So it remains to establish (13). If we consider the normal and
tangential components of the 1-forms on Y separately, then this estimate deals
with the operator d∗ΞdΞ with Dirichlet boundary conditions for the tangential
components. From d∗Ξα one also has a Neumann boundary condition for the
normal component in terms of the tangential components. So a combination of
Dirichlet estimates for the tangential components and a Neumann estimate for
the normal component will imply (13).
More precisely, one can use [W1, Thm 5.3] to obtain W 1,
3
2 -estimates for
α(X), where X ∈ Γ(TY ) is either tangential to ∂Y (in which case one uses test
functions φ ∈ C∞(Y, g) with φ|∂Y = 0), or X is normal to ∂Y (and one uses test
functions with ∂
∂ν
φ|∂Y = 0). In both cases one then has the following estimates,
where the constant C depends on Ξ. Firstly, the boundary term vanishes in∣∣∣∣
∫
Y
〈α , dLXφ 〉
∣∣∣∣ =
∣∣∣∣
∫
Y
〈d∗Ξα , LXφ 〉+
∫
Y
〈 ∗[Ξ ∧ ∗α] , LXφ 〉+
∫
∂Y
〈 ∗α , LXφ 〉
∣∣∣∣
≤ C
(
‖d∗Ξα‖L
3
2 (Y )
+ ‖α‖
(W 1,
3
2 (Y ))∗
)
‖φ‖
W
2, 3
2 (Y )
.
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This also uses the Sobolev inequality ‖φ‖W 1,3(Y ) ≤ C‖φ‖
W
2, 3
2 (Y )
. Secondly, one
can use the Sobolev embedding W 2,
3
2 (Y ) →֒W 1,2(∂Y ) (see [A, 5.22]) to obtain∣∣∣∣
∫
Y
〈α , d∗(iXg ∧ dφ) 〉
∣∣∣∣
=
∣∣∣∣
∫
Y
〈dΞα , iXg ∧ dφ 〉 −
∫
Y
〈 [Ξ ∧ α] , iXg ∧ dφ 〉 −
∫
∂Y
〈α ∧ ∗(iXg ∧ dφ) 〉
∣∣∣∣
≤ C
(
‖dΞα‖
L
3
2 (Y )
+ ‖α‖
(W 1,
3
2 (Y ))∗
+ ‖α|∂Y ‖L2(Σ)
)
‖φ‖
W
2, 3
2 (Y )
.
These two estimates can be considered as weak Laplace equations on α(X) with
inhomogenous Dirichlet or Neumann boundary conditions respectively. The
according estimates sum up to
‖α‖L3(Y ) ≤ C
(
‖dΞα‖
L
3
2 (Y )
+ ‖d∗Ξα‖L
3
2 (Y )
+ ‖α|∂Y ‖L2(Σ) + ‖α‖(W 1,
3
2 (Y ))∗
)
.
Finally, the last term can be dropped since the embedding L3(Y ) →֒ (W 1,
3
2 (Y ))∗
is the dual of a compact Sobolev embedding, and the operator (dΞ, d
∗
Ξ, ·|∂Y ) is
injective. To see the latter consider an element α ∈ Ω1(Y, g) of the kernel. We
can write it as α = dΞη for some η ∈ C∞(Y, g) with η|∂Y = 0. 6 Then d∗ΞdΞη = 0
with η|∂Y = 0 implies α = dΞη = 0 by partial integration. Thus (13) holds for
every Ξ ∈ Aflat(Y ).
The constant in (13) depends continuously on Ξ with respect to the L∞-
norm. It can be chosen uniform since we only consider smooth connections Ξ
that are parametrized by a finite number of compact sets B∆(Θ
0
j) ⊂ G
g.
In (ii) we need to extend u : ∂Y → G to u˜ : Y → G. Our construction
will make use of theorem 3.3, where we fix an embedding G ⊂ Rk and some
2 < p < 83 . We recall the diffeomorphisms ψi : [0, 1]×D → Zi ⊂ Y and denote
D(τ) := ψi(τ,D) ⊂ Y with the orientation induced by ψi. By construction the
connection Ξ vanishes over D(τ) for all τ ∈ [ 34 , 1]. So given any u ∈ G(Σ) we
find τi ∈ [
3
4 , 1] for every i = 1, . . . , g such that∫
∂D
|ψi(τi)
∗du|2 ≤ 4
∫
[ 34 ,1]×∂D
|ψ∗i du|
2 = 4
∫
[ 34 ,1]×∂D
∣∣ψ∗i (u∗Ξ− Ξ)∣∣2.
Since the ψi are fixed we then have with a uniform constant C for all i = 1, . . . , g
‖du‖L2(∂D(τi)) ≤ C‖u
∗Ξ|Σ − Ξ|Σ‖L2(Σ).
Now theorem 3.3 on Ω = D(τi) ⊂ R2 with q = p > 2 as fixed and q¯ = p¯ = 2
gives u˜i ∈ W 1,p(D(τi),G) with u˜i|∂D(τi) = u|∂D(τi) and
‖du˜i‖L2(D(τi)) ≤ C‖u
∗Ξ|Σ − Ξ|Σ‖L2(Σ).
6Since FΞ = 0 and dΞα = 0 this is true on simply connected subsets of Y . We can moreover
prescribe η|∂Y = 0 since α|∂Y = 0. Now Y can be covered with simply connected domains
whose intersections are connected and meet ∂Y . (The 1-skeleton of Y can be pushed to ∂Y .)
So if η and η′ are each determined on one of these domains, then they have to match up on
the intersection. This is since dΞ(η − η
′) = 0 with η = η′ at one point only has the trivial
solution η = η′.
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Next, fix an embedding Y ⊂ R3 and cut Y open to obtain the simply connected
open manifold Yτ¯ = int(Y ) \
⋃g
i=1D(τi). For any choice of τ¯ = (τi) ∈ [
3
4 , 1]
g
this is diffeomorphic to the standard domain int(Y ) \
⋃
Zi ⊂ R3 with a uniform
bound on every given derivative. Thus we can apply theorem 3.3 with a uniform
constant to all these domains. Their piecewise smooth boundary then is
∂Yτ¯ = Στ¯ ∪
g⋃
i=1
D(τi) ∪
g⋃
i=1
D¯(τi) with Στ¯ = Σ \
g⋃
i=1
∂D(τi).
Here D(τi) is the boundary component attached to ψi([0, τi)×D) ⊂ Yτ¯ , whereas
D¯(τi) with the reversed orientation is attached to Yτ¯ \ψi([0, τi)×D). Now recall
that Ξ|Zi = v
−1
i dvi, where vi is smooth on Zi = ψi([0, 1] × D) and satisfies
vi|ψi([0, 12 ]×D) ≡ 1l and vi|D(τi) ≡ θ
−1
i ∈ G. So we can write Ξ|Yτ¯ = v
−1dv,
where v ∈ C∞(Yτ¯ ,G) is given by v = vi on ψi([0, τi) × D) and v ≡ 1l on the
complement. With this we define
w :=


v u v−1 ; on Στ¯
u˜i ; on D¯(τi)
θ−1i u˜i θi ; on D(τi)
∈ W 1,p(Yτ¯ ,G).
This gauge transformation is chosen such that on Στ¯
w−1dw = v u−1v−1dv u v−1 + v u−1du v−1 − v v−1dv v−1 = v(u∗Ξ− Ξ)v−1.
So we can apply theorem 3.3 on Yτ¯ →֒ R3 with q =
3
2p, p¯ = 3, and q¯ = 2 to
obtain w˜ ∈W 1,
3
2p(Yτ¯ ,G) such that w˜|∂Yτ¯ = w and
‖dw˜‖L3(Yτ¯ ) ≤ C‖dw‖L2(∂Yτ¯ )
≤ C
(
‖u∗Ξ− Ξ‖L2(Στ¯ ) + ‖du˜i‖L2(D(τi)) + ‖θ
−1
i du˜iθi‖L2(D(τi))
)
≤ C‖u∗Ξ|Σ − Ξ|Σ‖L2(Σ).
Now u˜ := v−1w˜ v ∈W 1,
3
2 (Yτ¯ ,G) satisfies u˜|Στ¯ = u|Στ¯ and u˜|D(τi) = u˜i = u˜D¯(τi),
so it matches up to u˜ ∈W 1,
3
2 (Y,G). Also,(
u˜∗Ξ− Ξ
)∣∣
Yτ¯
= v∗w˜∗(v−1)∗v−1dv − v−1dv = v−1w˜−1dw˜ v,
and hence
‖u˜∗Ξ− Ξ‖L3(Y ) = ‖dw˜‖L3(Yτ¯ ) ≤ C‖u
∗Ξ|Σ − Ξ|Σ‖L2(Σ).
Finally, we need a smooth approximation of u˜ that so far is only continuous.
In case ‖u∗Ξ|Σ − Ξ|Σ‖L2(Σ) = 0 we have du˜ = u˜Ξ − Ξu˜, where Ξ is smooth,
so automatically u˜ ∈ G(Y ). Otherwise we can find a smooth approximation
u¯ ∈ G(Y ) of the map u˜ ∈ W 1,
3
2p(Y,G) ⊂ C0(Y,G) with fixed boundary values7
7Pick any extension v ∈ C∞(Y,G) of u˜|∂Y . Then u˜−v ∈W
1, 3
2
p(Y,Rk) has zero boundary
values and thus can be approximated by w ∈ C∞
0
(Y,Rk). Now v +w ∈ C∞(Y,Rk) is C0-close
to u˜ and already identic to it on ∂Y . So a projection from a neighbourhood of G ⊂ Rk to G
composed with v +w yields the required approximation.
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u¯|∂Y = u˜|∂Y = u and ‖u¯ − u˜‖
W
1, 3
2
p(Y,Rk)
≤ min(1 , ‖u∗Ξ|Σ − Ξ|Σ‖L2(Σ)). This
is an approximation in W 1,3(Y ) as well as C0(Y ). So we introduce the notation
dΞu˜ = u˜(u˜
∗Ξ− Ξ) = du˜+ Ξu˜− u˜Ξ to estimate
‖u¯∗Ξ− Ξ‖L3(Y )
≤ ‖u˜∗Ξ− Ξ‖L3(Y ) +
∥∥u¯−1(dΞu¯− dΞu˜)∥∥L3(Y ) + ∥∥(u¯−1 − u˜−1)dΞu˜‖L3(Y )
≤ C‖u∗Ξ|Σ − Ξ|Σ‖L2(Σ).
The constant C again depends on Ξ ∈ A0,3(Y ), but since this only varies in a
compact set, it can be chosen uniform.
✷
Proof of lemma 1.6 (i):
For a given smooth path A : (−ε, ε)→ LY ∩A(Σ) let Θ = (θi) ∈ C∞((−ε, ε),Gg)
be given by θi(s) = holα˜i(τ)(A(s)). We pick τ ∈ [−1, 1] as in lemma 3.1 (i), so∣∣∂sΘ(0)∣∣TΘ(0)Gg ≤ C‖∂sA(0)‖L1(Σ).
We can also pick one of the fixed Θ0j ∈ G
g with Θ(s) ∈ B∆(Θ0j ) for all s ∈ (−ε, ε)
for some smaller ε > 0. (Note that it suffices to construct A˜(s) ∈ Aflat(Y ) for a
neighbourhood of s = 0. Then we can arbitrarily extend it to a larger interval.)
Now we can use the chart (12) with z = z(τ) to write A(s) = u(s)∗Ξj(Θ(s))|Σ
with a smooth path u : (−ε, ε)→ Gz(Σ). So we have
∂sA(0) = u(0)
−1
(
TΞ0Ξj(∂sΘ(0))
∣∣
Σ
+ dΣΞ0ξ
)
u(0)
with ξ = ∂su(0)u(0)
−1 ∈ C∞z (Σ, g) and Ξ0 = Ξj(Θ(0)). Here the operators
TΞ0Ξj |Σ : TB∆(Θ
0
j)→ L
2(Σ,T∗Σ⊗ g) bounded, and we can choose a uniform
constant on all of B∆(Θ
0
j) for all j = 1, . . . , N . So we have with another uniform
constant C∥∥dΣΞ0ξ∥∥L2Σ ≤ ∥∥∂sA(0)∥∥L2Σ + ∥∥TΞ0Ξj |Σ∥∥∣∣∂sΘ(0)∣∣TΘ(0)Gg ≤ C∥∥∂sA(0)∥∥L2Σ.
Next, lemma 3.2 provides u˜0 ∈ G(Y ) with u˜0|∂Y = u and ξ˜ ∈ C∞(Y, g) such
that ξ˜|∂Y = ξ and
‖dΞ0 ξ˜‖L3(Y ) ≤ C‖d
Σ
Ξ0ξ‖L2(Σ).
If we now define A˜ : (−ε, ε)→ Aflat(Y ) by A˜(s) = (exp(sξ˜) u˜0)∗Ξj(Θ(s)), then
indeed ∂sA˜(0)|∂Y = ∂sA(0) and
‖∂sA˜(0)‖L3(Y ) =
∥∥u˜−10 (TΞ0Ξj(∂sΘ(0)) + dΞ0 ξ˜) u˜0∥∥L3(Y )
≤
∥∥TΞ0Ξj∥∥|∂sΘ(0)|+ ‖dΞ0 ξ˜‖L3(Y ) ≤ C‖∂sA(0)‖L2(Σ).
Here we have moreover chosen a uniform constant of continuity for the operators
TΞ0Ξj : TB∆(Θ
0
j) → L
3(Y,T∗Y ⊗ g) on the compact domains B∆(Θ
0
j) for all
j = 1, . . . , N . ✷
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Proof of lemma 1.6 (ii):
Let A0, A1 ∈ LY ∩ A(Σ) be given. We will prove the lemma by construction,
assuming that A0 = Ξj(Φ
0)|Σ for some Φ0 = (φ0i ) ∈ B 12∆(Θ
0
j ).
In general, we have u0 ∈ G(Σ) such that A0 = u∗0Ξj(Φ
0)|Σ. The construc-
tion below then gives extensions A˜0, A˜1 ∈ Aflat(Y ) of (u
−1
0 )
∗A0 and (u
−1
0 )
∗A1.
Moreover, lemma 3.1 provides u˜0 ∈ G(Y ) such that u˜0|∂Y = u0. Then u˜∗0A˜0
and u˜∗0A˜1 are extensions of A0 and A1, and the estimate on A˜0− A˜1 also yields∥∥u˜∗0A˜0 − u˜∗0A˜1∥∥L3(Y ) = ‖A˜0 − A˜1‖L3(Y )
≤ CY
∥∥(u−10 )∗A0 − (u−10 )∗A1∥∥L2(Σ) = CY ‖A0 −A1‖L2(Σ).
So from now on suppose that A0 = Ξj(Φ
0)|Σ. Then we already have the exten-
sion A˜0 := Ξj(Φ
0) ∈ Aflat(Y ). Note that holα˜i(τ)(A0) = φ
0
i for all τ ∈ [−1, 1].
Lemma 3.1 (ii) then provides τ ∈ [−1, 1] such that for all i = 1, . . . , g
distG
(
φ0i , holα˜i(τ)(A1)
)
≤ C‖A0 −A1‖L1(Σ).
If ‖A0 −A1‖L1(Σ) ≤
∆
2C then this implies Φ := (holα˜i(τ)(A1))i=1,...,g ∈ B∆(Θ
0
j).
In that case we have found a flat connection A˜ := Ξj(Φ) on Y whose holonomies
(based at z(τ)) coincide with those of A1, and
‖A˜0 − A˜‖L3(Y ) + ‖A0 − A˜|Σ‖L2(Σ)
=
∥∥Ξj(Φ0)− Ξj(Φ)∥∥L3(Y ) + ∥∥(Ξj(Φ0)− Ξj(Φ))|Σ∥∥L2(Y )
≤ C distGg
(
Φ0 , Φ
)
≤ C‖A0 −A1‖L1(Σ). (14)
Here and in the following, all uniform constants are denoted by C. We have in
particular used the fact that the sections Ξj and Ξj |Σ are smooth on a compact
set, so they are Lipschitz continuous with uniform constants.
In case ‖A0 − A1‖L1(Σ) ≥
∆
2C we also use the sections (11) to find a flat
connection A˜ := Ξj′ (Φ) on Y with the same holonomies (based at z(τ)) as A1.
The sections are uniformly bounded in L3(Y ) and L2(Σ) since they are smooth
over a union of compact sets. Hence there is a uniform constant C¯ such that
‖A˜0−A˜‖L3(Y )+‖A0−A˜|Σ‖L2(Σ) ≤ C¯, and thus (14) again holds with C =
2CC¯
∆ .
For the two flat connections A1 and A˜|Σ with coinciding holonomies one
then finds a gauge transformation u ∈ G(Σ) such that u∗A˜|Σ = A1. Now by
lemma 3.2 (ii) there exists an extension u˜ ∈ G(Y ) with u˜|Σ = u and such that∥∥u˜∗A˜− A˜∥∥
L3(Y )
≤ C‖u∗A˜|Σ − A˜|Σ‖L2(Σ)
≤ C
(
‖A1 −A0‖L2(Σ) + ‖A0 − A˜|Σ‖L2(Σ)
)
≤ C‖A1 −A0‖L2(Σ).
So if we put A˜1 := u˜
∗A˜ ∈ Aflat(Y ), then indeed A˜1|∂Y = A1 and∥∥A˜1 − A˜0∥∥L3(Y ) ≤ ∥∥u˜∗A˜− A˜∥∥L3(Y ) + ∥∥A˜− A˜0∥∥L3(Y ) ≤ C‖A1 −A0‖L2(Σ).
✷
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4 Isoperimetric inequalities
The aim of this section is to firstly introduce the local Chern-Simons functional
and prove the isoperimetric inequality, lemma 1.8. Secondly, we will show how
the Chern-Simons functional is related to the energy of solutions of the boundary
value problem (2). This relation will yield a control of the energy that will be
the key to the removal of singularities in the next section.
The usual Chern-Simons functional on a closed 3-manifold M is
CS(Ξ) = 12
∫
M
〈Ξ ∧
(
FΞ −
1
6 [Ξ ∧ Ξ]
)
〉 ∀Ξ ∈ A(M).
It is not gauge invariant, but its change CS(Ξ) − CS(u∗Ξ) = 4π2deg(u) is de-
termined by the degree of the gauge transformation u ∈ G(M). The negative
gradient flow lines of CS are the anti-self-dual connections on R×M . This can
be seen from the fact that the differential dΞCS : Ω
1(M ; g) → R is given by
α 7→
∫
M
〈α ∧ FΞ 〉.
If M is a manifold with boundary, then this 1-form is not closed – its dif-
ferential is the natural symplectic structure on Ω1(∂M ; g), c.f. [Sa]. So it is
natural to impose Lagrangian boundary conditions Ξ|∂M ∈ L. On this subset
of connections, the above 1-form is closed. However it is only the differential of
a multi-valued functional. If the Lagrangian is LY , given by the flat connections
on a handle body Y restricted to the boundary ∂Y = Σ, then this multi-valued
Chern-Simons functional can be represented as follows. Given Ξ ∈ A(M) with
Ξ|∂M ∈ LY one can find Ξ˜ ∈ Aflat(Y ) with Ξ˜|∂Y = Ξ|∂M and use this to define
CSLY (Ξ) =
1
2
∫
M
〈Ξ ∧
(
FΞ −
1
6 [Ξ ∧ Ξ]
)
〉+ 112
∫
Y
〈 Ξ˜ ∧ [Ξ˜ ∧ Ξ˜] 〉.
This is the actual Chern-Simons functional on the closed manifold M ∪Σ Y¯
(where Y¯ has the reversed orientation) of the connection given by Ξ and Ξ˜ on
the two parts. It is welldefined only up to multiples of 4π2 due to the choice of
different extensions Ξ˜ of Ξ|∂M . A change of this extension corresponds to the
action of a gauge transformation on M ∪Σ Y¯ that is trivial on M . (The gauge
equivalence class of a flat connection on Y is fixed by its holonomies on ∂Y .)
Our energy identities below deal with connections Ξ ∈ A([0, π] × Σ) with
boundary values Ξ|φ=0,Ξ|φ=pi ∈ LY . These can be put into the special gauge
Ξ = A with A : [0, π] → A(Σ). So equivalently to CSLY (Ξ), we can define the
local Chern-Simons functional for smooth paths A : [0, π] → A(Σ) with
endpoints A(0), A(π) ∈ LY (that will actually be welldefined for short paths):
CS(A) = − 12
∫ pi
0
∫
Σ
〈A ∧ ∂φA 〉dφ (15)
− 112
∫
Y
〈 A˜(0) ∧ [A˜(0) ∧ A˜(0)] 〉+ 112
∫
Y
〈 A˜(π) ∧ [A˜(π) ∧ A˜(π)] 〉,
where A˜(0), A˜(π) ∈ Aflat(Y ) such that A˜(0)|∂Y = A(0), A˜(π)|∂Y = A(π), and
‖A˜(0)− A˜(π)‖L3(Y ) ≤ CY ‖A(0)−A(π)‖L2(Σ). (16)
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Here CY is the constant from lemma 1.6 (ii), which ensures the existence of the
extensions A˜(0) and A˜(π). This CS(A) equals the above CSLY (Ξ) in the special
gauge. So a priori it is defined only up to multiples of 4π2 due to the freedom
in the choice of the extensions A˜(0), A˜(π). However, we will see below that for
sufficiently small
∫ pi
0 ‖∂φA‖L2(Σ) this Chern-Simons functional is welldefined, i.e.
any choice of extensions A˜(π), A˜(0) that satisfies (16) will give the same value
for CS(A).
Proof of lemma 1.8 : Let A : [0, π] → A(Σ) be a smooth path with
A(0), A(π) ∈ LY and
∫ pi
0
‖∂φA‖L2(Σ) ≤ ε, where ε > 0 will be fixed later on.
Consider any flat connections A˜(0), A˜(π) ∈ Aflat(Y ) such that A˜(0)|∂Y = A(0),
A˜(π)|∂Y = A(π), and (16) holds. With these we calculate∫ pi
0
∫
Σ
〈A ∧ ∂φA 〉dφ
=
∫ pi
0
∫
Σ
〈
(
A(0) +
∫ φ
0 ∂φA(θ) dθ
)
∧ ∂φA(φ) 〉dφ
=
∫ pi
0
∫ φ
0
∫
Σ
〈 ∂φA(θ) ∧ ∂φA(φ) 〉dθ dφ+
∫
Σ
〈A(0) ∧ A(π) 〉 − 〈A(0) ∧ A(0) 〉
=
∫ pi
0
∫ φ
0
∫
Σ
〈 ∂φA(θ) ∧ ∂φA(φ) 〉dθ dφ+
∫
Y
〈dA˜(0) ∧ A˜(π) 〉 − 〈 A˜(0) ∧ dA˜(π) 〉
Now use the fact that FA˜(0) = FA˜(pi) = 0 and choose ε ≤
6
C3
Y
to obtain
CS(A) = − 12
∫ pi
0
∫ φ
0
∫
Σ
〈 ∂φA(θ) ∧ ∂φA(φ) 〉dθ dφ
+ 14
∫
Y
〈 [A˜(0) ∧ A˜(0)] ∧ A˜(π) 〉 − 〈 A˜(0) ∧ [A˜(π) ∧ A˜(π)] 〉
− 112
∫
Y
〈 [A˜(0) ∧ A˜(0)] ∧ A˜(0) 〉 − 〈 [A˜(π) ∧ A˜(π)] ∧ A˜(π) 〉
= − 12
∫ pi
0
∫ φ
0
∫
Σ
〈 ∂φA(θ) ∧ ∂φA(φ) 〉dθ dφ
− 112
∫
Y
〈
[
(A˜(0)− A˜(π)) ∧ (A˜(0)− A˜(π))
]
∧
(
A˜(0)− A˜(π)
)
〉
⇒
∣∣CS(A)∣∣ ≤ 12
(∫ pi
0
∥∥∂φA∥∥L2(Σ) dφ
)2
+ 112
(∥∥A˜(0)− A˜(π)∥∥
L3(Y )
)3
≤
(
1
2 +
C3Y
12
∥∥A(0)−A(π)∥∥
L2(Σ)
)(∫ pi
0
∥∥∂φA∥∥L2(Σ) dφ
)2
≤
(∫ pi
0
∥∥∂φA∥∥L2(Σ) dφ
)2
≤ ε2.
If we choose ε > 0 small enough, then this implies that our choice of extensions
will always yield values CS(A) ∈ [−π2, π2]. As seen before, CS(A) is the usual
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Chern-Simons functional on the closed 3-manifold Y¯ ∪{pi}×Σ [0, π]×Σ∪{0}×Σ Y
of the connection given by A˜(π), A, and A˜(0) on the different parts. If we change
the extensions A˜(0) and A˜(π), then this corresponds to changing the connection
on the closed manifold by one gauge transformation (that is nontrivial only in
the interior of Y and Y¯ ). Hence the Chern-Simons functional will change by
a multiple (the degree of the gauge transformation) of 4π2. This cannot lead
to another value in the interval [−π2, π2], hence the value of CS(A) is uniquely
determined by the condition (16) on the extensions. ✷
The Chern-Simons functional is the starting point for the removal of singu-
larities in theorem 1.5 and remark 1.9. In both cases, the energy on a neigh-
bourhood of the singularity can be expressed by the Chern-Simons functional
(of the connection on the boundary of this neighbourhood in a certain gauge).
This will yield a control on the energy near the singularity. In the interior case,
remark 1.9, we fix the radius r0 > 0 and a metric of normal type on B×Σ. We
use the following notation for circles and punctured balls centered at 0,
Sr := ∂Br, B
∗
r := Br(0) \ {0} ⊂ R
2, B∗ := B∗r0 .
We then consider a connection Ξ ∈ A(B∗ × Σ) that is anti-self-dual,
∗FΞ + FΞ = 0. (17)
Using polar coordinates r ∈ (0, r0], φ ∈ [0, 2π] on B∗ we assume as in remark 1.9
that the connection is in the gauge Ξ = A + Rdr with no dφ-component and
A : D → Ω1(Σ, g), R : D → Ω0(Σ, g). Then (17) then identifies the curvature
components
∗FA = r
−1∂φR , ∗
(
∂rA− dAR
)
= r−1∂φA.
Hence for 0 < ρ ≤ r0 the energy of the connection on B∗ρ × Σ is
E(ρ) := 12
∫
B∗ρ×Σ
|FΞ|
2 =
∫ ρ
0
∫ 2pi
0
(
‖FA‖
2
L2(Σ) + r
−2‖∂φA‖
2
L2(Σ)
)
r dφdr. (18)
We shall see in lemma 4.1 (i) that in this gauge the Chern-Simons functional on
Sr × Σ equals the energy E(r), which leads to a decay estimate for the energy.
In the boundary case, theorem 1.5, we fix a radius r0 > 0 and a metric of
normal type on D × Σ, and we denote the punctured half balls by
D∗r := Br(0) \ {0} ∩ H
2, D∗ := D∗r0 .
We consider a connection Ξ ∈ A(D∗×Σ) that solves the boundary value problem{
∗FΞ + FΞ = 0,
Ξ|(s,0)×Σ ∈ LY ∀s ∈ [−r0, 0) ∪ (0, r0].
(19)
Using polar coordinates r ∈ (0, r0], φ ∈ [0, π] on D
∗ we can always choose a
gauge Ξ = A+Rdr with no dφ-component. Then the energy function is
E(ρ) := 12
∫
D∗ρ×Σ
|FΞ|
2 =
∫ ρ
0
∫ pi
0
(
‖FA‖
2
L2(Σ) + r
−2‖∂φA‖
2
L2(Σ)
)
r dφdr. (20)
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We shall see that for sufficiently small ρ > 0 this energy equals the local Chern-
Simons functional CS(A(ρ, ·)), and this yields a decay estimate for the energy.
Lemma 4.1
(i) Let Ξ ∈ A(B∗ × Σ) satisfy (17) and E(r0) <∞, and suppose that it is in
the gauge Ξ = A+Rdr with Φ ≡ 0. Then for all r ≤ r0
E(r) = −CS(Ξ|Sr×Σ) ≤
1
2
(∫ 2pi
0
∥∥∂φA(r, φ)∥∥L2(Σ) dφ
)2
≤ πr E˙(r)
and hence E(r) ≤ Cr2β with β = 12pi > 0 and some constant C.
(ii) Let Ξ ∈ A(D∗ × Σ) satisfy (19) and E(r0) <∞, and suppose that it is in
the gauge Ξ = A + Rdr with Φ ≡ 0. Then there exists 0 < r1 ≤ r0 such
that for all r ≤ r1
E(r) = −CS(A(r, ·)) ≤
(∫ pi
0
∥∥∂φA(r, φ)∥∥L2(Σ) dφ
)2
≤ πr E˙(r)
and hence E(r) ≤ Cr2β with β = 12pi > 0 and some constant C.
Note that for every connection on B∗×Σ (and similarly forD∗×Σ) with finite
energy the decay of the energy E(r)→ 0 as r → 0 is automatic: The assumption
E(r0) <∞ just means that the limit
1
2
∫
(Br0\Br)×Σ
|FΞ|2 = E(r0)−E(r)→ E(r0)
exists as r → 0. Now this lemma allows to control the rate of decay of E(r) for
anti-self-dual connections or solutions of the boundary value problem (19).
The proof of lemma 4.1 will make use of lemma 5.4, which implies that∫
r2‖FΞ(r, φ)‖
2
L2(Σ) dφ ≤ C E(2r) −→
r→0
0.
For any smooth connection with finite energy there always exists a sequence
ri → 0 for which the above integral converges to zero. This suffices for the proof
of lemma 4.1 (i), but in case (ii) we need this control for all sufficiently small
r > 0 in order to be able to use the local Chern-Simons functional. Lemma 4.1
will only be used for the proof of theorem 1.5 and remark 1.9 and does not affect
the other results in section 5, so we can indeed use lemma 5.4 in its proof.
Proof of lemma 4.1: We start with the interior case (i). Let 0 < ρ ≤ r0,
then by assumption E(ρ) ≤ E(r0) is finite, i.e. it exists as the limit
E(ρ) = lim
δ→0
1
2
∫
(Bρ\Bδ)×Σ
|FΞ|
2.
Due to the anti-self-duality of FΞ we can rewrite
1
2
∫
(Bρ\Bδ)×Σ
|FΞ|
2 = − 12
∫
(Bρ\Bδ)×Σ
〈FΞ ∧ FΞ 〉
= − 12
∫
(Bρ\Bδ)×Σ
d 〈Ξ ∧
(
FΞ −
1
6 [Ξ ∧ Ξ]
)
〉
= −CS(Ξ|Sρ×Σ) + CS(Ξ|Sδ×Σ).
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Here the Chern-Simons functional on Sr×Σ for r = ρ and r = δ is not gauge in-
variant but changes by multiples of 4π2 under gauge transformations of nonzero
degree. However, the special gauge Ξ|Sr×Σ = A(r, ·) : [0, 2π]→ A(Σ) fixes these
values, and we obtain
CS(Ξ|Sr×Σ) = −
1
2
∫ 2pi
0
∫
Σ
〈A ∧ ∂φA 〉dφ
= − 12
∫ 2pi
0
∫
Σ
〈
(
A(r, 0) +
∫ φ
0
∂φA(r, θ) dθ
)
∧ ∂φA(r, φ) 〉dφ
= − 12
∫ 2pi
0
∫ φ
0
∫
Σ
〈 ∂φA(r, θ) ∧ ∂φA(r, φ) 〉dθ dφ.
Hence for all 0 < r ≤ r0
2
∣∣CS(Ξ|Sr×Σ)∣∣ ≤
(∫ 2pi
0
∥∥∂φA(r, φ)∥∥L2(Σ) dφ
)2
≤ π
∫ 2pi
0
∥∥∂φA(ρ, φ)∥∥2L2(Σ) dφ ≤ 12π
∫ 2pi
0
ρ2
∥∥FΞ(ρ, φ)∥∥2L2(Σ) dφ.
Now we know by lemma 5.4 that the last expression (and thus also the length
of the path A(r, ·) ∈ A0,2(Σ) ) goes to zero as r→ 0. Thus we obtain
E(ρ) = −CS(Ξ|Sρ×Σ) ≤
1
2π
∫ 2pi
0
ρ2
∥∥FΞ(ρ, φ)∥∥2L2(Σ) dφ = πρ E˙(ρ),
⇒ ln E(r) ≤ ln E(r0)−
∫ r0
r
(πρ)−1dρ = ln E(r0)−
1
pi
ln r0 +
1
pi
ln r. (21)
Hence we have E(r) ≤ Cr2β with β = 12pi > 0, which proves (i).
In (ii) we also have for all 0 < ρ ≤ r1 (where r1 > 0 will be fixed later on)
E(ρ) = lim
δ→0
1
2
∫
(Dρ\Dδ)×Σ
|FΞ|
2.
We aim to express this as the difference of a functional at r = ρ and at r = δ.
The straightforward approach as in (i) would pick up additional boundary terms
on {φ = 0} and {φ = π}. We eliminate these by glueing Y to Σ = ∂Y and
extending the connections A(r, 0), A(r, π) ∈ LY to flat connections on Y . More
precisely, the oriented boundary of (Dρ \Dδ)×Σ consists of {r = ρ} ∼= [0, π]×Σ
and {r = δ} ∼= [0, π] × Σ¯ and the additional parts {φ = 0} ∼= [δ, ρ] × Σ and
{φ = π} ∼= [δ, ρ] × Σ¯ (where Σ¯ has the reversed orientation). So we glue in
[δ, ρ]× Y and [δ, ρ]× Y¯ to obtain the smooth 4-manifold
X(δ, ρ) = [δ, ρ]× Y¯ ∪{φ=pi} (Dρ \Dδ)× Σ ∪{φ=0} [δ, ρ]× Y
which has the boundary component Y¯ ∪{φ=pi} [0, π]×Σ∪{φ=0}×Y at r = ρ and
with reversed orientation at r = δ.
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Next, A(·, 0) and A(·, π) are smooth paths in LY ∩ A(Σ). So we can pick
smooth paths of extensions A˜(·, 0), A˜(·, π) : [δ, ρ] → Aflat(Y ). We also extend
the functions R|φ=0 and R|φ=pi from [δ, ρ]× Σ to smooth functions R˜0 and R˜pi
on [δ, ρ]× Y . These extensions match up to a W 1,∞-connection on X(δ, ρ),
Ξ˜ =


A˜(·, π) + R˜pidr ; on [δ, ρ]× Y¯ ,
A+Rdr ; on (Dρ \Dδ)× Σ,
A˜(·, 0) + R˜0dr ; on [δ, ρ]× Y.
We will choose the two paths of extensions A˜(·, 0) and A˜(·, π) such that for all
δ ≤ r ≤ ρ the functional C(A(r, ·), A˜(r, 0), A˜(r, π)) given by (15) with these ex-
tensions equals the local Chern-Simons functional CS(A(r, ·)). For this purpose
let ε¯ > 0 be the constant from lemma 5.4 and choose 0 < r1 ≤
1
2r0 such that
E(2r1) ≤ ε¯. Then for all 0 < r ≤ r1(∫ pi
0
∥∥∂φA(r, φ)∥∥L2(Σ) dφ
)2
≤ π
∫ pi
0
∥∥∂φA(r, φ)∥∥2L2(Σ) dφ
≤ pi2
∫ pi
0
r2
∥∥FΞ(r, φ)∥∥2L2(Σ) dφ ≤ CE(2r).
Now choose r1 > 0 even smaller such that CE(2r1) ≤ min(π2, ε2) with ε > 0
from lemma 1.8. Then the lemma applies to A(r, ·) for all 0 < r ≤ r1. In
particular, since ρ ≤ r1, we can choose the two paths of extensions to end at
A˜(ρ, 0) and A˜(ρ, π), and hence C(A(ρ, ·), A˜(ρ, 0), A˜(ρ, π)) = CS(A(ρ, ·)).
Moreover we know that for all r ∈ [δ, ρ] the path A(r, ·) is sufficiently small
for the local Chern-Simons functional CS(A(r, ·)) to be defined and take values in
[−π2, π2]. Now C(A(r, ·), A˜(r, 0), A˜(r, π)) is a smooth function of r ∈ [δ, ρ] whose
values might differ from CS(A(r, ·)) by multiples of 4π2. We have equality at
r = ρ and hence by continuity for all r ∈ [δ, ρ] as claimed. Thus we actually
obtain the local Chern-Simons functional from CS(Ξ˜) on ∂X(δ, ρ),
1
2
∫
(Dρ\Dδ)×Σ
|FΞ|
2 = − 12
∫
X(δ,ρ)
〈FΞ˜ ∧ FΞ˜ 〉
= − 12
∫
∂X(δ,ρ)
〈 Ξ˜ ∧
(
FΞ˜ −
1
6 [Ξ˜ ∧ Ξ˜]
)
〉
= −CS(A(ρ, ·)) + CS(A(δ, ·)), (22)
Here we have FΞ˜∧FΞ˜ = −|FΞ|
2 dvol on (Dρ\Dδ)×Σ and FΞ˜∧FΞ˜ = 0 on [δ, ρ]×Y
since FΞ˜ vanishes on the 3-dimensional slices {r} × Y . Now by lemma 1.8∣∣CS(A(r, ·))∣∣ ≤ (∫ pi
0
∥∥∂φA(r, φ)∥∥L2(Σ) dφ
)2
≤
π
2
∫ pi
0
r2
∥∥FΞ(r, φ)∥∥2L2(Σ) dφ.
As r → 0 this expression converges to zero by lemma 5.4. Thus for all 0 < ρ ≤ r1
E(ρ) = −CS(A(ρ, ·)) ≤
π
2
∫ pi
0
ρ2
∥∥FΞ(ρ, φ)∥∥2L2(Σ) dφ = πρ E˙(ρ).
As in (21) this implies E(r) ≤ Cr2β for all 0 < r ≤ r1 with β =
1
2pi > 0. ✷
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5 Removal of singularities
This section gives the proofs of theorem 1.5 and remark 1.9. We will also prove
a more general removable singularity result, theorem 5.3, that does not require
the connections to solve an equation but only assumes a decay condition on the
curvature. For solutions of (2), as a consequence of the isoperimetric and by
the lemma below, this decay condition is equivalent to the connection having
finite energy. In the case of interior singularities of anti-self-dual connections
the same is true if we assume the existence of a special gauge as in remark 1.9.
Throughout this section we fix metrics of normal type on D × Σ and B × Σ.
Lemma 5.1 Let Ξ be a smooth connection on D∗×Σ or B∗×Σ. Suppose that
it satisfies (19) or (17) respectively. Then the following are equivalent:
(i) E(r) ≤ Cr2β for all r ≤ r0 and some constants C and β > 0.
(ii) supφ ‖FΞ(r, φ)‖L2(Σ) ≤ Cr
β−1 for all r ≤ r0 and constants C and β > 0.
(iii) ‖FΞ‖Lp <∞ for some p > 2.
More precisely, (i) and (ii) are equivalent for fixed β > 0, (i) implies (iii) for
2 < p < 52 with
1
p
> 2−β4 , and (iii) implies (i) with β = 1−
2
p
.
Moreover, (i) implies for some constant C′ on D∗×Σ and B∗×Σ respectively
(iv) ‖FΞ(r, φ)‖L∞(Σ) ≤ C
′rβ−2(sinφ)−2 for all r ≤ r0, φ ∈ (0, π).
(iv’) ‖FΞ(r, φ)‖L∞(Σ) ≤ C
′rβ−2 for all r ≤ r0, φ ∈ [0, 2π].
Remark 5.2 If (19) or (17) in the above lemma are not satisfied, then still
(ii)⇒ (i), (iii)⇒ (i), and (ii)&(iv)⇒ (iii) or (ii)&(iv′)⇒ (iii) respectively.
We will first show how this lemma and the subsequent theorem imply our
main results, and then give all proofs. The following removal of singularities
assumes a control of the curvature as given by lemma 4.1 and 5.1 for finite
energy solutions of (19) or (17).
Theorem 5.3
(i) Let Ξ ∈ A(B∗ ×Σ) satisfy (ii) and (iv’) of lemma 5.1 with some constant
β > 0. Assume in addition that there exists a gauge in which Ξ = A+Rdr
with Φ ≡ 0. Let 2 < p < 52 such that
1
p
> 2−β4 . Then there exists
u ∈ G2,ploc (B
∗×Σ) such that u∗Ξ extends to a connection Ξ˜ ∈ A1,p(B×Σ).
Moreover, if Ξ is anti-self-dual, then Ξ˜ will also be anti-self-dual.
(ii) Let Ξ ∈ A(D∗ × Σ) satisfy (ii) and (iv) of lemma 5.1 with some constant
β > 0. Let 2 < p < 52 such that
1
p
> 2−β4 . Then there is u ∈ G
2,p
loc (D
∗ × Σ)
such that u∗Ξ extends to a connection Ξ˜ ∈ A1,p(D × Σ).
Moreover, if Ξ satisfies (19), then Ξ˜ will be a solution of (2).
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Proof of theorem 1.5 and remark 1.9:
Let Ξ ∈ A(D∗ × Σ) satisfy (19) and have finite energy E(r0) < ∞. Then
lemma 4.1 (ii) implies that E(r) ≤ Cr2β with β > 0, and hence we also have (ii)
and (iv) as in lemma 5.1. Now pick any 2 < p < 52 , and in case 0 < β < 2 choose
it such that p < 42−β . Then theorem 5.3 (ii) provides a gauge transformation
u ∈ G2,ploc (D
∗×Σ) such that u∗Ξ = Ξ˜|D∗×Σ, where Ξ˜ ∈ A1,p(D×Σ) is a solution
of (2). By the regularity [W3, Thm A] for solutions of (2) we can multiply u
by another gauge transformation in G2,p(D × Σ) (hence still u ∈ G2,ploc (D
∗ ×Σ))
such that Ξ˜ ∈ A(D × Σ) is smooth.
Since on D∗×Σ both Ξ and Ξ˜ are smooth and u∗Ξ = Ξ˜ (i.e. du = uΞ˜−Ξu)
we also know that u ∈ G(D∗ × Σ) is smooth.
The proof of remark 1.9 is exactly the same. Here lemma 4.1 (i) and the-
orem 5.3 (i) require the assumption that Ξ ∈ A(B∗ × Σ) is gauge equivalent
to a connection with Φ ≡ 0. Moreover, this argument only uses the wellknown
regularity theorem for anti-self-dual connections (see e.g. [W1, Thm 9.4]). ✷
Lemma 5.1 will be a consequence of the following mean value inequalities.
Lemma 5.4 There exist constants C and ε > 0 such that the following holds.
Let Ξ be a smooth connection on D∗ × Σ or B∗ × Σ that satisfies (19) or (17)
respectively. Suppose that E(2r) ≤ ε for some 0 < r ≤ 12r0, then
(i) On D∗ × Σ and B∗ × Σ sup
φ
‖FΞ(r, φ)‖
2
L2(Σ) ≤ Cr
−2E(2r).
(ii) On D∗ × Σ for all φ ∈ (0, π) ‖FΞ(r, φ)‖
2
L∞(Σ) ≤ C(r sinφ)
−4E(2r).
(ii’) On B∗ × Σ for all φ ∈ [0, 2π] ‖FΞ(r, φ)‖
2
L∞(Σ) ≤ Cr
−4E(2r).
Proof: We prove (i) in three steps and deduce (ii) and (ii’) in the fourth.
Step 1: We find constants C and ε > 0 such that under the above assumptions
sup
φ
r ‖FΞ(r, φ)‖L2(Σ) ≤ C.
Assume that for some fixed ε > 0 (that we shall fix later on) there is no such
bound C. Then we find a sequence of smooth connections Ξν onD∗×Σ or B∗×Σ
satisfying (19) or (17) respectively, and we find r¯ν → r∞ ∈ [0, 12r0] and φ¯
ν → φ∞
such that Eν(2r¯ν) ≤ ε but r¯ν ‖FΞν (r¯ν , φ¯ν)‖L2(Σ) → ∞. Here E
ν(·) denotes the
energy function (20) or (18) of Ξν . Given this we can choose 0 < ε¯ν ≤ 12 r¯
ν such
that ε¯ν → 0 but still ε¯ν ‖FΞν (r¯ν , φ¯ν)‖L2(Σ) → ∞. The Hofer trick, lemma 2.6
then yields 0 < εν ≤ ε¯ν (in particular εν → 0) and (rν , φν) → (r∞, φ∞) such
that the following holds: Firstly, with Rν := 2‖FΞν (rν , φν)‖L2(Σ) →∞ we have
εν Rν ≥ 2ε¯ν ‖FΞν (r¯
ν , φ¯ν)‖L2(Σ) → ∞.
Secondly,∥∥FΞν (r, φ)∥∥L2(Σ) ≤ 2 ∥∥FΞν (rν , φν)∥∥L2(Σ) = Rν ∀(r, φ) ∈ Bεν (rν , φν).
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Here Bεν (r
ν , φν) denotes the Euclidean ball, where just the center (rν , φν) is
given in polar coordinates. It is contained in B∗2r¯ν because |r
ν− r¯ν | ≤ ε¯ν ≤ 12 r¯
ν .
Moreover, in the boundary case it is understood to be intersected with D, so
it is contained in D∗2r¯ν . Now proposition 2.7 (ii) (with a fixed metric and any
∆ > 0) provides a constant C such that for all sufficiently large ν ∈ N∥∥FAν (r, φ)∥∥L∞(Σ) ≤ C(Rν)2 ∀(r, φ) ∈ B 12 εν (rν , φν).
Putting this into the estimate of lemma 2.3 we obtain on B 1
2 ε
ν (rν , φν)
∆
∥∥FΞν∥∥2L2(Σ) ≤ C(Rν)2∥∥FΞν∥∥2L2(Σ)
with another constant C, and in the boundary case moreover
− ∂
∂t
∣∣
t=0
∥∥FΞν∥∥2L2(Σ) ≤ C(∥∥FΞν∥∥2L2(Σ) + ∥∥FΞν∥∥3L2(Σ)).
Now we fix ε = 13µC
−2 with the µ > 0 from proposition 2.5. Then due to
Eν(2r¯ν) ≤ ε the mean value inequality applies to the functions ‖FΞν‖2L2(Σ) and
yields with a new constant C′
∥∥FΞν (rν , φν)∥∥2L2(Σ) ≤ C′((Rν)2 + (εν)−2)
∫
B 1
2
εν
(rν ,φν)
∥∥FΞν∥∥2L2(Σ).
If we moreover choose ε ≤ 12C′ , then this implies 2(R
ν)2 ≤ (Rν)2 + (εν)−2 and
thus (ενRν)2 ≤ 1 in contradiction to ενRν →∞.
Step 2: We find constants C and ε > 0 such that under the above assumptions
sup
φ
r2 ‖FA(r, φ)‖L∞(Σ) ≤ C.
Again arguing by contradiction we find a sequence of smooth connections Ξν on
D∗×Σ orB∗×Σ satisfying (19) or (17) respectively, moreover rν → r∞ ∈ [0, 12r0]
and φν → φ∞ such that Eν(2rν) ≤ ε but (rν)2 ‖FAν (rν , φν)‖L∞(Σ) →∞.
Let 0 < εν ≤ 12r
ν , then we know from step 1 that for some ∆ > 0
‖FΞν (r, φ)‖L2(Σ) ≤ 2(r
ν)−1∆ ∀(r, φ) ∈ Bεν (r
ν , φν).
Now choose Rν ≥ 2(rν)−1∆ such that Rν → ∞, then the above is true with
εν = ∆(Rν)−1 ≤ 12r
ν . Furthermore, εν → 0 and ενRν = ∆ > 0. So proposi-
tion 2.7 (ii) asserts that for sufficiently large ν ∈ N and some constant C
‖FAν (r
ν , φν)‖L∞(Σ) ≤ C(R
ν)2 = 4C∆2(rν)−2
in contradiction to (rν )2 ‖FAν (r
ν , φν)‖L∞(Σ) →∞.
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Step 3: Proof of (i)
Fix a connection Ξ as assumed and consider a point (r, φ) with E(2r) ≤ ε. Here
we first choose ε > 0 as in step 2. The L∞-bound from step 2 can be put into
the estimate of lemma 2.3 to find another constant C such that on B 1
2 r
(r, φ)
∆
∥∥FΞ∥∥2L2(Σ) ≤ Cr−2∥∥FΞ∥∥2L2(Σ).
In the boundary case this lemma also provides
− ∂
∂t
∣∣
t=0
∥∥FΞ∥∥2L2(Σ) ≤ C(∥∥FΞ∥∥2L2(Σ) + ∥∥FΞ∥∥3L2(Σ)).
Now we can choose a smaller ε > 0 such that ε ≤ 13µC
−2 with the µ > 0 from
proposition 2.5. Then we obtain the following mean value inequality for the
function ‖FΞ‖2L2(Σ) with another constant C
′,
∥∥FΞ(r, φ)∥∥2L2(Σ) ≤ C′r−2
∫
B 1
2
r
(r,φ)
∥∥FΞ∥∥2L2(Σ) ≤ 2C′r−2E(2r).
Step 4: Proof of (ii),(ii’)
It suffices to prove the estimates for r ≤ r¯0 with some fixed r¯0 > 0, since then
in case r¯0 < r ≤
1
2r0 (and similarly in the boundary case)
‖FΞ(r, φ)‖
2
L∞(Σ) ≤ C(r¯0)
−4E(2r¯0) ≤ C
( r0
2r¯0
)4
r−4E(2r).
First, let r¯0 > 0 be the minimum of the injectivity radius on Σ for the metrics
gs,t. Then we choose r¯0 > 0 even smaller such that the pullback of all these met-
rics under normal coordinates on a ball of radius r¯0 is C1-close to the Euclidean
metric on R2. Thus we will be able to work with uniform constants C and µ > 0
in proposition 2.2.
In the interior case we consider a connection Ξ as assumed and any point
(r, φ, z) ∈ B∗r¯0 × Σ. The normal coordinates centered at this point give a coor-
dinate chart on B 1
2 r
(0) ⊂ R4. From lemma 2.3 we have a uniform constant C
such that on B 1
2 r
(r, φ, z) ⊂ B∗ × Σ
∆
∣∣FΞ∣∣2 ≤ C∣∣FΞ∣∣2 + 8∣∣FΞ∣∣3.
Now let 0 < ε ≤ µ65 , then proposition 2.2 applies to the pullback of the function
|FΞ|2 on the coordinate chart B 1
2 r
(0) and asserts that
∣∣FΞ(r, φ, z)∣∣2 ≤ C(1 + r−4)
∫
B 1
2
r
(r,φ,z)
∣∣FΞ∣∣2 ≤ Cr−4E(2r).
Here C denotes any finite constant and we have used 1 ≤ (r0)4r−4.
In the boundary case on D∗ × Σ we use the same mean value inequality on
the ball Bρ(r, φ, z) ⊂ D∗ × Σ of radius ρ =
1
2r sinφ for any (r, φ, z) ∈ D
∗
r¯0
× Σ
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and 0 < φ < π. The normal coordinates centered at (r, φ, z) give a coordinate
chart on the full ball Bρ(0) ⊂ R4. With the same estimate on ∆|FΞ|2 and the
same ε > 0 as above we then apply proposition 2.2 to obtain∣∣FΞ(r, φ, z)∣∣2 ≤ C(1 + ρ−4)
∫
Bρ(r,φ,z)
∣∣FΞ∣∣2 ≤ C(r sinφ)−4E(2r).
Again, C denotes any finite constant, and 1 ≤ (r0)4(r sinφ)−4. ✷
Proof of lemma 5.1 and remark 5.2: We will use C and C′ to denote all
finite constants. These might depend on the connection Ξ.
(i)⇒ (ii) : Since E(r0) <∞ we must have E(r)→ 0 as r → 0. So we find r¯ > 0
such that for all 0 < r ≤ r¯ we obtain from lemma 5.4
sup
φ
‖FΞ(r, φ)‖L2(Σ) ≤ r
−1
√
C E(2r) ≤ C′rβ−1.
For r¯ < r ≤ r0 we have with a constant C′ depending on r¯ or r0
sup
φ
‖FΞ(r, φ)‖L2(Σ) ≤ sup
r∈[r¯,r0]
sup
φ
‖FΞ(r, φ)‖L2(Σ) = C ≤ C
′rβ−1.
(ii)⇒ (i) : Without using (19) or (17) we can simply calculate for all ρ ≤ 12r0
E(ρ) = 12
∫ ρ
0
∫
‖FΞ(r, φ)‖
2
L2(Σ) r dφdr ≤ π
∫ ρ
0
C2r2β−1 dr ≤ C′ρ2β .
This already implies E(r0) <∞. Then for
1
2r0 < ρ ≤ r0 we have
E(ρ) ≤ E(r0) (
1
2r0)
−2βρ2β = Cρ2β .
(i)⇒ (iv), (iv′) : Since Ξ is smooth away from {0} × Σ it suffices to establish
the estimates for all 0 < r ≤ r¯. We pick r¯ > 0 such that the assumptions of
lemma 5.4 are satisfied, in particular E(2r¯) ≤ ε. Then in the boundary case and
the interior case respectively the lemma asserts
‖FΞ(r, φ)‖L∞(Σ) ≤ (r sinφ)
−2
√
C E(2r) ≤ C′rβ−2(sinφ)−2 ∀φ ∈ (0, π),
‖FΞ(r, φ)‖L∞(Σ) ≤ r
−2
√
C E(2r) ≤ C′rβ−2 ∀φ ∈ [0, 2π].
(i)⇒ (iii) : This works the same for D∗ × Σ and B∗ × Σ, so we only consider
the first case. (In the second case, the sinφ-factor can be dropped.) We al-
ready know that (i) implies (ii) and (iv). Then just working with these two
assumptions, we can interpolate for all p > 2∥∥FΞ∥∥pLp(D∗×Σ) = limδ→0
∫
(Dr0\Dδ)×Σ
∣∣FΞ∣∣p
= lim
δ→0
∫ r0
δ
∫ pi
0
∥∥FΞ(r, φ)∥∥p−2L∞(Σ)∥∥FΞ(r, φ)∥∥2L2(Σ) r dφdr
≤ lim
δ→0
C
∫ r0
δ
∫ pi
0
r(β−2)(p−2)+2(β−1)(sinφ)−2(p−2) r dφdr
≤ lim
δ→0
2C
∫ pi
2
0
(
2
pi
φ
)−2(p−2)
dφ
∫ r0
δ
r(β−2)p+3 dr.
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Here we use sinφ ≥ 2
pi
φ for φ ∈ [0, pi2 ]. The φ-integral is finite for p <
5
2 , and
the r-integral converges to a finite value if (β − 2)p > −4. So if β ≥ 2, then we
just need 2 < p < 52 , and if β < 2, then we need in addition p <
4
2−β .
(iii)⇒ (i) : This is the same calculation for both D∗ × Σ and B∗ × Σ, and it
works without the assumption (19) or (17). In the first case for all r ≤ r0,
E(r) = lim
δ→0
1
2
∫
(Dr\Dδ)×Σ
|FΞ|
2
≤ 12Vol(Dr × Σ)
1− 2
p lim
δ→0
(∫
(Dr\Dδ)×Σ
|FΞ|
p
) 2
p
≤ C′r2(1−
2
p
).
✷
Proof of theorem 5.3: We will give the full proof in the boundary case (ii)
and point out where it differs (mostly simplifies) in the interior case (i).
Given a connection Ξ ∈ A(D∗ × Σ) as assumed we first put it into the
special gauge Ξ = A + Rdr with A : D∗ → A(Σ) and R : D∗ → C∞(Σ, g)
such that R|φ=pi2 ≡ 0 (and Φ ≡ 0). This is achieved by a gauge transformation
u ∈ G(D∗ × Σ) that is determined as follows: For every z ∈ Σ first solve
∂ru = −Ru with initial value u(r0,
pi
2 , z) = 1l, to determine u(·,
pi
2 , z), then for
each r ∈ (0, r0] use this as initial value and solve ∂φu = −Φu to obtain u(r, φ, z)
for all φ ∈ [0, π]. That way the gauge is fixed up to a gauge transformation on Σ,
i.e. independent of (r, φ) ∈ D∗. (In case (i) this construction does in general not
yield u(r, 0, z) = u(r, 2π, z) and hence define a gauge transformation on B∗×Σ.
Thus the existence of this gauge is an assumption in the theorem. Given this
gauge, one then only needs to solve ∂ru = −Ru at φ =
pi
2 .) In this gauge and
splitting, the norm of the curvature is∣∣FΞ∣∣2 = ∣∣FA∣∣2 + ∣∣∂rA− dAR∣∣2 + r−2∣∣∂φR∣∣2 + r−2∣∣∂φA∣∣2.
In particular, note that∣∣∂φΞ∣∣2 = ∣∣∂φR∣∣2 + ∣∣∂φA∣∣2 ≤ r2∣∣FΞ∣∣2, ∣∣∂rΞ∣∣2φ=pi2 = ∣∣∂rA∣∣2φ=pi2 ≤ ∣∣FΞ∣∣2φ=pi2 .
Next, we can combine the assumptions (ii) and (iv) as in lemma 5.1 to obtain
for any q > 2 (in case (i) even without the sinφ-term)∥∥FΞ(r, φ)∥∥qLq(Σ) ≤ ∥∥FΞ(r, φ)∥∥q−2L∞(Σ)∥∥FΞ(r, φ)∥∥2L2(Σ) ≤ C r2−(2−β)q(sinφ)4−2q.
By integrating this over D∗ we recover (iii) of lemma 5.1: If 2 < p < 52 (in case
(i) we only need p > 2) and 1
p
> 2−β4 then∥∥FΞ∥∥pLp(Dρ×Σ) ≤ C ρ4−(2−β)p −→ρ→0 0. (23)
Moreover, for any q > 2 we can read off for all 0 < r ≤ r0 and 0 < φ < π∥∥∂φΞ(r, φ)∥∥Lq(Σ) ≤ C r 2q+β−1(sinφ) 4q−2,∥∥∂rΞ(r, pi2 )∥∥Lq(Σ) ≤ C r 2q+β−2. (24)
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Integrating the second estimate shows that for 1
p
> 1−β2 there exists a limit
Ξ(r, pi2 ) = A(r,
pi
2 ) → A0 ∈ A
0,p(Σ) as r → 0. The first estimate then implies
Ξ(r, ·)→ A0 in C0([0, π],A0,p(Σ)). This motivates the following construction:
Fix a smooth cutoff function h : [0,∞) → [0, 1] with h|[0,ε] ≡ 0 and
h|[1−ε,∞) ≡ 1 for some ε > 0 and such that |h
′| ≤ 2. Now for every 0 < ρ ≤ 12r0
we set Aρ := Ξ(ρ,
pi
2 ) ∈ A(Σ) and define Ξ
ρ ∈ A(D × Σ) by
Ξρ(r, φ) := Aρ + h(
r
ρ
)
(
Ξ(r, φ) −Aρ
)
.
Note that Ξρ|D\Dρ = Ξ|D\Dρ . We will find gauges for some sequence Ξ
ρi ,
ρi → 0 such that these connections converge W 1,p-weakly. The limit will then
be the extended connection Ξ˜ ∈ A1,p(D × Σ), and the gauge transformations
will converge on D∗ × Σ to u ∈ G2,ploc such that u
∗Ξ = Ξ˜|D∗×Σ. This weak limit
will be a consequence of Uhlenbeck’s weak compactness theorem, so we have to
control the curvatures
FΞρ = dAρ + h(
r
ρ
)
(
dΞ− dAρ
)
− 1
ρ
h′( r
ρ
)
(
Ξ−Aρ
)
∧ dr
+ 12 [Aρ ∧Aρ] +
1
2h(
r
ρ
)2
[
(Ξ−Aρ) ∧ (Ξ−Aρ)
]
+ h( r
ρ
)
[
Aρ ∧ (Ξ−Aρ)
]
=
(
1− h( r
ρ
)
)
FAρ + h(
r
ρ
)FΞ −
1
ρ
h′( r
ρ
)
(
Ξ−Aρ
)
∧ dr
+ 12
(
h( r
ρ
)2 − h( r
ρ
)
)[
(Ξ−Aρ) ∧ (Ξ−Aρ)
]
.
From (23) we know that FΞ ∈ Lp(D × Σ). Now we shall see that FΞρ → FΞ in
Lp(D × Σ) as ρ→ 0 :∥∥FΞρ − FΞ∥∥Lp(D×Σ) ≤ ∥∥FAρ∥∥Lp(Dρ×Σ) + ∥∥FΞ∥∥Lp(Dρ×Σ)
+ 2
ρ
∥∥Ξ−Aρ∥∥Lp(Dρ×Σ) + ∥∥Ξ−Aρ∥∥2L2p(Dρ×Σ).
The second term on the right hand side converges to zero by (23). For the first
term we use (24) and recall that p > 2 such that 1
p
> 2−β4 , so∥∥FAρ∥∥pLp(Dρ×Σ) =
∫
Dρ
∥∥FΞ(ρ, pi2 )∥∥pLp(Σ) ≤ 12πC r4−(2−β)p −→ρ→0 0.
To control the other two terms we first calculate for general q > 2, assuming
q 6= 4, 2
q
+ β 6= 1, and denoting all constants by C∥∥Ξ−Aρ∥∥qLq(Dρ×Σ)
=
∫
Dρ
∥∥∥∥
∫ r
ρ
∂rΞ(t,
pi
2 ) dt+
∫ φ
pi
2
∂φΞ(r, θ) dθ
∥∥∥∥
q
Lq(Σ)
(25)
≤ C
∫ ρ
0
∫ pi
2
0
(∫ ρ
r
t
2
q
+β−2 dt +
∫ pi
2
φ
r
2
q
+β−1(sin θ)
4
q
−2 dθ
)q
r dφdr
≤ C
∫ ρ
0
(
rρ2−(1−β)q + r3−(1−β)q + r3−(1−β)q
∫ pi
2
0
(
1−
(
2
pi
φ
) 4
q
−1)q
dφ
)
dr
≤ Cρ4−(1−β)q.
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Here we have used the fact that sin θ ≥ 2
pi
θ for θ ∈ [0, pi2 ]. The φ-integral then
gives a finite value for q < 5 and the r-integral converges for 1
q
> 1−β4 . For
2
q
+ β = 1 we have to deal differently with the t-integral in (25), but still∫ ρ
0
(∫ ρ
r
t−1 dt
)q
r dr =
∫ ρ
0
r ln
(
ρ
r
)q
dr =
∫ ∞
1
ρ2e−2yyq dy = Cρ2.
So (25) holds for 2 < q < 5 if q 6= 4 and 1
q
> 1−β4 . These conditions are all
satisfied for q = p since 2−β4 >
1−β
2 . So (25) implies
2
ρ
∥∥Ξ−Aρ∥∥Lp(Dρ×Σ) ≤ Cρ 4p+β−2 −→ρ→0 0.
Finally, we can choose q = 2p in (25) since then 4 < q < 5 and 1
q
> 2−β8 >
1−β
4 .
If we also note that 2
p
> 2−β2 > 1− β, then this gives∥∥Ξ−Aρ∥∥L2p(Dρ×Σ) ≤ Cρ 2p+β−1 −→ρ→0 0.
Thus we have checked that ‖FΞρ − FΞ‖Lp(D×Σ) → 0 as ρ → 0, and hence
‖FΞρ‖Lp(D×Σ) must be bounded for ρ ∈ (0,
1
2r0]. In order to apply Uhlen-
beck’s weak compactness theorem ([U2, Thm 1.5] or [W1, Thm A]), we choose
a closed subset D 1
2 r0
⊂ U ⊂ int(D) with smooth boundary, and we denote
U∗ = U \ {0}. Then for some sequence ρi → 0 there exist gauge transfor-
mations ui ∈ G2,p(U × Σ) such that the gauge transformed connections u∗iΞ
ρi
converge W 1,p-weakly to some Ξ˜ ∈ A1,p(U × Σ). On every compact subset
K ⊂ U∗ × Σ we have ‖Ξρi − Ξ‖W 1,p(K) → 0. In particular both ‖Ξ
ρi‖W 1,p(K)
and ‖u∗iΞ
ρi‖W 1,p(K) are bounded and thus ‖u
−1
i dui‖W 1,p(K) is bounded. Hence
for some further subsequence, ui|U∗×Σ converges to some u ∈ G
2,p
loc (U
∗×Σ) in the
C0-topology and in the weak W 2,p-topology on every compact subset (see e.g.
[W1, Lemma A.8]). Furthermore, u∗Ξ|U∗×Σ = Ξ˜|U∗×Σ since on every compact
subset both are the weak W 1,p-limit of u∗iΞ
ρi .
On (D \ U) × Σ we can now choose an extension of u and define Ξ˜ = u∗Ξ
to obtain the claimed gauge transformation u ∈ G2,ploc (D
∗ × Σ) and extension
Ξ˜ ∈ A1,p(D×Σ) with u∗Ξ = Ξ˜|D∗×Σ The interior case (i) is proven exactly the
same way. Just the estimates are simplified due to the absence of the sinφ-term.
Furthermore, if Ξ is anti-self-dual, then in both cases we also know that
Ξ˜ is anti-self-dual since ‖FΞ˜ + ∗FΞ˜‖Lp(D×Σ) = ‖Fu∗Ξ + ∗Fu∗Ξ‖Lp(D×Σ) = 0.
Finally, suppose that Ξ has Lagrangian boundary values Ξ|(s,0)×Σ ∈ LY for
all 0 < |s| ≤ r0. Since LY is gauge invariant and Ξρ|{r≥ρ} = Ξ|{r≥ρ} we
thus know for every 0 < |s| ≤ r0 that u
∗
iΞ
ρi |(s,0)×Σ ∈ LY for all sufficiently
large i ∈ N. Moreover, u∗iΞ
ρi is bounded in W 1,p(D × Σ), and the embedding
W 1,p(D × Σ) →֒ C0(D,Lp(Σ)) is compact (see [W3, Lemma 2.5]). So some
subsequence of u∗iΞ
ρi |(s,0)×Σ converges in A
0,p(Σ) for all −r0 ≤ s ≤ r0. Since
LY ⊂ A0,p(Σ) is closed this implies Ξ˜|(s,0)×Σ ∈ LY for all 0 < |s| ≤ r0. This also
holds at s = 0 since Ξ˜|(s,0)×Σ ∈ A
0,p(Σ) is a continuous path for s ∈ [−r0, r0]
by the embedding W 1,p(D × Σ) →֒ C0(D,Lp(Σ)). ✷
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