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Understanding atmospheric boundary layer (ABL) processes is a key aspect
in improving parameterizations in weather forecast and climate prediction
models, but also for renewable energy and air quality studies. The ABL, as
the lowest part of the atmosphere, can be directly affected by heterogeneities
in land surface properties like soil, vegetation and topography, creating pat-
terns at different temporal and spatial scales. In this context, turbulent mix-
ing plays an important role in connecting the atmosphere to the Earth’s sur-
face. The turbulent motions are responsible for the thermodynamic structure
of the ABL by redistributing heat and moisture and the transport of con-
stituents like aerosols and pollutants away from the surface. These processes
are the main drivers for the development of ABL clouds, which in turn feed
back to the ABL and surface through interaction with solar radiation, cou-
pling to the large-scale circulation and precipitation formation. This links
back to the aim of model improvement, since clouds are one of the largest
source of uncertainty in global models. Therefore interdisciplinary research
is required to capture the interplay between the different compartments of
the Earth.
The Transregional Collaborative Research Centre 32 (TR32) in its third phase is
dedicated to find these patterns in the soil-vegetation-atmosphere system by
a monitoring, modelling and data assimilation approach. Within the TR32
project D2 special emphasis is on measuring, modelling and understanding
the spatio-temporal structures in land surface-atmosphere exchange at the
Jülich ObservatorY for Cloud Evolution (JOYCE). For the typical ABL pro-
cess scales of seconds to hours and meters to kilometers, ground-based re-
mote sensing observations are well suited to continuously gather compre-
hensive information on the atmospheric state in a long-term perspective.
With additional model simulations the conceptual process understanding
can be improved.
This study focuses on the long-term characterisation of the cloudy boundary
layer to identify patterns that can be further linked to surface properties at
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JOYCE. For this purpose, a classification for characterizing ABL turbulence
is developed (Publication I). The classification, based on Doppler wind lidar
(DWL) data, identifies turbulence regions in the ABL and assigns a mixing
source using multiple DWL quantities. In this way, convective, wind shear
and cloud driven turbulence can be distinguished under most atmospheric
conditions. The method is applied at two research sites, showing a distinct
behavior for different climate regimes in terms of the diurnal and seasonal
cycle of ABL development. In the analysis of the long-term data sets, noc-
turnal low-level jets (LLJ) are identified as an important source of shear gen-
erated mixing. Therefore, a long-term record of LLJ periods, compiled with
DWL observations, is investigated in Publication II. The high frequency of
occurrence and wind speeds, associated with significant turbulence close to
the surface, reveal the relevance of LLJs for wind energy applications. In
addition, a strong interaction of the wind field with the surrounding topog-
raphy can be seen in the DWL measurements, as well as in the results of
a high-resolution large-eddy simulation (LES). Also during the day, when
the buoyancy production represents the main factor of convective ABL mix-
ing, the interaction between the land surface and the atmosphere is strongly
influenced by surface properties. In particular, the local transport of water
vapor in moist thermals is a key mechanism for the coupling of clouds to the
underlying land surface and a spatially heterogeneous distribution of land
use types can lead to patterns in atmospheric water vapor fields (Publica-
tion III). Besides a scanning microwave radiometer (MWR), also satellite and
LES data are taken into account, showing a good agreement in identifying
the direction of water vapor sources. Convective clouds, that are frequently
forming in the ABL due to this convective humidity transport, often con-
tain small amounts of liquid water. These thin liquid water clouds, with a
low liquid water path (LWP), are important in terms of their interaction with
radiation. In the range of low LWP values, the radiative fluxes are very sen-
sitive to small changes in the amount liquid water contained in the clouds.
For a correct representation of the cloud microphysical and optical proper-
ties, statistical retrievals using a neural network approach are developed in
Publication IV. The retrievals with low computational demand are derived
from ground-based observations and make use of the distinct sensitivities in
different spectral regimes. While the microwave regime suffers from high
uncertainties in low LWP situations, the infrared regime reveals saturation
effects for higher LWP. A combination of both spectral regimes yields the
best results for the whole range of LWP values.
3ZUSAMMENFASSUNG
Verständnis über Prozesse in der atmosphärischen Grenzschicht (ABL) ist ein
Schlüsselaspekt für die Verbesserung von Parametrisierungen in Wetter- und
Klimavorhersagemodellen, aber auch für Studien über erneuerbare Energi-
en und Luftqualität. Die ABL, als unterster Teil der Atmosphäre, kann di-
rekt von Heterogenitäten in Eigenschaften der Landoberfläche wie Boden,
Vegetation und Topografie beeinflusst werden, was Muster auf verschiede-
nen zeitlichen und räumlichen Skalen erzeugt. In diesem Zusammenhang
spielt die turbulente Durchmischung eine wichtige Rolle. Die turbulenten
Bewegungen sind für die thermodynamische Struktur der ABL verantwort-
lich, was durch eine Umverteilung von Wärme, Feuchte und dem Transport
von Bestandteilen wie Aerosolen und Schadstoffe von der Erdoberfläche in
die Atmosphäre erzeugt wird. Diese Prozesse sind die hauptsächlichen An-
treiber für die Entwicklung von ABL-Wolken, die wiederum durch Interakti-
on mit solarer Strahlung ABL und Landoberfläche beeinflussen und für eine
Kopplung an die großskalige Zirkulation und Niederschlagsbildung sorgen.
Dies führt auf das Ziel einer Verbesserung der Modelle zurück, da Wolken
als eine der größten Quellen für Unsicherheiten in globalen Modellen gel-
ten. Daher ist interdisziplinäre Forschung nötig, um die Wechselwirkungen
zwischen den verschiedenen Bestandteilen der Erde zu erfassen.
Das Transregional Collaborative Research Centre 32 (TR32), in seiner dritten Pha-
se, engagiert sich diese Muster im System Boden-Vegetation-Atmosphäre zu
finden, unter Zuhilfenahme von Beobachtungen, Modellierungen und Da-
tenassimilationen. Innerhalb des TR32 Projekts D2 liegt ein besonderer Schwer-
punkt auf der Messung, Modellierung und dem Erlangen von Erkenntnissen
über zeitliche und räumliche Strukturen des Austausches zwischen Erdober-
fläche und Atmosphäre am Jülich ObservatorY for Cloud Evolution (JOYCE).
Für die typischen zeitlichen Skalen von Minuten bis Stunden und räumli-
chen Skalen von Meter bis Kilometer sind bodengebundene Beobachtungen
besonders geeignet um kontinuierliche und umfassende Informationen über
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den Zustand der Atmosphäre über lange Zeiträume zu erlangen. Mit zusätz-
lichen Modellsimulationen kann das konzeptionelle Verständnis der Prozes-
se verbessert werden.
Diese Studie legt den Fokus auf die langzeitliche Charakterisierung der be-
wölkten ABL zur Identifikation von Mustern, die darüber hinaus mit Ei-
genschaften der Erdoberfläche in der Umgebung von JOYCE in Verbindung
gebracht werden können. Dafür wurde eine Klassifikation zur Charakteri-
sierung der ABL-Turbulenz entwickelt (Publication I). Die Klassifikation ba-
siert auf Doppler wind lidar (DWL) Daten, identifiziert turbulente Regionen
in der ABL und weist, mit Hilfe von verschiedenen DWL Parametern, eine
Quelle der Turbulenz zu. Somit kann die Klassifikation Turbulenz aufgrund
von Konvektion, Windscherung und Wolken unterscheiden und unter fast
allen atmosphärischen Bedingungen eingesetzt werden. Die Methode wurde
an zwei Messstellen angewendet und zeigt ein unterschiedliches Verhalten
für verschiedene klimatische Regime bezüglich des Tages- und Jahresgangs
der ABL-Entwicklung. In der Analyse der langzeitlichen Daten wurden low-
level jets (LLJ) als bedeutsame Quelle für Turbulenz, induziert durch Wind-
scherung, identifiziert. Daher wurde eine Langzeitstudie von LLJ Perioden,
detektiert durch DWL Beobachtungen, durchgeführt (Publication II). Die ho-
he Auftrittswahrscheinlichkeit und Windgeschwindigkeit zusammen mit si-
gnifikanter Turbulenz nahe der Erdoberfläche machen LLJ relevant für den
Windenergiesektor. Zusätzlich ist eine Interaktion des Windfeldes mit der
umgebenden Topografie in DWL Messungen und hoch aufgelösten large-
eddy Simulationen (LES) zu sehen. Auch am Tag, wenn die Auftriebskraft
den größten Anteil an der konvektiven ABL-Durchmischung ausmacht, sind
Interaktionen zwischen der Landoberfläche und Atmosphäre stark durch Ei-
genschaften der Landoberfläche beeinflusst. Insbesondere der lokale Trans-
port von Wasserdampf in feuchter Thermik ist ein wichtiger Faktor für die
Kopplung von Wolken mit der Landoberfläche und räumlich heterogene Ver-
teilungen von Landnutzungstypen können zu Mustern im Wasserdampffeld
führen (Publication III). Neben eines Mikrowellenradiometer (MWR), wer-
den auch Satellitendaten und LES eingesetzt und zeigen gute Übereinstim-
mungen bei der Detektion von Quellen des Wasserdampfs. Konvektive Wol-
ken, die sich häufig durch diesen konvektiven Feuchtetransport in der ABL
bilden, enthalten oft nur geringe Mengen an Flüssigwasser. Diese dünnen
Flüssigwasserwolken, mit einem geringen Flüssigwasserpfad (LWP), sind
wichtig in Bezug auf die Interaktion mit Strahlung. Im Bereich von gerin-
gen LWP Werten sind die Strahlungsflüsse sehr sensitiv zu kleinen Änderun-
gen im Flüssigwassergehalt der Wolken. Um eine korrekte Darstellung der
5mikrophysikalischen und optischen Eigenschaften der Wolken in Klimamo-
dellen zu gewährleisten, werden statistische Retrieval mittels eines neurona-
len Netzwerkes in Publication IV entwickelt. Diese Retrieval mit geringem
Rechenaufwand werden durch bodengebundene Beobachtungen abgeleitet
und machen sich verschiedene Sensitivitäten in unterschiedlichen Spektral-
bereichen zu Nutze. Während der Mikrowellenbereich unter hohen Unsi-
cherheiten in Situationen mit geringem LWP leidet, zeigt der Infrarotbereich
Sättigungseffekte für hohe LWP Werte. Eine Kombination beider Spektralbe-




The importance and motivation to study the boundary layer can be summa-
rized by a statement in Stull (2012):
"That we live our lives within the boundary layer makes it a subject that touches us,
and allows us to touch it."
The atmospheric boundary layer (ABL)1 can be defined as the part of the tro-
posphere that is directly influenced by the presence of the Earth’s surface,
with extents ranging from hundreds of meters up to a few kilometers. Rel-
evant timescales for mid-latitude continental ABL processes are within an
hour and reveal a strong diurnal cycle. During the course of a day, varia-
tions in the vertical distribution of heat, moisture and wind including tur-
bulence can be observed, causing distinct stages of ABL development, as
shown in Figure 1.1. In disregard of low pressure frontal systems, the ABL
can be primarily partitioned into a surface layer, a daytime mixed layer and
a stable/residual layer occurring during the night. The bottom 10% of the
ABL is called the surface layer, where mechanical generation of turbulence is
dominant (Stull, 2012). The nighttime ABL is often characterized by a stable
surface layer with shear generated turbulence aloft generated from an wind
speed enhancement called low-level jet (LLJ). During the day, buoyant pro-
duction increases due to the surface heating and surface driven convection
represents the dominant source of mixing and is responsible for the forma-
tion of clouds at the top of the mixed layer. As the input of solar energy
decreases shortly before sunset, turbulent motions decay in a sporadic and
intermittent way in the residual layer. Pollutants, originating from the sur-
face that were dispersed into the ABL due to the turbulent eddies at daytime,
can remain in the residual layer. The different stages of ABL development are
1also called planetary boundary layer (PBL)
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FIGURE 1.1: Schematic diurnal cycle of ABL development in
fair weather (high pressure) situations (Stull, 2012).
not individual processes, but can be seen as a linked system. For instance in
dry conditions, the surface evaporation as well as the latent heat flux is low
and sensible heat flux is high, giving a deep ABL with less clouds during
the day. This results in a strong stable layer at night due to increased surface
cooling. But also a deep residual layer is formed, leading together with a high
sensible heat flux to a fast mixed layer growth after sunrise (Betts, 2009).
Apart from the emission of pollutants, also other land surface-atmosphere
interactions exist that depend on the properties of the soil, vegetation and
topography. These interaction processes include surface fluxes of heat, mois-
ture and momentum into the atmosphere and the modification of the wind
flow by the terrain. Coupling processes and related feedback mechanisms are
crucial to understand, as they are a key drivers for the weather and climate
system and can not be regarded as independent components.
ABL clouds are one of the components showing, among water vapor, the
strongest climate feedback and are known to be one of the largest source of
uncertainty in general circulation models (GCMs) due to their radiative feed-
back (e.g. Bony et al., 2006; Webb et al., 2006). The transient clouds are usu-
ally on a subgrid-scale and can produce large errors in GCM and NWP mod-
els depending on the implemented parameterization (Stephens, 2005). Betts
(2004) shows that accurate modeling of the climate and climate change over
land critically depends on cloud coupling and states that there are strong
daily feedback mechanisms between clouds, the surface energy budget and
the partitioning between sensible and latent heat. Spatial variations in sur-
face properties can influence ABL cloud formation (Rabin et al., 1990) and
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in turn surface fluxes are affected by the cloud feedback through interaction
with radiation (Freedman et al., 2001). In relation to clouds and the hydrolog-
ical cycle also the moisture supply from the surface through evapotranspira-
tion can be influenced by the land surface-atmosphere coupling (Heerwaar-
den et al., 2010) and convective precipitation is connected to the soil moisture
distribution (Schär et al., 1999; Guo et al., 2006).
Not only convective processes, but also stably stratified conditions during
night, responsible for the formation of fog and LLJs, are problematic in GCMs
(Holtslag et al., 2013) leading to uncertainties in climate predictions (Mc-
Nider et al., 2012). Critical aspects of the model spread are the representa-
tion of ABL turbulence, convective clouds and cloud microphysics that can
not be resolved explicitly on a global scale for long time periods and need to
be parameterized in GCMs (e.g. McFarlane, 2011). This complex system of
parameterizations is leading to unrealistic cloud processes in current GCMs
and therefore an uncertain estimate of the cloud response to climate change
(IPCC, 2013). Also in numerical weather prediction (NWP) models and a
more local scale, the implemented ABL parameterization scheme can signif-
icantly affect forecasts of winds and clouds with implications for the renew-
able energy sector (e.g. Storm et al., 2009; Perez et al., 2010; Muñoz-Esparza
et al., 2012; Draxl et al., 2014; Krogsæter and Reuder, 2015) and for the so-
ciety through severe weather events like thunderstorms (Cohen et al., 2015),
tornadoes (Stensrud and Weiss, 2002), or flash floods (Zampieri et al., 2005).
In the past there have been numerous attempts to evaluate ABL parameter-
ization schemes by comparing model output to observations in various cli-
mate regimes, mostly based on short-term field campaigns (e.g. Beesley et al.,
2000; Betts, 2002; Hu et al., 2010). Often only near surface quantities are used
for evaluation, resulting in a general undersampling and lack of continuous
monitoring of the full ABL column and its diurnal cycle (Santanello et al.,
2018). To study detailed feedback processes in the land surface-atmosphere
system, also a coupling of the atmospheric model to a land surface model
(LSM) and even the groundwater flow, as in Shrestha et al. (2014), is required.
To evaluate the performance of the coupled models, the sensitivity of the
model to the LSM needs to be considered and compared to observations. This
is often achieved with case study analyses of specific events (Santanello et al.,
2009; Santanello et al., 2011; Santanello et al., 2013; Milovac et al., 2016). In ad-
dition, several comprehensive short-term field campaigns were conducted to
improve the process understanding of land surface-atmosphere interactions
using a suite of ground-based remote sensing instrumentation and their syn-
ergies (Weckwerth et al., 2004; Beyrich et al., 2006; Wulfmeyer et al., 2011;
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Späth et al., 2016; Macke et al., 2017; Wulfmeyer et al., 2018).
Also large-eddy simulation (LES) modeling is a valuable tool to study and
evaluate land surface-atmosphere interactions and to foster the development
of parameterizations in weather and climate models. Due to the high spatial
resolutions of the models the three-dimensional atmospheric turbulence, by
means of large eddies that are the main contributors to ABL transfer motions,
can directly be resolved (Moeng, 1984). With the coupling to LSM, also the
influence of surface heterogeneity can be assessed. One critical aspect in cou-
pled LES modeling is the impact of surface heterogeneity scaling on the ABL
structure (e.g. Patton et al., 2005; Courault et al., 2007; Brunsell et al., 2011).
In addition, also the feedback mechanisms between the land surface and the
ABL are studied. Bertoldi et al. (2007) and Huang and Margulis (2010) found
feedbacks of the surface sensible heat flux and the variability of air temper-
ature, which acts opposing to the wind speed and with differences for bare
soil and vegetated areas. The partitioning in sensible and latent heat can re-
sult in related atmospheric patterns close to the surface, but also in higher
altitudes (Shao et al., 2013). Furthermore, the soil moisture and evapotran-
spiration difference for various vegetation types can have a significant influ-
ence on ABL characteristics and cloud formation (Heerwaarden and Arel-
lano, 2008; Vilà-Guerau de Arellano et al., 2014). Because of the complexity
of widely used LES models and the incorporation of statistical relations, tests
of the simulation results are needed and it is highly desirable to evaluate
LES or prove conjectures arising from LES with observations (Stevens and
Lenschow, 2001).
Ground-based remote sensing is very useful to sample the ABL over long
time periods, but statistical model comparisons using multiyear data like
in Sengupta et al. (2004), or even systematic evaluation approaches of ABL
types in a weather forecast model (Harvey et al., 2015) are still sparse. In
the study of Harvey et al. (2015) a method to diagnose boundary-layer types
is used that demonstrates the potential for an objective classification of the
cloudy ABL using Doppler wind lidar (DWL) observations (Harvey et al.,
2013). With DWL, vertical profiles of the horizontal wind speed (Päschke
et al., 2015) and higher-order moments of the vertical wind can be provided
with high temporal resolution at many vertical levels, making it valuable for
turbulence estimates in the ABL (Hogan et al., 2009; O’Connor et al., 2010).
Therefore, DWL measurements are also widely used to assess turbulent LLJ
characteristics (Banta et al., 2002; Bonin et al., 2015). The occurrence in low
altitudes together with high wind speeds and strong intermittent turbulent
motions, that are associated with LLJs, are strong impact factors for wind
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energy applications (Emeis et al., 2007; Peña et al., 2016; Zhou and Chow,
2012). LLJs can also transport humidity and aerosols, leading to the forma-
tion of clouds and modified precipitation patterns (Higgins et al., 1997; Hu
et al., 2010). During the day, surface driven convection is an important factor
for the transport of water vapor into the ABL and is strongly influenced by
surface characteristics. Spatiotemporal variations in the ABL water vapour
field can be related to the land cover type as well as the topography and are
important for ABL cloud formation (Adler et al., 2016; Späth et al., 2016).
In these studies, ground-based remote sensing systems are deployed, which
are favorable in observing these low clouds. Due to their complex interaction
with radiation and feedback mechanisms to surface fluxes, the cloud micro-
physical and optical properties need to be determined accurately. The cloud
fields are often broken and consist of optical thin clouds with a typical life-
time of minutes to hours, making accurate observations challenging (Turner
et al., 2007b). Promising improvements in retrieving cloud properties were
made by combining widely used microwave radiometer measurements with
the infrared spectral regime (Turner, 2007). In this way, radiative transfer
modeling can be improved, which is critical for GCMs (e.g. Cess et al., 1996).
1.2 Thesis Overview
To address the issue of lacking long-term observations in the cloudy ABL, the
motivation here is to provide tools and in-depth observational and modeling
studies for important ABL features, including land surface-atmosphere in-
teractions. It is intended to strengthen the process understanding that even-
tually guides towards improvements in weather and climate models in the
future. This is achieved within the Transregional Collaborative Research Centre
32 (TR32), incorporating the Universities of Aachen, Bonn and Cologne and
the Research Centre Jülich, bringing together disciplines like geography, hy-
drology, meteorology and mathematics. In the third phase of this interdisci-
plinary project the overall goal is to find spatial and temporal patterns of the
soil-vegetation-atmosphere system using innovative monitoring, modelling
and data assimilation approaches across different scales. The TR32 research
group D2 is focusing on the identification and quantification of these interac-
tion processes and patterns on the basis of novel and state-of-the-art remote
sensing instruments. The majority of the study is conducted at the Jülich
ObservatorY for Cloud Evolution-Central Facility (JOYCE-CF) described in
Löhnert et al. (2015). In the framework of TR32 the following topics, de-
picted in Figure 1.2, are addressed in this thesis: (1) characterizing turbulence
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FIGURE 1.2: Overview of the thesis including all publications.
in the cloudy ABL using DWL measurements (Publication I), (2) investigat-
ing a long-term record of LLJs together with the simulated and observed
interactions of the wind field with the topography (Publication II), (3) detect-
ing atmospheric water vapor patterns in relation to the land use (Publication
III) and (4) derivation of synergistic statistical retrievals for thin liquid wa-
ter clouds (Publication IV). The outline of the thesis together with a brief
overview and the interconnections of the publications is provided in the next
sections.
1.2.1 Publication I: Boundary layer classification
In Manninen et al. (2018) (Publication I) an ABL classification using DWL
data is developed. The method identifies turbulent parts of the ABL and
objectively assigns a source of turbulent mixing. Besides surface driven con-
vective mixing during the day also other sources, such as cloud and wind
shear driven turbulence, can be distinguished. In addition, ABL clouds and
the height of the ABL2 are detected. The ABL classification builds upon the
study of Harvey et al. (2013) that already showed to be valuable in terms of
2defined as the maximum height with a reliable aerosol signal
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evaluating boundary layer types in a weather forecast model (Harvey et al.,
2015). The bit field design of the classification, with a decision tree contain-
ing thresholds for the different DWL quantities, allows for a future imple-
mentation at different sites. Also a combination with additional instruments
is possible to make use of their synergy and to complement and improve the
classification, but also the knowledge on ABL development for evaluating
ABL parameterizations.
The classification is based on the Halo Photonics Streamline DWL (Pearson et
al., 2009) with 1.5 µm wavelength and 30 m vertical resolution, which is sen-
sitive to the presence of aerosols and cloud droplets. As a first step the data
processing method by Manninen et al. (2016) is implemented, leading to an
increase in data availability by accounting for background signal artefacts es-
pecially in areas with low amounts of aerosol loading. With this background
correction, reliable uncertainty estimates can be obtained, which is required
in turbulent calculations.
Vertical profiles of Doppler velocity and attenuated backscatter are measured
with 1 s integration time. With the hemispheric scanning capability also hori-
zontal wind profiles can be derived. As input for the classification, profiles of
attenuated backscatter, turbulent kinetic energy dissipation rate (O’Connor
et al., 2010), derived from the vertical velocity standard deviation, vector
wind shear and vertical velocity skewness are needed at a chosen temporal
resolution of 3 min. Combining vertical velocity skewness and standard de-
viation as a measure of turbulence already showed to be useful to determine
whether the turbulence is surface or cloud driven (Hogan et al., 2009).
The ability of the method to detect surface and cloud driven turbulence, as
well as the coupling to surface, is demonstrated in two case studies. The
classification is then applied to observations at two sites in different climatic
regimes for over one year. The analysis of the long-term data set showed
seasonal differences in the diurnal cycle of the identified types at the mid-
latitude site JOYCE and a high-latitude site. At both sites enhanced noctur-
nal mixing due to wind shear was found and is potentially connected to the
presence of LLJs. The ABL classification incorporates the same LLJ detection
algorithm as in Publication II and the classification is used to identify turbu-
lent regions and to extract further ABL characteristics in Publication III.
1.2.2 Publication II: Low-level jet climatology
For a better characterization of the turbulent properties of LLJs at JOYCE
found in Publication I, a long-term LLJ analysis is conducted in Marke et
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al. (2018) (Publication II). LLJ development is generally characterized by an
increase of wind speed over a decoupled stable surface layer after Blackadar
(1957). These jets play an important role with respect to the renewable energy
sector and the production of wind energy. Therefore it is crucial to gain sta-
tistical knowledge on the occurrence, development and strength of the jets,
but also the location of critical turbulence for wind turbines.
In order to detect LLJs, the algorithm developed in Tuononen et al. (2017), us-
ing a relative and absolute threshold in horizontal wind profiles, is applied to
over four years of DWL data and is the same as in Publication I. In this study,
the advantage of having long-term and continuous data samples at JOYCE
is exploited. Supplementary observations of wind speed from the meteoro-
logical tower help to complement the DWL measurements below the first
reliable height and the assessment of surface fluxes is useful for proving the
concept of LLJ development, but also to study the influence of intermittent
turbulence penetrating the stable surface layer.
Apart from the LLJ climatology, interactions of the wind field with the lo-
cal topography are analyzed as a further objective in Publication II. Since
DWL observations deliver mostly column information, an evaluation of the
three-dimensional wind field using LES is desirable. LES modeling is valu-
able regarding the ability to scale the topography in different simulations
for looking at sensitivities of the wind field to these perturbations. In a case
study during a field campaign additional instrumentation like radiosondes
are utilized to analyze the performance of the model for a LLJ situation. The
model findings also feed back to a better interpretation of the long-term DWL
measurements.
1.2.3 Publication III: Land use induced water vapor patterns
During nighttime, interactions of the wind field with the topography was
demonstrated in Publication II. Also the study of Su et al. (2016) showed
the importance of nocturnal LLJs, which can be responsible for cloud de-
velopment. Likewise in daytime situations, when surface driven convection
is strong, land surface properties are an important controlling factor for in-
teraction processes. In Marke et al. (2020) (Publication III) the convective
exchange of water vapor from the surface into the ABL is investigated at
JOYCE. For this purpose, spatial information on the water vapor distribu-
tion is needed. The scanning microwave radiometer (MWR) as a passive
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instrument is frequently used to retrieve humidity related quantities like in-
tegrated water vapor (IWV) or liquid water path (LWP) and already showed
the ability to obtain spatial IWV gradients (Schween et al., 2011).
In this comprehensive study the spatial patterns in IWV from long-term scans
of a MWR are connected to detailed knowledge on the land use around
JOYCE. To distinguish local and large scale effects, but also to have inde-
pendent estimates of the IWV distribution, satellite and reanalysis data are
added to the analysis. Similar to Publication II, high-resolution LES shows
to be beneficial for the process understanding, especially by altering the land
use in the model input. In this way the effects of the land surface properties
on surface fluxes and the transport of humidity into the ABL is evident. The
resulting implications for ABL cloud formation are also addressed.
1.2.4 Publication IV: Statistical retrievals of liquid clouds
The liquid water clouds, found in Publication III, that formed under the in-
fluence of the land surface show characteristic features of convective ABL
clouds. The clouds typically contain low amounts of liquid water (LWP be-
low 100 g m−2)3 and are very frequent in most climate regimes (Turner et
al., 2007a). Moreover radiative fluxes are especially sensitive to variations
in cloud liquid water for these thin clouds, leading to large errors in radia-
tive transfer calculations with implications for GCMs (e.g. Sengupta et al.,
2003). Therefore an accurate determination of cloud microphysical and opti-
cal properties, like LWP and effective radius, is necessary and challenging at
the same time (Turner et al., 2007b).
With different wavelengths also the interaction of atmospheric constituents
with radiation changes. This can be utilized by combining spectrally diverse
observations to determine the optimal frequency and instrument configu-
ration. In Turner (2007) a synergy of the microwave and infrared spectral
regime showed improvements compared to using a single spectral band.
However, the retrieval derivation was done by a rather complex physical
approach requiring prior knowledge on the atmospheric vertical structure
for example from radiosondes. Thus, the study by Marke et al. (2016) (Pub-
lication IV) is evaluating the single instrument and synergistic retrieval ac-
curacy for a computational less demanding statistical approach of neural
network retrievals. With a data sample of single layer liquid water clouds,
infrared and microwave observations are simulated to derive LWP and ef-
fective radius retrievals. First, the accuracy of the retrievals is assessed in
3referred to as thin clouds
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a synthetic study before applying them to real measurements in a radiative
closure study.
1.2.5 Outline
The thesis is constructed in the following way: The key theoretical aspects,
covering the most important methods of this study, are given in section 1.3.
Following this, the previously introduced publications are presented. First,
the Boundary layer classification as a tool to characterize turbulence is shown
in chapter 2. Then, chapter 3 contains the Low-level jet climatology with the
additional investigation of the interactions of the wind field with the local
topography. This is followed by the second land surface-atmosphere interac-
tion study Land use induced water vapor patterns in chapter 4 covering the day-
time convective exchange and liquid water cloud formation. For this type
of cloud, the last study demonstrates the derivation of Statistical retrievals of
liquid clouds in chapter 5. Finally the results of the studies are discussed in
chapter 6 together with an outlook.
1.3 Theory
In the following, basic theory regarding the publications is presented. First,
the principles of retrieving boundary layer wind and turbulence are shown.
Then, techniques to observe atmospheric humidity and cloud properties are
discussed.
1.3.1 Boundary layer wind and turbulence
Profile measurements of boundary layer wind from a ground-based perspec-
tive have a long history. Compared to in-situ and airborne observations,
the full diurnal cycle can be captured vertically resolved and continuously.
Frequently used techniques like sodar wind profiler are limited in the ver-
tical extent (Beyrich, 1997) and radar wind profiler suffer from interference,
ground clutter and can not obtain reliable results in the lowest few hundred
meters (Ecklund et al., 1988). Meteorological towers and tethered balloons
are also not able to retrieve the full ABL wind profile. Therefore, DWL as
an optical remote sensing system is preferable for long-term operation and
monitoring of ABL wind development. In addition, the small systems are
portable and easy to deploy (Pearson et al., 2009).
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According to Weitkamp (2005), the general lidar equation describing a single











From the equation the quadratic decrease of the signal intensity with dis-
tance R is evident. The overlap function O(R) is composed of geometric
factors and describes the fraction of the laser beam that is imaged on the de-
tector. Apart from instrument specific parameters like the average power of
a laser pulse (P0), pulse duration (t), area of receiver optics (A) and system
efficiency (η), the backscatter term β(R,λ) determines atmospheric contri-
butions to the signal strength for the wavelength λ. It depends on the con-
centration of scattering material in the observed volume and the differential
scattering cross section for the backward direction. Similar the transmission
term exp[−2 ∫ R0 α(r,λ)dr], accounting for the extinction loss from the lidar to
the particles and back, depends on the concentration and the extinction cross
section.
Doppler lidar4 systems emit laser pulses at 1.5 µm (near-infrared). At this
wavelength the radiation is scattered at aerosol and cloud particles (Mie scat-
tering) and is less effected by molecular scattering. This also implies that
this technique relies on a sufficient amount of aerosol contained in the atmo-
sphere. On the other hand the signal is saturated by optically thick liquid
water clouds. The part of the elastic backscattered signal that is detected
at the telescope is compared to a local optical oscillator (LO) with a known
frequency fLO to determine the magnitude and sign of the frequency shift
(heterodyne detection):
fLO ± ( f0 + ∆ f ) (1.2)
The frequency shift ∆ f , referring to the movement of the scattering particle,
is known as the Doppler effect and can be inferred from a Fourier transform
analysis (Rye and Hardesty, 1993a; Rye and Hardesty, 1993b). With estimates





These DWL instruments operate with a high pulse repetition frequency (15
kHz) and an averaging time of usually 1 s for one beam to reduce speckle.
4here specifications of the HALO Photonics Streamline Doppler lidar available at JOYCE
are described
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FIGURE 1.3: Schematic of a VAD scan with 12 beams (Päschke
et al., 2015). The angle α corresponds to θ in the text.
With ∆R = ct/2 from Equation 1.1 and c being the speed of light, a pulse
duration t of 150 ns would result in a 22.5 m effective pulse length and the
range resolution is determined from a range weighting function (Frehlich
and Yadlowsky, 1994).
With the information of the radial wind component, the vertical wind can
be directly estimated when pointing zenith. Due to the scanning capabil-
ity of the DWL, also profiles of the horizontal wind vector can be derived
with the assumption of a horizontal homogeneous wind field across the mea-
surement volume. One of the methods to derive horizontal winds is the
velocity-azimuth display (VAD) technique, which shows a better goodness-
of-fit compared to the also widely used Doppler Beam Swinging (DBS) tech-
nique (Weitkamp, 2005). The VAD scan technique is the main method used
to derive horizontal wind speed profiles in Publication I, Publication II and
Publication III. VAD scans are composed of conical scans over the full az-
imuth angle θ at a fixed zenith angle φ with several beams (Figure 1.3). If the
assumption of a homogeneous atmosphere during the scan is fulfilled, the
observed radial velocities form a sine curve given by:
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vr = u sinθ sinφ+ v cosθ sinφ+ w cosφ (1.4)
The least squares wind vector components (u,v,w) can be obtained by solving
the overdetermined linear system Av = Vr using singular value decompo-
sition (Päschke et al., 2015), where v = (u, v, w)T, Vr = (Vr1...Vrn)T and n
is the number of beams. The n rows of matrix A contain the unit vectors
sinθi sinφ cosθi sinφ cosφ (with i = 1, ..., n). In Päschke et al. (2015) also a
method to assess the deviations from a perfect sine curve fit is presented.
These deviations can arise from turbulence due to convective motions, grav-
ity waves or wind shear.
Doppler wind lidars provide the necessary high temporal and spatial reso-
lution to obtain such turbulence estimates, especially the small-scale turbu-
lence, from vertical velocity measurements. In particular the dissipation rate
of turbulent kinetic energy (TKE) is of interest. TKE is an important param-
eter for studying atmospheric turbulence, since it is a measure of the inten-
sity of turbulence and directly linked to the transport of momentum, heat
and moisture in the ABL (Stull, 2012). The dissipation rate represents the
transfer of energy to smaller turbulent eddies in the inertial sub-range of the
energy spectrum (Figure 1.4) and describes the conversion of kinetic energy
into heat in the viscous sub-range (Banakh et al., 1999). The inertial sub-range
describes the part of the spectrum where energy produced by large eddies is
decaying to smaller eddies. The turbulent energy spectrum S(k) for isotropic
turbulence after Kolmogorov (1991) can be given by:
S(k) = ae2/3k−5/3, (1.5)
with a = 0.55 being the Kolmogorov constant (Paquin and Pond, 1971) and
e the dissipation rate (O’Connor et al., 2010). Furthermore, the wavenumber
k can be related to a length scale L = 2pi/k by making use of the frozen tur-
bulence hypothesis of Taylor (1935). Integrating the energy spectrum from
Equation 1.5 is equivalent to the variance of the observed mean Doppler ve-





2/3 − L2/31 )−3/2 (1.6)
The length scale L1 can be approximated by the product of horizontal wind
V and dwell time (acquisition time for radial velocity profile estimates) of the
lidar and L is obtained by multiplying L1 with the number of samples used
to derive e. This method assumes that variations in mean Doppler velocity
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FIGURE 1.4: "Schematic of vertical velocity energy density
spectra vs frequency conforming to Kolmogorov’s hypothesis."
O’Connor et al. (2010)
are solely due to turbulence with scales inside the inertial sub-range (Frehlich
and Cornman, 2002) and is used in Publication I and Publication III.
1.3.2 Observing atmospheric humidity and cloud properties
Atmospheric humidity is a key parameter to observe for vegetation-ABL in-
teractions, but also for the surface energy balance and the hydrological cycle,
can be estimated in different ways. Existing measurement techniques of the
water vapor column amount range from satellite observations of the atten-
uation of reflected solar light from the surface in the near-infrared spectral
regime (Gao and Kaufman, 2003), over radiosondes, to the Global Position-
ing System (GPS), making use of the zenith path delay (Bevis et al., 1992).
For continuous observations of the full diurnal cycle under most weather
conditions at a specific site, ground-based passive microwave radiometers
are commonly used to derive integrated quantities like IWV and LWP, but
also profiles of humidity and temperature (e.g. Löhnert and Crewell, 2003;
Rose et al., 2005; Turner et al., 2007a). In the microwave spectrum, contribu-
tions to the extinction coefficient (Figure 1.5) are mainly due to absorption at
the pressure-broadened rotational line of water vapor at 22.235 GHz and the
oxygen complex (around 60 GHz). Furthermore, the water vapor and liquid
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FIGURE 1.5: Extinction coefficient in the microwave spectral
range, with contributions of oxygen, water vapor and liquid
water. Löhnert et al. (2004)
water continuum add to the extinction of radiation and increases with fre-
quency. Scattering processes for liquid water clouds by large cloud droplets
or drizzle are only effective at frequencies above 100 GHz (Simmer, 1994).
Retrieval techniques often make use of the emission at two frequencies, lo-
cated close to the 22.235 GHz water vapor line and in an atmospheric win-
dow region (e.g. 30 GHz). In this dual-channel approach, LWP and IWV
can be retrieved simultaneously from atmospheric brightness temperatures
(BT5) measurements, which has been applied for decades (Westwater, 1978).
In order to convert BTs to estimates of IWV or LWP, statistical retrievals can
be used (deployed in Publication III). For the retrieval development, radia-
tive transfer calculations (e.g. Clough et al., 2005) need to be performed to
relate BTs to the retrieval quantity. The input parameters such as profiles of
temperature and humidity are usually obtained from radiosonde climatolo-
gies and are thus site specific. The information on the atmospheric state is
then utilized to simulate BTs of the desired frequencies. Important factors
that need to be accounted for in these calculations are, as mentioned before,
microwave absorption due to water vapor and oxygen, as well as the wa-
ter vapor continuum and liquid water (e.g. Liebe et al., 1991; Rosenkranz,
5describing the Planck equivalent blackbody temperature
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1998). The retrieval coefficients are then inferred from regression techniques
like multiple linear regression (e.g. Löhnert and Crewell, 2003), or neural
network (Cadeddu et al. (2009), Marke et al. (2016), see Publication IV). Also
physical retrievals exist, adding radar, lidar, radiosonde profiles, near surface
observations and apriori knowledge for a better characterisation of the atmo-
spheric state (Löhnert et al., 2004). To take into account non-linearities, the
inversion can be done iteratively using optimal estimation (Rodgers, 2000).
Hence, this approach is more accurate but also more computationally expen-
sive compared to statistical methods (Turner et al., 2007a).
In general, reliable retrieval results can not be obtained during rainy condi-
tions (Rose et al., 2005). Due to radiometric and absorption model uncer-
tainties, as well as the deployed retrieval method and calibration procedure,
a BT uncertainty of 0.5–1 K (Maschwitz et al., 2013) converts into retrieval
accuracies of about 15–30 g m−2 for LWP (Löhnert and Crewell, 2003) and
0.5–0.8 kg m−2 for IWV (Steinke et al., 2015). Therefore, the relative retrieval
uncertainty of LWP can be above 50% for thin liquid water clouds (LWP be-
low 100 g m−2). This type of cloud is frequently occurring in various cli-
mate regimes, with percentages over 60% (Turner et al., 2007a). In addition,
the sensitivity of shortwave and longwave radiative fluxes is high for clouds
with low amounts of liquid water (Marchand et al., 2003). Due to the high
abundance and radiative impact, it is crucial to accurately characterize radia-
tive properties of thin liquid water clouds for a correct representation in cli-
mate models (Turner et al., 2007b). In order to describe interactions of clouds
with radiation for a given wavelength, properties like cloud optical depth τ
and effective radius re f f can be used (Stephens, 1978; Hu and Stamnes, 1993;
Turner et al., 2007b). With:







being the effective radius as the area-weighted mean radius of cloud droplets
with radius r and droplet size distribution (DSD) n(r) (Hansen and Travis,
1974). If the droplets are large compared to the wavelength, cloud mean re f f
can be related to τ and LWP in a vertical uniform liquid water cloud by:




where ρl is the liquid water density (Stephens, 1978). To obtain vertically
resolved profiles of re f f , MWR and radar observations are combined (Frisch
et al., 1995). The radar reflectivity Z is proportional to the sixth moment
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FIGURE 1.6: "Simulated cloudy minus clear sky radiance dif-
ference at 11 µm and 31.4 GHz for a range of LWP. [...] " Turner
(2007)
of the DSD and distributes the MWR estimated LWP vertically within the
cloud. Accounting for cloud top entrainment, re f f as a function of height
above cloud base (h) for non-drizzling clouds with known boundaries can be
written as:





with assumptions on the DSD shape parameter contained in krν (Knist, 2014).
Also infrared observations reveal sensitivities to changing amounts of liq-
uid water contained in the clouds. Whereas for MWR a linear increase in
downwelling radiance below 100 g m−2 is observed, the infrared sensitivity
is much higher and exceeds the instrument uncertainty of 1 RU6 (Figure 1.6).
At around 60 g m−2 saturation of the downwelling radiance is evident by the
asymptotic behavior and the sensitivity drops below the uncertainty. Thus,
the infrared spectral regime is suitable to retrieve low LWP values and can
be combined with MWR observations to achieve a full coverage of the liquid
water cloud LWP range, as demonstrated in Turner (2007) (see also Publica-
tion IV).
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Abstract We present a method using Doppler lidar data for identifying the main sources of turbulent
mixing within the atmospheric boundary layer. The method identifies the presence of turbulence and then
assigns a turbulent source by combining several lidar quantities: attenuated backscatter coefficient, vertical
velocity skewness, dissipation rate of turbulent kinetic energy, and vector wind shear. Both buoyancy-driven
and shear-driven situations are identified, and the method operates in both clear-sky and cloud-topped
conditions, with some reservations in precipitation. To capture the full seasonal cycle, the classification
method was applied to more than 1 year of data from two sites, Hyytiälä, Finland, and Jülich, Germany.
Analysis showed seasonal variation in the diurnal cycle at both sites; a clear diurnal cycle was observed in
spring, summer, and autumn seasons, but due to their respective latitudes, a weaker cycle in winter at Jülich,
and almost non-existent at Hyytiälä. Additionally, there are significant contributions from sources other than
convective mixing, with cloud-driven mixing being observed even within the first 500 m above ground.
Also evident is the considerable amount of nocturnal mixing within the lowest 500 m at both sites,
especially during the winter. The presence of a low-level jet was often detected when sources of nocturnal
mixing were diagnosed as wind shear. The classification scheme and the climatology extracted from the
classification provide insight into the processes responsible for mixing within the atmospheric boundary
layer, how variable in space and time these can be, and how they vary with location.
1. Introduction
Reliable representation of turbulent mixing within the atmospheric boundary layer (ABL) is essential for air
quality studies, wind energy, and for weather and climate models (e.g., Garratt, 1994). Turbulent mixing
is responsible for the redistribution of momentum, mass, temperature, and humidity within the ABL (Oke,
1992). In addition, turbulent processes govern the rate of exchange between the surface and the atmo-
sphere and determine the transport of aerosol away from the surface (Fuentes et al., 2016; Kaimal & Finnigan,
1994). The sources of turbulent mixing include buoyancy production and wind shear production (Deardorff,
1972; Moeng & Sullivan, 1994) and are highly variable in time and space; therefore, accurate measurements
(Baklanov et al., 2011) and representation in numerical models are a challenge (Holtslag et al., 2013).
Buoyancy production, in terms of surface-driven convective mixing, is usually the dominant source of tur-
bulent mixing in the ABL during the day (Oke, 1992), and also, radiative cooling in stratocumulus layers can
drive top-down mixing from the cloud layer toward the surface during day and night (Hogan et al., 2009;
Wood, 2012). Shear-driven production arises from shear in the near-surfacewind profile induced bymechani-
cal friction between the atmosphere and surface and from the shear associatedwith low-level jets (e.g., Banta
et al., 2006; Tuononen et al., 2017).
Doppler lidar measurements provide sufficient temporal and spatial resolution for observing turbulent
mixing in the ABL (e.g., Tucker et al., 2009) but have typically concentrated on particular quantities (O’Connor
et al., 2010; Smalikho & Banakh, 2017; Vakkari et al., 2015) or processes (Barlow et al., 2011; Hogan et al., 2009;
Su et al., 2016; Träumner et al., 2011) or deriving the mixing level height (Baars et al., 2008; Emeis et al., 2008;
Pearson et al., 2010; Schween et al., 2014). To better comprehend the complex structure and evolution of the
ABL, Harvey et al. (2013) introduced a profile-based Doppler lidar method for determining specific ABL types
concentrating on whether the cloud-topped ABL was coupled to the surface.
Here we introduce amethod that builds upon themethod presented by Harvey et al. (2013) andwhich objec-
tively assigns a source for the turbulent mixing identified in the ABL by Doppler lidar. The method combines
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Table 1




Pulse repetition frequency 15 kHz
Nyquist velocity Approximately 20 m/s
Sampling frequency 50 MHz
Velocity resolution 0.038 m/s
Telescope Monostatic optic-fiber coupled
Range resolution 30 m
Pulse duration 0.2 (0.15) μs
Lens diameter 8 (7.5) cm
Lens divergence 33 μrad
Minimum range 90 m
Maximum range 9,600 (8,400) m
Points per range bin 10
multiple quantities derived from Doppler lidar measurements to output a pixel-based classification for the
turbulent source at high temporal and spatial resolution (3 min and 30 m for the instruments used here).
Themethod is robust for almost all situations except fog and precipitation and is intended to be site indepen-
dent. Fog often impedes the propagation of the Doppler lidar signal and ismostly present at elevation, which
are lower than the lowest observable Doppler lidar range gate 105 m. Contamination of lidar measurements
from precipitation can be an issue, and the methodology could be improved with an inclusion of a robust
method for detecting precipitation in Doppler lidarmeasurementswhich to the authors’ knowledge does not
exist yet. However, a simple precipitation detectionmethod, which is described in section 3.2, was applied to
the data set. In principle, this method can be applied to any Doppler lidar that providesmeasurements of ver-
tical Doppler velocity and horizontal winds and requires only Doppler lidar; however, it is designed so that it
can be easily extendedwith supplementary information, such as sensible heat fluxmeasurements from a 3-D
sonic anemometer.
For this study, we applied the classification method to long-term data sets (over 1 year) to capture a full
seasonal cycle of the ABL using instruments at two sites in Europe. The instruments and their operating spec-
ifications, together with their locations, are described in section 2. The classification method is presented in
section 3, which describes the lidar quantities that are required, together with their associated uncertain-
ties, and the decision tree that is used to assign the source. In section 4, two case studies are highlighted to
show how themethod performs in both clear-sky and cloudy-topped ABL situations, and the results from the
long-term climatological analysis at both sites are discussed.
2. Measurements
2.1. Halo Photonics Streamline Scanning Doppler Lidar
The Halo Photonics Streamline Doppler lidar (Pearson et al., 2009) is a pulsed lidar system with a hetero-
dyne detector operating in the near-infrared spectral region. This instrument has full hemispheric scanning
capability and provides range-resolved profiles of backscattering signal and radial Doppler velocity with
user-selectable resolution. The instrument parameters during standard operation for the two instruments
considered here are given in Table 1. To obtain reliable uncertainty estimates, Manninen et al. (2016) showed
that the Halo lidar signal output often requires further processing to account for artifacts in the instrument
background signal. This extra processing also has amajor impact on the data availability, especially in regions
with a low aerosol loading. The extra processing does not affect the Doppler velocities. After the background
correction, new measurement uncertainties are derived from the corrected signal (O’Connor et al., 2010;
Rye & Hardesty, 1993), which will then propagate through to the products derived from the lidar signal
and radial Doppler velocity. Profiles of calibrated attenuated backscatter coefficient (𝛽) are also derived
(Westbrook et al., 2010), if the telescope function is known (Hirsikko et al., 2014).
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2.2. Site and Data Set Description
To evaluate the ABL classification, Halo lidar measurements from two locations are utilized: Hyytiälä, Finland,
and Jülich, Germany. Both locations represent a maritime to continental environment in the high andmiddle
latitudes, respectively. Thedata set used in this study consists ofHalo lidarmeasurements performedbetween
1 September 2015 and 15 November 2016 at Hyytiälä and from 1 May 2015 to 31 December 2016 at Jülich.
Hyytiälä hosts the Station for Measuring Ecosystem-Atmosphere Relations-II (Hari & Kulmala, 2005) oper-
ated by the University of Helsinki and is located in the southwestern part of Finland (61.845∘N, 24.289∘E).
The site is about 190 km north of Helsinki and 150 km from the shores of the Gulf of Bothnia in the west.
The site represents a typical rural boreal forest environment and was established to teach and study forestry
in 1910. Together with forest science research, atmospheric measurements have been performed at the
station since the 1980s, and the Station for Measuring Ecosystem-Atmosphere Relation-II station has been
operational since 1995. The station is embeddedwithin the Aerosols, Clouds and Trace gases Research Infras-
tructure (ACTRIS), Integrated Carbon Observation System, and Long-Term Ecosystem Research in Europe
infrastructures.
The Halo lidar, operated by the Finnish Meteorological Institute, has been operating continuously at the sta-
tion since 2013, following the operational scanning strategy outlined in Hirsikko et al. (2014). The scanning
sequence for this period comprised the following: VAD scan at 30∘ elevation from horizontal with 23 beams
(excluding one blocked beam) every 30 min, three-beam Doppler beam swinging (DBS) scan at 70∘ eleva-
tion every 30min, and range height indicator scan and custom sector scan every 30min with slightly varying
integration times. When not scanning, the instrument was performing vertical stare measurements with 10-s
integration time. For Hyytiälä, only the DBS scans were used for the Halo lidar wind retrievals.
The Jülich ObservatorY for Cloud Evolution (JOYCE) is embedded in the German Research Foundation
(DFG) Transregional Collaborative Research Centre Transregio32 Patterns in Soil-Vegetation-Atmosphere
Systems—Monitoring, modeling and data assimilation of the Universities of Aachen, Bonn, Cologne, and
the Research Centre Jülich. The JOYCE instrumentation aims to observe the variability of atmospheric water
cycle variables, helping to understand the interactions between soil, vegetation, and atmosphere through
spatially and temporally highly resolved measurements. As a registered DFG Research Infrastructure, JOYCE
has recently (beginning of 2016) been funded as a DFG Core Facility in order to professionally manage
user access to JOYCE instruments, observation data, and scientific expertise. Internationally, JOYCE is a
Cloudnet observatory embedded within the European Horizon2020 Research Infrastructure ACTRIS-2. In
March 2016 the European Strategy Forum for Research Infrastructures officially adopted ACTRIS. Most of
the instruments (including the Doppler lidar) are located on the roof of the Institute for Energy and Climate
Research-Troposphere IEK-8 at the Research Centre Jülich, which is embedded in an agricultural dominated
landscape (50.909∘N, 6.414∘E, 111 masl).
At Jülich, the operational scanning strategy consists of a 75∘ elevation VAD scan with 36 beams every 15min.
Every 5min a DBS scan is conductedwith the same elevation angle. Since 1 June 2015 an additional VAD scan
with only three beams was set up following the DBS scan. Furthermore, a range height indicator scan at 0∘
azimuth is performed every hour with 5∘ increments, resulting in 37 beams. For the remainder of the time,
vertical staremeasurements are carried outwith 1-s integration time. For Jülich, only the VAD scanswere used
for the Halo lidar wind retrievals. To filter atmospheric lidar signal from noise, we have selected a conservative
signal-to-noise (SNR) threshold of −20 dB at both sites.
3. Methodology
3.1. Calculation of the Required Quantities From Doppler Lidar Measurements
The ABL classification method requires the following lidar quantities as inputs: attenuated backscatter
coefficient, vertical velocity skewness, dissipation rate of turbulent kinetic energy (TKE), vertical profiles of
horizontal wind, and vector wind shear. These lidar quantities are derived from the data corrected following
Manninen et al. (2016) and generated at the original vertical resolution and selected temporal resolution,
unless otherwisementioned. The choiceof temporal resolutiondependson the signal strength anddata avail-
ability, that is, the aerosol loading in the region where the Halo lidar is located; more averaging is required in
clean air situations. In addition, it is necessary to ensure that the turbulent length scales imposedby the choice
of temporal resolution encompass eddies that remain within the inertial subrange (Frehlich & Cornman,
2002; O’Connor et al., 2010). Hence, for the sites investigated here, 3 min was determined as the temporal
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Fractional error in TKE using Doppler lidar winds
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median difference: -0.11 %
standard deviation: 4.06 %
d)
Difference of the fractional error in TKE (Doppler lidar - GDAS, %)
Figure 1. Time-height plots of fractional error in 𝜖 using (a) Doppler lidar winds and (b) GDAS model winds calculated from measurements on 9 March 2016 at
Jülich, Germany. (c) Time-height plot and (d) histogram of the difference in the two fractional errors (Doppler lidar-GDAS). GDAS = Global Data Assimilation
System; TKE = turbulent kinetic energy.
resolution limit for generating theABL classification. Vertical velocity skewness requires a longer timewindow
(e.g., Harvey et al., 2013; Hogan et al., 2009), which is further discussed below.
The height of the aerosol layer, in terms of the Halo lidar measurements, is calculated from the averaged
attenuated backscatter coefficients (𝛽). The height is utilized to limit the calculations to the height ranges
with sufficient atmospheric signal. Clouds are detected from the 𝛽 values by selecting a threshold from the
literature: 10−5 m−1⋅sr−1 (e.g., Harvey et al., 2013; Hogan et al., 2009; Westbrook et al., 2010). Ideally, the cloud
detection scheme should include objective cloud-precipitation discrimination.










where np is the number of pulses per ray and SNR is the signal-to-noise ratio. Since the 𝛽 value at cloud base
is at least 2 orders of magnitude above aerosol 𝛽 values, and usually have high SNR, we consider that 𝜎𝛽 has
little impact on the simple threshold-based cloud detection method.
The vertical velocity variance and skewness are calculated from the vertically pointing radial Doppler veloc-
ities by using a method presented by Rimoldini (2014), which provides higher-order moments unbiased by
random uncertainties or sample size. The vertical velocity skewness is used to diagnose whether the tur-
bulence is cloud driven, as discussed in section 3.2.2. Uncertainties of velocity variance and skewness were
estimated by using bootstrapping technique (e.g., Kleiner et al., 2014). To capture reliable skewness of ver-
tical air motion in the ABL, a 60-min time window was determined to be suitable. Skewness calculated with
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the 60-min window is then subsampled to 3 min with linear interpolation to match the temporal resolution
of other lidar quantities. Skewness is highly noisy quantity, and thus, in the results presented here, median
filtering is applied using a window size of 10 consecutive 3-min profiles and 3 range gates.
In order to associate a source of the mixing process, the most important part of the classification is the iden-
tification of the turbulent regions of the ABL. Hogan et al. (2009) discussed that a combination of vertical
velocity skewness and variance (𝜎2v ) can be used to detect turbulence. In this study, the presence of turbulent
mixing is diagnosed from the dissipation rate of TKE, which is calculated from vertically pointing data using










where the a = 0.55 is the Kolmogorov constant, 𝜎w̄ is the standard deviation of the mean radial velocity
of a selected time averaging window (O’Connor et al., 2005), L is the length scale of the largest eddies that
pass completely through the lidar beam during the averaging window, and L1 describes the length scale of
the scattering volume dimension per single sample in the averaging window. It is important to note that, if
present, the impact ofwavemotions to the observed 𝜎w̄ and henceforth to the 𝜖 should be taken into account
because the wave motions do not cause turbulent mixing (Bonin et al., 2018).
The method also provides an uncertainty estimate for 𝜖, described in terms of fractional error, Δ𝜖∕𝜖, where
Δ𝜖 is the absolute error in TKE dissipation rate (for further details, see O’Connor et al., 2010). Horizontal winds
are required to estimate the length scales L and L1, and these may be provided by the instrument itself, if
scanning capable, or by supplementary sources such as radiosonde, wind profiler, or weather forecastmodels
(O’Connor et al., 2010). Low SNR or highly turbulent conditions can impact the Doppler lidar wind retrievals
(Newsom et al., 2017; Päschke et al., 2015), in which case, when Halo lidar horizontal winds are not available,
horizontal winds provided by, for example, the Global Data Assimilation System, GDAS (GDAS, 2016) can be
used instead.
To investigate how the uncertainty in 𝜖 estimate change when model winds are used instead of winds
retrieved with Doppler lidar, we calculated 𝜖 using (2) with both wind data sets and compared the resulting
fractional errors in 𝜖. Figure 1 shows an example day from 9 March 2016, Jülich, Germany, where Halo lidar
winds could be retrieved throughout the ABL. The median difference in fractional error in 𝜖 was 0.11% with
standard deviation of 4.1%. Given that a typical threshold value for reliable 𝜖 estimates canbe as high as 300%,
as suggested by O’Connor et al. (2010), the additional uncertainty arising from using GDAS model winds is
considered to be insignificant. However, in the results presented in this paper we have used only the Halo
lidar winds.
Wind shear, which is also a source of turbulent mixing, can be derived from the Doppler lidar retrievals of
horizontal wind. The vector wind shear is given by, for example, ICAO (2005):






where the vector difference of the u and v wind components is divided by the height differenceΔz between
the two altitudes over which the wind shear is calculated. Here the vector wind shear is calculated over three
range gates (Δz = 90 m). The uncertainty in vector wind shear is obtained by propagating the uncertainty
in the winds. In good conditions, the uncertainty in horizontal wind is of the order 0.2 m/s for VAD scans, but
inhomogeneous flow in strongly turbulent mixing layers can increase the uncertainty significantly (Päschke
et al., 2015). Thus, we assume that, when present, convective mixing is the dominant cause of turbulence
within the ABL and neglects the influence of vector wind shear. Wind shear is not calculated when Doppler
lidar winds are not available.
For additional information, the low-level jet (LLJ) detection algorithm presented by Tuononen et al. (2017) is
applied. LLJs have been shown to cause shear-driven turbulence above and below the jet nose, especially in
the nighttime ABL (Banta et al., 2006; Cuxart & Jiménez, 2007) and also during daytime in coastal locations
(Tuononen et al., 2017). In the results presented here, only the presence and the height of the detected LLJs
are shown, but LLJs are not explicitly diagnosed as the turbulent source, as automated attribution is still under
evaluation.
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Figure 2. Schematic of the atmospheric boundary layer turbulent mixing source decision tree.
3.2. Generating the ABL Classification Product
Themain product of themethod presented in this paper is a classification bit field, in which each bit contains
the relevant informationobtained fromeach individual quantity required for theboundary layer classification.
The two masks, generated using the decision tree logic, are derived from the bit field. This approach allows
straightforward implementation of future developments, such as improved methods and supplementary
information (e.g., surface stability), through which new bits can be added to the bit field, without changing
the current logic. The decision tree logic can bemodifiedwithoutmodifying the bits, andmore classes can be
added by including the new bits when deriving masks from the bit field. The bit field can be represented by
two fields, one identifying the presence of turbulent mixing and whether it is associated with clouds, the sur-
face, or neither (section 3.2.1) and one presenting the diagnosed dominant source of mixing (section 3.2.2).
These fields are generated at the same time-height resolution as the input lidar quantities. The classification
product classes are denoted in italics.
Precipitation cases are identified profile by profile from the vertical velocity data by using the assumption
that all precipitation has a fall velocity greater than 1 m/s. Since turbulent motions can also exceed 1 m/s, a
pixel-by-pixel approach will not suffice. However, a mean negative Doppler velocity averaged over a larger
time and vertical window is also not a sufficient discriminator, since large turbulent eddies can also result in a
mean negative Doppler velocity at the time and spatial scales that would seem suitable for detecting precipi-
tation. Hence, we use the additional criterion that 95% of the Doppler velocities within the averagingwindow
must also be < −1 m/s; the entire profile within which any pixel meets these criteria is then diagnosed as
containing precipitation. An averaging window of 3 × 7 pixels (equivalent to 9 min and 210 m) was applied
to the 3-min averaged profiles; since precipitation is more coherent in the vertical dimension, enlarging the
window in the vertical direction provides more values from which to compute the 95th percentile and is a
compromise between obtaining a robust result and retaining the temporal resolution necessary to capture
some precipitation features. This precipitation diagnostic may not be suitable in locations where there is sig-
nificant large-scale verticalmotion arising fromorographic features or strong convection. At the two locations
in this study, the precipitation diagnostic removed about 1%of the profiles at Hyytiälä and about 2% at Jülich.
3.2.1. Surface-Driven Versus Cloud-Driven Turbulent Mixing
The presence of turbulence is obtained from 𝜖 using a threshold-based approach. Previous studies suggest
𝜖 > 10−4 m2/s3 as a suitable threshold value (e.g., Borque et al., 2016; O’Connor et al., 2010; Vakkari et al., 2015).
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Figure 3. Time-height plots of (a) attenuated backscatter coefficient, 𝛽 , (b) vertical velocity skewness, (c) TKE dissipation
rate, 𝜖, and (d) vector wind shear, calculated from Doppler lidar measurements on 9 March 2016 at Jülich, Germany.
Solar noon is about 11:45 UTC. TKE = turbulent kinetic energy.
We selected 𝜖 > 10−5 m2/s3 as our threshold for detecting turbulent mixing and a threshold of 𝜖 > 10−4 m2/s3
for detecting surface-connected mixing, as discussed below. Pixels above the 𝜖 > 10−5 m2/s3 threshold are
determined to be turbulent and below the threshold as nonturbulent. The presence of cloud in a profile is also
determined using a threshold value, 𝛽 > 10−5 m−1⋅sr−1 being labeled as in cloud.
When the ABL is topped by stratocumulus clouds, cloud-top radiative cooling can be the dominant driver
for turbulent mixing within the ABL (Wood, 2012), which resembles the inverse of surface-driven turbulence
(Hogan et al., 2009) and can be recognized from the vertical velocity skewness. In order to determinewhether
turbulent mixing is associated with a cloud layer, labeled cloud driven, the cloud base height is first obtained
and then a top-down approach is used to find all consecutive range gates below the cloudwith 𝜖 > 10−5 m2/s3
and containing negative vertical velocity skewness. Similarly, surface connected is resolved with a bottom-up
approach by searching the profile upward until the first range gate where 𝜖 < 10−4 m2/s3 is found, starting at
the lowest reliable range gate of the Halo lidar (105 m). Any remaining range gates where 𝜖 > 10−5 m2/s3 are
labeled as unconnected. In principle, the regions labeled surface connected comprise the mixing layer, from
which themixing layer height can be produced, a valuable parameter for many applications. Cases where the
surface-connected and cloud-driven turbulence are coupled, special care should be taken in determining
the height of the mixing layer since ascending and descending plumes have been observed to pass through
the interface between positive and negative skewness layers indicating surface-connected and cloud-driven
layers, respectively (Hogan et al., 2009).
3.2.2. Identifying the Turbulent Mixing Source
The source of turbulent mixing is derived using decision tree-based logic, as presented in Figure 2, which
requires an additional input describing the atmospheric thermodynamic stability close to the surface.
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Figure 4. Time-height plots of atmospheric boundary layer classification showing (a) connection with the surface
(i.e., surface driven versus cloud driven) and (b) the turbulent mixing source, together with time-height plots of
(c) wind direction and (d) wind speed on 9 March 2016 at Jülich, Germany. The black lines on the two lower panels
show LLJ altitude identified using the method presented by Tuononen et al. (2017). LLJ = low-level jet.
First, pixels are identified as being in cloud or not. Then, turbulent pixels are separated from nonturbulent
and cloud-driven pixels are identified. Other turbulent pixels are then classified depending on the atmo-
spheric stability close to the surface, whether they are in contact with the surface, and whether there is wind
shear present.
In the absence of ancillary measurements, it is assumed that the daytime ABL is unstable, and the nighttime
ABL is neutral or stably stratified (e.g., Garratt, 1994; Oke, 1992), with sunrise and sunset calculated using the
method described in Ibrahim andAfshin (2008). In unstable situations, convectivemixing is assumed to be the
dominant source of turbulence for pixels labeled surface connected. It is important to note that the ABL does
not become unstable immediately after sunrise but that it takes some time, the length of which depends, for
example, on solar angle, cloud cover, and surface characteristics (Ketzler, 2014).
In stable or neutral conditions, any turbulence in the presence of significant wind shear, defined as> 0.03 s−1,
is assigned the classwind shear, whichmay include surface-connected and unconnected pixels (but not cloud
driven), and is often seen in the presence of a LLJ as in the case study discussed in section 4.1. This class is
not assigned in unstable situations as it is assumed that any mechanically driven turbulence is dominated by
thermally driven turbulence.
For all remaining unassigned pixels, turbulence is assumed to arise from decaying convective eddies after
sunset or from other intermittent sources (Lothon et al., 2014) and labeled as intermittent.
4. Results and Discussion
We first present two case studies, a clear-sky day from Jülich and a cloud-topped ABL from Hyytiälä, to illus-
trate the detailed performance of the classification scheme on a daily basis. The ABL classification scheme is
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Figure 5. Time-height plots of (a) attenuated backscatter coefficient, 𝛽 , (b) vertical velocity skewness, (c) TKE dissipation
rate, 𝜖, and (d) vector wind shear, calculated from Doppler lidar measurements on 22 September 2016 at Hyytiälä,
Finland. Vertical gray lines indicate periods when the Doppler lidar was scanning. Solar noon is about 10:15 UTC.
TKE = turbulent kinetic energy.
then applied to more than 1 year of data from both sites to display how the classification scheme is used to
investigate the relative proportion of surface-driven, cloud-driven, and other turbulent sources, their diurnal
cycle, and their seasonal variation.
4.1. Clear-Sky Case Study
Figure 3 displays lidar quantities calculated from the Halo lidar data for a clear-sky day in Jülich, Germany.
The development of the ABL structure is typical for a clear-sky day between spring and early autumn in a
midlatitude and semiurban environment. Sunrise is at 06:08 UTC, and a layer with high TKE dissipation rate
values (𝜖 > 10−3 m2/s3) and generally positive skewness values can be seen growing to reach about 1,200 m
by 10:00 UTC, indicative of surface-driven convective mixing. This layer then begins reducing in altitude after
16:00 as the turbulentmixing associatedwith surface heatingweakens, as expectedwith sunset at 17:24 UTC.
The ABL classification product displayed in Figure 4, diagnosed using the decision tree (Figure 2), produces
the same result, surface-connectedmixing with a convective source during the daytime.
However, there are other turbulent features present in the ABL. Between 00:00 and 09:00 UTC there is sig-
nificant turbulent mixing at altitudes up to 500 m or more, the upper boundary of which coincides with a
strong gradient in the attenuated backscatter field. This early morning turbulent mixing correlates well with
an elevated layer of strong vector wind shear (> 0.03 s−1) as does another elevated turbulent layer after sun-
set between 17:30 and 22:30 UTC. Applying the LLJ algorithm to the horizontal wind profiles, displayed in
Figure 4, shows that LLJs are present at these times and at appropriate altitudes, since the strongest wind
shear associated with LLJs is usually below the jet maximum. There is also strong near-surface shear cou-
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Figure 6. Time-height plots of ABL classification showing (a) connection with the surface (i.e., surface driven versus
cloud driven) and (b) the turbulent mixing source, together with time-height plots of (c) wind direction and (d) wind
speed on 22 September 2016 at Hyytiälä, Finland. Vertical gray lines in (a) and (b) indicate periods when the Doppler
lidar was scanning. LLJ = low-level jet.
pled with turbulence detected between 00:00 and 4:00 UTC and between 18:00 and 24:00 UTC, presumably
a result of the surface friction. These features are also captured in the classification product as wind shear
andmay be surface connected or unconnected. Turbulent featureswithout an objectively determined source
are labeled as intermittent. In this pixel-by-pixel approach we assume that convective mixing dominates any
wind shear, since convection also manifests apparent wind shear at the 3-min resolution used here (due to
updrafts and downdrafts being advected over the site). Outside convective regions, pixels classified as inter-
mittent might also be a result of wind shear but not directly affected by wind shear. For interpreting wind
shear-affected regions, temporal and spatial consistency of the classification should be considered, and the
wind shear threshold sensitivity tests should be carried out at several sites.
Note that there are weak features that could be interpreted as decaying turbulence in Figure 3c, such as after
16:00 UTC up to 1 km, but since 𝜖 < 10−4 m2/s3 the decaying turbulence is labeled accordingly as nonturbu-
lent in Figures 4a and 4b. This is a consequence of the relatively high fractional errors in dissipation rate for
low 𝜖 values.
4.2. Cloud-Topped Case Study
Figure 5 displays the same lidar quantities as in Figure 3 calculated from the Halo lidar data for a nonprecip-
itating stratocumulus cloud-topped case in Hyytiälä, Finland. Exhibiting high attenuated backscatter (𝛽 >
10−4 m−1⋅sr−1), the stratocumulus cloud layer is clearly visible in Figure 5a at altitudes ranging from 500 m
between 00:00 and 04:00 UTC and rising to about 1,000mby 06:00 UTC. The stratocumulus layer persists until
14:00UTC and then reappears in the evening after 21:00 UTC, with clear skies in between. A deep layer of high
dissipation rate (𝜖 > 10−4 m2/s3) and negative skewness values is associated with the cloud layer and is not
present during the clear-sky period in the afternoon. In themorning, between 00:00 and 05:00 UTC, this layer
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60d) nocturnal cloud driven turbulence
Figure 7. Time-of-day versus day-of-year plot of TKE dissipation rate 𝜖 values from Jülich, Germany, averaged over altitude ranges: (a) 105–195 m above
ground level (agl), (b) 405–495 m agl, and (c) 705–795 m agl. Black lines in (a)–(c) show sunrise and sunset. Panel (d) presents the frequency of occurrence
of nocturnal cloud-driven turbulence. A moving median filter of 5 days and 30 min has been applied to the data. Data period is between 1 May 2015 and
31 December 2016. TKE = turbulent kinetic energy.
can be seen to reach from cloud base down to about 200-m altitude between 00:00 and 05:00 UTC (Figures 5b
and 5c), below which exists a layer with positive skewness values, indicating that although cloud-driven tur-
bulent mixing dominates most of the ABL depth, it is not able to mix through to the surface. Once the cloud
layer is not present, after 14:00 UTC, the turbulent mixing associated with the cloud also disappears rapidly,
with the skewness values switching fromnegative to positive in the absence of any turbulent source. Negative
skewness values return in the evening at 21:00 UTC and at 1,000 m when the stratocumulus layer reappears,
with a turbulent layer growing below cloud base.
After sunrise at 04:24 UTC, a turbulent layer with positive skewness values indicating surface-driven mixing
grows from the surface to reach 800 m by 14:00 UTC, before decaying again toward sunset at 16:29 UTC.
Although relatively high dissipation rate values are present throughout much of the ABL between 00:00 and
15:00UTC, stronggradients in vertical velocity skewness anddissipation rate suggest that there are two turbu-
lent layers and littlemixing across the boundary between them. These features are captured in the ABL classi-
fication product in Figure 6, which shows separate regions of mixing: one connected to clouds (cloud driven),
one connected to the surface (surface connected) and associated with convective mixing. Cumulus clouds at
500 m in altitude are present around 12:00 UTC, and correctly identified by the classification as being surface
connected, due to the positive skewness values and connection of the turbulent layer to the surface. There
are also regions labeled intermittent or wind shear where the turbulent ABL has been identified, but, due to
alternating positive and negative patterns observed in the vertical velocity skewness (e.g., between 22:00 and
23:00 UTC), the objective nature of the classification scheme does not issue a definitive association with the
surface or cloud layer.
Hence, the classification scheme is able to distinguish between coupled and decoupled clouds, identify
the layer of mixing associated with clouds and whether it dominates any surface-driven mixing, and aid
in determining whether cumulus clouds formed underneath a stratocumulus cloud layer act to couple the
stratocumulus layer to the surface (Krueger et al., 1995; Wood, 2012).
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Figure 8. Seasonal average diurnal cycle of the probability of turbulence over Jülich, Germany, to be associated with the
surface, cloud, or neither, calculated for three different height ranges: (a–d) 1,065–1,515 m above ground level (agl),
(e–h) 585–1,035 m agl, and (i–l) 105–555 m agl. Measurement period covers 1 May 2015 to 31 December 2016.
DJF = December–February; MAM = March–May; JJA = June–August; SON = September-November; TOD = time of day;
UTC = universal time coordinated.
4.3. Climatological Analysis
Figure 7 displays TKE dissipation rate with respect to the time of day and day of year from Jülich, Germany.
There is a clear diurnal and seasonal cycles, and the presence of strong dissipation rate generally lies between
sunrise and sunset. The time lag between sunrise and the onset of turbulence increases with altitude, and,
above 400m, the atmosphere is typically calmbefore sunrise and after sunset. However, there are also periods
where there is no diurnal cycle, visible in the plots as vertical bands of high dissipation rate, and these are
connected to days where turbulence in the ABL is mainly driven by clouds (Figure 7d, which shows the
percentage of nighttime profiles per day with at least one pixel of cloud-driven turbulence).
To investigate the seasonal changes in the diurnal cycle of themixing in the ABL, the data sets from both sites
were divided into four seasons: winter (December–February), spring (March–May), summer (June–August),
and autumn (September–November). The seasonal changes in the diurnal cycle of the probability for the tur-
bulence to be connected with the surface, or not, are shown for Jülich in Figure 8 and for Hyytiälä in Figure 9.
In both figures, the statistics were calculated over three different altitude ranges, selected so that the ABL
development at both sites could be compared despite the differences in their average daily maximum ABL
height. The amount of missing data increases with altitude at both sites, as expected since SNR reduces with
range, and signal is usually confined to the ABL. After background correction, the same conservative SNR
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Figure 9. Seasonal average diurnal cycle of the probability of turbulence over Hyytiälä, Finland, to be associated with
the surface, cloud, or neither, calculated for three different height ranges: (a–d) 1,065–1,515 m above ground level (agl),
(e–h) 585–1,035 m agl, and (i–l) 105–555 m agl. Measurement period covers 1 September 2015 to 15 November 2016.
DJF = December–February; MAM = March–May; JJA = June–August; SON = September-November; TOD = time of day;
UTC = universal time coordinated.
threshold of −20 dB (0.01) was chosen for both sites; thus, the large difference in the amount of missing data
between the sites portrays how much the aerosol loading impacts data availability. Jülich exhibits a clear
seasonal and diurnal dependence in data availability for the highest altitude range, with most missing data
during winter (> 70%) and least during summer afternoons (< 40%), directly responding to the large sea-
sonal variation in ABL depth in the midlatitudes. At Hyytiälä, a high-latitude site, the amount of missing data
is consistently above 70% for the highest altitude range in all seasons, and it is the medium altitude range
that resembles more closely the upper altitude range at Jülich. The ABL does reach 1,500 m in summer over
Hyytiälä, but the corresponding dilution of the already low aerosol loading through the deeper ABL often
results in SNR that is too weak to generate reliable lidar quantities for classification. The ABL height in winter
at Hyytiälä rarely reaches 500 m, hence the very low data availability above 500 m.
During spring (Figures 8b, 8f, and 8j and 9b, 9f, and 9j) and summer (Figures 8c, 8g, and 8k and 9c, 9g,
and 9k), both sites display a clear diurnal cycle in the probability of turbulence connected with the surface:
high during the day (Jülich> 80%andHyytiälä> 30%) and lowduring nighttime (Jülich< 20%andHyytiälä<
10%). A similar but weaker diurnal cycle is evident at both sites during autumn (Figures 8l and 9l): high during
the day (Jülich > 60% and Hyytiälä > 20%) and low during nighttime (Jülich < 20% and Hyytiälä < 10%).
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Figure 10. Seasonal average diurnal cycle of the probability for each identified source causing mixing in the
atmospheric boundary layer over Jülich, Germany, calculated for three different height ranges: (a–d) 1,065–1,515 m
above ground level (agl), (e–h) 585–1,035 m agl, and (i–l) 105–555 m agl. Measurement period covers 1 May 2015 to
31 December 2016. DJF = December–February; MAM = March–May; JJA = June–August; SON = September-November;
TOD = time of day; UTC = universal time coordinated.
The probability for unconnected turbulence is highest during spring and summer, especially in the middle
height range of 585–1,035 m above ground level (agl) and also noticeable at other height ranges at Jülich
(Figures 8f and 8g) and also displays a weak diurnal cycle. This cycle is most obvious during summer, where
the probability of unconnected turbulence increases during the afternoon around 18:00 UTC at Jülich. Hence,
it is associated with the decay of what was the surface-driven convective mixing layer after the residual layer
decouples from the surface. Diurnal cycle in the unconnected turbulence is weaker at Hyytiälä and only
noticeable at the middle height range (Figures 9f and 9g).
Figures 8 and 9 also show that clouds influence mixing in the ABL at both sites. There is a strong seasonal
variation in cloud presence at each altitude range, with Hyytiälä having probabilities above 30% in winter
and 10% in summer at the lowest altitude range, but the diurnal variation is not so pronounced, especially in
winter, spring, and autumn. In summer, there are fewer clouds during the day (Hyytiälä) or in late afternoon
(Jülich) but these figures do not necessarily capture the full cloud cover, since theremay be clouds associated
with the ABL above the altitude range maximum (1,515 m agl) selected here.
In Figures 10 and 11 we investigate the seasonal and diurnal cycles in the source of mixing that has been
assigned. These figures clearly show the strong diurnal variation in surface-connected convective mixing at
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Figure 11. Seasonal average diurnal cycle of the probability for each identified source causing mixing in the
atmospheric boundary layer over Hyytiälä, Finland, calculated for three different height ranges: (a–d) 1,065–1,515 m
agl, (e–h) 585–1,035 m agl, and (i–l) 105–555 m agl. Measurement period covers 1 September 2015 to 15 November
2016. Measurement period covers 1 May 2015 to 31 December 2016. DJF = December–February; MAM = March–May;
JJA = June–August; SON = September-November; TOD = time of day; UTC = universal time coordinated.
both sites and also show the variation in the convective boundary layer with the season. At Jülich, convective
mixing at low altitudes clearly dominates ABL mixing during spring, summer, and autumn daytime, but the
relative dominance decreases with increasing altitude. Figure 10 shows that convectivemixing rarely reaches
above 1 km in autumn and winter. A similar picture is seen in Hyytiälä (Figure 11), except that surface-driven
convectivemixingonly dominates during spring and summer at lowaltitudes and rarely reaches 600mduring
autumn and never in winter.
At both sites there is a significant fraction of the time where turbulent mixing is present in the lowest alti-
tude range at night, close 20% in summer but exceeding 40% in winter. At Hyytiälä, most of the nighttime
turbulence is associated with cloud, whereas at Jülich, there are larger contributions from other sources.
Both sites show a clear seasonal variation in nighttime mixing associated with wind shear at low altitudes,
withmore observed during autumn andwinter than during spring and summer. At Jülich, wind shear is diag-
nosed almost 10% of the time at night during winter, together with a much higher fraction of intermittent
turbulence, where a source ofmixingwas not assigned. It is thought that LLJsmay be partially responsible for
the high occurrence of mixing close to the surface at night in Jülich.
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Similar seasonal and diurnal variabilities in the extent of the mixed-layer were found over Jülich by Schween
et al. (2014) and over Trainou in France by Pal et al. (2015), including the day-to-day variability. However, they
limited their studies to identifying the mixed-layer height.
5. Conclusions
In this study, we present a method for objectively classifying turbulent mixing within the ABL using Doppler
lidar. The method identifies the presence of turbulence and then assigns a turbulent source by combining
several lidar quantities: attenuated backscatter coefficient, vertical velocity skewness, TKE dissipation rate,
and vector wind shear. The range of complexity exhibited by ABL mixing was simplified by concentrating on
only a finite number of classes and situations that can be identified reliably fromDoppler lidarmeasurements.
For instance, we have defined that convective mixing is surface-driven only, even though there are situations
where elevated convection can also occur (Geerts et al., 2017).
The method operates in all weather conditions, both clear-sky and cloud-topped, and can provide an ABL
classification at high temporal (3 min) and vertical resolution (30 m). The method was applied to extended
data sets from Doppler lidar measurements at two locations in different environments, Jülich, Germany, and
Hyytiälä, Finland, and was shown to be capable of classifying complex ABL structures. Some limitations were
identified, such as insufficient instrument sensitivity during periods with very low aerosol concentrations
and difficulties in precipitation discrimination. Synergy with additional instruments would improve this clas-
sification method, through providing robust precipitation discrimination or determining the atmospheric
thermodynamic stability (e.g., utilizing a vertical temperature gradient from a meteorological tower or the
sensible heat flux from eddy covariance measurements). However, this method was designed to operate on
Doppler lidar measurements alone since colocated supplementarymeasurements are not always available at
every Doppler lidar site.
Statistical analysis of the data sets measured at Hyytiälä and Jülich showed a very clear seasonal variation
in the diurnal cycle for both the probability of turbulence to be associated with the surface, or not, and in
the probability of the turbulent mixing source. For these sites, spring, summer, and autumn seasons display
a clear diurnal cycle, with surface-driven convection a dominant source of mixing within the ABL during the
day, as expected. In winter, as a consequence of their respective latitudes, the diurnal cycle is much weaker
at Jülich and almost nonexistent at Hyytiälä. However, there are significant contributions from other sources,
with cloud-driven mixing being observed even within the first 500 m from the surface. Also evident is the
considerable amount of nocturnal mixing within the lowest 500 m at both sites, especially during the winter.
The presence of a LLJ was often detected when sources of nocturnal mixing were diagnosed as wind shear.
LLJs are clearly an important source of mixing, promoting mixing especially below the jet.
The classification scheme and the climatology extracted from the classification provide insight into the pro-
cesses responsible for mixingwithin the ABL, how variable in space and time these can be, and how they vary
with location.
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ABSTRACT
Low-level-jet (LLJ) periods are investigated by exploiting a long-term record of ground-based remote sensing
Doppler wind lidar measurements supported by tower observations and surface flux measurements at the Jülich
Observatory forCloudEvolution (JOYCE), amidlatitude site inwesternGermany. LLJswere found13%of the
time during continuous observations over more than 4 yr. The climatological behavior of the LLJs shows a
prevailing nighttime appearance of the jets, with a median height of 375m and amedian wind speed of 8.8m s21
at the jet nose. Significant turbulence below the jet nose only occurs for high bulk wind shear, which is an
important parameter for describing the turbulent characteristics of the jets. The numerous LLJs (16%of all jets)
in the range of wind-turbine rotor heights below 200m demonstrate the importance of LLJs and the associated
intermittent turbulence for wind-energy applications. Also, a decrease in surface fluxes and an accumulation of
carbon dioxide are observed if LLJs are present.A comprehensive analysis of an LLJ case shows the influence of
the surrounding topography, dominated by an open pit mine and a 200-m-high hill, on the wind observed at
JOYCE. High-resolution large-eddy simulations that complement the observations show that the spatial dis-
tribution of the wind field exhibits variations connected with the orographic flow depending on the wind di-
rection, causing high variability in the long-term measurements of the vertical velocity.
1. Introduction
One of the dominant nocturnal atmospheric boundary
layer processes over land areas is the decoupling of the
lower troposphere from the friction-governed surface
layer, leading to the formation of a distinct maximum in
the vertical profile of the horizontal wind speed, called a
low-level jet (LLJ). The nighttime development of a
stable surface layer results in a decrease in surface fric-
tion in the decoupled residual layer above and hence an
inertial oscillation (Blackadar 1957). The wind speed
maximum of LLJs is typically found between 100 and
1000m (Tuononen et al. 2015), and the wind shear below
this jet maximum leads to the generation of turbulence
(Banta et al. 2002). Turbulent motions related to the
LLJs are often intermittent and highly energetic, which
is crucial for wind-energy applications (Emeis et al.
2007; Peña et al. 2016). Especially in the region of the
rotor height, LLJ events can have an impact on the
performance and lifetime of a wind turbine (Zhou and
Chow 2012). On the other hand, the increased wind
speed makes places with frequently occurring LLJs,
such as the Great Plains region, favorable for wind-
energy production (Storm et al. 2009).
LLJs can also be associated with local transport of
aerosols and water vapor, controlling the evolution of
clouds and precipitation by horizontal convergence and
uplifting of atmospheric constituents (Su et al. 2016).
The transferring motions and moisture transport be-
tween the surface and the atmosphere also directly af-
fect synoptic-scale systems, leading to changes in
precipitation patterns (Higgins et al. 1997). At the sur-
face, the momentum decoupling during nighttime LLJs
can reduce surface fluxes, leading to an accumulation of
atmospheric gases (Mathieu et al. 2005). This process is
limited by intermittent turbulence that reaches the sur-
face and hence weakens the stabilization and depth of
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the nocturnal boundary layer. The correct representa-
tion of LLJ-related turbulence effects is therefore cru-
cial for predictions in atmospheric weather and climate
models at different resolutions (Stensrud 1996; Holtslag
et al. 2013).
The forcing mechanisms of continental LLJs in the
midlatitudes have been extensively studied, especially in
theGreat Plains (Mitchell et al. 1995; Zhong et al. 1996),
and a more complete review can be found in Stensrud
(1996). The identification of LLJs in earlier studies was
based on radiosonde observations (Bonner 1968;
Whiteman et al. 1997) or meteorological-tower mea-
surements (Dörenkämper et al. 2015). Even though
these observations provide good vertical resolution,
they are lacking in temporal resolution (radiosondes)
and vertical extent (towers). Therefore, many previous
studies have utilized remotely sensing radio acoustic or
(ultra–high frequency) radar wind profilers to obtain
detailed case analyses and continuous long-term records
of LLJs (e.g., Baas et al. 2009; Lampert et al. 2016;
Mitchell et al. 1995). Doppler wind lidars (DWLs),
which are an emerging tool in ground-based remote
sensing networks such as the European Earth System
Science and Environmental Management European
Cooperation in Science and Technology (COST)Action
ES1303 network or the ground-based remote sensing
network in Finland (Hirsikko et al. 2014), show con-
siderable potential for observing winds and turbulent
parameters at high spatial and temporal resolution. The
study by Tuononen et al. (2017) showed the capability
of a DWL to identify LLJs for a multiyear dataset, and
Lampert et al. (2015) used a 1-yr dataset to derive sta-
tistics related to LLJ occurrence and parameters of the
Weibull distribution. By continuously providing accu-
rate estimates of the vertical wind component, DWLs
are furthermore able to quantify turbulent motions
(O’Connor et al. 2010) and detect clouds and the
aerosol layer.
In this study, long-term (2012–16)DWLmeasurements
at the Jülich Observatory for Cloud Evolution (JOYCE;
Löhnert et al. 2015) in western Germany are used to-
gether with a detailed case analysis, combining ground-
based remote sensing, radiosondes (RS), and large-eddy
simulation (LES) model output, to investigate local
nocturnal boundary layer processes. The research focus
of this study encompasses the climatological behavior (or
‘‘climatology’’) of LLJs, their turbulence characteristics,
and their influence on the surface fluxes using a long-term
record of DWL, tower, and eddy-covariance (EC) mea-
surements. A detailed case analysis reveals the local LLJ
effects related to the topography by observations and
LES. The chosen case analysis was carried out during the
High Definition Cloud and Precipitation for Advancing
Climate Prediction [HD(CP)2] Observational Prototype
Experiment (HOPE) field campaign in April and May of
2013 (Macke et al. 2017). The HOPE campaign was
conducted to provide ground-based information on land
surface–atmosphere interactions including clouds and
precipitation in the boundary layer and to evaluate the
LES extension of the atmospheric Icosahedral Non-
hydrostatic (ICON) model (Dipankar et al. 2015).
This article is built in the following way. Section 2
describes the measurement site, including the deployed
instruments utilized in this study. Subsequently in sec-
tion 3 the dataset of the DWL is introduced together
with the LLJ identification and the model setup. The
results of the LLJ climatology, the turbulence charac-
teristics, and the surface fluxes are presented and dis-
cussed in section 4, followed by the case analysis during
the HOPE campaign that investigates topographic ef-
fects supported by LES in section 5. A summary is given
and conclusions about the presented results are drawn in
section 6.
2. Description of measurement site and
instruments
a. JOYCE site and supporting instruments
The observational data are provided by the JOYCE
site located in western Germany (5085403100N, 682404900E
at 111m MSL; Fig. 1a), which is operated jointly by the
Institute for Geophysics and Meteorology at the Uni-
versity of Cologne, the Meteorological Institute of the
University of Bonn, and the Institute of Energy and
Climate Research (IEK-8) at the Forschungszentrum
Jülich. The JOYCE supersite is embedded in a rural
environment with different crop types and provides a
constantly growingmultiyear dataset for detailed insight
into boundary layer processes and patterns related to
surface conditions (Löhnert et al. 2015). The mostly
flat topography is dominated by two open-pit mines
east and southwest of the site and a mine dump hill
(Sophienhöhe), 200m higher than the JOYCE site, to
the northeast (Fig. 1c). A plain at around 100m MSL
stretches from southeast to northwest, including a riv-
erbed of the Rur River and with a slight slope to the
northwest. Together with the Eifel region, which is ap-
proximately 20 km to the south with hills of around
800m MSL (Fig. 1b), the valley shows a potential
channeling effect of the wind, with the Sophienhöhe as a
northeast border. In a circle of 1 km around the JOYCE
site, the topography shows a maximum height of 120.3m
MSL and a standard deviation of 5.7m. The maximum
height increases to 296.6m MSL with a standard de-
viation of 48.9m for a 5-km circle.
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Themajority of the JOYCE instrumentation has been
operational since 2012 and includes aDWL, cloud radar,
microwave radiometer, and ceilometer. The long-term
and continuous dataset of JOYCE provides temporal
highly resolved cloud micro- and macrophysical obser-
vations, as well as a characterization of the environment
in which they evolve. As an additional observational
support during the HOPE campaign, from two to seven
radiosonde launches per day were conducted from a
nearby station. The launch site of the radiosondes (la-
beled as ‘‘RS Site’’ in Fig. 1) is located 3.8 km east of the
site at the southeastern corner of the Sophienhöhe.
A 120-m-high meteorological tower is located ap-
proximately 330m northwest of JOYCE (labeled as
‘‘Tower’’ in Fig. 1). The tower is equipped with cup an-
emometers and wind vanes at 30, 50, and 120m, allowing
simultaneous measurement of the wind speed and the
wind direction. To observe the atmosphere–land surface
interactions, several EC stations are deployed around
JOYCE. For this study, the EC station at the agricultural
flatland site Selhausen is used, which is located 5km
southeast of the JOYCE site (labeled as ‘‘EC Station’’ in
Fig. 1). The measurement devices (sonic anemometer
and open-path gas analyzer) are deployed at a height of
2.46m above the ground. The averaging interval of the
data obtained with a measurement frequency of 20Hz is
set to 30min, and the quality assessment and quality
control of the measurements, together with the in-
strument setup, are explained in Mauder et al. (2013).
b. Doppler wind lidar
The Halo Photonics Streamline DWL (Pearson et al.
2009), the main instrument for this study, was installed
on the roof of the IEK-8 building, which is referred to as
the JOYCE site. The DWL measures the backscattered
light from an emitted laser beam at 1.5mm. The analysis
of the Doppler shift provides an estimate of the wind
speed along the line of sight. The combination of several
inclined beams allows the derivation of the three com-
ponents of the wind vector and therefore also the wind
direction. The attenuated backscatter coefficient can be
calculated by the amount of received backscattered
light, which mainly depends on the number and size of
aerosol and/or cloud particles in the measured volume.
At JOYCE the DWL operational schedule consists of
four conical scans per hour with 36 beams at 758 eleva-
tion and a duration of approximately 3min. This velocity
azimuth display method provides accurate wind esti-
mates, even in turbulent situations (Päschke et al. 2015).
For the remainder of the hour, the instrument points
vertically, with a temporal resolution of 1.67 s. The
vertical measurements provide profiles of the vertical
velocity, which in turn can be used for turbulence esti-
mates by calculating the standard deviation for each
range gate (Schween et al. 2014). The vertical resolution
is 30m, with the first reliable range gate, as determined
by the signal-to-noise ratio, usually at 105m above the
instrument (fourth range gate).
3. Data and methods
The DWL at JOYCE has been measuring continu-
ously since March of 2012, and the LLJ classification,
described in the following section, was applied through
the end of 2016. Because of measurement gaps, the
resulting dataset contains 1518 days of DWL observa-
tions that are analyzed in this study. The HOPE cam-
paign at JOYCE was conducted from 3 April to 31 May
2013 to study the frequently occurring formation of
boundary layer cloud during the spring season.
FIG. 1. (a) Location and (b) topographic maps of the ICON-LEM circular domains and the position of the JOYCE site (black X) within
Germany. (c) A segment of the innermost domain (10-km radius and 78-m horizontal resolution) centered around the JOYCE site, also
indicating the measurement sites and instruments deployed in this study.
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a. Low-level jet detection
In previous studies various criteria were used to detect
LLJs in long-term observations to compile an LLJ cli-
matology. In the study by Bonner (1968), LLJs are
identified by detecting a wind speed maximum and a
50% decrease above the jet in the lowest 3 km. The LLJ
detection algorithm of Baas et al. (2009) uses an abso-
lute and relative criterion for the wind speed maximum
and the corresponding minimum above, which is also
used in a similar way in Lampert et al. (2015).
In this study, the LLJ identification of Tuononen et al.
(2017) is applied to the DWL measurements between
2012 and 2016. In addition, tower measurements at 30 and
50m are used to fill the observational gap of the DWL
below 105m. A comparison of hourly averaged wind
speed measurements during nighttime at 120m from the
tower and the DWL vertical profile reveals a high corre-
lation of 0.95 during the observational period (not shown).
Despite the high correlation, the tower measurements are
only used when the wind speed difference to the DWL at
120m does not exceed 2ms21. In this way, false classifi-
cations due to large deviations between the tower and
DWL can be avoided, as a smooth transition of the wind
speed between the tower and DWL is ensured and about
13% of the otherwise detected LLJs are neglected.
The LLJ identification algorithm requires a relative
and an absolute criterion to be fulfilled to detect an
LLJ. The maximum wind speed in each profile must be
at least 2m s21 higher and 25% stronger than the mini-
mum above and below the jet between 30 and 1485m. In
this way small variations in weak wind situations and
turbulent fluctuations for stronger winds are prevented
from being falsely identified as an LLJ.
After this first step of LLJ identification, the following
consistency checks are applied to distinguish between a
temporal and spatial continuation of an LLJ and a newly
formed LLJ. For an LLJ continuation, the strength and
direction of the LLJ maximum should not change by
more than 30% and 458, respectively, between two
consecutive profiles measured every 15min and the LLJ
height should stay within four range gates (120m). In
addition to the algorithm of Tuononen et al. (2017), it is
required that no data gaps occur between two detected
wind speed maxima. Only coherent LLJs that are per-
sistent for at least 1 h are considered. The LLJ speed and
direction in this study refer to the measured value at the
location of the wind speed maximum, which is referred
to as the LLJ height or jet nose.
b. ICON-LEM
The ICON model (Zängl et al. 2015) was developed
in a collaboration between theGermanWeather Service
[Deutscher Wetterdienst (DWD)] and the Max Planck
Institute for Meteorology (MPI-M) as a new modeling
system. Within the framework of the HD(CP)2 project,
the ICON Large-Eddy Model (ICON-LEM) was de-
signed to conduct LES over the whole of Germany to
improve moist processes in climate prediction models
(Heinze et al. 2017) and is still under development. In
this study, the ICON-LEM simulation of one day (2May
2013) is used to compare with measurements obtained
from the HOPE campaign in Jülich and to provide a
spatial representation of the wind field. ICON-LEM has
already proven to be in agreement with HOPE obser-
vations concerning turbulence, column water vapor, and
cumulus clouds (when compared with satellite obser-
vations), especially for higher grid resolutions (Heinze
et al. 2017).
Here, a setup that is similar to that of Heinze et al.
(2017) is used and includes four nests with circular do-
mains centered around JOYCE (Fig. 1b). The nests start
with a radius of 110 km and a horizontal resolution of
624 m and end with a radius of 10 km and a horizontal
resolution of 78m, which is used in this study. The ver-
tical extent of the simulated domain is about 20 km,
with a minimal layer thickness of 20m and 33 levels in
the lowest 2 km. The operational COSMO model cov-
ering the German domain (COSMO-DE), as described
in Baldauf et al. (2011), is used as forcing data. The
utilized model domain with the highest horizontal res-
olution (78m), together with the implementation of the
topography, can be seen in Fig. 1. The simulation is
stored as profiles for the JOYCE site with a 9-s output
time and as 3D fields for the whole domain every 10min.
The simulations of this study were conducted on the
general purpose Jülich Research on Exascale Cluster
Architectures (JURECA) supercomputer, which is
operated by the Jülich Supercomputing Centre (JSC)
at Forschungszentrum Jülich (Krause and Thörnig
2016). The visualizations of the ICON-LEM model
domain are realized using the ParaView software
package (Ayachit 2015).
4. Statistical analysis of LLJs
Before evaluating specific nocturnal boundary layer
processes related to the presence of LLJs measured by
an EC station in section 4b, the climatology and sta-
tistics of LLJs and their turbulent properties are
analyzed.
a. Climatology of LLJs and their turbulent
characteristics
The application of the LLJ detection to the DWL
measurements (1518 analyzed days) results in 1020 days
1158 JOURNAL OF APPL IED METEOROLOGY AND CL IMATOLOGY VOLUME 57
with a detected LLJ of more than 1h. The data sample
includes 1958 periods of continuously detected LLJs,
encompassing 17 987 vertical wind profiles and a total
frequency of occurrence of 13% during the observa-
tional period. In general, the relative occurrence of LLJs
reveals a clear diurnal cycle with fewer LLJs during
daytime (Fig. 2). Themedian LLJ height and wind speed
during the observational period are 375m and 8.8m s21,
respectively.
When sorting all detected LLJs according to the dif-
ferent seasons between March 2012 and February 2015
for an equality of the seasons, it is evident from Fig. 2
that the lowest occurrence of LLJs (23%) is during the
winter months [December–February (DJF)]. This result
is probably due to a weaker diurnal cycle and therefore
a less pronounced temperature difference between day
and night, which hampers the jet formation. Also,
cloud occurrence is higher in winter, as determined
by a 905-nmVaisala, Inc., CT25k ceilometer at JOYCE,
with a mean daily cloud cover of 0.62 as compared with
0.50 for March–May (MAM), 0.47 for June–August
(JJA), and 0.55 for September–November (SON). The
higher cloud occurrence leads to less radiative cooling in
the evening, which is necessary for a decoupling from
the friction-governed surface layer and leads to fewer
LLJs on winter nights. Between sunrise and sunset,
however, the higher cloud cover reduces convective
motions and thus the coupling strength, which in turn
increases the chance of an LLJ to form. During the
shorter daylight period in DJF and SON, LLJ occur-
rence is increased relative to the summer season, and the
peak in wintertime LLJs appears during the evening
transition time around 1800 UTC.
The spring (MAM), summer (JJA), and autumn
(SON) diurnal cycles are similar, with a slight shift in the
decrease in LLJ occurrence in the morning hours and an
increase during the evening transition as a result of the
different sunrise and sunset times. The relative occur-
rence in SON is less than in spring and summer during
the night, whereas MAM and JJA have the fewest
daytime appearances of LLJs. This seasonal difference
in LLJ occurrence is in agreement with the LLJ clima-
tology of Baas et al. (2009) at a topographically flat site
approximately 200 km away from JOYCE. The differ-
ences are explained by a stronger coupling of the
boundary layer and the surface in summer during day-
time, resulting in a larger amplitude of the nocturnal
inertial oscillation. In winter, the higher frequency of
cloudy periods with more geostrophic forcing and
weaker stable stratification leads to a lower occurrence
of LLJs. The results in Fig. 2 are also in good agreement
with those from the study by Lampert et al. (2015) for a
1-yr dataset obtained from a similar site that is located
300 km northeast of JOYCE.Note that even such details
as the early-morning and late-evening relative maxima
in winter occur (see Fig. 5 in Lampert et al. 2015).
A further distinction in the forcing mechanisms of the
LLJs is reflected in the distribution of the LLJ direction
in comparison with the prevailing wind direction at the
median height of all LLJs (375m). In DJF (and in a
similar way for SON) a bimodal distribution of
southwesterly–westerly (2208–2808; 55% of all DJF ca-
ses) and southeasterly (1058–1658; 25% of all DJF cases)
jets can be identified (Fig. 3d), with southwest being the
main wind direction at JOYCE in summer and winter
(Figs. 3a,b). To relate the observed LLJ wind directions
FIG. 2. LLJ frequency of occurrence per hour of the day and for each season relative to the
total amount of detected LLJs at JOYCE [local time5UTC 1 1 h (winter) or 2 h (summer)].
For an equal number of the different seasons, only LLJs between March 2012 and February
2015 are considered. Total frequencies of occurrence per season are 23% for DJF, 26% for
MAM, 26% for JJA, and 25% for SON.
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to the synoptic situation, the 975-hPa geopotential
height of the reanalysis product known as ERA-Interim
(Dee et al. 2011) is implemented in the Jenkinson–
Collison circulation weather type (CWT) classification
(Jenkinson and Collison 1977) using the ‘‘COST 733’’
software (Philipp et al. 2016). The CWT model esti-
mates the prevailing wind direction (W, NW, N, NE, E,
SE, S, or SW) or the type of circulation [cyclonic (C) or
anticyclonic (AC)] four times per day (0000, 0600, 1200,
and 1800UTC). The CWTs are estimated on the basis of
the variability of 16 grid points around the JOYCE site
with an extent of 58 east–west 3 38 north–south.
Overall, about 50% of the CWT classes are detected
as W and SW, which is in agreement with the wind roses
in Figs. 3a and 3b. The southwest LLJs can therefore be
related to the forcing of common southwesterly winds
with low pressure to the northwest and high pressure to
the southeast. Only 6% of all CWT classes are identified
as SE for all wintertime LLJs and 9% for the summer-
time LLJs. The LLJs originating from this sector
(Figs. 3c,d) thus cannot be explained by synoptic forcing,
but are most probably connected to a channeling effect
by the wide Rur River valley from southeast to north-
west. For JJA (and similar for MAM) the distribution of
the LLJ direction is broader (Fig. 3c), with a third peak
in the northeast (108–708; 21% of all JJA cases) con-
nected to an NE circulation weather type, detected in
15% of the summertime LLJ cases. It is also evident that
the months DJF have higher wind speeds, since the LLJ
speed is higher than 12m s21 in 26% of all cases in DJF
and only in 12% of all cases in JJA. The median jet
speeds are 8.3m s21 for JJA and 9.8m s21 for DJF, and
the median LLJ heights in JJA (375m) and DJF (345m)
only differ by one DWL range gate.
For the height of the LLJ maximum in the whole
observational time period of March 2012–December
2016, 87% of the LLJs have their wind speed maximum
below 600m (Fig. 4a) and 2965 (16%) LLJs occurred
below 200m, which is within the range of wind-turbine
rotors. Intermittent turbulence in this region could in-
crease turbine loading through wind shear over the area
of the rotor (Peña et al. 2016). For the purpose of
FIG. 3. Wind direction (wind rose) and wind speed (color code) measured at (a),(b) 375m and (c),(d) the LLJ core at
JOYCE between March 2012 and December 2016. The wind roses show results for (left) JJA and (right) DJF.
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analyzing the generation of turbulence below the LLJ as
an important attribute for wind-energy applications, the
dataset is classified according to the bulk wind shear













where ULLJ is the wind speed maximum at the height
hLLJ andUmin,below is the detected wind speed minimum
below the jet with the height hmin,below.
To investigate the directional shear, vertical profiles







with differences of the south-to-north y and west-to-east
u wind components over a height range dz of 60m (two
range gates).
From Eq. (1), high values of abelow represent rapidly
increasing wind speeds within a short vertical distance
from the surface to the jet nose and therefore a strong
gradient (and vice versa). To investigate the turbulence
characteristics depending on abelow, 30-min standard
deviations sw of the vertical wind speed around the time
of occurrence of the LLJ are derived as an indicator for
turbulence. This can be accomplished because of the
high temporal resolution of the vertical measurements.
In addition, profiles of the horizontal wind speed and
vector wind shearUshear [Eq. (2)] of the LLJ periods are
extracted from the dataset. The profiles are averaged
and scaled by the LLJ speed and height of the LLJ
(Fig. 5).
The dataset of wind speed, wind shear, and sw profiles
during LLJ periods is classified according to the median
of the abelow distribution (0.02 s
21; Fig. 4b) into low-
gradient (abelow, 0.02 s
21) jets (Figs. 5a–d) and strong-
gradient jets, with abelow being higher than the median
(Figs. 5e–h). The low-gradient jets reveal a median jet-
nose height of 465m and a median wind speed of
8.7m s21. In comparison, the strong-gradient LLJs with
abelow . 0.02 s
21 show not only a lower jet-nose height
(315m) but also higher wind speeds (10.2m s21). The
strong winds inhibit a further vertical growth of the
stable layer and are caused by high nocturnal cooling
rates and low geostrophic forcing (Baas et al. 2009).
Also the stratification is more stable, resulting in a
stronger decoupling; according to Emeis (2017) the
magnitude of the wind shear in the subjet layer depends
on the vertical temperature gradient below the jet.
For the low-gradient jets, Ushear also remains small
(Fig. 5b), which is expected becauseUshear andabelow are
related to each other. Despite there being some varia-
tions in Ushear with height, however, no significant tur-
bulence can be seen below and above the jet (Fig. 5c).
The strong-gradient LLJs in contrast show high aver-
aged vector wind shear values (Ushear up to 0.04 s
21)
below the jet nose in the region of strongly decreasing
wind speeds with height. This result supports the find-
ings of Svensson and Holtslag (2009), who showed a
stronger turning of the wind for a shallower boundary
layer height, which is here assumed to be related to the
LLJ height. The strongest averaged turbulence (up to
FIG. 4. (a) Height of the LLJ maximum wind speed (bin size 5 100m) and (b) below-LLJ
bulk wind shear abelow (bin size 5 0.005 s
21). The data sample contains all detected LLJs be-
tween March 2012 and December 2016 at JOYCE.
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0.4m s21) can be found close to the surface below the
region of highUshear values (Fig. 5g). Because of the low
LLJ heights in this class, the mean height in the 0.1–0.2
height bin is 117.2m, which is within the rotor height of
wind turbines.
b. Influences on the surface fluxes
Note that the lowest 105m cannot be captured by the
DWL. To get information about the differences in tur-
bulence and transport processes closer to the surface,
measurements from the EC station 5km to the southeast
of the JOYCE site are evaluated for nocturnal LLJ and
no-LLJ periods when no clouds are detected by the
DWL (Table 1). The cloud detection is based on a
threshold value (1024m21 sr21) of the attenuated
backscatter measured by the DWL. The largest, statis-
tically significant spread between the two data samples
of LLJ and no-LLJ periods is observed during DJF,
when there is less influence from the vegetation (maxi-
mum vegetation height of 0.4m) on the surface fluxes.
The surface friction is also smaller, leading to decreased
turbulent exchange processes.
The LLJ develops above the barrier for heat and
momentum fluxes formed by the stable surface layer, as
described in Businger (1973). Thereafter, the turbulence
near the surface dissipates and strong wind shear asso-
ciated with a generation of turbulence is present above
the surface layer. This is shown in Fig. 5, where the
turbulence occurs below the largest shear.
FIG. 5. Distributions of (a),(e) average wind speed, (b),(f) vector wind shear Ushear, (c),(g) vertical velocity standard deviation sw
calculated over 30min, and (d),(h) number of observations as a function of normalized wind speed (abscissa) and height (ordinate) of the
LLJ for cases with (top) low and (bottom) strong wind shear. Only pixels with at least 100 measurements are shown.
TABLE 1. Median flux values of latent and sensible heat, as well as
the net ecosystem CO2 exchange, friction velocity, Monin–Obukhov
stability parameter, standard deviation of the vertical velocity, air
pressure, and CO2 content during periods without LLJs (second
column) and with LLJs (third column). The data are obtained at
a height of 2.46m from the EC station using 30-min means during
nighttime (from 1h after sunset until 1 h before sunrise) in DJF
between 2012 and 2016. Only times with no clouds identified by the
DWL are considered. All distributions are statistically different as
based on a 99% confidence interval.
No LLJ (4039 cases) LLJ (698 cases)
LH (Wm22) 6.25 0.65
SH (Wm22) 223.97 211.73






pair (hPa) 1006.61 1008.79
CO2 (ppm) 401.2 411.6
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The decoupling and reduction of turbulence at the
surface during LLJ periods is reflected in the EC mea-
surements by a decrease in the friction velocity u* and in
the vertical velocity standard deviation relative to no-
LLJ periods. Also, the highermedian value of 0.16 of the
Monin–Obukhov stability parameter z/L indicates a
more stable regime during the presence of LLJs than
during the no-LLJ cases (0.06), which reduces the ex-
change processes and increases the concentration of
emitted gases. This is evident with regard to the in-
creased CO2 value measured by the EC station during
the LLJ periods (411.6 ppm). The increase of 10.4 ppm
relative to the no-LLJ periods accounts for more than
40% of the complete CO2 data-sample standard de-
viation. The accumulation of near-surface CO2 during
the presence of an LLJ through an elevated wind shear
layer acting as a barrier for surface–atmosphere ex-
change processes is in agreement with the findings of
Mathieu et al. (2005).
Also, the latent heat flux LH of 0.65Wm22 during the
LLJ periods is much smaller than for the no-LLJ cases
(6.25Wm22). The sensible heat flux SH being closer to
zero during LLJ cases and a decrease of more than 20%
in the median net ecosystem CO2 exchange (NEE)
supports the assumption of a decoupled surface layer in
which all fluxes are reduced. The higher air pressure
indicates a synoptic feature of a higher occurrence of
LLJs during anticyclonic high pressure flow at this site
between December and February.
The turbulence during the LLJ periods is not totally
diminished because of an intermittent downward
transport of momentum and turbulence, which was also
found in EC measurements during LLJs in the study of
Prabha et al. (2007). This interaction of the surface layer
with the upper-level flow is defined by Mahrt and
Vickers (2002) as an upside-down boundary layer. For a
detailed study of these interaction processes, as well as a
possible recoupling of the layers, tower measurements
of the vertical turbulence structure below 100m could be
beneficial.
5. LLJ interaction with the topography
Because the influence of the surrounding topography
is of high interest for the interpretation of wind mea-
surements and their representativeness, the hypothesis
of a significant effect on the wind field caused by small
deviations from flat terrain is investigated in the fol-
lowing. The most prominent feature of the orography
in the vicinity of the JOYCE site is a mine dump hill
at a distance of approximately 1.8 km to the northeast
of the DWL and around 200m higher than the mea-
surement site. Together with the open-pit mine, which
is connected to the southeast of the hill, a heteroge-
neous orographic surrounding is present. The influence
of the hill on the wind field is investigated by means
of a case analysis during the HOPE campaign on
2 May 2013, where radiosondes and the ICON-LEM
simulation are available for comparison with the DWL
measurements.
On this day, with a sunset time of 1851UTC, an easterly
CWT is classified at 1800 UTC. After the breakdown of
the convective boundary layer around 1630 UTC, the
wind speed measured by the DWL increases below
600m (Fig. 6a). After 1815 and 2130 UTC two LLJ
periods are detected by the DWL, whereas from 1945
until 2130 UTC no further LLJs periods of at least 1 h
are detected, since the coherence checks in the algo-
rithm are not fulfilled. In this case the LLJ height
between two consecutive profiles differs by more than
120m. Although the high wind speed is contained
throughout the shown time period, the wind direction
changes from northeast to southeast (Fig. 7). There-
fore, the two detected LLJs can be seen as separate
events.
The LLJ classification is also applied to the profiles of
the ICON-LEM simulation. The coherence check of
the time step between two consecutive wind speed
maxima needs to be modified because of the different
temporal resolution of the model. A new jet in the
ICON-LEM LLJ detection is labeled when a gap of
more than 18 s occurs, which is 2 times the output time
and similar to the DWL LLJ detection, as described in
section 3a. In that way, an LLJ is identified continu-
ously from 1730 to 2200 UTC (Fig. 6b), which is more
than 1 h earlier and more persistent than the DWL
observations. When bringing the model data to the
DWL resolution and applying the same thresholds
as for the DWL, the coherent LLJ detection ends at
2015 UTC (Fig. 6c).
In general, the vertical extent and growth of the layer
with increased wind speeds between 1730 and 1830UTC
is larger in ICON-LEM. The wind maximum is also
sharper and higher in the model. ICON-LEM still cap-
tures the main features of the observed wind profiles,
however, especially between 1815 and 1945 UTC, when
an LLJ is detected by using the DWL observations and
the model simulations. This motivates us to use the
ICON-LEM simulations as a tool for the investigation of
the spatial structure of the wind field.
a. Influence of a scaled topography on the wind field
in ICON-LEM
Scaling the topography in the ICON-LEM simula-
tions provides a valuable tool for analyzing the sensi-
tivity of the wind field to heterogeneous terrain.
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Therefore, streamlines are calculated on 2 May 2013
(2300 UTC) for the lowest 10 model levels of the 3D
ICON-LEM simulations with the original topography,
but also scaled by factors of 0.5 and 1.5. The scaling
factors are a reduction and increase, respectively, of
50% to ensure a significant difference in the model
simulations with respect to the topographic effect on the
wind field, which is still reasonable for the model setup.
More extreme factors might enhance the spinup time or
introduce artificial perturbations (because the initial
data still include the orography implicitly), whereas less-
strong scaling factors might not show any significant
difference. During this time a southeasterly LLJ is
present, which is shown to be likely connected to a
channeling effect as described in section 4a.
When scaling down the topography by a factor of 0.5,
it is evident from Fig. 8b that the wind field is less
influenced by the orography across the whole domain.
The wind speed increases faster with height than in the
original simulation (Fig. 8a). The upscaled simulation
shows a significant reduction in wind speed, however,
especially close to the surface in the region of the
FIG. 6. Wind speed (a) measured by the DWL and tower and (b) simulated by ICON-LEM
with an output every 9 s and (c) with the DWL resolution on 2 May 2013 [local time5UTC1
1 h (winter) or 2 h (summer)]. The location of the LLJ height, detected by the LLJ classification,
is marked with black dots. The vertical black dashed lines show the selected times for the case
analysis in section 5c. Note that on this day the ICON-LEM simulation and the tower mea-
surements are only available until 2300 UTC.
FIG. 7. As in Fig. 6, but for wind direction.
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open-pit mine (Fig. 8c). The wind speed then increases
again over the top of the hill. The topography is also
influencing the wind direction by up to 458 for the lower
elevations, which can be seen by the more easterly
streamlines in the upscaled and original simulations.
This finding indicates that the small but close hill to the
northeast of the JOYCE site can act as an additional
barrier to the channeling effect induced by the large-
scale topography surrounding the site.
b. Comparison of observations and ICON-LEM
for a nocturnal LLJ
For a better comparison of the measurements and
model output, profiles of wind speed, wind direction, ver-
tical wind speed, and potential temperature around the
time of the LLJ presence are shown in Fig. 9. Because the
vertical velocity is highly variable in both space and time,
the ICON-LEM and DWL profiles need to be averaged.
The DWL vertical velocity measurements are therefore
averaged to 30min. To account for a similar variability in
the ICON-LEMvertical wind, but also to obtain simulated
quantities that are comparable to theDWL scans, a spatial
average of the model output is calculated. The 1.9 3
1.9km2 area around the JOYCE site (see the black-
outlined square in Fig. 10) is selected such that it covers
the same area as the DWL scan during 30min: winds with
an average speed of 8ms21 (which is found during this
time period) would travel 14km during 30min. At 470m,
which is approximately in the middle of the considered
height range, the diameter of the DWL scan at 758 eleva-
tion is 250m. This results in the same surface area as
chosen for averaging the ICON-LEM output (14km 3
0.25km 5 3.61km2 5 1.9 3 1.9km2). Three times are
considered in the case analysis, including the LLJ initiation
phase at 1720UTC, the developedLLJ at 1930UTC, and a
weaker LLJ phase with a change of direction at 2300UTC.
For the times 1720 and 2300UTCprofiles from radiosonde
ascents are also available.
In general, the wind speed and direction profiles
show good agreement (Figs. 9a,b,e,f,i,j), with only
ICON-LEM overestimating the wind speed. In the
evening transition period around 1720 UTC, turbulence
is still present up to the mixing height at 285m (dashed
lines in Figs. 9a–d), defined as the height at which the
standard deviation of the vertical velocity over 30min
drops below 0.4m s21, which can be used as an indicator
for vertical mixing (Schween et al. 2014). Therefore, the
30-min standard deviation of the DWL is highest within
the mixing layer (Fig. 9c). The turbulent motion, as well
as the distance of the radiosonde launch site to the
DWL, can explain parts of the deviations between the
wind speed profiles below 300m. In addition, the launch
site is located at the southeastern corner of the hill and is
therefore not shaded from the northeasterly wind.
During the LLJ period at 1930 UTC (Figs. 9e–h) the
turbulence only reaches up to 135m and the LLJ has
formed with a maximum wind speed of 9.8m s21 at
225m, as determined by the DWL (Fig. 9e). The wind
direction close to the ground is still northeasterly, and it
turns clockwise toward the geostrophic wind with height
(Fig. 9f). For the ICON-LEM potential temperature
profile, stable stratification can be identified, especially
above the mixing-layer height from the DWL (Fig. 9h).
The DWL shows increased positive vertical velocity
values of up to 0.5m s21 around 600m, a result that is not
captured by ICON-LEM.
With a change in near-surface wind direction to
southeasterly at 2300 UTC (Fig. 9j), the distinct LLJ
profile vanishes together with the vertical updraft
(Figs. 9i,k). The potential temperature profile measured
by the RS shows a stable surface layer up to about 150m
and a neutral stratified layer until 600m, followed again
FIG. 8. Streamlines for the 3D ICON-LEM domain snapshot on 2 May 2013 (2300 UTC; southeasterly wind direction). The lowest 10
model levels (up to 790mMSL) are shown, with the lowest wind speeds (blue) occurring close to the surface and increasing with height.
Three simulations are conducted using (a) the original topography and topography that is scaled by factors of (b) 0.5 and (c) 1.5.
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by a stable layer. This might indicate a decoupling at the
surface from the adjacent residual layer reaching up to
600m. These are favorable conditions for an LLJ, which
is also detected using the DWL measurements.
c. Topographic influence on the vertical wind
To understand the differences in the vertical wind
between ICON-LEM and the DWL, the vertical
velocity of the 3D ICON-LEM domain is evaluated at
300m MSL (Fig. 10). This height is chosen to be above
the highest surface point in the model domain. During
the LLJ period at 1930 UTC the vertical velocities
simulated by ICON-LEM reveal updrafts on the wind-
ward side and downdraft motions leeward of the hill
with the wind coming from the northeast (Fig. 10b).
Thus, the orographic disturbance induces vertical wind
FIG. 9. Case analysis on 2 May 2013 with profiles of (a),(e),(i) wind speed, (b),(f),(j) wind direction, (c),(g),(k) vertical velocity, and
(d),(h),(l) potential temperature. The measurements from RSs (gray line), DWL (red line), and the tower (green line), as well as the
ICON-LEM output (blue line), are shown for (top) 1720, (middle) 1930, and (bottom) 2300 UTC. The ICON-LEM profiles are spatially
averaged over 1.9 km3 1.9 km and the standard deviation [for wind direction calculated with the method of Yamartino (1984)] is shaded
in light blue. The DWL vertical velocity is temporally averaged over 30min, with the standard deviation given in reddish shading. The
mixing-layer height after Schween et al. (2014) is shown by a black dashed line.
FIG. 10. Vertical velocity at 300mMSL of the ICON-LEM domain snapshots at (a) 1720, (b) 1930, and (c) 2300 UTC 2 May 2013. The
black-outlined square denotes the 1.9 km 3 1.9 km area around the JOYCE site, where the average vertical velocity profiles from Fig. 9
are calculated. The black arrow in the top-right corner of (a)–(c) shows the wind direction at JOYCE around 300m.
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variations up to approximately 3m s21, with the JOYCE
site located in an updraft region, as also was seen by the
DWL (Fig. 9g). The strong gradients in the ICON-LEM
vertical wind field can explain the deviations to the ob-
servations by a slight spatial displacement. At 2300 UTC
the simulated spatial pattern in the vertical velocity
(Fig. 10c) is changed according to the turning of the wind
direction and a wavelike structure is visible, caused by
the wind first flowing down the depression of the pit
mine and then uphill.
The results of the case analysis suggest that the up-
drafts measured at the JOYCE site are caused by the
topography for northeasterly winds. In the following,
we investigate if this statement can be verified using
long-term measurements. Therefore, the DWL dataset
from 2012 to 2016 is sampled for LLJs below 500m
during clear-sky conditions, since drizzle events could
influence the vertical velocity estimates. Furthermore,
it is required that the wind speed between 105 and
225m exceeds 4m s21 to ensure a sufficiently strong
updraft. Convective motions are excluded by only
considering nighttime cases. The data sample of wind
speed and 30-min averages of the vertical wind above
the summit of the hill (from 225 to 705m) is classified
into different directional classes to investigate the ef-
fect of the hill to the northeast (108–908) relative to the
other directions (Fig. 11).
The wind speed distribution of the direction in the
range of 1908–2708 reveals higher values, with a median
value of 8.2ms21 that exceeds the median values in the
other directional classes by 1.1–1.9ms21 (Fig. 11a). Al-
though the effect is small relative to the range of observed
wind speed values (standard deviation around 3ms21), a
possible explanation could be the influence of frontal
systems predominantly coming from the southwest.
Despite lower wind speeds, a significant shift to higher
positive vertical wind speed values and by far the highest
variability can be found in the 108–908 directional class
(Fig. 11b). The 75th percentile (0.3m s21) of the 108–908
class is around or even higher than the 95th percentiles
of the other distributions. The longer tail toward nega-
tive vertical velocity values observed for the northeast-
erly wind directions could be explained by a slight shift
of the updraft region after the descending motions at the
leeward side of the hill, as seen in the ICON-LEM
simulation, or a higher degree of turbulence induced by
the topography. The overall shift to positive values in-
dicated by all distributions of the vertical velocity is
probably due to a small offset of the instrument on the
order of a few centimeters per second. It can be con-
clusively stated from the model simulations and the
DWL observations that the moderate topography
around JOYCE shows sufficient heterogeneity to cause
significant disturbances in the wind field.
FIG. 11. Box plots showing the 5th, 25th, 50th, 75th, and 95th percentiles of (a) wind speed and (b) 30-min
averages of the vertical velocity measured by the DWL between 225 and 705m. Only LLJs below 500m during
nighttime (from 1 h after sunset until 1 h before sunrise) and clear-sky (DWL backscatter , 1024 m21 sr21) con-
ditions are included. The wind speed between 105 and 225m needs to be above 4m s21, and the data are binned
according to the wind direction (bin size 5 808) in this range with 108 separation. The numbers of cases are 1310
(108–908), 2564 (1008–1808), 2142 (1908–2708), and 525 (2808–3608).
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6. Summary and conclusions
The LLJ climatology obtained from the long-term ob-
servations (March 2012–December 2016) by the Doppler
wind lidar at the JOYCE site in western Germany shows a
clear diurnal cycle of the occurrence of LLJs, favoring the
nighttime appearance of the jets. In total, LLJs are detected
in 13% of the observational period. Seasonal differences in
the diurnal LLJ frequency of occurrence can mostly be
attributed to the length of the day. Fewer but stronger LLJs
occur in the winter months, because of the lower temper-
ature gradients between day and night and strong geo-
strophic forcing. An analysis of the synoptic situation using
circulation weather types showed that the predominant
southwesterly direction of the jets is in agreement with the
general circulation around JOYCE. The southeasterly
LLJs cannot be associated with the synoptic forcing but
rather are more related to a local channeling effect.
The turbulent characteristics of the LLJs, provided by
the Doppler wind lidar, showed notably higher vector
wind shear below the jet nose for LLJs with strongly
decreasing wind speeds below the jet. When dividing all
LLJs according to the bulk wind shear, significant tur-
bulent motions can only be found close to the surface for
jets with high bulk wind shear. The characterization of
the turbulence associated with LLJs shows the impor-
tance for wind-energy production, since a large number
of LLJs (2965; 16% of all jets) are detected in the range
of the rotor height below 200m.
Evaluation of the nighttime EC-station measurements
proves the concept of Businger (1973) of a decoupled
surface layer during LLJ events. The strong wind shear
associated with the LLJ together with the nonturbulent
stable layer hampers upward mixing, which leads to an
accumulation of carbon dioxide (CO2) and a reduction of
the heat and momentum fluxes in the stable surface layer.
Turbulent mixing found at the surfacemight be generated
by a recoupling of the flow through intermittent down-
ward transport of jet-induced turbulence. This concept of
an upside-down boundary layer is explained byMahrt and
Vickers (2002) and could be further analyzed using de-
tailed measurements of the vertical structure of near-
surface turbulence.
In the comprehensive case analysis, a strong interaction
of the winds with the topography, dominated by a 200-m-
high hill and a pit mine close to the measurement site, can
be observed during an LLJ event. The DWL shows high
positive vertical velocities for northeasterly LLJs, when
the wind is flowing over the hill toward the instrument’s
field of view. High-resolution simulations of ICON-LEM,
as a self-consistent representation of the atmosphere, help
in the analysis of the spatial variations of the wind field.
The vertical velocities reveal a wave structure induced by
the hill and pit mine, which are also influencing the wind
speed and direction. From a long-term perspective, this
influence introduces a much stronger variability in the
vertical wind for the location of the DWL, depending on
the wind direction.
The results of the long-term assessment, as well as
themodel simulations presented in this study, stress the
importance of analyzing LLJs and their local effects.
The LLJ identification algorithm of Tuononen et al.
(2017) proved to be able to identify LLJs objectively by
utilizing a multiyear dataset of high temporal and
vertical resolution Doppler lidar measurements. The
method can further be used for evaluating model per-
formance in terms of the correct representation of LLJ
characteristics. By including additional information on
atmospheric turbulence, which can be derived from
Doppler wind lidars, the impact of LLJs on wind tur-
bines can be examined.
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Abstract. Finding observational evidence of land surface and
atmosphere interactions is crucial for understanding the spa-
tial and temporal evolution of the boundary layer, as well as
for model evaluation, and in particular for large-eddy sim-
ulation (LES) models. In this study, the influence of a het-
erogeneous land surface on the spatial distribution of atmo-
spheric water vapor is assessed. Ground-based remote sens-
ing measurements from a scanning microwave radiometer
(MWR) are used in a long-term study over 6 years to charac-
terize spatial heterogeneities in integrated water vapor (IWV)
during clear-sky conditions at the Jülich ObservatorY for
Cloud Evolution (JOYCE). The resulting deviations from the
mean of the scans reveal a season- and direction-dependent
IWV that is visible throughout the day. Comparisons with a
satellite-derived spatial IWV distribution show good agree-
ment for a selection of satellite overpasses during convective
situations but no clear seasonal signal. With the help of a land
use type classification and information on the topography, the
main types of regions with a positive IWV deviation were de-
termined to be agricultural fields and nearby open pit mines.
Negative deviations occurred mainly above elevated forests
and urban areas. In addition, high-resolution large-eddy sim-
ulations (LESs) are used to investigate changes in the water
vapor and cloud fields for an altered land use input.
1 Introduction
Interactions between the land surface and the atmospheric
boundary layer can have significant influences on the re-
gional weather and climate. Heterogeneity in land use,
among other parameters characterized by soil type, vegeta-
tion, and urban areas, induces spatial variability in surface
fluxes of momentum, sensible, and latent heat. Numerical
studies suggest that contrasts in land surface fluxes are re-
sponsible for mesoscale circulations and considerably affect
the state of the atmospheric boundary layer in a nonlinear
way (e.g., Ookouchi et al., 1984; Pielke et al., 1991; Clark
and Arritt, 1995). On a more local scale, the transport of en-
ergy and water vapor into the atmosphere can trigger the for-
mation of shallow convective clouds and precipitation (e.g.,
Rabin et al., 1990; Avissar and Schmidt, 1998). Because this
small-scale variability can not be resolved by most weather
forecast and climate models, it needs to be parameterized.
This requires assumptions near the surface boundaries, which
strongly affect exchange processes. Unresolved patterns in
the models are crucial, since the resulting gradients directly
influence the fluxes and hence the evolution of the model
state (Simmer et al., 2015). Monitoring and modeling these
spatial patterns and interactions are the main focuses of this
study, which is conducted within the framework of the Tran-
sregional Collaborative Research Centre 32 (TR32) “Patterns
in Soil-Vegetation-Atmosphere Systems: Monitoring, Mod-
elling and Data Assimilation” (http://www.tr32.de, last ac-
cess: 25 November 2019). The scope of TR32, as described
in Simmer et al. (2015), is to improve the understanding
and prediction capabilities of the spatiotemporal evolution of
the terrestrial system across scales, using measurement tech-
niques and modeling platforms and integrating activities of
several research groups.
Since the scales of surface heterogeneity and resulting in-
teraction processes with the overlying boundary layer are on
the order of meters to kilometers, a frequently used tool for
studying these interaction processes on a local scale is con-
ducting high-resolution large-eddy simulations (LES) (e.g.,
Courault et al., 2007; Huang and Margulis, 2009; Maronga
and Raasch, 2013; Shao et al., 2013). By altering the land sur-
face properties, the turbulence-resolving simulations provide
estimates of the resulting effect on the boundary-layer struc-
ture. In this way Vilà-Guerau De Arellano et al. (2014) show
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differences in cloud dynamics that can be related to the par-
titioning of the surface fluxes determined by the plant func-
tional type. In van Heerwaarden and Vilà-Guerau De Arel-
lano (2008), an enhancement of cloud formation over hetero-
geneous landscapes using different Bowen ratios is indicated.
For a better understanding of the influence of the land sur-
face on the atmospheric state and in order to evaluate model
findings, ground-based observations by current state-of-the-
art remote sensing instrumentation can be used. Significant
effects of heterogeneous land use on the turbulent fluxes and
connections to clouds have been shown in several field cam-
paigns with a short-term perspective (Weckwerth et al., 2004;
Beyrich et al., 2006; Wulfmeyer et al., 2011, 2018; Späth
et al., 2016; Macke et al., 2017). Investigating the influence
of land use heterogeneity on boundary-layer characteristics,
such as water vapor and clouds from long-term measure-
ments, can play a key role in finding systematically signif-
icant patterns in relationships between the local land surface
and atmosphere above.
As a key parameter that connects vegetation activity and
the boundary layer, atmospheric water vapor plays an im-
portant role not only within the hydrological cycle but also
for the energy balance at the surface and within the atmo-
sphere. Späth et al. (2016) investigated water vapor fields
for a limited amount of time in a campaign with a scanning
differential absorption lidar and found gradients related to
surface elevation and land cover type. Also, long-term stud-
ies of the spatiotemporal variability in water vapor have re-
vealed terrain-related processes in a mountainous area (Adler
et al., 2016) by using scans from a passive ground-based mi-
crowave radiometer (MWR). Compared to the widely used
satellite observations for spatially resolved water vapor esti-
mates, available only for a handful of overpasses per day, the
MWR is well suited for continuous and temporally highly
resolved measurements at a certain location. While MWR
profile measurements of humidity suffer from a coarse res-
olution, a good agreement between zenith measurements of
integrated water vapor (IWV) using the MWR, satellite, and
global positioning system (GPS) observations was shown in
Steinke et al. (2015). The ability of the MWR to detect hori-
zontal humidity gradients by retrieving IWV values in a scan-
ning configuration has already been proven (Kneifel et al.,
2009; Schween et al., 2011).
To address the question whether spatial water vapor dis-
tributions can be connected to land surface properties, this
observational and modeling study focuses on the long-term
pattern of azimuthal IWV deviations derived from satel-
lite and ground-based measurements at the Jülich Observa-
torY of Cloud Evolution (JOYCE; Löhnert et al., 2015) in
western Germany (50.91◦ N, 6.41◦ E). At JOYCE, various
remote sensing instruments, including the scanning MWR,
have been deployed since 2011 to continuously monitor wa-
ter vapor, clouds, and precipitation. For comparing the spatial
IWV distribution derived from the MWR with an indepen-
dent measurement, a satellite water vapor product is used at
a high spatial resolution. In addition, a Doppler wind lidar is
available for a characterization of the atmospheric boundary
layer in terms of the winds and turbulent mixing processes
that control the exchange of water vapor between the surface
and the atmosphere. The impact of the land surface on the
atmospheric water vapor distribution is evaluated by compar-
ing the derived IWV deviations to a detailed land use map. To
better understand the impact of the land surface on the evo-
lution of the cloudy boundary layer, sensitivity studies with
high-resolution LES are performed with different land use
type settings.
The details of the instruments and data used in this study
in Sect. 2 are followed by the description of the data sam-
ple derivation used in the long-term analysis. For a better
description of the state of the boundary layer during clear-
sky conditions and large-scale effects, the results are shown
together with wind and turbulence statistics derived from
Doppler lidar measurements during the MWR scans and a
reanalysis product (Sect. 3.1). Subsequently, the IWV devia-
tions derived from MWR scans and for a collection of satel-
lite overpasses are compared for different seasons (Sect. 3.2)
and for a selected single day. A model case study is com-
plemented by the analysis of two large-eddy simulations fo-
cusing on the influence of land use on the evolution of the
cloudy boundary layer (Sect. 4), and a summary of the re-
sults is given in Sect. 5.
2 Instruments and data
2.1 Microwave radiometer
The microwave radiometer HATPRO (Humidity And Tem-
perature PROfiler) at JOYCE utilizes direct detection re-
ceivers and measures the brightness temperatures for seven
channels in the K band from 22 to 32 GHz and for seven
channels also in the V band from 52 to 58 GHz. In this study,
the observations of the seven K-band channels with a 1–2 s
temporal resolution are taken into account. A statistical ap-
proach based on a least squares linear regression model (Löh-
nert and Crewell, 2003) is applied to derive the IWV, ab-
solute humidity (q), and liquid water path (LWP) using ob-
servations of the downwelling microwave radiance along the
water vapor absorption line between 22.24 and 27.84 GHz
and in the atmospheric window at 31.4 GHz. The instrument
is capable of high temporal resolution (Rose et al., 2005),
and the absolute error in zenith TB measurements of 0.5 K is
mainly determined by the absolute calibration of the instru-
ment (Maschwitz et al., 2013). This accuracy converts into
an uncertainty of 0.5–0.8 kg m−2 in the derived IWV and 20–
30 g m−2 for LWP.
The zenith measurements (IWVz) alternate with full az-
imuth scans in 10◦ steps at a 30◦ elevation angle. The de-
grees of freedom for signal (DFS) are usually between 1 and
2 for MWR humidity retrievals, and the highest information
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content can be found in the boundary layer. For the zenith
retrieval and the 30◦ (slant path) retrieval, 1.87 DFS and 2.14
DFS were identified, respectively. The scans are available be-
tween June 2012 and June 2015 and starting from June 2018.
In 2016 and 2017 no MWR scans were performed. The ear-
lier scanning frequency was 15 min, and it was increased to
10 min between 25 June and 18 July 2018 and decreased to
30 min after 18 July 2018. Due to directionally dependent in-
terference in the unprotected 26.24 GHz channel, specific az-
imuth directions (50, 160, 180, and 260◦) are not considered.
Since the excluded azimuth directions are not connected, no
larger gap is apparent, and a smooth transitions between the
gaps can be assumed. Therefore, the missing IWV values are
filled using linear interpolation. For all scans, the derived
LWP, IWV, and q are air mass corrected to account for the
slant angle of the scanning MWR.
2.2 Doppler lidar and boundary layer classification
As a pulsed lidar system, the Halo Photonics Stream
Line Doppler lidar (Pearson et al., 2009) provides range-
resolved profile measurements of radial Doppler velocity and
backscattered signal. With a wavelength of 1.5 µm (near-IR)
the instrument is sensitive to the backscatter of aerosols and
clouds and is able to scan the full hemisphere. The maximum
detectable range depends on the presence of atmospheric par-
ticles and the lowest reliable range is at 105 m. At JOYCE the
system is set to a range resolution of 30 m and performs plan
position indicator scans every 15 min to estimate wind speed
and direction profiles based on the velocity–azimuth display
(VAD) method using 36 beams at a 75◦ elevation. In addition
the Doppler beam swing (DBS) technique, with three beams
and range–height indicator scans, is scheduled every 5 and
30 min, respectively. For the remaining time, the instrument
is facing the zenith to derive the vertical velocity with a high
temporal resolution (1 s).
To study land surface and atmosphere exchange processes,
it is crucial to know the turbulent state of the boundary layer.
Therefore, an objective classification of the mixing sources
presented by Manninen et al. (2018) is utilized to describe the
turbulence characteristics during MWR scans at JOYCE. The
method is based on the combination of multiple Doppler lidar
quantities including the dissipation rate of turbulent kinetic
energy (TKE) derived from vertically pointing observations,
using the method presented in O’Connor et al. (2010). The
TKE dissipation rate is based on the variance in the observed
mean Doppler velocity and allows for a threshold-based es-
timation of the convective boundary layer (CBL) height by
determining the last range bin in each profile with significant
turbulence in a bottom-up approach.
2.3 MODIS IWV
The passive imaging Moderate Resolution Imaging Spec-
troradiometer (MODIS) measures within 36 spectral bands
ranging from 0.4 to 14.4 µm. Two MODIS instruments are
currently airborne on NASA’s sun-synchronous near-polar-
orbiting Earth Observing System Terra and Aqua satellites.
A full coverage of the globe is achieved in 1–2 d with an or-
bit height of 705 km and a scan rate of 20.3 rpm. The swath
dimensions of MODIS are 2330 km (cross track) and 10 km
(along track at nadir). Within the 36 spectral bands, five chan-
nels in the 0.8–1.3 µm near-infrared spectral region can be
used for water vapor remote sensing (Gao and Kaufman,
2003). For IWV estimates, the Level-2 (Collection 6.1) near-
infrared retrieval (MODIS-NIR) with a 1 km spatial resolu-
tion is chosen. The retrieval by Gao and Kaufman (2003) is
based on three channels at 0.936, 0.940, and 0.905 µm for
the water vapor absorption and at 0.865 and 1.24 µm to cor-
rect for atmospheric gaseous absorption. In order to derive
the total vertical amount of water vapor, the reflected NIR
solar radiation in the water vapor absorption channel is com-
pared to the window channels yielding the atmospheric water
vapor transmittance. The amount of water vapor is then ob-
tained from lookup tables derived from a line-by-line atmo-
spheric transmittance code. Reliable estimates of the water
vapor total column amount over land areas can only be in-
ferred during daytime and for cloud-free regions. Typical er-
rors of the MODIS-NIR water vapor product range between
5 % and 10 %. Here, a height correction similar to Steinke
et al. (2015) of the retrieved values is performed due to the
variations in the horizontal and height distance to JOYCE
per flight track of MODIS. The height difference is corrected
by assuming an exponential decrease in the humidity profile
and by using the water vapor density obtained from measure-
ments of temperature, humidity, and pressure from a weather
sensor attached to the MWR, and the topography with a
200 m horizontal resolution. Furthermore, the IWV product
was resampled to 100 m for calculating the mean values of
several overpasses.
2.4 ERA5 data products
To distinguish between local influences and large-scale fea-
tures regarding the observed spatial pattern of IWV devia-
tions, the reanalysis products of ERA5 with a 31 km horizon-
tal resolution are analyzed (Copernicus Climate Change Ser-
vice, 2017). Besides the eastward and northward wind com-
ponents at different pressure levels (1000 and 700 hPa), the
direction of the IWV transport (IWVT; in degrees) is also
considered at a 3 h temporal resolution for the closest point
to JOYCE. The vertical integral of water vapor flux, used to
derive IWVT, is calculated utilizing the specific humidity and
winds at the model level. The ERA5 IWV is selected at the
closest output time to the MWR scans.
2.5 ICON-LEM
As a state-of-the-art atmospheric modeling system, the
ICOsahedral Nonhydrostatic model ICON (Zängl et al.,
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2015) has been developed by the German Weather Ser-
vice (DWD) and the Max Planck Institute for Meteorol-
ogy (MPI-M). The ICON Large-Eddy Model (ICON-LEM)
was designed within the framework of the High Definition
Clouds and Precipitation for advancing Climate Prediction
(HD(CP)2) project for improving moist processes in climate
prediction models (Heinze et al., 2017). In this study, the
ICON-LEM simulations are used to provide a spatial repre-
sentation of the IWV field to compare with the measurements
obtained from the scanning MWR and the MODIS-NIR wa-
ter vapor product around JOYCE.
A good agreement between simulations of ICON-LEM us-
ing high grid resolutions of up to 156 m and observations
was already shown in Heinze et al. (2017) concerning turbu-
lence, column water vapor, and cumulus clouds (compared
to satellite observations). The topographic influence on the
wind field was also shown in ICON-LEM simulations and
observations at JOYCE (Marke et al., 2018). Therefore, a
similar setup with a domain radius size of 10 km, 78 m hor-
izontal resolution, and 20 km vertical extent is used in this
study. The minimal layer thickness is 20 m, and the lowest
2 km section contains 33 levels. Initial and lateral boundary
conditions are created from the output of the ECMWF Inte-
grated Forecasting System (IFS) model. As the IFS and the
ICON models do not use identical land surface models, a
sensitivity of the simulations to the treatment of soil mois-
ture and other land surface components can not be excluded.
But those sensitivities are the same for both simulations, and
sensitivity studies suggest that the results are rather robust
despite small variations. In addition to the control simulation
using a simplified version of the land use input data Glob-
Cover (Bontemps et al., 2011) with 300 m resolution, a sec-
ond simulation is conducted with one altered land use setting.
In this way parameters like leaf area index and roughness
length are changed to get a different distribution of potential
water vapor sources and sinks at the surface.
2.6 Land use classification and measurement site
description
To be able to link atmospheric water vapor measurements
to land surface properties, spatial land use information is
needed. This is addressed by using a remote-sensing-based
regional crop map (Waldhoff et al., 2017) that was applied
to a study area in western Germany including the surround-
ing area of JOYCE. In this method, supervised multitemporal
remote sensing data from Sentinel-2, ancillary information,
and expert knowledge of crops are combined in a multi-data
approach (MDA). The classification is, therefore, able to dif-
ferentiate between 44 vegetated, urban, and water areas with
a spatial resolution of 15 m.
The detailed and highly resolved classification is used to
identify areas with a predominant land use type. Therefore,
the classified types are condensed into six main types, in par-
ticular agricultural areas, grassland, bare ground, urban ar-
Figure 1. Simplified map (12 km×13 km) of the land use classifi-
cations described in Waldhoff et al. (2017) centered around JOYCE
(see also Waldhoff and Lussem, 2016). The circle (4.3 km radius)
shows the crossing distance and azimuth angles of the MWR scans
at the IWV scaling height of 2.5 km. Contours refer to the height
relative to JOYCE (111 m a.s.l.).
eas, deciduous forest, and water. These six groups are ex-
pected to have a significantly different behavior in terms
of transpiration and/or evaporation depending on the sea-
son and, therefore, might cause atmospheric water vapor pat-
terns that can be distinguished and related to the appropri-
ate type. In Fig. 1 the simplified land use classification of a
12 km×13 km area centered around JOYCE is shown. The
city of Jülich to the northwest and JOYCE at the Research
Center Jülich are the largest urban areas in this surrounding.
The artificially created pit mine dump hill, Sophienhöhe, lo-
cated in the northeast direction, is up to 200 m higher than
JOYCE and covered mainly by a deciduous forest. In the
northern and southeastern part of the selected domain, the
sites identified are mostly agricultural. The main crop type
between April and June is winter wheat, and sugar beet,
maize, and potato are dominant from July until September.
A common crop rotation is a 2-year cycle of sugar beet to
winter wheat (Waldhoff et al., 2017). Due to this crop rota-
tion and regarding the small field sizes in this domain, no fur-
ther distinction in crop types is made, but more active crop
fields in terms of evapotranspiration are present during the
spring season. The southwestern parts are mostly crop fields,
but there are also grasslands surrounding the Rur River, with
its valley going from southeast to northwest. The pit mines
(bare ground) with depressions down to 300 m below JOYCE
are located to the east and southwest.
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3 Long-term observed directional IWV deviations
3.1 Data sample derivation and characteristics
In order to find patterns in the long-term water vapor scans
at JOYCE that can be related to local land surface character-
istics, the MWR scans are evaluated during meteorological
conditions that are favorable for strong land surface and at-
mosphere interactions. This excludes overcast situations, and
situations with a large-scale advection of moist or dry air as
during these times the surface influence is low, which was
shown by Steinke et al. (2019) by the amplitude reduction
of the diurnal water vapor cycle. The cloud detection is ob-
tained by using the 31.4 GHz channel, which is within an
atmospheric window. The signal from this channel is dom-
inated by the presence of liquid water in the case of clouds
appearing in field of view of the instrument. During a sin-
gle scan, the maximum difference in the measured 31.4 GHz
brightness temperature for each azimuth direction and the
mean of the whole scan must be below 2 K, since liquid wa-
ter clouds are expected to cause a much higher difference.
Furthermore the air-mass-corrected LWP from the statistical
retrieval needs to be below 20 g m−2, which is on the order
of the retrieval uncertainty. To avoid scenes with large-scale
advection of moist or dry air, the difference between the max-
imum and minimum IWVz within 1 h around the scan needs
to be smaller than 2 kg m−2. This threshold is chosen to be
above the instrument sensitivity for IWV. These requirements
need to be fulfilled for at least three consecutive scans. The
first and last scan of each sequence are neglected to ensure
that they are not part of a transition from conditions violating
the criteria. The choice of the thresholds was shown to be a
good trade-off between excluding apparent cloudy situations
but still allowing a sufficient number of scans to generate a
large data sample. In order to detect seasonal differences due
to different stages of crop development in the growing phase
from senescence to harvest, the months of April–June and
July–September between 2012 and 2018 are separated. The
highest diurnal IWV variability is observed between spring
and autumn at JOYCE (Löhnert et al., 2015), and the influ-
ence from the land surface is expected to be largest in spring
and early summer. Instead of using the total slant column
IWV, the humidity profile is integrated up to the CBL height
determined by the Doppler lidar (hereafter IWVCBL) for an
analysis of the lower tropospheric water vapor patterns. For
all scans, the mean value per scan is subtracted to investigate
the deviations in each azimuth direction.
In addition, a colocated Doppler lidar is used to gain in-
formation on atmospheric turbulence, wind direction, and
wind speed during the scans. The temporal resolution of the
Doppler lidar VAD scans is 15 min, and the closest measure-
ment to the scan time is selected. For the general develop-
ment of the wind direction during the day, 6 h averages are
calculated. The number of MWR scans per hourly bin that
meet the requirements ranges from 127 to 496, with fewer
Figure 2. (a) Hourly averaged convective boundary-layer (CBL)
height (with standard deviation in shadings) from the Doppler lidar
boundary-layer classification at the MWR scan times. The zenith
IWV standard deviation (SD) is determined within 1 h around the
scans. (b) The lines show the directions (in degree) of the av-
eraged ERA5 wind directions at 1000 hPa (ERA51000), 700 hPa
(ERA5700), and the IWV transport (ERA5IWVT). Symbols indicate
the mean Doppler lidar wind direction (average times: 01:00–06:00,
10:00–15:00, and 19:00–24:00 UTC) at 105 m (DWLs) and 1005 m
(DWLb).
scans during midday. The decrease in the number of cases
during daytime is due to the formation of convective clouds,
since overcast situations would influence the number of cases
independent of the time of the day. The mean standard devia-
tion for each scan increases from 1.1 % to 1.94 % during day-
time, indicating the influence of convective activity, which is
shown by high-TKE dissipation rates and a corresponding
mean CBL height of up to 1.28 km (Fig. 2a). Also, the IWV
standard deviation from the zenith MWR measurements in
Fig. 2a reveals a diurnal cycle during this measurement pe-
riod of late spring until early autumn, which is in agreement
with the seasonal statistics derived in Löhnert et al. (2015).
While the IWV standard deviation follows the rate of the
CBL height development in the morning hours, an abrupt de-
crease is only evident in the turbulence measurements in the
afternoon transition period. This suggests that water vapor is
mixed into the upper layers of the atmosphere during day-
time and is still present in the residual layer throughout the
night.
For assessing the impact of the large-scale water vapor
transport, the ERA5 reanalysis product is used. The ERA5
IWV at the closest output time to the MWR scans com-
pared to the 1 h averaged IWVz from the MWR shows a
high correlation coefficient of 0.98 and a root-mean-square
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error (RMSE) of only 1.46 kg m−2. The ERA5 wind direc-
tion at 1000 hPa (ERA51000) is in good agreement with the
mean near-surface wind direction (average times: 01:00–
06:00, 10:00–15:00, and 19:00–24:00 UTC) derived from the
Doppler lidar at 105 m (DWLs; Fig. 2b). The wind direction
ranges from a southerly flow during the night to an east to
north direction during the day, corresponding to fair-weather
situations and anticyclonic flow at this site. The wind direc-
tion turns clockwise with height for the ERA5 product and
the Doppler lidar observations but stays relatively constant
within the CBL as there is no large difference between DWLs
and the Doppler lidar wind direction at 1005 m (DWLb) be-
tween 10:00 and 15:00 UTC. The wind direction in the free
troposphere at 700 hPa shows no significant diurnal cycle.
The same applies to the IWVT, which corresponds to the
westerly wind direction at 700 hPa, showing the westerlies
transport of humid air at the midlatitudes. But at midday and
early afternoon (12:00–17:00 UTC), positive IWVCBL devi-
ations in the long-term MWR scans increase and shift to
the southeast (not shown). Despite the fact that the ERA5
IWV shows a diurnal cycle, this shift can not be seen in the
IWVT, suggesting that local influences also contribute to the
observed IWV signal. This is further analyzed in Sect. 3.2.
Separating all cases according to the low-level wind di-
rection from the Doppler lidar, a directional dependence is
found related to the wind speed, indicating local transport
and a shift between the humidity field and the underlying
surface within the MWR scanning beam. To exclude this
process and to better connect the spatial IWV deviations
with the surrounding land use, the MWR scan analysis is re-
stricted to cases with wind speeds below the median value
of 5 m s−1. During the observational period, 161 d out of a
total of 1242 single scans are selected with a mean IWVz
of 18.02± 6.43 kg m−2 measured in a 1 h window around
the scans. At JOYCE the average year-to-year variability in
terms of humidity is rather small, but still a good coverage of
relatively dry and wet years is achieved in this study. As an
exemplary measure, the mean zenith IWV taken around the
selected scans for each year ranges from 15.0 to 21.4 kg m−2.
Therefore, the variability in the zenith IWV values for the
different years (4.2–7.8 kg m−2) is in the range or higher than
changes in the mean value.
3.2 Daytime MWR and MODIS-derived IWV
deviations and connection to land use
Figure 3a shows the daytime (12:00–17:00 UTC) mean value
of the IWVCBL deviation for all 36 azimuth directions of the
MWR scans. In this time period a well-mixed CBL has de-
veloped, and the highest convective water vapor flux from the
land surface into the atmosphere is expected. For the April–
June cases, a positive deviation of up to 0.61 % from the
mean between 130 and 270◦ is visible. Also, a positive peak
around 75◦ is present. However, between 270 and 60◦ mostly
negative IWVCBL deviations are present (up to −0.79 %). In
contrast, the July–September cases only show a positive de-
viation between 180 and 270◦ and a slightly negative devi-
ation between 0 and 120◦. Otherwise there is no noticeable
deviation during this season. Note that these deviations are
median values used to detect the long-term pattern and that
single scan deviations from the mean can reach over 5 %.
For a comparison with an independent IWV measurement
and to exclude that the patterns are influenced by interfer-
ence, the MWR results are compared to the MODIS-NIR-
derived IWV around JOYCE. The findings presented here
could also be valuable for further studies using the MODIS
products for assessing spatial IWV differences, which is es-
pecially valuable for larger areas. For a fair comparison of
the column amount of water vapor from MODIS to the path-
integrated water vapor observations from the MWR scans, a
virtual MWR scan is derived from the MODIS observations.
Therefore, the total IWV is distributed to an absolute humid-
ity profile for each MODIS pixel assuming a linear decrease
by 20 % in the CBL and an exponential decrease above this,
similar to Schween et al. (2011). The mean CBL height is de-
termined from the Doppler-lidar-based boundary-layer clas-
sification (Manninen et al., 2018) around 1 h of each over-
pass. The CBL height is assumed to be constant in the area
of interest, as well as the 1/e height for the exponential de-
crease, which is calculated from the MWR humidity profile
of the corresponding overpass. In this way a virtual scan cor-
responding to the MWR scan configuration can be performed
around JOYCE where the amount of water vapor is integrated
for each beam up to the CBL height. Only overpasses with-
out missing data due to the MODIS quality checks are con-
sidered.
As an additional comparison of the MWR and MODIS,
the IWVz measurements of the MWR (IWVz,MWR) and the
MODIS mean total column amount 1 km around JOYCE
(IWVz,MODIS) are compared. The zenith IWV values are
highly correlated (0.96) with a RMSE of 2.45 kg m−2, which
is about 1 kg m−2 higher than that found in Steinke et al.
(2015). This discrepancy is probably caused by a greater
IWV variability shown in Fig. 2a. For larger IWV values, the
MODIS observations tend to an overestimation. For the 22
(April–June) and 36 (July–September) MODIS overpasses
occurring between 09:00 and 13:00 UTC, the mean IWV de-
viations from the virtual scans are calculated (Fig. 3b). Note
that only showing the MWR scans during the MODIS over-
passes does not change the deviation pattern significantly.
In general, the relative deviations from the MODIS virtual
scans do not show a seasonal pattern as is seen in the MWR
scans (Fig. 3b). With both observations, a noticeable nega-
tive deviation around 30◦ is visible, and the agreement in the
location of the positive deviations for both seasons around
180–240◦ is also evident. This area shows a high fraction of
grassland, the Rur River, and one of the pit mines, explaining
the positive deviations in both seasons, whereas less water
vapor seems to be present in the vicinity of the forested hill
(Fig. 1). Regarding the MODIS-derived results, the pit mine
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Figure 3. (a) Mean values of the MWR water vapor deviation (integrated up to the CBL height) from the mean per scan between 12:00 and
17:00 UTC for April–June (99 scans) and July–September (123 scans). (b) Same as panel (a) but for the MODIS IWV deviations including
22 overpasses (April–June) and 36 overpasses (July–September), respectively.
around 90◦ also reveals a positive deviation, but the peak for
the MWR is shifted to 70◦. This phenomenon might be ex-
plained by the orographic flow that is strongly altered by the
pit mines as shown in Marke et al. (2018) and the low spatial
resolution of the MODIS IWV product.
The results presented here for the MWR and MODIS scans
suggest a higher water vapor flux into the atmosphere for the
agricultural fields in the southwest due to evapotranspiration
(no irrigation), especially in the main crop growing season
between April and June. The high amount of water vapor
around the pit mines could be caused by irrigation to reduce
dust emissions during the day and dew formation at night. In
contrast, the forest and urban areas reveal a lower water va-
por amount. This can be explained by less water availability
in urban areas and a higher water use efficiency for deciduous
forests compared to crop fields demonstrated in Tang et al.
(2015). A similar difference in the surface fluxes between
crops during the main vegetation period and forest (pine
trees) was found using surface flux measurements (Beyrich
et al., 2006) and in the LES study by Garcia-Carreras et al.
(2011). In addition, lower wind speeds due to the topography
and a higher roughness length at the forested hill can cause
decreased water vapor fluxes into the atmosphere. Thus, spa-
tial water vapor differences can be detected by the scanning
MWR, especially with a long-term perspective that uses a
composite of carefully selected cases.
4 LES case study analysis for land surface impact
The influence of the land use type on the evolution of the
cloudy boundary layer is further investigated in a case study
(25 July 2012) by means of a large-eddy simulation using
the ICON-LEM model. Due to the spatial resolution of the
land use data and the scale of the land use patches around
JOYCE, the crop and grass types are combined. On this day,
with a northwesterly wind direction, no clouds are present
until 11:30 UTC. The timing of the selected MODIS over-
pass is 10:15 UTC, and five MWR scans are performed be-
tween 09:10 and 11:10 UTC. The results of the observed wa-
ter vapor deviations are shown in Fig. 4. As already shown
in the previous long-term analysis, the maximum positive
deviation occurs in a southeasterly to southwesterly direc-
tion, with a good agreement in the sign changes between
the MWR and MODIS. Although this day is in late July,
it still shows similar features when compared to the April–
June season, suggesting still-active crop fields (especially
sugar beet) in this area. In order to make a general state-
ment about whether the ICON-LEM correctly represents the
spatial water vapor distribution, a large number of high-
resolution simulations would be needed. Here, the focus is
on assessing the impact of different land use data as input
for the model on boundary-layer development and cloud for-
mation. In this 2 h time interval the CBL height determined
by the Doppler lidar increases from 405 to 1275 m. In the
first ICON-LEM simulation (ICON1) that uses the simplified
GlobCover land use data (Fig. 5a), the model boundary-layer
height reaches these heights about 1 h later than in the obser-
vations. The mean IWVz values are 24.83 kg m−2 (MWR),
29.26 kg m−2 (MODIS), and 28.22 kg m−2 (ICON1), where
the ICON1 zenith IWV is averaged within a radius of 1 km
around JOYCE, and for MODIS the nearest pixel is chosen.
The lower observed IWV value by the MWR and higher CBL
height compared to ICON1 suggest that the partitioning of
surface heat fluxes is more towards the latent heat flux in the
simulation.
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Figure 4. Mean values of the MWR and MODIS water vapor de-
viation for the 25 July 2012 case study including five MWR scans
(09:10–11:10 UTC) and one MODIS overpass at 10:15 UTC.
Using the humidity budget equation, the contribution of lo-
cal and nonlocal sources to the change in atmospheric humid-
ity within the boundary layer can be estimated using ICON-
LEM. The Reynolds-averaged continuity equation with con-
tributions only from advection and turbulent flux divergence
(no molecular diffusion or other source terms) for water va-











where q is the averaged specific humidity. Assuming a





v′q ′ = 0), with w = 0, expressing the turbulent flux as la-
tent heat flux,w′q ′ = LE/(ρLv), and taking into account that
in a well-mixed boundary layer q does not vary with height,
















where ρ is the air density, Lv is the heat of vaporization of
water, 1(LE/(ρLv)) is the difference in latent heat flux be-
tween the top of the CBL and surface, zi is the CBL height,
V is the average wind speed, and ∂/∂x denotes differentia-
tion along the average wind direction. The turbulent flux at
the top of the CBL accounts for entrainment (including sub-
sidence) and can be expressed as (Stull, 1988)





where q(zi) is the mean specific humidity in the CBL, q(z+i )
is the specific humidity directly above the CBL, and we is
the entrainment velocity. Without CBL height advection, the
entrainment velocity is the difference between the local rate





with w(zi) as the vertical velocity at the height of the CBL.
This results is the following expression for the difference in












where ρs is the surface value of the air density. Equation (2)
shows the humidity tendency (term I) with term II repre-
senting the local (evapotranspiration) and term III represent-
ing the nonlocal contribution by horizontal advection. For
ICON1 the terms of Eq. (2) are calculated separately and
averaged within the CBL for the domain shown in Fig. 5
between 10:00 and 11:00 UTC, where the CBL height in-
creases from 500 to 770 m, and still no clouds are present.
During that time the specific humidity in the CBL increases
by 0.62 g kg−1 h−1 on average. The contribution of the local
term accounts for 0.21, and 0.29 g kg−1 h−1 is advected. This
leaves a residual term of 0.12 g kg−1 h−1, indicating that the
assumptions made for the budget equation are not valid, but
it can be stated that in this simulation the humidity field is
not entirely dominated by advection, and the local source is
of the same order of magnitude.
The sensitivity of slant path integrals of the water vapor
field up to the CBL height to water vapor transport from the
land surface can be evaluated from the local part of the hu-
midity budget. term II of Eq. (2) is calculated for a circu-
lar area with a radius corresponding to the projected CBL
height of a 30◦ slant path and divided into sectors of 10◦.
Similar to the MWR measurements, the integrated water va-
por is derived for a 30◦ slant path and 10◦ azimuth steps and
integrated up to a height hint, which represents the maxi-
mum height of the slant path. At the normalized height of
hint/CBL height= 1, the circle described by the slant path
corresponds to the area where the local part of the humidity
budget is computed. Figure 6 shows the correlation coeffi-
cient of the mean (10:00–11:00 UTC) 10◦ sector estimates of
term II of Eq. (2) and the slant-path-integrated water vapor at
a 30◦ elevation and 10◦ azimuth steps that depends on the in-
tegration lengths. At short integration lengths no correlation
between the integrated water vapor and the local source of
humidity can be found. The correlation coefficient increases
with height, reaches a maximum below the CBL height, and
decreases strongly above the CBL. This indicates that local
sources of humidity at the surface can be detected by means
of slant-path-integrated water vapor in a well-mixed bound-
ary layer when integrating up to the CBL height as performed
in Sect. 3.2 with the MWR. Note that the values of the cor-
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Figure 5. (a) A 12 km×13 km map of the simplified GlobCover land use data centered around JOYCE used for the first ICON-LEM simu-
lation (ICON1). (b) Same as panel (a) but with altered land use types for the second simulation (ICON2).
Figure 6. Correlation between 10◦ sector estimates of term II of
Eq. (2) and the slant-path-integrated water vapor at a 30◦ elevation
and 10◦ azimuth steps. hint is the maximum height of the slant path
that is used for the integration and is normalized by the CBL height.
relation coefficient would likely increase for cases with less
advection.
Since it can be expected from the analysis of Eq. (2) that
humidity transport from the surface is important for this day,
changing the land use types is expected to have an influence
on the development of the cloudy boundary layer. In a sec-
ond simulation (ICON2), the land use types are changed ac-
cording to Fig. 5b (crop–grass to bare ground, bare ground
to water, urban to forest, forest to crop–grass and water to
urban). In this way, a significant reconstruction of the spatial
distribution of the land use types is achieved without chang-
ing the scale of heterogeneity, and it keeps all occurring land
use types. Also, the partitioning of turbulent surface fluxes
is largely affected by changing crop–grassland to bare soil,
but for the whole simulation time the domain-averaged sum
of latent and sensible heat only differs by around 10 W m−2
between ICON1 and ICON2. The maximum height above
ground, where changing the land use types still has a signif-
icant influence on model parameters, is around 2.3–2.5 km,
which is visible, for example, in the domain-averaged spe-
cific humidity difference profile (not shown). Above this
height the large-scale forcings are more dominant, which are
the same for both simulations. The highest difference occurs
in the CBL, which is in agreement with Sühring and Raasch
(2013), showing that heterogeneous surface patterns extend
throughout the CBL for simulated turbulent heat fluxes. The
length scale of land use variability seems to be large enough
to cause these differences in the boundary layer according to
the blending-height concept (Mahrt, 2000). Also, Shao et al.
(2013) found an influence of land-surface heterogeneity well
beyond the surface layer using LES.
In order to elaborate on the details of different boundary
layer and cloud development, the spatial fields of height- and
time-averaged vertical velocity and integrated humidity up
to the CBL height (IWVCBL) are analyzed (Fig. 7). The av-
eraging domain is the same as that shown in Fig. 5, and the
averaging time is between 12:00 and 13:00 UTC, which is the
time range of the first cloud formation in the simulations. Poll
et al. (2017) also performed large-eddy simulations of this
day in a similar domain and showed the occurrence of clouds
around this time in visible satellite data. They found cellular
structures in the vertical velocity, which are also evident in
Fig. 7a. In addition, the wind is lifted by the hill, and a down-
draft above the hill can be seen. This was already discussed
in Marke et al. (2018) and might explain parts of the negative
scan deviations to the northeast, as discussed in Sect. 3.2, by
a suppressed water vapor flux. Moreover the hill serves as a
natural border and has an impact by channeling the updraft
streak with associated water vapor transport and cloud for-
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Figure 7. ICON-LEM vertically averaged vertical velocity (a, b) and integrated humidity (c, d) up to the CBL height of the ICON1 (a, c)
and ICON2 (b, d) simulations. Contours in panels (a) and (b) refer to the topography relative to JOYCE in m a.s.l. between −200 and 0 m
(green) and 0 to 200 m (black) in 50 m steps. Contours in panels (c) and (d) show areas with total column integrated cloud water values above
10 g m−2. The results are averaged between 12:00 and 13:00 UTC.
mation going from northwest to southeast. The streaks are
also visible in simulations using a larger domain, lower res-
olution, no topography, and only bare ground (not shown),
but the position and strength are strongly altered by the to-
pography and land use input. In the ICON2 simulation the
differences in surface properties and the size of the heteroge-
neous land use patches intensify the vertical velocity streak
structure, leading to a higher water vapor transport from the
surrounding area into the updraft region and an earlier cloud
formation. The water bodies introduced in the second simu-
lation show higher IWVCBL values (Fig. 7d), but the sensible
heat flux and CBL height are too low for clouds to form. The
mean cloud cover of 8.55 % in ICON1 compared to 10.55 %
in ICON2 is closer to the observed maximum cloud cover of
6 % determined by a total sky imager at JOYCE on this day.
Less vegetated areas and hence a lower roughness length
in ICON2 also lead to an increase in the mean wind speed of
0.42 m s−1 at approximately 200 m above the ground. With
higher wind speeds and a higher fraction of bare ground,
the domain-averaged sensible heat flux (between 11:00 and
18:00 UTC) in ICON2 is increased by 28.72 W m−2, and the
CBL grows deeper (by about 30 m), especially in the south-
eastern part of the domain. On the other side, the specific hu-
midity in ICON1 is significantly larger in the CBL (Fig. 6),
and clouds grow taller compared to the ICON2 simulation
(Fig. 8), which is connected to an increase in latent heat
flux by 86.04 W m−2 in ICON1 due to more vegetated ar-
eas. Also, the maximum integrated cloud water content of
these clouds is 36.96 g m−2 in ICON1 and only 5.61 g m−2
in ICON2 because of the limited moisture supply. The dras-
tic change in the land use data input for ICON2, therefore,
causes a shift in the partitioning between sensible and latent
heat flux, which has strong implications for the development
of convective clouds. Thus, the long-term observed spatial
water vapor deviations and high-resolution LES conducted
in this study underline the importance of further monitoring
and modeling of the local and small-scale interactions be-
tween land use, topography, water vapor transport, and the
transition to clouds.
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Figure 8. ICON-LEM specific cloud water content for the ICON1 (a) and ICON2 (b) simulation together with the surface fluxes of latent
and sensible heat. The results are averaged for the domain shown in Fig. 5.
5 Conclusions
Exchange processes between the land surface and atmo-
sphere are an important controlling factor in the water cycle.
Long-term observational evidence of this interaction span-
ning scales of a few kilometers is still lacking. The scanning
microwave radiometer (MWR) at the Jülich ObservatorY for
Cloud Evolution (JOYCE) proved to be suitable for detecting
spatial IWV deviations not only for single scans but also in
a statistical sense. The atmospheric water vapor pattern can
only partly be explained by the large-scale advection and is
also attributed to the local transport of water vapor from the
surface, especially during convective scenes. This is detected
in the long-term analysis of liquid water in cloud-free scans
over 6 years of observations.
The comparison with the satellite-based MODIS near-
infrared IWV product, as an independent observation, shows
features similar to areas with pronounced positive and nega-
tive deviations around JOYCE. In a further step, these devia-
tions can be related qualitatively to land surface properties by
means of a land use classification. The classification is based
on a remote-sensing-derived regional crop map and reveals
that positive IWV deviations mainly originate over agricul-
tural areas and open pit mines close to the measurement site,
while urban and elevated forest areas show negative devia-
tions. The main locations of the maximum and minimum de-
viation in the MODIS and MWR measurements are in agree-
ment, but seasonal effects related to the crop development
stages are only visible in MWR observations.
In a comprehensive case study, large-eddy simulations
with the high-resolution ICON-LEM model were carried out
to further assess the impact of the land surface on the devel-
opment of the cloudy boundary layer. While the control sim-
ulation is initiated with a realistic land use input, the second
simulation with modified land use types revealed changes
in convective motions and cloud characteristics according
to differences in surface fluxes. These findings suggest that
ground-based remote sensing of water vapor supported by
high-resolution modeling can be valuable for studying the
regional influence of heterogeneous land surfaces on the at-
mospheric water vapor and the connection between surface
fluxes, water vapor, and clouds.
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Abstract In this article, liquid water cloud microphysical properties are retrieved by a combination
of microwave and infrared ground-based observations. Clouds containing liquid water are frequently
occurring in most climate regimes and play a significant role in terms of interaction with radiation. Small
perturbations in the amount of liquid water contained in the cloud can cause large variations in the radiative
fluxes. This effect is enhanced for thin clouds (liquid water path, LWP<100 g/m2), which makes accurate
retrieval information of the cloud properties crucial. Due to large relative errors in retrieving low LWP
values from observations in the microwave domain and a high sensitivity for infrared methods when the
LWP is low, a synergistic retrieval based on a neural network approach is built to estimate both LWP and
cloud effective radius (reff). These statistical retrievals can be applied without high computational demand
but imply constraints like prior information on cloud phase and cloud layering. The neural network retrievals
are able to retrieve LWP and reff for thin clouds with a mean relative error of 9% and 17%, respectively.
This is demonstrated using synthetic observations of a microwave radiometer (MWR) and a spectrally highly
resolved infrared interferometer. The accuracy and robustness of the synergistic retrievals is confirmed
by a low bias in a radiative closure study for the downwelling shortwave flux, even for marginally invalid
scenes. Also, broadband infrared radiance observations, in combination with the MWR, have the potential
to retrieve LWP with a higher accuracy than a MWR-only retrieval.
1. Introduction
Assessing the impact of clouds on the global circulation represents amajor task in improving climatemodels.
Quoting the fifth assessment report (AR5), the Intergovernmental Panel on Climate Change (IPCC) states that
clouds and their associated macrophysical and microphysical processes are still responsible for large uncer-
tainties in the estimation and interpretation of the Earth’s energy budget [Intergovernmental Panel on Climate
Change, 2013]. Clouds drive the atmospheric circulation through complex interactionswith solar and thermal
fluxes from the surface and the atmosphere [Stephens, 2005]. In situations with a low liquid water path (LWP),
the radiative fluxes are especially sensitive to liquidwater variations [Turner et al., 2007b; Sengupta et al., 2003].
Thus, special emphasis needs to be put on thin liquid water clouds, which are here defined as clouds contain-
ing low amounts of liquid water (LWP below 100g/m2). Furthermore, Turner et al. [2007a] revealed that a high
frequency of occurrence (between 43% and 67%) of thin liquid water clouds can be observed inmost climate
regimes, including the Arctic (Barrow, Alaska), a continental midlatitude site (Lamont, Oklahoma), and the
tropicalWestern Pacific (Darwin, Australia). Thus, in order to better represent thin liquidwater clouds and their
impact on radiative fluxes and heating rates in climate models, it is extremely important to develop instru-
ments and retrieval algorithms that can be used to accurately derive properties of these clouds like LWP and
cloud droplet effective radius (reff) [Löhnert and Crewell, 2003].
Microphysical and optical cloud properties, such as LWP and reff, can be used to describe the interactions
of clouds with radiation [Hu and Stamnes, 1993; Stephens, 1978]. Most notably, the impact of clouds on the
radiativeflux ismainlydependenton the total amountof condensedwater contained in the cloud [Turneretal.,
2007a]. Theeffective radius is also valuable for understanding themechanismsof cloud formation, dissipation,
and interactions with aerosol and drizzle [Kubar et al., 2009].
Ground-based remote sensing instruments, like active cloud radars or passive instruments, are commonly
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able to obtain long-term records of cloudpropertieswith ahigh temporal resolution from the radiative energy
that is emitted, transmitted, or reflected by the cloud. Passive remote sensing instruments are preferable
because they are typicallymore affordable than active remote sensors [Crewell et al., 2009] but do not provide
vertical cloud information.
Comparisons of state-of-the-art retrieval methods show large discrepancies in retrieving LWP and reff for
liquidwater clouds. Turner et al. [2007b] evaluateddifferentMWR-based LWPalgorithms for a cloudy casewith
a LWP less than 100g/m2 and found a spread of 40g/m2 between the LWP algorithms, which was primarily
due to the retrieval technique and the assumptions used in the methods. This result agrees with the conclu-
sions ofMarchand et al. [2003] and Sengupta et al. [2003], both of which included random uncertainties in the
microwave brightness temperatures in the retrieval. This emphasizes the demand for improving the accuracy
of retrieval algorithms for thin clouds.
The microwave radiometer (MWR) is the most common single-instrument approach to retrieve LWP [Löhnert
and Crewell, 2003; Liljegren et al., 2001] and has been used for decades [e.g.,Westwater, 1978]. Observations in
the microwave region can be used to retrieve LWP, because of the semitransparency of clouds [Löhnert et al.,
2004] and the increase of the liquid water contribution in the emitted signal with higher frequency [Crewell
et al., 2009]. TheMWR is able to retrievewide ranges of LWPwithout saturationbutwith a LWP retrieval error of
around20–30g/m2 [Marchandetal., 2003; Löhnert andCrewell, 2003]. This results in high relative uncertainties
for clouds with low LWP values.
Similar to the passive MWR, also, techniques in the infrared domain make use of the energy emitted by the
atmosphere to gain information on cloud properties. If the cloud is single layered and contains low amounts
of liquid water, the infrared methods are able to obtain simultaneous estimates of LWP and reff [Turner et al.,
2007b]. The infrared domain offers a significantly higher sensitivity to changes in LWP for low amounts of
cloud liquid water than the MWR [Turner, 2007]. Note that the infrared observations are also sensitive toward
ice clouds. Thus, prior information on the cloud phasemust be available, because an incorrect phase determi-
nation can lead to errors in the estimates of the single-scatteringproperties [Turner etal., 2003]. Thedistinction
between liquid water and ice can be achieved by taking advantage of differences in the refraction index of
ice and water in the highly resolved infrared spectrum between 11 and 19μm for a low amount of precip-
itable water vapor (PWV<1 cm, according to Turner et al. [2003]). This prevents Atmospheric Emitted Radiance
Interferometer (AERI) observations frombeing used inmostmidlatitude and all tropical locations. Thus, using
active remote sensors and an algorithm like the cloud classification scheme Cloudnet [Illingworth et al., 2007],
as done in the present study, provides amuchmore robust and consistent cloud phase identification over the
entire PWV range.
Since the interaction of atmospheric constituents with radiation changes with wavelength, spectrally diverse
measurements contain different information about the atmospheric composition. Therefore, the optimal
instrument and frequency combination needs to be determined [Löhnert et al., 2004]. Ground-based instru-
ments in the infrared domain have the advantage of high sensitivities to clouds with small LWP, when on
the other side the uncertainty in the MWR retrievals is relatively large. Conversely, the infrared signal satu-
rates at larger amounts of LWP (around 60g/m2 [Turner, 2007]), leading to large uncertainties in the infrared
retrievals. Hence, we focus on LWP and reff retrievals using a combination of ground-based microwave and
infrared observations. These synergistic LWP retrievals show a high sensitivity for low-LWP situations and are
still able to retrieve LWP over the entire dynamic range.
A combined LWP retrieval using the microwave and infrared spectral region has been developed by Turner
[2007] and showed improved skills in retrieving LWP relative to a MWR-only retrieval approach. That retrieval
algorithm was developed for mixed-phase clouds and used the optimal estimation approach [e.g., Rodgers,
2000]. Such physical algorithms are rather complex and computationally expensive, requiring vertical pro-
files of temperature and humidity as input (e.g., from radiosonde data). This study focuses on statistical
retrievals for LWP and reff , i.e., a neural network approach, where vertical profiles are not required and
therefore the derivation of the retrievals is independent of the times of radiosonde ascents. Moreover, the
statistical retrievals are easy to handle: applying the retrievals only requires amatrixmultiplication of themea-
sured quantity together with the one-time-derived retrieval coefficients. However, it is not readily evident
that a statistical retrieval can be derived with a similar accuracy than the physical retrieval, due to the non-
linear response of the downwelling radiation to increasing LWP in the infrared domain [Turner, 2007]. Hereby
a neural network approach is chosen to accomplish this goal, and the scientific objectives of this study are
MARKE ET AL. STATISTICAL RETRIEVALS OF LIQUID CLOUDS 14,559
Journal of Geophysical Research: Atmospheres 10.1002/2016JD025667
Table 1.Wavenumber Ranges for AERI Microwindows
# Wavenumber (cm−1) # Wavenumber (cm−1)
1 770.9–774.8 8 872.2–877.5
2 785.9–790.7 9 891.9–895.8
3 809.0–812.9 10 898.2–905.4
4 815.3–824.4 11 929.6–939.7
5 828.3–834.6 12 959.9–964.3
6 842.8–848.1 13 985.0–998.0
7 860.1–864.0
as follows: performance evaluation for single-instrument and synergy retrievals in themicrowave and infrared
domains using synthetic data, comparison of the retrievals using spectrally highly resolved or broadband
infrared observations, and retrieval validation in a radiative closure study using real measurements.
In the next section, the instruments that are deployed in this study and their specifications are described.
In section 3, the methodology is presented including the retrieval development and the compilation of syn-
thetic data for retrieval training and testing. In section 4, the retrievals are testedwith the synthetic data, while
section 5 deals with the application of the retrievals to real measurements in a radiative closure study.
2. Instruments
This study includes three types of state-of-the-art passive ground-based remote sensing instruments: a
microwave Humidity And Temperature PROfiler (HATPRO-MWR), two broadband infrared radiometers (IRRs),
and the infrared Atmospheric Emitted Radiance Interferometer (AERI). In the following, the basic principles
and characteristics of each instrument are briefly specified. The measurements are taken from the Jülich
Observatory for Cloud Evolution (JOYCE) [Löhnert et al., 2015]. JOYCE is operated jointly by the University of
Cologne, the Research Centre Jülich, and the Transregional Collaborative Research Centre “Patterns in Soil-
Vegetation-Atmosphere Systems: Monitoring, Modelling and Data Assimilation.” The scientific goal of JOYCE
is to observe the spatial and temporal variability of atmospheric water cycle variables.
2.1. Infrared Interferometer AERI
The Atmospheric Emitted Radiance Interferometer (AERI) is an operational ground-based spectrometer. The
AERI measures the downwelling infrared radiance every 16–17 s at approximately 1cm−1 resolution from
520 to 3000cm−1 (corresponding to 3.3–19.2μm), with a narrow zenith field of view. Since there is no sig-
nificant infrared emission from space in the downwelling radiance, the entire signal is provided by emission
from the atmosphere. Two detectors are used in a “sandwich” configuration, to provide the needed sensitivity
across the entire spectral range [Knuteson et al., 2004a]. Approximately 2500 spectral channels for each of
its two detectors are provided. This is accomplished by measuring the interference pattern created by the
interferometer. The two well-characterized blackbodies (one at ambient air temperature and the other fixed
at 60∘C) and the application of a nonlinearity correction for the detectors result in the radiometric accuracy
of the radiance measurements being better than 1% of the ambient radiance [Knuteson et al., 2004b].
Turner [2005] has shown that theAERI high spectral resolutionobservations canbeused to retrievemicrophys-
ical cloud properties, utilizing “microwindows” between gaseous absorption lines and thereby minimizing
the effects of atmospheric gases. In this study, 13 microwindows are used (Table 1), which are described in
Turner [2005]. They are locatedbetween770.9cm−1 (13.0μm)and998cm−1 (10.0μm),which is a spectral region
with a high sensitivity to liquid water. The uncertainty in the AERI observations is less than 1mW/(m2 srcm−1).
The study of Turner [2007] shows that the AERI possesses a high sensitivity to changes in LWP until the LWP
increases above 60g/m2. At LWPvalues below60g/m2, the sensitivity of the downwelling radiance to changes
in LWP is higher than the AERI uncertainty. For optically thicker clouds, a further rise in the LWP produces only
a slightly increase in the infrared radiance,which canno longer bedistinguished from themeasurement noise.
2.2. Microwave and Infrared Radiometers
The Humidity And Temperature PROfiler (HATPRO) at JOYCE consists of a passive microwave radiometer uti-
lizing direct detection receivers. Usually, a two-channel statistical or physical retrieval is applied to derive LWP
using observations of the downwelling microwave radiance at 23.8 and 31.4 GHz [e.g., Liljegren et al., 2001].
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Figure 1. Flow chart of the study setup.
The former frequency is on the wing
of the 22.2 GHz water vapor absorption
line, and the latter frequency is located
in an atmospheric window, where the
signal is dominated by liquid water
emission when clouds are in the instru-
ment’s field of view. The estimated error
in the two-channel MWR retrieved LWP
is usually considered to be at least
20–30g/m2 because of uncertainties in
the microwave absorption model, the
applied retrieval method, and the mea-
surement accuracy [Turner et al., 2007b].
Considering the low LWP values of thin
clouds (below 100g/m2), this uncer-
tainty converts into relative errors being
20% or more.
The MWRmeasures the brightness tem-
peratures (TB) at seven channels in the
K band from 22 GHz to 32 GHz and at
seven channels also in the V band from
52 GHz to 58 GHz. The instrument was
designed to observe liquid water path
with a high temporal resolution up to
1 s [Rose et al., 2005]. In this study, only
zenith observations of the seven K-band
channels with a 1 s temporal resolution
are taken into account. The zenith mea-
surements alternate with full hemi-
spheric scans for temperature profiling.
In contrast to the infrared domain, the
absorption has no dependence on the droplet size distribution (DSD) and thus reff, since the cloud droplets
are significantly smaller than the wavelength and are therefore located in the Rayleigh scattering regime
[Crewell et al., 2009].
In addition, the microwave radiometer is equipped with two broadband infrared radiometers (IRRs). The first
IRR has a maximum sensitivity at around 11.1μm (bandpass 10.2–11.9μm), and the second one provides a
maximum sensitivity at around 12μm (bandpass 11.1–12.8μm), which correspond to wavelength ranges of
840.3–980.4cm−1 and 781.3–900.9cm−1, respectively. The accuracy is denoted to be about 1 K. The IRRwave-
length bands are located in an atmospheric window where the measured longwave radiation is dominated
by clouds and saturation is expected to be around 40g/m2. The adjustment of the elevation angle of the IRRs
is linked to the MWR. The IRRs in this study are used to examine the potential of broadband infrared mea-
surements to retrieve cloud properties, in comparison to spectrally highly resolved observations of the AERI,
which are of much higher cost and have a higher calibration demand.
2.3. Shortwave Broadband Measurements
For the radiative closure study in the last part of this study, the Kipp & Zonen CMP 21 pyranometer is used to
measure the downwelling broadband hemispheric irradiance in the solar spectrum (285 to 2800 nm) with a
5 s temporal resolution. The instrument is bias corrected for a nighttime offset and the cosine effect. The error
estimation also includes the sensitivity of the data logger and its temperature dependence.
3. Methodology
The methodology of this study is summarized in Figure 1. First, a data sample of single-layer liquid water
cloud properties is generated. Using this data sample, MWR and IRR brightness temperatures, as well as
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AERI radiances, are simulated. The combined cloud property and measurement data set is separated into a
training and test data set. Statistical retrievals are developed based on the training data set, which are in turn
evaluated with the test data set. Finally, the retrievals are applied to real measurements. Each step will be
explained in detail in the following.
3.1. Data Sample of Single-Layer Liquid Water Cloud Properties
For the derivation of the statistical retrievals, a training and test data sample containing only cases of single-
layer liquid water clouds is prepared. These samples include the LWP and the cloud layer mean reff. In addi-
tion to LWP and reff, a thermodynamic profile of temperature, pressure, and humidity are needed to simulate
MWR, AERI, and IRR observations, which are then used for retrieval development. This compiled data set is
assumed to represent the characteristics of single-layerwater clouds at JOYCE. In order to create thedata set of
LWP and reff, cloud radar and MWRmeasurements are used in combination with simple radar-MWR retrievals
for retrieving a reff training data set. In order to ensure that the training data set contains only the desired
single-layer liquid water clouds and the measured signal is not influenced by any other clouds, information
on cloud phase and cloud layers is required. Both cloud phase and number of cloud layers can be deter-
mined by using the Cloudnet classification product. If the Cloudnet product is not available, a different cloud
classification, involving radar and lidar measurements, needs to be applied to allow for a physical interpreta-
tion of the retrieval results.
In order to create this data set of LWP and reff, JOYCE measurements in combination with cloud radar reflec-
tivity/MWR methods are used. First, single-layer liquid clouds are detected using the Cloudnet classification
product. The core instruments for Cloudnet are a Doppler cloud radar, a lidar ceilometer, a multiwavelength
microwave radiometer, and a rain gauge. The classification product provides vertically resolved information
on the cloudphase averaged for 30 s. In addition, profiles of temperature, pressure, andhumidity are included,
which are from either the European Centre for Medium-Range Weather Forecasting (ECMWF) model or the
numerical weather prediction model COSMO-DE [Baldauf and other, 2011]. Further details of the Cloudnet
product can be found in Illingworth et al. [2007].
The backscatter targets in each radar/lidar pixel are categorized into a number of different classes, including
precipitation. If drizzle or rain is present, the cloud radar reflectivity is dominated by large drops and simple
cloud radar reflectivity/MWRmethods are not applicable. Thus, in this study, only nonprecipitating clouds are
included and determined by using the Cloudnet approach. The identification of clouds containing drizzle can
also be achieved by using thresholds in the radar reflectivity only [Krasnov and Russchenberg, 2002] or as a
ratio to ceilometer extinction [Frisch et al., 1995] to discriminate drizzle-free clouds. Furthermore, cloudsmust
be present for at least 2min in order to avoid spurious cloud detection and to ensure full cloud cover in the
instrument’s field of view.
With the previous described Cloudnet classification, 5780 cases (30 s averages) of single-layer liquid water
clouds without precipitation are identified for the JOYCE site in the period of 13 March to 31 December 2012.
For the liquid water path, the Cloudnet-derived LWP is used, which is based on a statistical retrieval using
microwave observations. Such retrievals may provide physically unrealistic negative values, which have been
excluded in this data sample. The LWP distribution shows the expected high occurrence of low LWP values
for the liquid water clouds with amedian of 28.6g/m2 (not shown). Clouds with a LWP below 100g/m2, which
represent the cloud type of main interest in this study, account for 87.9% of all observed single-layer liquid
cloudprofiles in this period.Note that the statistical retrieval canonlybeasgoodas the trainingdata set,which
is assumed to encompass the full range of atmospheric conditions. This results in site and cloud type-specific
training data set, which could be extended to more cloud types in future studies (mixed-phase clouds). If
other sites exhibit similar atmospheric conditions, it is sensible to apply the developed retrievals at these sites.
Otherwise, new retrieval coefficients based on a more appropriate training data set have to be found.
In order to have an estimate of mean layer reff and vertical information on these cloud properties needed
for the forward simulations, a cloud radar/microwave radiometer method is deployed. A homogeneous mix-
ing model, described in Knist [2014], is used to derive profiles of LWC and reff from the cloud layer mean reff.
Homogeneous mixing is described by a faster mixing process than the effects of evaporation. In this case,
evaporation reduces uniformly the DSD and the number concentration and the DSD shape parameter does
not change. If this process occurs, themicrophysical cloudproperties consequently change according toBoers
et al. [2006] and the impact of mixing accounts for the vertical variation in the radar reflectivity [Knist, 2014].
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Table 2. Main Cloud Properties of the Data Sample
Property Mean ± SD Median Minimum Maximum
Base height 1769.6 ± 889.9 m 1985.9 m 143.9 m 4000.5 m
Thickness 337.9 ± 185.6 m 287.8 m 86.3 m 1870.8 m
LWP 51.2 ± 71.1 g/m2 28.6g/m2 0.02g/m2 1032.2g/m2
LWC 0.2 ± 0.2 g/m3 0.2g/m3 1.6 ⋅ 10−4 g/m3 1.4g/m3
reff 6.3 ± 2.2 μm 4.0μm 1.0μm 32.4μm
For the homogeneousmixingmodel a gammaDSD is applied, which is frequently used in liquid cloud studies
[Miles et al., 2000] and results in the following equations for the LWC and reff as used in Knist [2014]:





where h is the height above cloud base andΔh is the radar range gate. The radar reflectivity Z is summed up
from the base to the top of the cloud. The LWP is taken from the Cloudnet output and is also used to derive
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)1∕3
, 𝜈 = 8.7 . (3)
The reff derivationdependson theDSDshapeparameter 𝜈 through thecoefficient kR𝜈 . In this study, continental
single-layer liquid water clouds are examined, which are expected to have larger droplet concentrations and
smaller particle sizes. Referring to several experimental data of such cloud types, the reported mean value of
𝜈=8.7 for the gamma DSD shape parameter is used according toMiles et al. [2000].
In this study, mean values of the derived data sample are 4.2μm for reff and 0.2g/m3 for LWC. In Chiu et al.
[2012], who also used the radar reflectivity for deriving reff, the distribution of the effective radius peaks at
6–8μmfor single-layer liquidwater clouds. The reason for the smaller derived values in this study ismost likely
the uncertainty in LWP. Since negative values from theMWR-derived LWP are not considered for the radiative
transfer calculations, the mean value of the data set is higher than the “true” mean value. This can introduce
a negative bias in retrieving reff in a LWP/Z relationship-based method, where reff is inversely proportional to
the LWP. A further source of errors is the assumption on the droplet concentration, which is determined by
the constant choice of 𝜈 and can cause large uncertainties [Zhao et al., 2012]. In order to increase the possible
range of the reff values, the variability of the data set has been increased by 50%, resulting in an increased
mean value of 6.3μm. An overview of the characteristics of the cloud data sample is given in Table 2.
3.2. Simulated Microwave and Infrared Observations
In this section, the infrared and microwave forward models to simulate the MWR, AERI, and IRR observations
using the previously described data sample are presented.
3.2.1. Infrared Forward Model
The LBLDIS [Turner et al., 2003] forward model combines a Line-by-Line Radiative Transfer Model (LBLRTM)
[Clough et al., 1992], computing infrared atmospheric emission spectra for gases and the Discrete Ordinate
Radiate Transfer (DISORT) [Stamnes et al., 1988] model, accounting for the scattering and absorption prop-
erties of the cloud. Input variables are, in addition to the cloud microphysical properties of the data sample,
thermodynamic profiles of temperature (T), pressure (p), and humidity (q), which are taken from COSMO-DE
model output. Figure 2 shows the simulated AERI spectrum for a clear-sky case and the high sensitivity to
increasing LWPvalues. But also, the saturation effect for higher LWP values is visible. For the simulated infrared
observations, the corresponding AERI spectral resolution using the previous described microwindows
(grey bars, Figure 2) and IRR spectral response functions (dashed blue and red lines in Figure 2) are taken
into account.
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Figure 2. Simulated AERI radiances using LBLDIS for clear sky (solid
black line) and different LWP ranging from 5 to 30g/m2 (solid colored
lines) with constant effective radius (reff = 7 μm). Grey bars denote the
13 microwindows and dashed colored lines the IRR spectral response
functions.
3.2.2. Microwave Forward Model
A radiative transfer operator is used to
simulate the brightness temperatures for
the seven MWR frequencies fi between
22 and 32 GHz Löhnert et al. [2004].
TBi = RTO(T,p,q, LWC, fi), (4)
with i from 1 to 7, denoting the MWR
frequencies, and the COSMO-DE given
atmospheric state vectors (T, p, q, and
LWC).
The forwardmodel performing the radia-
tive transfer calculation (RTO is the radia-
tive transfer operator) is only valid for
nonscattering cases. Therefore, the ap-
proximation is only applicable for non-
precipitating clouds and for frequencies
below100GHz [Simmer, 1994]. Themicro-
wave absorption for water vapor and
oxygen is calculated according to Rosenkranz [1998], with adjustments in the water vapor continuum [Turner
et al., 2009] and for liquid water according to Liebe et al. [1991].
3.3. Derivation of Statistical Retrievals Using a Neural Network Approach
Statistical retrievals for LWP and mean layer reff are derived based on the data sets described in sections 3.1
and 3.2, which are divided into training and test parts. The training subset contains 70% of the original data
set, and 15% are used for the testing and 15% for validationwithin the neural network retrieval development.
In order to maintain the statistical properties, the original data set was divided randomly. This resulted in
data sets with similar statistical properties. For example, themedian LWP (reff) values for the training and test-
ing data subsets are 28.52g/m2 (6.0μm) and 29.79g/m2 (5.9μm), respectively. Due to the limited sensitivity of
the infrared methods, saturation occurs for LWP values larger than 40–60g/m2. This nonlinear effect cannot
be represented by a multivariate linear regression scheme. Therefore, a neural network (NNET) approach is
chosen in this study. Since the infrared observations are saturated above 60g/m2, they are only used in combi-
nationwith theMWR. An overview of all retrievals that are derived and applied in this study is given in Table 3.
In the following only the short names will be used.
Neural network retrievals have beenwidely used for cloud property retrievals [e.g.,Cadedduet al., 2009; Turner
and Gero, 2011]. The NNET architecture possesses the advantage of finding nonlinear statistical relation-
ships between input parameters and target values [Faure et al., 2001]. The network in this study consists of a
two-layer feedforward network with sigmoid hidden neurons and linear output neurons. The input parame-
ters p contain the linear and quadratic simulated brightness temperatures of the MWR (seven channels), the
IRRs and the AERI radiances in the selected 13microwindows. For theMWR 0.5 K was added to the brightness
temperatures as random noise. The noise contributions for the simulated infrared radiances are 1 K (IRRs) and
0.2mW (m2 sr cm−1)−1 (AERI). In the first layer (hidden layer), the input is weighted (W1) and a bias b1 is added
using the sigmoid function, giving an output a1 in the range of 0 to 1:
a1 = logsig(W1p + b1). (5)
The weights and biases need to be adjusted in several iterations, in order to optimize the performance of
the network in terms of the root-mean-square (RMS) error. In order to avoid overtraining, a validation set
is used to decide when to stop the network training (according to Hagan et al. [2014]). The training set is
used to compute the gradients and to determine the updated weight at each iteration. The error of the val-
idation set is monitored during the training: if the error increases or remains the same for six iterations, the
training is stopped. The testing data set is used as a further check that the network generalizes well. The
numberofweights andbias values canbeadjusted tooptimize thenetworkperformance. After testing several
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Table 3. Neural Network Retrievals Developed in This Study
Instrument(s) Variable Short Name
MWR LWP MW_LWP
MWR + AERI LWP MW+AE_LWP
MWR + IRRs LWP MW+IR_LWP
MWR reff MW_reff
MWR + AERI reff MW+AE_reff
MWR + IRRs reff MW+IR_reff
configurations, the number was set to 20. In the
second layer, the retrieval output a2, which rep-
resents the LWP or reff, is computed with a linear
transformation:
a2 = lin(W2a1 + b2). (6)
The Levenberg-Marquardt algorithm was used
for the back propagation in the MATLAB neural
network toolbox, explained in detail in Hagan
et al. [2014].
3.4. Setup of Shortwave Radiation Closure Study
While for the synthetic data study the retrieval performance can directly be evaluated, since the “truth”
is known, it is more difficult to assess the retrieval performance using real measurements. To this end, a
shortwave downwelling radiation closure study is performed (section 5). In this closure study, the measured
shortwave radiation from the CMP 21 pyranometer at JOYCE is compared to the output of a broadband radia-
tive transfer model using the retrieved LWP and reff as input. The deployed model is the broadband rapid
radiative transfermodel RRTMG, which has been developed by the Atmospheric and Environmental Research
(AER) Incorporated [Clough et al., 2005]. RRTMG provides accurate atmospheric fluxes and heating rates in
the shortwave and longwave spectral regime and is widely used in numerical weather prediction and climate
models. The accuracy has been extensively validated, in particularwith comparisons between the RRTMGand
the LBLRTM line-by-line calculations. The differences in shortwave fluxes in Clough et al. [2005] are found to
be less than 1.5W/m2 for the net flux in the troposphere. In the following, all crucial input variables used in
this study are described in detail.
For the concentrations of ozone, methane, and oxygen, profiles of the midlatitude standard atmosphere
are applied. Also, the thermodynamic profiles of temperature, pressure, and humidity from COSMO-DE are
included. The effects of aerosols on the shortwave fluxes need to be accounted for. Therefore, vertical profiles
of aerosol optical depth (AOD), single-scattering albedo, and asymmetry parameter are inserted in RRTMG.
Values for the aerosol optical depths have been derived from AErosol RObotic NETwork (AERONET) [Holben
et al., 1998] measurements: The aerosol optical depths are calculated for all RRTMGmidinterval wavelengths
via the measured aerosol optical depths and Angstrom exponent at 870nm, which describes the spectral
dependence of the aerosol optical depth. Here 870nm is taken as the reference wavelength, because of the
high sensitivity to LWP in this spectral area. In this study a monthly mean AOD is assumed, which is vertically
scaled using an exponentialweighting functionwith a scaling height of about 1.3km. For the single-scattering
albedo and the asymmetry parameter, values for urban aerosol are applied, which were computed from the
Optical Properties of Aerosols and Clouds (OPAC) database [Hess et al., 1998].
The direct-beam and diffuse shortwave surface albedo are included by using the Collection 5 products of
the Terra and Aqua Moderate Resolution Imaging Spectroradiometer (MODIS) combined data set at 500 m
resolution [Schaaf et al., 2002].
Figure 3. Scatterplots of the true (test data set) and retrieved LWP of the NNET-LWP retrievals (a) MW_LWP, (b) MW+IR_LWP, and (c) MW+AE_LWP. The legend
describes the retrieval performance for low (LWP < 50 g/m2) and high (LWP > 50 g/m2) LWP situations to emphasize the different sensitivities of the infrared
and microwave retrievals. The 1:1 line is given in red.
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Table 4. Statistics (Correlation, Bias, and RMSE) for LWP and reff Retrievals of the Synthetic Study for LWP Values
Below and Above 50g/m2
MW_LWP MW+IR_LWP MW+AE_LWP MW_reff MW+IR_reff MW+AE_reff
LWP < 50 g/m2
Correlation 0.88 0.95 0.99 0.36 0.80 0.95
Bias 0.5g/m2 1.0g/m2 0.2g/m2 0.04μm −0.05μm 0.01μm
RMSE 6.5g/m2 4.4g/m2 2.4g/m2 2.2μm 1.4μm 0.7μm
LWP > 50 g/m2
Correlation 0.996 0.996 0.997 0.35 0.55 0.62
Bias −1.6g/m2 −1.9g/m2 −0.8g/m2 −0.2μm −0.1μm 0.02μm
RMSE 8.7g/m2 9.1g/m2 7.4g/m2 1.8μm 1.6μm 1.5μm
4. Retrieval Test With Synthetic Data
In this section, thepreviouslydescribed retrievals for LWPand reff are testedwith the simulatedobservationsof
MWR,AERI, and IRRs. Since themicrowaveand infrared spectral domainshavedistinct sensitivities for different
LWP regimes, the performance of the single instrument and synergy retrievals is analyzed with respect to
varying LWP values.
4.1. Retrieval Results for LWP
Comparing theMW_LWP retrieval to the synergy retrievals (MW+IR_LWP andMW+AE_LWP), the wide spread
for low-LWP cases is noticeable in Figure 3a. If the IRR and AERI simulated radiances are combined with the
MWR in theNNET approach, thebenefit of the infrareddomain is visible for lowLWPvalues (Figures 3b and3c).
The absoulte root-mean-square error (RMSE) is reduced by 2.1g/m2 for the MW+IR_LWP retrieval in the LWP
range up to 50g/m2 and by 4.1g/m2 for the MW+AE_LWP retrieval (Table 4). In the range of higher LWP
values, only the MWR and AERI synergy is able to improve the RMSE compared to the MWR-only retrieval
(by 1.3g/m2). Note that the axis range in Figure 3 was limited to 100g/m2, but higher values do occur and the
statistics in Table 4 encompass all values.
In order to get a better insight into the retrieval performance, the relative RMSE of the different retrievals is
analyzed depending on the LWP for thin liquid water clouds up to 100g/m2. Figure 4 shows a decrease in rel-
ative RMSE with increasing LWP for all retrievals. The expected high errors for the MW_LWP retrieval for low
LWP values are also revealed, i.e., above 50%. At 100g/m2 the relative error is decreased to around 8%. There
is a distinct improvement for the combination of microwave and infrared simulated observations compared
to the retrieval using only the MWR. Below 90g/m2 the MW+AE_LWP retrieval shows a reduction in relative
RMSE up to 37 percentage points (pp) compared to theMW_LWP retrieval results. For the entire LWP range of
thin liquid water clouds, the MW+AE_LWP retrieval reveals the lowest relative RMSE of 7–17%, which trans-
lates into absolute errors of only 1.7–8.8g/m2. Note that the relative error in theMW+AE_LWP retrieval, which
uses a NNET retrieval approach, is almost identical to the relative error in the physical retrieval method of
Turner [2007].
It has been demonstrated that the combination of the MWR and the highly spectrally resolved infrared mea-
surements of the AERI are very beneficial in retrieving LWP. The question is if also the simulated broadband
Figure 4. Relative root-mean-square error as a function of LWP for the different NNET-LWP retrievals.
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Figure 5. Relative root-mean-square error as a function of LWP for the different NNET reff retrievals.
infrared observations of the IRRs improve the MWR-derived LWP. In general, the relative RMSE increases if IRR
instead of AERI observations are used (Figure 4). Replacing the AERI with the IRR simulated observations in a
retrieval synergy leads to a reduced accuracy up to 9 pp in the retrieved LWP, with the larger impact at smaller
LWP values. For the low LWP values the IRR andMWR retrieval combination still performs better than theMWR
alone (up to 28 pp lower relative RMSE).
4.2. Retrieval Results for reff
In the following, the reff retrievals are discussed. In contrast to the NNET-LWP retrieval results in Figure 4, the
RMSEs of the reff retrievals only show a strong dependence on the LWP for theMW+AE_reff retrieval (Figure 5).
The RMSE increases from 0.7 below 50g/m2 to 1.5 above 50g/m2 (Figure 6c). As expected, the MWR observa-
tions reveal no sensitivity to reff (Figure 6a), which results in higher absolute errors of 1.3–2.4μm.However, the
brightness temperatures are additionally used in combination with infrared measurements to retrieve reff, in
order to examine if theMWR indirectly improves the reff estimation through constraining the LWP information.
For the MW+AE_reff retrievals a relative RMSE below 15% (absolute error = 0.4–0.8μm) can be seen up to
40g/m2 in Figure 5, which is similar to the error only using the AERI (not shown). For higher LWP values, the
combined retrieval MW+AE_reff shows an improvement of about 0.2μm. The average relative error of the
MW+IR_reff retrieval is around 22.5% in the LWP range up to 100g/m2. In terms of absolute errors the com-
bination of IRR and MWR is on average 0.2μm lower than for the IRR alone. This implies that the brightness
temperatures of the MWR provide some additional information to improve the reff retrieval accuracy via con-
straining the LWP. Using the spectrally highly resolved AERI observations instead of the broadband IRR ones,
a significant improvement in the retrieval performance can be observed below 50g/m2 (lower absolute error
by 1.5μm).
5. Application to Real Measurements
With respect to synthetic data, the statistical NNET retrievals using the synergy of MWR and AERI show
potential for retrieving LWP and reff for thin liquid water clouds. For this study it can be stated that the spec-
trally highly resolved AERI observations are favorable over the broadband IRR observations in a retrieval
Figure 6. Same as Figure 3 for the NNET reff retrievals (a) MW_reff, (b) MW+IR_reff, and (c) MW+AE_reff. The data points are colored with the corresponding LWP
from the test data set. The 1:1 line is given in black.
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Figure 7. Cloudnet-derived cloud base and cloud top height. Results shown for 8 April 2015 (7.5–12 UTC).
combination with the MWR, especially for deriving the effective radius, although the combination of MWR
and IRRs exhibits only a minor difference in retrieving the LWP compared to the MW+AE_LWP retrieval and
displayed an improvement to the single instrument MWR retrieval. Thus, the LWP and reff retrievals of MWR,
MWR+IR, and MWR+AERI have been chosen to be applied to real measurements at JOYCE. Since there is no
truth for the cloud properties at JOYCE, the retrieval performance is evaluated in terms of a radiative closure
study in this section. The focus is to show the potential of using both the LWP and reff retrievals for the closure.
Figure 8. (a–c) LWP and (d–f ) reff time series derived with the MWR (Figures 8a and 8d), MWR+IRR (Figures 8b and 8e), and MWR+AERI (Figures 8c and 8f )
retrievals. Gaps in the measurements are due to MWR scans. Results shown for 8 April 2015 (7.5–12 UTC).
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Figure 9. Time series for the RRTMG-derived shortwave downward flux (black line) averaged over 5 min and the measured shortwave downward flux for the
CMP 21 pyranometer (blue line). (a) RRTMG calculation using the derived MW_LWP and MW_reff retrievals, (b) MW+IR_LWP and MW+IR_reff retrievals, and
(c) MW+AE_LWP and MW+AE_reff retrievals. Shaded areas are due to measurement errors of the pyranometer and a LWP error of ±18% for the MW_LWP
retrieval (MW+IR_LWP: ±14%, MW+AE_LWP: ± 9%). Results shown for 8 April 2015 (7.5–12 UTC).
5.1. Ideal Case Study Description
For the application of the retrievals to real measurements at JOYCE we will focus on a case on 8 April 2012
with a persistent single-layer liquid water cloud between 7.5 and 12 UTC (Figure 7). This time period of rather
homogeneous cloud overcast condition has been chosen to minimize uncertainties in the radiative closure
study due to three-dimensional radiation effects, which can introduce large errors in the shortwave radiation
estimates based on 1-D radiative transfer calculations. Although the retrievals can be applied to broken cloud
scenes, which are common for low-LWP scenes, they cannot be evaluated in this way. The derived LWP and
reff from the NNET retrievals are used to calculate the shortwave flux in the radiative transfer model RRTMG.
The retrieved LWP values show an increase with time (Figures 8a–8c) corresponding to a higher cloud
thickness. The lowest LWP mean value of 75.7g/m2 and highest standard deviation (by about 6g/m2) is
retrieved by the MW+AE_LWP retrieval. The reff retrieval results are typically between 5 and 7μm and show
a low variability. The combination of MWR and AERI (MW+AE_reff) shows the highest variations in reff, espe-
cially in the beginning of the time series where the LWP is still low. As expected, the MW_reff-derived reff is
almost constant around 5.3μm, which is caused by the low sensitivity of the MWR to the reff (Figures 8d–8f ).
5.2. Shortwave Radiative Closure Study
Since the shortwave fluxes of the CMP 21 pyranometer represent instantaneous hemispheric measurements,
the calculated shortwave fluxes based on the cloud properties from the narrow field of view of AERI, IRR, and
MWR are averaged over 5min in order to improve the comparability. Using the derived LWP uncertainty from
the synthetic data study, i.e., 18% for MW_LWP, 14% for MW+IR_LWP, and 9% for the MW+AE_LWP retrieval,
the related bias error in the shortwave downwelling fluxes is assessed as an estimate for the uncertainty in
the shortwave downwelling flux.
Using the MWR retrievals, a clear underestimation of the measured shortwave flux is visible (Figure 9a),
resulting in a bias value of−36.1W/m2. Adding broadband infrared observations in the LWP and reff retrievals
(MWR+IRR approach), the calculated flux values are also lower thanmeasured by the pyranometer, especially
between 7.5 and 8.5 UTC. During this time, Figures 8b and 8e show higher LWP values combined with a
lower variability in reff than in the MWR and MWR+AERI cases, causing the high negative bias. However, the
MWR+IRR combination is still able to reduce the error in the shortwave flux to 12.3% compared to the RRTMG
Figure 10. Cloudnet target classification for 11 November 2015. Gaps in the measurements are due to cloud radar
scanning times.
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Figure 11. Histograms of (a) LWP and (b) reff derived with the MW (black), MW+IR (blue), and MW+AE (red) retrievals.
Results shown for 11 November 2015 (0–24 UTC).
results using the MWR retrievals (relative RMSE of 19.5%). The derived shortwave downward flux using the
MWR+AERI retrievals (Figure 9c) in the RRTMG calculations shows the best agreement within the retrieval
uncertainties for the whole time period in comparison to the measured flux values (relative RMSE of 6.4%).
The good shortwave closure for theMWR+AERI approach confirms the high accuracy for a combined retrieval
using microwave and infrared observations for single-layer liquid water clouds with low LWP values.
5.3. Retrieval Robustness Analysis
In the previous section, an ideal case was selected to investigate the potential of the retrievals in a radiative
closure study for a single-layer liquid water cloud. In order to demonstrate the robustness, the retrievals are
applied to a full day of measurements including scenes which were not included in the retrieval training pro-
cess (e.g., multilayer clouds, mixed-phase clouds, and drizzle; Figure 10). To increase the comparability, the
MWR temporal resolution (1 s) was used for all LWP and reff retrievals for the whole day, resulting in 34,395
retrieved values.
Figure 12. (a) Median calculated-observed shortwave irradiance difference (RRTMG − Pyranometer) and (b) number
of occurrences as a function of LWP for the MW (black), MW+IR (blue), and MW+AE (red) retrievals. Results shown for
11 November 2015 (7–13 UTC).
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The MW+AE_LWP retrieval provides the lowest values peaking at 10–20g/m2, whereas the MW+IR_LWP and
MW_LWP retrievals peak around 60–80g/m2 and display a 5–10g/m2 higher median (Figure 11a). For LWP
values above 150g/m2 all LWP distributions are in a similar range. The MWR+AERI combination also shows
the broadest distribution for the retrieved reff values (Figure 11b). All median values are within 1μm, but the
variability of the MW_reff and MW+IR_reff retrievals is much smaller, with no values below 4μm.
For the shortwave radiative closure study the time period from 7 UTC to 13 UTC was chosen due to sufficient
sunlight and a measurement gap between 13 to 14 UTC. In this time period light drizzle and ice clouds were
apparent. The differences of the computed andmeasured fluxes are analyzed in dependence of the retrieved
LWP. For LWP below 80g/m2 the MWR+AERI retrieval approach shows a clear improvement, first of all due to
lower retrieved LWP values (Figure 12b) and with only a median difference around ±10W/m2. In the range of
higher LWP values, all retrieval approaches show agood closure. Above 100g/m2, where the infraredmethods
are not improving the retrieval performance and the MWR information dominates, the retrieved LWP values
of all retrievals fall within a 5% mean difference. The deviations between measured and calculated fluxes
are thus caused by the higher uncertainty in the reff, with a 12% mean difference among the reff retrievals in
this range.
6. Summary and Conclusions
Regarding the large impact of thin liquid water clouds on the interaction with radiation, there is a great
demand for accurate retrieval representation of cloud microphysical properties. In this context, widely used
microwave radiometer retrieval showed large uncertainties for low amounts of cloud liquid water. Therefore,
the high sensitivity of the infrared spectral domain can be used to improve the retrieval performance in low-
LWP situations.
In this study, we focused on statistical retrievals based on a neural network approach in order to retrieve
microphysical properties of liquid water clouds using infrared andmicrowave observations. The derivation of
robust and fast applicable LWP and reff retrievals for single-layer thin liquid water clouds (LWP < 100 g/m2)
was achieved using a synthetic data set of microwave observations and additional spectrally highly resolved
and broadband infrared observations.
For the synthetic study, the retrievals based on themicrowave and infrared synergy showed a high sensitivity
and good performance for cases with low amounts of liquid water (relative error of 9–17%). In contrast,
the MWR retrieval provides reasonable low errors beyond the point of saturation for the infrared retrievals
(40–60g/m2). For the combined microwave and infrared LWP retrievals, the application of simulated broad-
band IRR observations showed on average a 5 pp higher relative error compared to the spectral highly
resolved ones from AERI but is still performing better than the MWR alone.
Considering the reff retrieval performance, the higher spectral resolution of the AERI infrared observations
showed a clear improvement to the broadband IRR ones with a relative error below 20% (LWP< 60 g/m2). As
expected, there was no dependence on the reff for the microwave retrieval results, but the MWR brightness
temperatures can still be used in combination with the infrared observations to improve the retrieval errors.
After applying the retrievals to real measurements at the Jülich Observatory for Cloud Evolution (JOYCE), the
retrieval results need to be evaluated. In order to test the consistency of the retrieval results, a radiative clo-
sure study for the shortwave downwelling flux using a radiative transfer model (RRTMG) was performed. The
best closure, compared to pyranometer measurements, is achieved for the MWR+AERI retrievals with only
a 6.4% relative error in an ideal case. This retrieval also showed robust results for marginally invalid scenes,
which encourages to include scenes which are currently not supported by the retrieval approach (e.g. clouds
that partially fill the field of viewof the instrument,mixed-phase clouds and drizzling clouds) in future studies.
However, estimates of LWParemoreuncertain and thushard to interpret in complicated scenes.Moredetailed
instrument system simulation experiments need to be conducted to fully understand the impacts of different
“nonideal” physical conditions on the retrieval. For future field campaign deployments, independent obser-
vations of LWP and especially reff gathered from in situ or Sun photometer [Chiu et al., 2012] measurements
could help to further evaluate the retrievals and derive a more site-specific training data set of reff.
For the frequently occurring thin liquidwater clouds, the neural network approach combiningmicrowave and
infrared observations can provide good estimates of the LWP and reff with orders of magnitude less computa-
tional demand compared to physical retrievals [Turner, 2007]. In order to apply the retrievals, only information
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on the cloudphasemust be available andnondrizzlingwater cloud cases need tobe identified, since the train-
ing data set could only be derived for these conditions. Cloud phase determination can be obtained directly
from the AERI [Turner et al., 2003] or an additional data product like the Cloudnet algorithm, which is already
available at many atmospheric supersites like JOYCE.
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6 DISCUSSION AND OUTLOOK
In the following chapter, the main findings of Publication I, Publication II,
Publication III and Publication IV are discussed and an outlook on potential
improvements and future work is given subsequently.
6.1 Publication I: Boundary-layer classification
Publication I (Manninen et al., 2018) presents a method for an objective clas-
sification of turbulence within the atmospheric boundary layer (ABL). The
method, as advancement of the study by Harvey et al. (2013), is based on
measured Doppler wind lidar (DWL) quantities in order to detect turbulent
regions and distinguish between different sources of mixing, which can be
surface, cloud or wind driven.
The classification demonstrated the potential to gain insights into diurnal
and seasonal ABL characteristics in various climate regimes in an operational
mode as well as for the application to long-term data sets. Figure 6.1 shows
the strong diurnal variation in surface driven convection at the Jülich Ob-
servatorY for Cloud Evolution (JOYCE), with decreasing intensity for higher
levels. Due to less aerosols present in higher altitudes, the amount of miss-
ing data increases. Cloud cover is rather homogeneous in winter, but shows
a peak before midday in summer corresponding to fair weather cumulus
clouds. During night, more shear driven turbulence is probably connected
to LLJ and further analyzed in Publication II.
Except for situations with fog and precipitation, that is identified with ver-
tical velocity observations, the robust method operates in most atmospheric
conditions and covers the full diurnal cycle of turbulent ABL development.
The bit field design of the classification, with a decision tree containing thresh-
olds for different DWL quantities, allows for a future combination with addi-
tional instruments like radar to make use of their synergy and to complement
and improve the method for example in rainy cases. Further benefits could
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FIGURE 6.1: Seasonal average diurnal cycle of the probabil-
ity for each identified source causing mixing in the ABL over
JOYCE for three different height ranges and for over one year
of observations. Source Manninen et al. (2018).
also arise from process studies, for example on the morning transition zone,
helping to understand at which point surface driven convection is dominat-
ing shear driven turbulence. Similar to Harvey et al. (2015), the classification
can be used to evaluate weather forecast models in order to improve ABL
schemes. In this thesis, the classification already demonstrated its ability to
characterize ABL turbulence in Publication III.
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6.2 Publication II: Low-level jet climatology
In Publication II (Marke et al., 2018) a low-level jet (LLJ) climatology from
long-term DWL data at JOYCE is obtained. The LLJ detection is realized with
applying the robust algorithm of Tuononen et al. (2017) to DWL velocity az-
imuth display (VAD) scans, which were extended with tower observations to
fill the observational gap of the DWL below 105 m. Additional consistency
checks were applied to distinguish between a LLJ continuation and newly
formed jets. Also, single profiles showing LLJ characteristics are not consid-
ered, since only coherent jets that are present over one hour are included into
the climatology.
LLJ occurrence was found to be dominant during night with a strong direc-
tional dependence and jets are detected in 13% of the observational period.
Regarding the seasonal cycle, differences related to the development of LLJs
at this site could be identified, since the wintertime diurnal cycle is less pro-
nounced due to the presence of clouds and lower solar forcing. In the as-
sessment of LLJ turbulence, the jets are classified according to the bulk wind
shear below the jet, resulting in two distinct classes. The high wind shear
jets show strong mixing below the LLJ nose. This has large implications for
wind turbine safety, since 16% of the jets have the wind speed maximum
below 200 m. A stable surface layer during nighttime LLJ cases, with an ac-
cumulation of atmospheric constituents, could be identified with surface flux
measurements of a near-by eddy-covariance (EC) station. This accumulation
is especially important during LLJ breakdown in the morning hours, when
uplifting of polluted air can lead to cloud formation (Su et al., 2016). Tur-
bulence measurements at the EC station suggest that intermittent turbulence
generated by LLJs penetrates the stable layer.
For strong winds also the interaction with the surrounding topography is an
important factor for decisions on instrument placement and interpretation of
observations depending on the wind direction. In this study a high resolu-
tion large-eddy simulation (LES) model was used to investigate the interac-
tion of the three-dimensional wind field with the scaled topography during
a LLJ case. In general, a small mismatch of LLJ direction and speed is iden-
tified between LES, DWL and radiosonde observations and it was demon-
strated that even small topographic perturbations can induce changes in the
wind flow. The near-by open cast pit mine and pit mine dump hill induced
wave-like motions in the vertical velocity. This was also validated with long-
term DWL measurements showing a direction dependent updraft coinciding
with the topographic disturbance.
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FIGURE 6.2: Distributions of average wind speed, vector wind
shear, vertical velocity standard deviation and number of ob-
servations as a function of normalized wind speed and height
of LLJ cases with strong wind shear. Adapted from Marke et al.
(2018).
6.3 Publication III: Land use induced water vapor
patterns
Apart from topographic influences shown in Publication II, also the land sur-
face properties like land use can be responsible for land surface-atmosphere
interaction processes. Especially transport mechanisms of water vapor are
important in terms of the hydrological cycle, surface energy balance and the
transition to clouds and hence precipitation. This exchange takes place on
small scales that are not resolved by most weather forecast and climate mod-
els, but the resulting patterns are crucial, since gradients directly influence
fluxes and therefore the evolution of the model state (Simmer et al., 2015).
Monitoring and modeling these spatial patterns and compartment interac-
tions is the main focus of Publication III (Marke et al., 2020) and is also in
agreement with the goals of the Transregional Collaborative Research Centre
32 (TR32). In particular, long-term microwave radiometer (MWR) scans are
used to assess the spatial variability of integrated water vapor (IWV). Due to
the expected high land surface-atmosphere interactions, conditions without
liquid water clouds between April and September are selected with criteria
based on MWR observations. The pattern found in the scans is partly at-
tributed to the local land surface heterogeneity by regarding the large scale
water vapor transport and a comparison to a detailed land use classification
by Waldhoff et al. (2017). The statistical scan deviations from the mean is
in the order of ± 1% and a quantification of the local influence during con-
vective situations is difficult to obtain for single scans. Instead, the MWR
derived results are compared to a satellite based water vapor product as an
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FIGURE 6.3: Domain averaged specific cloud water content for
the LES control simulation (a) and a simulation with altered
land use types (b) together with the surface fluxes of latent and
sensible heat. Source Marke et al. (2020)
independent measurement for a selection of satellite overpasses. Despite the
spatial resolution of 1 km, the main directions of positive and negative IWV
deviations are in agreement to the MWR.
Simulations of a high resolution LES model for case study, with a similar
setup as in Publication II, enables a sensitivity analysis to evaluate atmo-
spheric changes due to a different land use type input. Replacing crop and
grass land with bare ground revealed significant effects in the simulation.
Vertical velocity structures switched from patchy to a streak dominated pat-
tern generated by a higher surface contrast. This change in the circulation
pattern shows to be important for locations of cloud formation, which showed
different characteristics because of the surface flux partitioning. For higher
latent heat fluxes also more cloud water content and a higher cloud top can be
seen in the control simulation, whereas an increased portion of bare ground
leads to a higher sensible heat flux (Figure 6.3).
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6.4 Publication IV: Statistical retrievals of liquid
clouds
Publication III showed the typical development of fair weather cumulus clouds
containing low amounts of liquid water. This type of cloud is common in
most climate regimes and important in terms of the interaction with radia-
tion (Turner et al., 2007a; Turner et al., 2007b). In order to describe cloud
related interactions with radiation, the microphysical and optical properties,
such as liquid water path (LWP) and effective radius, of clouds can be used
(Stephens, 1978; Hu and Stamnes, 1993; Turner et al., 2007b). These quantities
describe the impact on the radiative flux and mechanisms of cloud formation,
drizzle and dissipation (Kubar et al., 2009). Therefore Publication IV (Marke
et al., 2016) deals with deriving retrievals of LWP and effective radius for thin
liquid water clouds (LWP below 100 g m−2).
MWR is a common instrument type to derive LWP information. Although,
retrieval errors of around 20–30 g m−2 (Löhnert and Crewell, 2003) lead to
large relative errors for thin liquid water clouds. On the other hand, obser-
vations in the infrared regime reveal a high sensitivity for thin clouds, but
show saturation effects for higher amounts of liquid water contained in the
clouds. Turner (2007) already showed a combined microwave and infrared
retrieval, but with a computational expensive physical approach. This study
evaluates the potential of a statistical method, namely neural network, to ac-
count for the nonlinear saturation effects and to obtain LWP and effective
radius retrievals.
Neural network retrievals are derived for single instrument and synergistic
approach of MWR, broadband infrared and the spectral highly resolved in-
frared atmospheric emitted radiance interferometer (AERI). As a prior con-
straint, information on cloud phase and cloud layering are required to al-
low for a physical interpretation of the retrieval results. For this purpose,
a training data set consisting of single layer water clouds, identified by the
cloud classification approach Cloudnet (Illingworth et al., 2007), is utilized.
Then, synthetic microwave and infrared observations are derived from for-
ward model simulations. Necessary input data and assumptions for the re-
trieval derivation and forward model operators include homogeneous mix-
ing within the cloud layer for effective radius estimates and thermodynamic
profiles taken from COSMO-DE (Baldauf et al., 2011).
In Figure 6.4 the difference in LWP retrieval error as a function of LWP shows
the benefit of the MWR+AERI synergy for the whole range of thin cloud LWP
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FIGURE 6.4: Relative root-mean-square error as a function of
LWP for the different neural network retrievals in the synthetic
study. Source Marke et al. (2016)
values. Relative errors above 50% for the single MWR retrieval can be sig-
nificantly reduced to below 20% and the neural network approach is able to
account for the non-linearity arising from saturation effects in the infrared
regime. Also the broadband infrared radiometers show improvements, but
only until 60 g m−2. The effective radius revealed no strong dependence
on simulated MWR observations. Although, comparisons of the single and
combined retrievals suggest that the MWR can add to the effective radius re-
trieval accuracy via constraining the LWP, resulting in a lower retrieval error
for the MWR+AERI combination.
Furthermore, the retrieval accuracy is assessed with a shortwave radiative
closure study. Retrieved LWP and effective radius values are used as in-
put for the broadband rapid radiative transfer model RRTMG (Clough et al.,
2005). To simulate shortwave fluxes the effects of aerosols need to be ac-
counted for. This is achieved by including the aerosol optical depth (AOD),
single scattering albedo and asymmetry parameter into RRTMG. Also the
direct-beam and diffuse shortwave surface albedo is described by satellite
observations. Statistical neural network retrievals using the synergy of MWR
and AERI show again the highest potential in terms of the best radiative clo-
sure and more realistic variability of the retrieved values using real measure-
ments. With a larger data set for retrieval training, a better retrieval accuracy
and an operational application with constraints in prior knowledge of the
retrievals could be obtained.
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6.5 Outlook
Atmospheric boundary layer processes are essential to understand and play
a key role in the weather and climate system. Weather phenomena, the dis-
tribution of pollutants and issues for wind turbine and aviation security can
be attributed to the ABL, where almost all live on Earth is contained in. The
small relevant scales in the temporal and spatial domain make monitoring
and modeling challenging. In this study, tools and process studies are pro-
vided to improve understanding of land surface-atmosphere interactions in
order to guide towards better a representation in models.
Publication I presents an objective ABL classification to identify turbulent
regions and assigning a mixing source. The method already showed to be
valuable in deriving long-term statistics of the diurnal and seasonal ABL de-
velopment at different sites. Including more sites in climatic diverse regions
and increasing the data sample for existing sites would further improve the
method by adding atmospheric conditions that show a distinct ABL behav-
ior. Although the method is build up solely on DWL observations, the design
allows for future implementation of additional instruments. Radar observa-
tions are sensitive to larger particles and could complement the classification
in drizzle and rain cases. The identification of such periods is important to
distinguish between cloud driven turbulence by cloud top cooling and tur-
bulence generated by drizzle evaporation or variations in particle fall speeds.
Currently a threshold based method is used to flag rainy situations. A com-
bination with the cloud classification approach Cloudnet (Illingworth et al.,
2007) represents one way to achieve a more complete picture of ABL tur-
bulence and cloud processes. A further critical aspect of the classification
is the transition between wind shear induced turbulence and surface driven
convection close to the ground. This transition could be better character-
ized with surface flux measurements or vertically resolved temperature and
humidity measurements to obtain the stability at the surface and in the at-
mosphere. A climatology of boundary layer types derived from continuous
DWL measurements has been already utilized to verify weather prediction
ABL parameterization schemes (Harvey et al., 2015). Model related issues
like resolution, lead time and seasonality could be evaluated in a similar way
using the ABL classification in Publication I.
Process studies of land surface-atmosphere interactions as in Publication II
and Publication III benefit from high resolution LES models. The ability to
scale the topography or changing land use input data is valuable to assess
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the sensitivity of the atmospheric state to these changes. Therefore, conduct-
ing more simulations for carefully selected cases that are suited for the re-
garded process is crucial. The algorithm developed by Tuononen et al. (2017)
showed the potential in detecting single LLJs, but also over a longer time
period. DWL observations are well suited to obtain turbulence character-
istics of the jets, that are frequently occurring during night and in low al-
titudes. Seasonal variations in LLJ occurrence and wind direction suggest
different mechanisms of LLJ development, where further studies are needed
with an emphasis on comparing climatic similar sites. The analysis of LLJ
development could further benefit from temperature and humidity profiles
with high vertical resolution to capture small scale effects around the stable
surface layer that are not resolved by microwave radiometer (MWR) mea-
surements. Interactions of the wind field with the topography revealed im-
plications for future deployment of instruments and can be helpful especially
for short-term field campaigns.
Field campaigns with various ground-based remote sensing systems could
also be planned for evaluating the findings in Publication III. Like in Späth
et al. (2016), low-elevation scans of the water vapor field with differential ab-
sorption lidar showed differences related to land surface properties. The high
sensitivity and line-of-sight resolution can be used to determine differences
in evapotranspiration between land use borders. Having more simulations
with diverse atmospheric conditions would definitely help to gain more in-
sights into processes like liquid water cloud formation and feedback on the
surface fluxes. In addition, more research is needed on the contribution of
single soil and vegetation parameters on the interaction process.
The tool for retrieving cloud optical and microphysical properties (LWP and
effective radius) in Publication IV proves the benefit of combining the mi-
crowave and infrared spectral regime for thin liquid water clouds. Compara-
ble retrieval accuracy of the neural network retrievals to a physical retrieval
approach in Turner (2007) is achieved. Using a longer time series of data
to derive the training data set, as well as evaluating the impact on forward
model assumptions could further improve the results. When combined with
Cloudnet, cloud phase and layering can be obtained, fostering an operational
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