1. Introduction {#s0005}
===============

One of the great challenges for wave propagation is the efficient and stable computation of waves in unbounded domains. The crucial point for these computations is that the numerical scheme avoids any reflections at the boundaries, even in case the diameter of the computational domain is just a fraction of a wavelength. Since the eighties of the last century, several numerical techniques have been developed to deal with this topic: infinite elements, Dirichlet-to-Neumann operators based on truncated Fourier expansions, absorbing boundary conditions, etc. The advantages and drawbacks of these different approaches have been widely discussed in literature, see e.g. [@b0095; @b0165; @b0020]. Especially higher order absorbing boundary conditions (ABCs) have gained increasing interest, since new methods do not involve high order derivatives [@b0030; @b0105; @b0110; @b0115; @b0120; @b0130; @b0135; @b0125; @b0140; @b0040].

An alternative approach to approximate free radiation is to surround the computational domain by an additional damping layer and guarantee within the formulation, that no reflections occur at its interface with the computational domain. This so-called perfectly matched layer (PML) technique was first introduced by Berenger [@b0055] using a splitting of the physical variables and considering a system of first order partial differential equations (PDEs) for electromagnetics. Since then, there has been much research work on this technique which subsequently was applied to different PDEs [@b0010; @b0025; @b0075; @b0155; @b0185; @b0015; @b0190; @b0205; @b0215]. In the framework of time-harmonic wave propagation, the PML can be interpreted as a complex-valued coordinate stretching [@b0210]. Therewith, a PML formulation for a linear PDE in frequency domain can be considered as a straightforward approach. However, in time domain most PML formulations require a first order hyperbolic system, e.g., [@b0220; @b0155; @b0065; @b0185]. The difficulty arising for the second order wave equation in time domain is, that an inverse Fourier transform of its frequency representation will lead to convolution integrals, see e.g. [@b0195]. A method to avoid convolution integrals is the use of auxiliary variables as demonstrated, e.g., in [@b0205; @b0015; @b0180]. E.g., in [@b0180] a PML method for the second-order elastodynamic equations has been formulated. The basic idea of the formulation is to decompose the gradient operator in terms of components perpendicular and parallel to the interface, and then split the mechanical displacement in four variables. However, as noticed in [@b0180] the resulting equations need special treatment for the time stepping and additional memory is needed for the split-field variables. Furthermore, such split-field PML methods suffer from numerical instability, see e.g. [@b0200; @b0045].

Once a PML formulation has been obtained, the question of stability arises, which is a topic of strong ongoing research. A stability analysis is not trivial and in general it has to be performed for each new formulation. Several works have analyzed the properties of the PML technique, such as [@b0005; @b0035; @b0010; @b0080; @b0150; @b0085] among others. E.g., in [@b0080] a time-domain analysis of PML methods for wave equations in 2D by using the Cagniard-de Hoop method has been presented. The main result is to validate the modified fundamental solution extended to the absorbing layers. This method is easily applicable to the wave equation with any time-dependent point source. However, the evaluation is not easy for general initial value problems of the wave equation, because those in general include not only propagating but also evanescent waves [@b0145]. Our stability analysis investigates the evolution of the energy over time and we are able to show decay of an upper bound on the energy for our formulation, thus achieving long term stability.

It should be noted that the PML formulation under consideration has been first published in [@b0100], where a finite difference time domain (FDTD) method on space--time staggered grids with explicit time stepping has been used. In [@b0170] we have discussed this formulation in a finite element (FE) setting and have shown numerically that omitting terms in the time domain formulation (calling it an almost PML) provides long term stability when applying it to a computational setup with a thin damping layer. In this contribution, we further investigate in our FE formulation, use unstructured grids with tetrahedra, apply an implicit Newmark time stepping method and provide a detailed discussion of our long time stability proof based on energy analysis. Furthermore, we perform rigorous numerical tests with different damping layer thicknesses and damping functions. The results show that for a thick enough damping layer long time stability is achieved. A key novel feature of our approach is that the analysis not only works for a special space discretization but applies to arbitrary space discretizations such as geometrically flexible unstructured finite element grids as demonstrated in the numerical case study and the application example of flow induced sound.

The remainder of the paper is organized as follows. In Section [2](#s0010){ref-type="sec"} we present our PML formulation for the second order wave equation in time domain. Section [3](#s0015){ref-type="sec"} contains the stability proof based on energy analysis. Numerical case studies and an application to the computation of sound generated by the flow around a side view car mirror are presented in Section [4](#s0020){ref-type="sec"}, and finally we summarize our main achievements in Section [5](#s0035){ref-type="sec"}.

2. PML formulation {#s0010}
==================

We consider the time dependent wave equation in an unbounded three dimensional rectangular domain $D \subset \mathbb{R}^{3}$$$\frac{1}{c^{2}}\frac{\partial p^{2}}{\partial t^{2}} - \nabla \cdot \nabla p = 0$$with the speed of sound $c > 0$ and zero initial conditions. In order to model free radiation, we surround the propagation region of interest $\Omega_{\text{prop}}$ by a PML of thickness $L_{i}$ in each coordinate direction *i* and denote this region by $\Omega_{\text{PML}}$. To obtain the correct PML formulation of the wave equation within $\Omega_{\text{PML}}$, we proceed as follows. First we transform [(1)](#e0005){ref-type="disp-formula"} to the frequency domain$$\left( \frac{j\omega}{c} \right)^{2}\widehat{p} - \nabla \cdot \nabla\widehat{p} = 0$$with $\widehat{p}$ the Fourier transform of *p* and $\omega$ the angular frequency. According to [@b0210] we introduce the complex change of variables inside $\Omega_{\text{PML}}$$${\widetilde{x}}_{i}(x_{i}) = x_{i} + \frac{1}{j\omega}\mspace{2mu}\int_{0}^{x_{i}}\sigma_{i}(x)\mspace{2mu}\text{d}x\text{;}\quad x_{i} \in \{ x\text{,}y\text{,}z\}\text{,}$$where the damping function $\sigma_{i}$ is positive inside $\Omega_{\text{PML}}$ and vanishes in $\Omega_{\text{prop}}$. Hence, we obtain the following relations$$\frac{\partial{\widetilde{x}}_{i}}{\partial x_{i}} = 1 + \frac{\sigma_{i}}{j\omega} = \eta_{i}\quad{and}\quad\frac{\partial}{\partial{\widetilde{x}}_{i}} = \frac{1}{\eta_{i}}\mspace{2mu}\frac{\partial}{\partial x_{i}}\text{.}$$Therewith, the modified Helmholtz equation, which has to be solved in $\Omega_{\text{PML}}$, reads as$$\eta_{x}\eta_{y}\eta_{z}\mspace{2mu}\left( \frac{j\omega}{c} \right)^{2}\mspace{2mu}\widehat{p} - \eta_{y}\eta_{z}\frac{\partial}{\partial x}\left( {\frac{1}{\eta_{x}}\frac{\partial\widehat{p}}{\partial x}} \right) - \eta_{x}\eta_{z}\frac{\partial}{\partial y}\left( {\frac{1}{\eta_{y}}\frac{\partial\widehat{p}}{\partial y}} \right) - \eta_{x}\eta_{y}\frac{\partial}{\partial z}\left( {\frac{1}{\eta_{z}}\frac{\partial\widehat{p}}{\partial z}} \right) = 0$$with$$\eta_{x} = 1 + \frac{\sigma_{x}}{j\omega}\text{;}\quad\eta_{y} = 1 + \frac{\sigma_{y}}{j\omega}\text{;}\quad\eta_{z} = 1 + \frac{\sigma_{z}}{j\omega}\text{.}$$Before we proceed, we use the fact that $\partial\eta_{l}/\partial x_{k} = 0$ for $k\  \neq \ l$ to rewrite [(4)](#e0020){ref-type="disp-formula"} by$$\eta_{x}\eta_{y}\eta_{z}\mspace{2mu}\left( \frac{j\omega}{c} \right)^{2}\mspace{2mu}\widehat{p} - \frac{\partial}{\partial x}\left( {\frac{\eta_{y}\eta_{z}}{\eta_{x}}\frac{\partial\widehat{p}}{\partial x}} \right) - \frac{\partial}{\partial y}\left( {\frac{\eta_{x}\eta_{z}}{\eta_{y}}\frac{\partial\widehat{p}}{\partial y}} \right) - \frac{\partial}{\partial z}\left( {\frac{\eta_{x}\eta_{y}}{\eta_{z}}\frac{\partial\widehat{p}}{\partial z}} \right) = 0\text{.}$$Now, we investigate in the first term of [(6)](#e0030){ref-type="disp-formula"} and expand the terms $\eta_{i}$ by [(5)](#e0025){ref-type="disp-formula"} to obtain$$\eta_{x}\eta_{y}\eta_{z}\mspace{2mu}\left( \frac{j\omega}{c} \right)^{2}\mspace{2mu}\widehat{p} = \left( \frac{j\omega}{c} \right)^{2}\mspace{2mu}\left( {1 + \frac{\sigma_{x}}{j\omega}} \right)\left( {1 + \frac{\sigma_{y}}{j\omega}} \right)\left( {1 + \frac{\sigma_{z}}{j\omega}} \right)\mspace{2mu}\widehat{p} = \frac{1}{c^{2}}\left( {{(j\omega)}^{2} + j\omega(\sigma_{x} + \sigma_{y} + \sigma_{z}) + \sigma_{x}\sigma_{y} + \sigma_{x}\sigma_{z} + \sigma_{y}\sigma_{z} + \frac{\sigma_{x}\sigma_{y}\sigma_{z}}{j\omega}} \right)\mspace{2mu}\widehat{p}\text{.}$$For an inverse Fourier transformation of [(7)](#e0035){ref-type="disp-formula"} we recognize, that the last term will result in a time integral of *p*. Therefore, we introduce the first auxiliary variable according to$$v = \frac{\widehat{p}}{j\omega}\text{.}$$In a next step, we analyze the second term in [(6)](#e0030){ref-type="disp-formula"} and start with$$\mathit{II} = \frac{\eta_{y}\eta_{z}}{\eta_{x}}\frac{\partial\widehat{p}}{\partial x} = \frac{\left( {1 + \frac{\sigma_{y}}{j\omega}} \right)\left( {1 + \frac{\sigma_{z}}{j\omega}} \right)}{\left( {1 + \frac{\sigma_{x}}{j\omega}} \right)}\mspace{2mu}\frac{\partial\widehat{p}}{\partial x}$$Now, we perform the following rearrangements and use also [(8)](#e0040){ref-type="disp-formula"}$$\mathit{II} = \frac{(\sigma_{y} + j\omega)(\sigma_{z} + j\omega)}{j\omega(\sigma_{x} + j\omega)}\mspace{2mu}\frac{\partial\widehat{p}}{\partial x} = \frac{\frac{\sigma_{y}\sigma_{z}}{j\omega} + (\sigma_{y} + \sigma_{z}) + j\omega}{(\sigma_{x} + j\omega)}\mspace{2mu}\frac{\partial\widehat{p}}{\partial x} \pm \frac{\sigma_{x}}{\sigma_{x} + j\omega}\mspace{2mu}\frac{\partial\widehat{p}}{\partial x} = \frac{\frac{\sigma_{y}\sigma_{z}}{j\omega} + (\sigma_{y} + \sigma_{z} - \sigma_{x})}{(\sigma_{x} + j\omega)}\mspace{2mu}\frac{\partial\widehat{p}}{\partial x} + \frac{\partial\widehat{p}}{\partial x} = \frac{1}{\sigma_{x} + j\omega}\left( {\sigma_{y}\sigma_{z}\frac{\partial v}{\partial x} + (\sigma_{y} + \sigma_{z} - \sigma_{x})\frac{\partial\widehat{p}}{\partial x}} \right) + \frac{\partial\widehat{p}}{\partial x}\text{.}$$The same procedure is performed on the third and fourth term in [(6)](#e0030){ref-type="disp-formula"}. Having an inverse Fourier transform in mind, we introduce a vectorial auxiliary variable $\overset{\rightarrow}{u}$ with the following relations$$\begin{aligned}
 & {u_{x} = \frac{1}{\sigma_{x} + j\omega}\left( {\sigma_{y}\sigma_{z}\frac{\partial v}{\partial x} + (\sigma_{y} + \sigma_{z} - \sigma_{x})\frac{\partial\widehat{p}}{\partial x}} \right)} \\
 & {u_{y} = \frac{1}{\sigma_{y} + j\omega}\left( {\sigma_{x}\sigma_{z}\frac{\partial v}{\partial y} + (\sigma_{x} + \sigma_{z} - \sigma_{y})\frac{\partial\widehat{p}}{\partial y}} \right)} \\
 & {u_{z} = \frac{1}{\sigma_{z} + j\omega}\left( {\sigma_{x}\sigma_{y}\frac{\partial v}{\partial z} + (\sigma_{x} + \sigma_{y} - \sigma_{z})\frac{\partial\widehat{p}}{\partial z}} \right)\text{.}} \\
\end{aligned}$$Now, we are ready to apply the inverse Fourier transform to [(6), (8), (11)](#e0030 e0040 e0055){ref-type="disp-formula"} and achieve at the following coupled system of partial differential equations$$\frac{1}{c^{2}}\mspace{2mu}\frac{\partial^{2}p}{\partial t^{2}} + \alpha\frac{\partial p}{\partial t} + \beta p + \gamma v - \nabla \cdot \nabla p - \nabla \cdot \overset{\rightarrow}{u} = 0$$$$\frac{\partial\overset{\rightarrow}{u}}{\partial t} + A\mspace{2mu}\overset{\rightarrow}{u} + B\mspace{2mu}\nabla p - C\mspace{2mu}\nabla v = 0$$$$\frac{\partial v}{\partial t} = p$$with$$\alpha = \frac{\sigma_{x} + \sigma_{y} + \sigma_{z}}{c^{2}}\text{;}\quad\beta = \frac{\sigma_{x}\mspace{2mu}\sigma_{y} + \sigma_{x}\mspace{2mu}\sigma_{z} + \sigma_{y}\mspace{2mu}\sigma_{z}}{c^{2}}\text{;}\quad\gamma = \frac{\sigma_{x}\sigma_{y}\sigma_{z}}{c^{2}}\text{,}$$$$A = \begin{pmatrix}
\sigma_{x} & 0 & 0 \\
0 & \sigma_{y} & 0 \\
0 & 0 & \sigma_{z} \\
\end{pmatrix}\text{;}\quad C = \begin{pmatrix}
{\sigma_{y}\sigma_{z}} & 0 & 0 \\
0 & {\sigma_{x}\sigma_{z}} & 0 \\
0 & 0 & {\sigma_{x}\sigma_{y}} \\
\end{pmatrix}\text{,}$$$$B = \begin{pmatrix}
{\sigma_{x} - \sigma_{y} - \sigma_{z}} & 0 & 0 \\
0 & {\sigma_{y} - \sigma_{x} - \sigma_{z}} & 0 \\
0 & 0 & {\sigma_{z} - \sigma_{x} - \sigma_{y}} \\
\end{pmatrix}\text{.}$$

The proper choice of the damping functions is of great importance, especially in order to obtain a very robust and efficient PML-technique [@b0070]. Assuming a layer thickness of *L*, e.g., in *y*-direction, the damped wave will be totally reflected at the outer boundary of the PML-region and this reflected wave at the interface between propagation and PML region takes the value$$p_{r}^{\prime} = p_{0}e^{- (2/c)\cos\varphi\mspace{2mu}\int_{0}^{L}\sigma_{y}(y)\mathit{dy}} = p_{0}R\text{.}$$A reasonable choice of the reflection factor *R* has to be chosen by a trade-off between the necessity of sufficient reduction of reflected waves according to [(18)](#e0075){ref-type="disp-formula"} and possible disturbances of the numerical solution by a too rapid damping in a narrow PML region. In our computations we use a value of $R = 10^{- 3}$. In addition, in order to get rid of the dependence of the overall damping on the speed of sound *c*, we will choose $\sigma_{y}$ directly proportional to *c*. Using [(18)](#e0075){ref-type="disp-formula"}, we obtain the following relations:•Constant damping$$\sigma_{y}^{\text{const}} = \frac{- c\ln R}{2L\cos\varphi}\text{.}$$•Inverse distance damping$$\sigma_{y}^{\text{inverse}} = \frac{c}{L - y}\text{.}$$

As shown in [@b0060], the inverse distance damping function leads to an optimal damping behavior for the acoustic wave equation in the frequency domain, and compared to other damping functions does not need specification of the reflection coefficient *R*. This is also confirmed by many of our computations for the wave equation in time. However, we have also obtained instable results, especially for thin damping layers. In Section [4](#s0020){ref-type="sec"} we provide rigorous numerical tests for different damping layer thicknesses and the two above defined damping functions.

3. Stability analysis {#s0015}
=====================

For deriving boundedness of solutions $(p\text{,}v\text{,}\overset{\rightarrow}{u})$ of [(12)--(14)](#e0240 e0245 e0250){ref-type="disp-formula"} in an appropriate norm (related to the acoustic energy) we proceed as follows:1.Test the system with appropriate multipliers to derive energy estimates;2.Combine these estimates to assess the time evolution of a scalar valued function $\eta(t)$, more precisely, to show that $\eta(t)$ is nonincreasing over time; $\eta$ can be interpreted as a Lyapunov function for the system [(12)--(14)](#e0240 e0245 e0250){ref-type="disp-formula"};3.Prove that by a proper choice of the parameters defining $\eta$, the energy can be bounded by a fixed multiple of $\eta$.

In the course of this derivation, it will turn out that instabilities may emerge in regions where *C* is strictly positive. Thus we will end up with considering a reduced PML (rPML) where we just set $C \equiv 0$.

We consider the bounded computational domain $\Omega$, which includes the propagation region $\Omega_{\text{prop}}$ and the attached PML layer $\Omega_{\text{PML}}$. For the weak formulation, we introduce appropriate test functions $\varphi\text{,}q$ and $\overset{\rightarrow}{\psi}$, and describe space and time dependence by considering $p(t)\text{,}v(t)$ and $\overset{\rightarrow}{u}(t)$ as elements of the function space $\mathcal{V}$ and $\mathcal{H}$, respectively, for each time $t \geqslant 0$. We assume homogeneous Dirichlet boundary conditions on $p(t)\text{,}\mspace{2mu} v(t)$ and the test functions $\varphi\text{,}\mspace{2mu} q$, but not on $\overset{\rightarrow}{u}(t)\text{,}\mspace{2mu}\overset{\rightarrow}{\psi}$.$$p(t) = \varphi = 0\mspace{6mu}\text{on}\mspace{6mu}\partial\Omega\text{,}\quad\frac{\partial p}{\partial t}(t) = v(t) = q = 0\mspace{6mu}\text{on}\mspace{6mu}\partial\Omega\text{,}$$i.e.,$$p(t)\text{,}\varphi\text{,}v(t)\text{,}q \in \mathcal{V} = H_{0}^{1}(\Omega)\text{,}\quad\overset{\rightarrow}{u}(t)\text{,}\overset{\rightarrow}{\psi} \in \mathcal{H} = L^{2}{(\Omega)}^{3}\quad\forall t \geqslant 0\text{.}$$In addition, we introduce the matrix *D*$$D = \begin{pmatrix}
{\sigma_{y} + \sigma_{z}} & 0 & 0 \\
0 & {\sigma_{x} + \sigma_{z}} & 0 \\
0 & 0 & {\sigma_{x} + \sigma_{y}} \\
\end{pmatrix}\text{,}$$so that we can express *B* by $A - D$. Therewith, the weak formulation of our coupled system of PDEs [(12)--(14)](#e0240 e0245 e0250){ref-type="disp-formula"} becomes$$\int_{\Omega}\frac{\partial^{2}p}{\partial t^{2}}(t)\varphi\mspace{2mu}\mathit{dx} + \int_{\Omega}\alpha\frac{\partial p}{\partial t}(t)\varphi\mspace{2mu}\mathit{dx} + \int_{\Omega}\beta p(t)\varphi\mspace{2mu}\mathit{dx} + \int_{\Omega}\gamma v(t)\varphi\mspace{2mu}\mathit{dx} + \int_{\Omega}\nabla p(t)\nabla\varphi\mspace{2mu}\mathit{dx} + \int_{\Omega}\overset{\rightarrow}{u}(t)\nabla\varphi\mspace{2mu}\mathit{dx} = 0\quad\forall\varphi \in \mathcal{V}\text{,}$$$$\int_{\Omega}\frac{\partial\overset{\rightarrow}{u}}{\partial t}(t) \cdot \overset{\rightarrow}{\psi}\mspace{2mu}\mathit{dx} + \int_{\Omega}(A\overset{\rightarrow}{u}(t)) \cdot \overset{\rightarrow}{\psi}\mspace{2mu}\mathit{dx} + \int_{\Omega}(B\nabla p(t)) \cdot \overset{\rightarrow}{\psi}\mspace{2mu}\mathit{dx} - \int_{\Omega}(C\nabla v(t)) \cdot \overset{\rightarrow}{\psi}\mspace{2mu}\mathit{dx} = 0\quad\forall\overset{\rightarrow}{\psi} \in \mathcal{H}\text{,}$$$$\int_{\Omega}\frac{\partial v}{\partial t}(t)q\mspace{2mu}\mathit{dx} - \int_{\Omega}p(t)q\mspace{2mu}\mathit{dx} = 0\quad\forall q \in \mathcal{V}\text{,}$$for all $t \geqslant 0$. The relation according to [(22)](#e0095){ref-type="disp-formula"} will be used explicitly as $\partial v(t)/\partial t = p(t)$. In here $\alpha\text{,}\beta\text{,}\gamma \geqslant 0$ are scalars, $A\text{,}B\text{,}C\mspace{2mu} D$ are diagonal matrices $B = A - D$ with $A\text{,}C\text{,}D \geqslant 0$ ("$\geqslant$" meaning positive semidefinite here) and ${supp}\{\Phi\} \subseteq \Omega_{\mathit{PML}}$, $\Phi \in \{\alpha\text{,}\beta\text{,}\gamma\text{,}A\text{,}B\text{,}C\text{,}D\}$ (see [(15)--(17)](#e0060 e0065 e0070){ref-type="disp-formula"}).

**1st step:** test the PDEs with appropriate multipliers.

Now we insert different test functions into [(20) and (21)](#e0085 e0090){ref-type="disp-formula"}, and integrate with respect to time, using the fact that, e.g.$$\int_{0}^{t}\int_{\Omega}\nabla p(s)\nabla\frac{\partial p}{\partial t}(s)\mspace{2mu}\mathit{dx}\mspace{2mu}\mathit{ds} = \frac{1}{2}\int_{0}^{t}\frac{d}{\mathit{dt}}\left( {\int_{\Omega}|\nabla p(s)|^{2}\mspace{2mu}\mathit{dx}} \right)\mspace{2mu}\mathit{ds} = \frac{1}{2}\int_{\Omega}|\nabla p(t)|^{2}\mspace{2mu}\mathit{dx} - \frac{1}{2}\int_{\Omega}|\nabla p(0)|^{2}\mspace{2mu}\mathit{dx}\text{.}$$Setting$$\begin{aligned}
 & {\varphi = \partial p(s)/\partial t\mspace{6mu}\text{in}\mspace{6mu}\text{(20),}} \\
 & {\varphi = \delta p(s)\mspace{6mu}\text{in}\mspace{6mu}\text{(20)}\mspace{6mu}(\text{with\ some\ possibly\ space\ dependent\ factor}\mspace{6mu} 0 \leqslant \delta \leqslant c^{2}\alpha)\text{,}} \\
 & {\overset{\rightarrow}{\psi} = \nabla p(t)\mspace{6mu}\text{in}\mspace{6mu}\text{(21),}} \\
\end{aligned}$$$$\overset{\rightarrow}{\psi} = F\overset{\rightarrow}{u}(t)\mspace{6mu}\text{in}\mspace{6mu}\text{(21)}\mspace{6mu}(\text{with\ some\ possibly\ space\ dependent\ diagonal\ matrix}\mspace{6mu} 0 \leqslant F)\text{,}$$and using the notation$$\|\varphi\|^{2} = \int_{\Omega}|\varphi|^{2}\mspace{2mu}\mathit{dx}\text{;}\quad\|\overset{\rightarrow}{\psi}\|^{2} = \int_{\Omega}|\overset{\rightarrow}{\psi}|^{2}\mspace{2mu}\mathit{dx}\text{,}$$$$\langle\varphi_{1}\text{,}\varphi_{2}\rangle = \int_{\Omega}\varphi_{1}\varphi_{2}\mspace{2mu}\mathit{dx}\text{;}\quad\langle{\overset{\rightarrow}{\psi}}_{1}\text{,}{\overset{\rightarrow}{\psi}}_{2}\rangle = \int_{\Omega}{\overset{\rightarrow}{\psi}}_{1} \cdot {\overset{\rightarrow}{\psi}}_{2}\mspace{2mu}\mathit{dx}\text{,}$$we therewith obtain$$\frac{1}{2}\left\| {\frac{1}{c}\frac{\partial p}{\partial t}(t)} \right\|^{2} - \frac{1}{2}\left\| {\frac{1}{c}\frac{\partial p}{\partial t}(0)} \right\|^{2} + \int_{0}^{t}\left\| {\sqrt{\alpha}\frac{\partial p}{\partial t}(s)} \right\|^{2}\mspace{2mu}\mathit{ds} + \frac{1}{2}\left\| {\sqrt{\beta}p(t)} \right\|^{2} - \frac{1}{2}\left\| {\sqrt{\beta}p(0)} \right\|^{2} + \int_{0}^{t}\langle\gamma v(s)\text{,}\frac{\partial p}{\partial t}(s)\rangle\mspace{2mu}\mathit{ds} + \frac{1}{2}\|\nabla p(t)\|^{2} - \frac{1}{2}\|\nabla p(0)\|^{2} + \int_{0}^{t}\langle\overset{\rightarrow}{u}(s)\text{,}\nabla\frac{\partial p}{\partial t}(s)\rangle\mspace{2mu}\mathit{ds} = 0\text{,}$$$$\int_{0}^{t}\left\langle {\frac{1}{c^{2}}\delta\frac{\partial^{2}p}{\partial t^{2}}(s)\text{,}p(s)} \right\rangle\mspace{2mu}\mathit{ds} + \frac{1}{2}\|\sqrt{\alpha\delta}p(t)|^{2} - \frac{1}{2}\|\sqrt{\alpha\delta}p(0)|^{2} + \int_{0}^{t}\|\sqrt{\beta\delta}p(s)\|^{2}\mspace{2mu}\mathit{ds} + \frac{1}{2}\|\sqrt{\gamma\delta}v(t)\|^{2} - \frac{1}{2}\|\sqrt{\gamma\delta}v(0)\|^{2} + \int_{0}^{t}\|\sqrt{\delta}\nabla p(s)\|^{2}\mspace{2mu}\mathit{ds} + \int_{0}^{t}\langle\delta\overset{\rightarrow}{u}(s)\text{,}\nabla p(s)\rangle\mspace{2mu}\mathit{ds} = 0\text{,}$$$$\int_{0}^{t}\left\langle {\frac{\partial\overset{\rightarrow}{u}}{\partial t}(s)\text{,}\nabla p(s)} \right\rangle\mspace{2mu}\mathit{ds} + \int_{0}^{t}\langle(A\overset{\rightarrow}{u}(s))\text{,}\nabla p(s)\rangle\mspace{2mu}\mathit{ds} + \int_{0}^{t}\| A^{1/2}\nabla p(s))\|^{2}\mspace{2mu}\mathit{ds} - \int_{0}^{t}\| D^{1/2}\nabla p(s))\|^{2}\mspace{2mu}\mathit{ds} - \frac{1}{2}\| C^{1/2}\nabla v(t))\|^{2} + \frac{1}{2}\| C^{1/2}\nabla v(0))\|^{2} = 0\text{,}$$$$\frac{1}{2}\| F^{1/2}\overset{\rightarrow}{u}(t)\|^{2} - \frac{1}{2}\| F^{1/2}\overset{\rightarrow}{u}(0)\|^{2} + \int_{0}^{t}\|{(\mathit{FA})}^{1/2}\overset{\rightarrow}{u}(s)\|^{2}\mspace{2mu}\mathit{ds} + \int_{0}^{t}\langle\mathit{FB}\nabla p(t)\text{,}\overset{\rightarrow}{u}(s)\rangle\mspace{2mu}\mathit{ds} - \int_{0}^{t}\langle\mathit{FC}\nabla v(t)\text{,}\overset{\rightarrow}{u}(s)\rangle\mspace{2mu}\mathit{ds} = 0\text{,}$$for all $t \geqslant 0$. Now, we perform an integration by parts for the following terms$$\begin{aligned}
 & {\int_{0}^{t}\left\langle {\gamma v(s)\text{,}\frac{\partial p}{\partial t}(s)} \right\rangle\mspace{2mu}\mathit{ds} = - \int_{0}^{t}\|\sqrt{\gamma}p(s)\|^{2}\mspace{2mu}\mathit{ds} + \langle\gamma v(t)\text{,}p(t)\rangle - \langle\gamma v(0)\text{,}p(0)\rangle} \\
 & {\int_{0}^{t}\left\langle {\overset{\rightarrow}{u}(s)\text{,}\nabla\frac{\partial p}{\partial t}(s)} \right\rangle\mspace{2mu}\mathit{ds} = - \int_{0}^{t}\left\langle {\frac{\partial\overset{\rightarrow}{u}}{\partial t}(s)\text{,}\nabla p(s)} \right\rangle\mspace{2mu}\mathit{ds} + \langle\overset{\rightarrow}{u}(t)\text{,}\nabla p(t)\rangle - \langle\overset{\rightarrow}{u}(0)\text{,}\nabla p(0)\rangle} \\
 & {\int_{0}^{t}\left\langle {\frac{1}{c^{2}}\delta\frac{\partial^{2}p}{\partial t^{2}}(s)\text{,}p(s)} \right\rangle\mspace{2mu}\mathit{ds} = - \int_{0}^{t}\left\| {\frac{1}{c}\sqrt{\delta}\frac{\partial p}{\partial t}(s)} \right\|^{2}\mspace{2mu}\mathit{ds} + \left\langle {\frac{1}{c^{2}}\delta\frac{\partial p}{\partial t}(t)\text{,}p(t)} \right\rangle - \left\langle {\frac{1}{c^{2}}\delta\frac{\partial p}{\partial t}(0)\text{,}p(0)} \right\rangle\text{.}} \\
\end{aligned}$$

**2nd step:** conclude monotonicity of some Lyapunov function $\eta$.

In a next step, we will compute the sum of the four above equations [(24)](#e0100){ref-type="disp-formula"}, so that the term $\int_{0}^{t}\langle\partial\overset{\rightarrow}{u}(s)/\partial t\text{,}\nabla p(s)\rangle\mspace{2mu}\mathit{ds}$ cancels out. Furthermore, we define the following function of time$$\eta(t) ≔ \frac{1}{2}\left( {\left\| {\frac{1}{c}\frac{\partial p}{\partial t}(t)} \right\|^{2} + \|\nabla p(t)\|^{2} + \| F^{1/2}\mspace{2mu}\overset{\rightarrow}{u}(t)\|^{2} + \|\sqrt{\beta + \alpha\delta}\mspace{2mu} p(t)\|^{2} + \|\sqrt{\gamma\delta}\mspace{2mu} v(t)\|^{2} - \| C^{1/2}\nabla v(t))\|^{2} + 2\langle\gamma v(t)\text{,}p(t)\rangle + 2\langle\overset{\rightarrow}{u}(t)\text{,}\nabla p(t)\rangle + 2\left\langle {\frac{\delta}{c^{2}}\frac{\partial p}{\partial t}(t)\text{,}p(t)} \right\rangle} \right)\text{.}$$Remark 1Here we wish to point out that the sixth term on the right hand side in [(29)](#e0125){ref-type="disp-formula"} suggests that it is favorable to set $C = 0$ from a stability point of view. Indeed, even if we would add the time integral of [(20)](#e0085){ref-type="disp-formula"} with $\varphi = v(s)$, which would give us a term $\frac{1}{2}\|\nabla v(t)\|^{2}$ on the left hand side for possible control of $- \| C^{1/2}\nabla v(t))\|^{2}$, we would end up with a term $\int_{0}^{t}\langle\overset{\rightarrow}{u}(s)\text{,}\nabla v(s)\rangle\mspace{2mu}\mathit{ds}$, which we cannot control since we have no means for obtaining an estimate of $\int_{0}^{t}\|\nabla v(s)\|^{2}\mspace{2mu}\mathit{ds}$, especially for long times when this expression gets larger than $\sup_{s \in \lbrack 0\text{,}t\rbrack}\|\nabla v(s)\|^{2}$.

Using [(28)](#e0120){ref-type="disp-formula"} and the above definition according to [(29)](#e0125){ref-type="disp-formula"}, we obtain the following relation for the sum of [(24)--(27)](#e0100 e0105 e0110 e0115){ref-type="disp-formula"}$$\eta(t) + \int_{0}^{t}\|{(\mathit{FA})}^{1/2}\overset{\rightarrow}{u}(s)\|^{2}\mspace{2mu}\mathit{ds} + \int_{0}^{t}\left\| {\sqrt{\alpha - \frac{\delta}{c^{2}}}\frac{\partial p}{\partial t}(s)} \right\|^{2}\mspace{2mu}\mathit{ds} + \int_{0}^{t}\int_{\Omega}{sign}(\beta\delta - \gamma)|\sqrt{|\beta\delta - \gamma|}p(s)|^{2}\mspace{2mu}\mathit{dx}\mspace{2mu}\mathit{ds} + \int_{0}^{t}\int_{\Omega}{sign}(\delta I + B)|\sqrt{|\delta I + B|}\nabla p(s)|^{2}\mspace{2mu}\mathit{dx}\mspace{2mu}\mathit{ds} = \eta(0) - \int_{0}^{t}\langle(\delta I + A + \mathit{FB})\nabla p(s)\text{,}\overset{\rightarrow}{u}(s)\rangle\mspace{2mu}\mathit{ds} + \int_{0}^{t}\langle\mathit{FC}\nabla v(t)\text{,}\overset{\rightarrow}{u}(s)\rangle\mspace{2mu}\mathit{ds} \leqslant \eta(0) + \frac{1}{2}\int_{0}^{t}\|{(\mathit{FA})}^{1/2}\overset{\rightarrow}{u}(s)\|^{2}\mspace{2mu}\mathit{ds} + \frac{1}{2}\int_{0}^{t}\|{({(\mathit{FA})}^{1/2})}^{\dagger}(\delta I + A + \mathit{FB})\nabla p(s)\|^{2}\mspace{2mu}\mathit{ds} + \frac{1}{2}\int_{0}^{t}\|{({(\mathit{FA})}^{1/2})}^{\dagger}\mathit{FC}\nabla v(s)\|^{2}\mspace{2mu}\mathit{ds}$$or if $C = 0$$$\eta(t) + \int_{0}^{t}\|{(\mathit{FA})}^{1/2}\overset{\rightarrow}{u}(s)\|^{2}\mspace{2mu}\mathit{ds} + \int_{0}^{t}\left\| {\sqrt{\alpha - \frac{\delta}{c^{2}}}\frac{\partial p}{\partial t}(s)} \right\|^{2}\mspace{2mu}\mathit{ds} + \int_{0}^{t}\int_{\Omega}{sign}(\beta\delta - \gamma)|\sqrt{|\beta\delta - \gamma|}p(s)|^{2}\mspace{2mu}\mathit{dx}\mspace{2mu}\mathit{ds} + \int_{0}^{t}\int_{\Omega}{sign}(\delta I + B)|\sqrt{|\delta I + B|}\nabla p(s)|^{2}\mspace{2mu}\mathit{dx}\mspace{2mu}\mathit{ds} = \eta(0) - \int_{0}^{t}\langle(\delta I + A + \mathit{FB})\nabla p(s)\text{,}\overset{\rightarrow}{u}(s)\rangle\mspace{2mu}\mathit{ds} \leqslant \eta(0) + \int_{0}^{t}\|{(\mathit{FA})}^{1/2}\overset{\rightarrow}{u}(s)\|^{2}\mspace{2mu}\mathit{ds} + \int_{0}^{t}\left\| {\frac{1}{2}({{(\mathit{FA})}^{1/2})}^{\dagger}(\delta I + A + \mathit{FB})\nabla p(s)} \right\|^{2}\mspace{2mu}\mathit{ds}\text{,}$$provided$$\overset{\rightarrow}{u}(s) \in \mathcal{N}{(\mathit{FA})}^{\bot}\text{,}\mspace{6mu} s \in (0\text{,}t)\mspace{6mu}\text{or}\mspace{6mu}\mathcal{R}(\delta I + A + \mathit{FB}) \subseteq \mathcal{N}{(\mathit{FA})}^{\bot}$$(and for [(30)](#e0130){ref-type="disp-formula"} additionally $\overset{\rightarrow}{u}(s) \in \mathcal{N}{(\mathit{FC})}^{\bot}\text{,}\mspace{6mu} s \in (0\text{,}t)$). In here, for some matrix *M*, we denote by $\mathcal{R}(M)$, $\mathcal{N}{(M)}^{\bot}$, and $M^{\dagger}$ the range, the orthogonal complement of the nullspace, and the generalized inverse, respectively, and for some positive semidefinite matrix *M* we denote by $M^{1/2}$ the square root, being defined by the relation $M^{1/2}M^{1/2} = M$. For deriving [(30) and (31)](#e0130 e0135){ref-type="disp-formula"}, we have exploited the identity$$\int_{0}^{t}\langle(\delta I + A + \mathit{FB})\nabla p(s)\text{,}\overset{\rightarrow}{u}(s)\rangle\mspace{2mu}\mathit{ds} = \int_{0}^{t}\langle{({(\mathit{FA})}^{1/2})}^{\dagger}(\delta I + A + \mathit{FB})\nabla p(s)\text{,}{({(\mathit{FA})}^{1/2})}^{\dagger}\overset{\rightarrow}{u}(s)\rangle\mspace{2mu}\mathit{ds}\text{,}$$that holds under condition [(32)](#e0140){ref-type="disp-formula"}, and whose right hand side can then be estimated via the Cauchy--Schwarz inequality. Studying [(30)](#e0130){ref-type="disp-formula"} as well as [(31)](#e0135){ref-type="disp-formula"}, we see that for$$C = 0\text{,}\quad 0 \leqslant \delta \leqslant c^{2}\alpha\text{,}\quad\beta\delta - \gamma \geqslant 0\text{,}\quad\delta I + B \geqslant 0\text{,}$$and$$4\mathit{FA}(\delta I + B) - {(\delta I + A + \mathit{FB})}^{2} \geqslant 0$$in all of $\Omega$, we get$$\eta(t) \leqslant \eta(0)\text{.}$$Note that since here time = 0 can be replaced by time $= s \leqslant t$, this shows monotone decrease of the function $\eta$.

**3rd step:** estimate energy by $\eta$.

Reconsidering the definition of $\eta(t)$ [(29)](#e0125){ref-type="disp-formula"}, we see that in case $C = 0$ it is an upper bound for a multiple of the energy$$\eta(t) \geqslant \frac{1}{2}\left( {\left\| {\sqrt{\varepsilon}\frac{1}{c}\frac{\partial p}{\partial t}(t)} \right\|^{2} + \|\mathcal{E}^{1/2}\nabla p(t)\|^{2} + \|{\widetilde{\mathcal{E}}}^{1/2}\overset{\rightarrow}{u}(t)\|^{2}} \right)$$with $\varepsilon \geqslant 0\text{,}\widetilde{\mathcal{E}} \geqslant 0\text{,}\mathcal{E} \geqslant 0$, provided that additionally to [(33) and (34)](#e0145 e0150){ref-type="disp-formula"}$$I - F^{- 1} \geqslant 0\mspace{6mu}\text{and}\mspace{6mu}\left\{ {1 - C_{P}^{2}\left( {\frac{\gamma}{\delta} + \frac{\delta^{2}}{c^{2}} - (\beta + \alpha\delta)} \right)} \right\} I - F^{- 1} \geqslant 0\text{,}$$where $C_{P}$ is the constant in the Poincaré--Friedrichs inequality$$\forall\varphi \in V = H_{0}^{1}(\Omega):\quad\|\varphi\| \leqslant C_{P}\|\nabla\varphi\|\text{.}$$Namely, we can estimate$$\eta(t) = \frac{1}{2}\left( {\left\| {\frac{1}{c}\frac{\partial p}{\partial t}(t)} \right\|^{2} + \|\nabla p(t)\|^{2} + \| F^{1/2}\mspace{2mu}\overset{\rightarrow}{u}(t)\|^{2} + \|\sqrt{\beta + \alpha\delta}\mspace{2mu} p(t)\|^{2} + \|\sqrt{\gamma\delta}\mspace{2mu} v(t)\|^{2} + 2\langle\gamma v(t)\text{,}p(t)\rangle + 2\langle\overset{\rightarrow}{u}(t)\text{,}\nabla p(t)\rangle + 2\left\langle {\frac{\delta}{c^{2}}\frac{\partial p}{\partial t}(t)\text{,}p(t)} \right\rangle} \right) \geqslant \frac{1}{2}\left( {\left\| {\frac{1}{c}\frac{\partial p}{\partial t}(t)} \right\|^{2} + \|\nabla p(t)\|^{2} + \| F^{1/2}\mspace{2mu}\overset{\rightarrow}{u}(t)\|^{2} + \|\sqrt{\beta + \alpha\delta}\mspace{2mu} p(t)\|^{2} + \|\sqrt{\gamma\delta}\mspace{2mu} v(t)\|^{2} - \|\sqrt{\gamma\delta}\mspace{2mu} v(t)\|^{2} - \left\| {\sqrt{\frac{\gamma}{\delta}}\mspace{2mu} p(t)} \right\|^{2} - \|{(F - \widetilde{\mathcal{E}})}^{1/2}\mspace{2mu}\overset{\rightarrow}{u}(t)\|^{2} - \|{(F - \widetilde{\mathcal{E}})}^{- 1/2}\nabla p(t)\|^{2} - \left\| {\frac{\sqrt{1 - \varepsilon}}{c}\frac{\partial p}{\partial t}(t)} \right\|^{2} - \left\| {\frac{\delta}{c\sqrt{1 - \varepsilon}}p(t)} \right\|^{2}} \right) \geqslant \frac{1}{2}\left( {\left\| {\sqrt{\varepsilon}\frac{1}{c}\frac{\partial p}{\partial t}(t)} \right\|^{2} + \|\mathcal{E}^{1/2}\nabla p(t)\|^{2} + \|{\widetilde{\mathcal{E}}}^{1/2}\overset{\rightarrow}{u}(t)\|^{2}} \right)\text{,}$$where the last two inequalities hold if$$F - \widetilde{\mathcal{E}} > 0\quad\text{and}\quad I - \mathcal{E} - {(F - \widetilde{\mathcal{E}})}^{- 1} \geqslant 0$$and$$\left\| {\left( {\frac{\gamma}{\delta} + \frac{\delta^{2}}{c^{2}(1 - \varepsilon)} - (\beta + \alpha\delta)} \right)p(t)} \right\|^{2} \leqslant \|\left( {I - \mathcal{E} - {(F - \widetilde{\mathcal{E}})}^{- 1}} \right)\nabla p(t)\|$$i.e., if$$F - \widetilde{\mathcal{E}} > 0\mspace{6mu}\text{and}\mspace{6mu} I - \mathcal{E} - {(F - \widetilde{\mathcal{E}})}^{- 1} - C_{P}^{2}\left( {\frac{\gamma}{\delta} + \frac{\delta^{2}}{c^{2}(1 - \varepsilon)} - (\beta + \alpha\delta)} \right)I \geqslant 0\text{.}$$

It remains to interpret conditions [(32)--(34), (36), (38)](#e0140 e0145 e0150 e0160 e0170){ref-type="disp-formula"} i.e., to find $\delta\text{,}F\text{,}\varepsilon\text{,}\widetilde{\mathcal{E}}\text{,}\mathcal{E}$ such that they can be satisfied:

According to [(15)--(17)](#e0060 e0065 e0070){ref-type="disp-formula"} we have$$c^{2}\alpha = \sigma_{x} + \sigma_{y} + \sigma_{z}\text{,}\quad c^{2}\beta = \sigma_{y}\sigma_{z} + \sigma_{z}\sigma_{x} + \sigma_{x}\sigma_{y}\text{,}\quad c^{2}\gamma = \sigma_{x}\sigma_{y}\sigma_{z}\text{,}$$$$A_{\mathit{ii}} = \sigma_{i}\text{,}\quad B_{\mathit{ii}} = \sigma_{i} - \sigma_{j} - \sigma_{k}\text{,}\quad D_{\mathit{ii}} = \sigma_{j} + \sigma_{k}\text{;}\quad\sigma_{i}\text{,}\sigma_{j}\text{,}\sigma_{k} \in \{\sigma_{x}\text{,}\sigma_{y}\text{,}\sigma_{z}\}$$and setting $C = 0$, conditions [(33)](#e0145){ref-type="disp-formula"} are satisfied for$$\delta = \sigma_{x} + \sigma_{y} + \sigma_{z}\text{,}$$since$$c^{2}(\beta\delta - \gamma) = (\sigma_{y}\sigma_{z} + \sigma_{z}\sigma_{x} + \sigma_{x}\sigma_{y})(\sigma_{x} + \sigma_{y} + \sigma_{z}) - \sigma_{x}\sigma_{y}\sigma_{z} \geqslant 0\text{.}$$Since *F* will be chosen as a diagonal matrix, condition [(34)](#e0150){ref-type="disp-formula"} can be reformulated as$$0 \leqslant 4\mathit{FA}(\delta I + A - D) - {((\delta I + A) + F(A - D))}^{2} = 4(\delta I + A)\mathit{AF} - 4\mathit{ADF} - {((\delta I + A) + \mathit{AF} - \mathit{DF})}^{2} = 4(\delta I + A)\mathit{AF} - 4\mathit{ADF} - {(\delta I + A)}^{2} - A^{2}F^{2} - D^{2}F^{2} - 2(\delta I + A)\mathit{AF} + 2(\delta I + A)\mathit{DF} + 2\mathit{ADF}^{2} = - {(\delta I + A)}^{2} + (2(\delta I + A)(A + D) - 4\mathit{AD})F - {(A - D)}^{2}F^{2}\text{,}$$where the diagonal entries of the right hand side are (with the abbreviation $a = A_{\mathit{ii}} = \sigma_{i}\text{,}d = D_{\mathit{ii}} = \sigma_{j} + \sigma_{k}\text{,}f = F_{\mathit{ii}}\text{,}\delta = a + d$)$$\left. - {(2a + d)}^{2} + (2(2a + d)(a + d) - 4\mathit{ad})f - {(a - d)}^{2}f^{2} = - {(2a + d)}^{2} + 2(2a^{2} + \mathit{ad} + d^{2})f - {(a - d)}^{2}f^{2} \geqslant 0\Leftrightarrow f_{-} \leqslant f \leqslant f_{+} \right.$$where$$f_{\pm} = \frac{2a^{2} + \mathit{ad} + d^{2} \pm \sqrt{{(2a^{2} + \mathit{ad} + d^{2})}^{2} - {(2a + d)}^{2}{(a - d)}^{2}}}{{(a - d)}^{2}}\text{.}$$Note that in here, the square root gives a real number since$$2a^{2} + \mathit{ad} + d^{2} \geqslant \underset{= |2a^{2} - \mathit{ad} - d^{2}|}{\underset{︸}{|(2a+d)(a-d)|}}$$and we have $0 \leqslant f_{-} \leqslant f_{+}$. Therefore, $f = F_{\mathit{ii}} \geqslant 0$ can indeed be chosen so that [(34)](#e0150){ref-type="disp-formula"} is satisfied.

Condition [(36)](#e0160){ref-type="disp-formula"} additionally requires $f = F_{\mathit{ii}} \geqslant 1$ which is enabled by the fact that $f_{+} \geqslant 1$ due to$$\sqrt{{(2a^{2} + \mathit{ad} + d^{2})}^{2} - {(2a + d)}^{2}{(a - d)}^{2}} \geqslant \underset{= - a^{2} - 3\mathit{ad}}{\underset{︸}{{(a-d)}^{2}-(2a^{2}+\mathit{ad}+d^{2})}}\text{,}$$with strict inequality unless *a* vanishes, hence$$2a^{2} + \mathit{ad} + d^{2} + \sqrt{{(2a^{2} + \mathit{ad} + d^{2})}^{2} - {(2a + d)}^{2}{(a - d)}^{2}} \geqslant {(a - d)}^{2}\text{,}$$with strict inequality if $a > 0$. (In case $a = d = 0$, condition [(34)](#e0150){ref-type="disp-formula"} is trivially satisfied for any *F* and we can choose an arbitrary $F > I$.)

To see the right hand part of [(36)](#e0160){ref-type="disp-formula"} we use the fact that we have chosen $\delta = c^{2}\alpha$ and [(33)](#e0145){ref-type="disp-formula"} in$$(\beta + \alpha\delta) - \frac{\gamma}{\delta} - \frac{\delta^{2}}{c^{2}} = \beta - \frac{\gamma}{\delta} = \frac{\beta\delta - \gamma}{\delta} \geqslant 0\text{,}$$so that the right hand part of [(36)](#e0160){ref-type="disp-formula"} is implied by the left hand part. Concerning [(38)](#e0170){ref-type="disp-formula"}, we get from estimate [(41)](#e0185){ref-type="disp-formula"} that it follows from$$F - \widetilde{\mathcal{E}} \geqslant 0\quad\text{and}\quad I - \mathcal{E} - {(F - \widetilde{\mathcal{E}})}^{- 1} - C_{P}^{2}\frac{\delta^{2}}{c^{2}}\frac{\varepsilon}{1 - \varepsilon}I \geqslant 0\text{.}$$

In order to check the nullspace condition [(32)](#e0140){ref-type="disp-formula"} and to identify regions in which the matrices $\widetilde{\mathcal{E}}\text{,}\mathcal{E}$ or at least some of their entries can be chosen strictly positive, we distinguish between the following subdomains:(a)$\Omega^{0} = \{\xi \in \Omega:\mspace{6mu}\sigma_{x}(\xi) = \sigma_{y}(\xi) = \sigma_{z}(\xi) = 0\} \supseteq \Omega_{\text{prop}}$:On this subdomain the quantities $\alpha\text{,}\beta\text{,}\gamma\text{,}A\text{,}B\text{,}C$ vanish. Since [(13)](#e0245){ref-type="disp-formula"} together with $\overset{\rightarrow}{u}(0) = 0$ implies $\overset{\rightarrow}{u}(t) \mid_{\Omega^{0}} = 0$ for all $t > 0$, we directly obtain that the respective part of $\eta(t)$, namely [(29)](#e0125){ref-type="disp-formula"} with $\| \cdot \|^{2}$ replaced by $\| \cdot \mid_{\Omega^{0}}\|_{L^{2}(\Omega^{0})}^{2}$, just equals $\eta^{0}(t) ≔ \frac{1}{2}\left( {\|\frac{1}{c}\frac{\partial p}{\partial t}(t) \mid_{\Omega^{0}}\|^{2} + \|\nabla p(t) \mid_{\Omega^{0}}\|^{2}} \right)$, so we can choose$$\varepsilon \equiv 1\text{,}\quad\widetilde{\mathcal{E}} \equiv I\text{,}\quad\mathcal{E} \equiv I\text{,}\mspace{6mu}\text{on}\mspace{6mu}\Omega^{0}\text{.}$$(b)$\Omega^{\mathit{xyz}} = \{\xi \in \Omega:\mspace{6mu}\sigma_{x}(\xi) > 0\mspace{6mu}\text{and}\mspace{6mu}\sigma_{y}(\xi) > 0\text{and}\sigma_{z}(\xi) > 0\}$:Since on this subdomain *A* is strictly positive definite, choosing a positive *F* we will automatically satisfy the nullspace condition [(32)](#e0140){ref-type="disp-formula"}. We can select $F = {diag}(F_{11}\text{,}F_{22}\text{,}F_{33})$ with $F_{\mathit{ii}} = f_{+} = {f_{i}}_{+}$ according to [(39)](#e0175){ref-type="disp-formula"} with $a = \sigma_{i} > 0$ which implies $F_{\mathit{ii}} > 1$ (cf. the observation following [(40)](#e0180){ref-type="disp-formula"}). With this choice, $\delta = \sigma_{x} + \sigma_{y} + \sigma_{z} > 0$ and$$\widetilde{\mathcal{E}} = \frac{1}{2}(F - I) > 0\text{,}\quad\mathcal{E} = \frac{1}{4}\left( {I + \frac{1}{2}(F - I)} \right)^{- 1}(F - I) > 0\text{,}\quad\varepsilon = \frac{\overline{\epsilon}}{1 + \overline{\epsilon}}\text{,}\mspace{6mu}\text{on}\mspace{6mu}\Omega^{\mathit{xyz}}\text{,}$$with $\overline{\epsilon} ≔ \frac{1}{4}\frac{c^{2}}{C_{P}^{2}\delta^{2}}\min_{i \in \{ 1\text{,}2\text{,}3\}}{(1 + \frac{1}{2}(F_{\mathit{ii}} - 1))}^{- 1}(F_{\mathit{ii}} - 1) > 0$, we also get [(42)](#e0190){ref-type="disp-formula"}, which by [(41)](#e0185){ref-type="disp-formula"} is sufficient for [(38)](#e0170){ref-type="disp-formula"}.(c)$\Omega^{x} = \{\xi \in \Omega:\mspace{6mu}\sigma_{x}(\xi) > 0\mspace{6mu}\text{and}\mspace{6mu}\sigma_{y}(\xi) = \sigma_{z}(\xi) = 0\}$ (analogously for $\Omega^{y}\text{,}\Omega^{z}$):Here it can be seen that the nullspace condition [(32)](#e0140){ref-type="disp-formula"} indeed restricts the first component of *F*: Since $\mathcal{N}{(\mathit{FA})}^{\bot} \subseteq \mathcal{N}{(A)}^{T} = \mathbb{R} \times \{ 0\} \times \{ 0\}$, which in general will not contain $\overset{\rightarrow}{u}(s)$, we have to make sure that $(\delta I + A + \mathit{FB}) \subseteq \mathbb{R} \times \{ 0\} \times \{ 0\}$, which by $F_{\mathit{ii}} \geqslant 1$ (from [(36)](#e0160){ref-type="disp-formula"}), $\delta \leqslant \sigma_{x}$ (from [(33)](#e0145){ref-type="disp-formula"}) is equivalent to $F_{22} = F_{33} = 1\text{,}\delta = \sigma_{x} > 0$, so that we have to put$${\widetilde{\mathcal{E}}}_{22} = {\widetilde{\mathcal{E}}}_{33} = \mathcal{E}_{22} = \mathcal{E}_{33} = 0\mspace{6mu}\text{on}\mspace{6mu}\Omega^{x}\text{.}$$Still, application of the argument from (b) and direct consideration of [(38)](#e0170){ref-type="disp-formula"} shows that we can choose$${\widetilde{\mathcal{E}}}_{11} = \frac{1}{2}(F_{11} - 1) > 0\text{,}\quad\mathcal{E}_{11} = \frac{1}{4}\left( {1 + \frac{1}{2}(F_{11} - 1)} \right)^{- 1}(F_{11} - 1) > 0\text{,}\quad\varepsilon = \frac{\overline{\epsilon}}{1 + \overline{\epsilon}} > 0\text{,}\mspace{6mu}\text{on}\mspace{6mu}\Omega^{x}\text{,}$$with $\overline{\epsilon} ≔ \frac{1}{4}\frac{c^{2}}{C_{P}^{2}\delta^{2}}{(1 + \frac{1}{2}(F_{11} - 1))}^{- 1}(F_{11} - 1) > 0$.(d)$\Omega^{\mathit{yz}} = \{\xi \in \Omega:\mspace{6mu}\sigma_{x}(\xi) = 0\text{and}\sigma_{y}(\xi) > 0\text{and}\sigma_{z}(\xi) > 0\}$ (analogously for $\Omega^{\mathit{zx}}\text{,}\Omega^{\mathit{xy}}$):This case can be treated similarly to (c), which yields a choice $F_{11} = 1\text{,}\mspace{6mu} F_{\mathit{jj}} > 1\text{,}\mspace{6mu}\delta = \sigma_{y} + \sigma_{z} > 0$,$${\widetilde{\mathcal{E}}}_{11} = \mathcal{E}_{11} = 0\mspace{6mu}\text{on}\mspace{6mu}\Omega^{x}\text{.}$$$${\widetilde{\mathcal{E}}}_{\mathit{jj}} = \frac{1}{2}(F_{\mathit{jj}} - 1) > 0\text{,}\mspace{6mu}\mathcal{E}_{\mathit{jj}} = \frac{1}{4}\left( {1 + \frac{1}{2}(F_{\mathit{jj}} - 1)} \right)^{- 1}(F_{\mathit{jj}} - 1) > 0\text{,}\quad\varepsilon = \frac{\overline{\epsilon}}{1 + \overline{\epsilon}} > 0\text{,}\mspace{6mu}\text{on}\mspace{6mu}\Omega^{\mathit{yz}}\text{,}$$for $j = 2\text{,}3$, with $\overline{\epsilon} ≔ \frac{1}{4}\frac{c^{2}}{C_{P}^{2}\delta^{2}}\min_{i \in \{ 2\text{,}3\}}{(1 + \frac{1}{2}(F_{\mathit{ii}} - 1))}^{- 1}(F_{\mathit{ii}} - 1) > 0$.

Thus, we have proven the following stability result for a modified version of the PML system [(12)--(14)](#e0240 e0245 e0250){ref-type="disp-formula"}:Theorem 1*Consider the system* [(12)--(14)](#e0240 e0245 e0250){ref-type="disp-formula"} *with homogeneous Dirichlet boundary conditions on p, homogeneous initial conditions on* $\overset{\rightarrow}{u}$*, and* $c\text{,}\alpha\text{,}\beta\text{,}\gamma\text{,}A\text{,}B$*, according to* [(15)--(17)](#e0060 e0065 e0070){ref-type="disp-formula"}*, in* $L^{\infty}(\Omega)\text{,}L^{\infty}{(\Omega)}^{3 \times 3}$*, respectively, but with* $C ≔ 0$*.There exist a space dependent strictly positive function* $\varepsilon > 0$ *and positive semidefinite diagonal matrix functions* $\widetilde{\mathcal{E}}\text{,}\mathcal{E}$ *as well as a nonnegative monotonically non-increasing time dependent function* $\eta$ *such that*$$\eta(t) \geqslant \frac{1}{2}\left( {\left\| {\sqrt{\varepsilon}\frac{1}{c}\frac{\partial p}{\partial t}(t)} \right\|^{2} + \left\| {\mathcal{E}^{1/2}\nabla p(t)} \right\|^{2} + \left\| {{\widetilde{\mathcal{E}}}^{1/2}\overset{\rightarrow}{u}(t)} \right\|^{2}} \right)$$*holds for any solution* $(p\text{,}v\text{,}\overset{\rightarrow}{u}) \in W(\mathbb{R}^{+}\text{;}\mathcal{V}\text{,}\mathcal{H})$ *of* [(20)--(22)](#e0085 e0090 e0095){ref-type="disp-formula"}*, where*$$W(I\text{,}\mathcal{V}\text{,}\mathcal{H}) = (C^{2}(I\text{;}\mathcal{V}^{\ast}) \cap C^{1}(I\text{;}L^{2}(\Omega)) \cap C(I\text{;}\mathcal{V})) \times (C^{2}(I\text{;}L^{2}(\Omega)) \cap C^{1}(I\text{;}\mathcal{V})) \times C(I\text{;}\mathcal{H})\text{,}$$$\mathcal{V} = H_{0}^{1}(\Omega)\text{,}\mathcal{H} = L^{2}{(\Omega)}^{3}\text{,}\mathcal{V}^{\ast} = H^{- 1}(\Omega)$ *(the dual of* $\mathcal{V}$*).More precisely we have* $\widetilde{\mathcal{E}}(\xi) = \mathit{diag}({\widetilde{\mathcal{E}}}_{11}(\xi)\text{,}{\widetilde{\mathcal{E}}}_{22}(\xi)\text{,}{\widetilde{\mathcal{E}}}_{33}(\xi)$ *and* $\mathcal{E}(\xi) = \mathit{diag}(\mathcal{E}_{11}(\xi)\text{,}\mathcal{E}_{22}(\xi)\text{,}\mathcal{E}_{33}(\xi))$ *with (upon identification* $\left. 1\leftrightarrow x\text{,}2\leftrightarrow y\text{,}3\leftrightarrow z \right.$*)*$${\widetilde{\mathcal{E}}}_{\mathit{ii}} > 0\text{,}\mspace{6mu}\mathcal{E}_{\mathit{ii}} > 0\mspace{6mu}\text{on}\mspace{6mu}\Omega_{i}\text{,}$$*where*$$\Omega_{i} = \{\xi \in \Omega:\sigma_{i}(\xi) > 0\} \cup \{\xi \in \Omega:\sigma_{x}(\xi) = \sigma_{y}(\xi) = \sigma_{z}(\xi) = 0\}$$

Note that it suffices to impose homogeneous initial conditions on $\overset{\rightarrow}{u}$ in $\Omega^{0} = \{\xi \in \Omega:\sigma_{x}(\xi) = \sigma_{y}(\xi) = \sigma_{z}(\xi) = 0\}$ only.Remark 2Here we have assumed that a weak solution $(p\text{,}v\text{,}\overset{\rightarrow}{u}) \in W(\mathbb{R}^{+}\text{,}\mathcal{V}\text{,}\mathcal{H})$ of [(12)--(14)](#e0240 e0245 e0250){ref-type="disp-formula"} exists. Indeed, existence and uniqueness at a first glance should be establishable for $C \equiv 0$ along the usual lines (cf., e.g., [@b0090]):1.*Galerkin approximation*, i.e., replacing $\mathcal{V} \times \mathcal{V} \times \mathcal{H}$ by a sequence of finite dimensional nested subspaces $\mathcal{V}_{n} \times \mathcal{V}_{n} \times \mathcal{H}_{n}$ whose union is dense in $\mathcal{V} \times \mathcal{V} \times \mathcal{H}$, and which satisfy $\nabla\varphi \in \mathcal{H}_{n}$ for all $\varphi \in \mathcal{V}_{n}$ (cf. [(23)](#e0260){ref-type="disp-formula"}); Local in time existence of the Galerkin solutions $(p_{n}\text{,}v_{n}\text{,}{\overset{\rightarrow}{u}}_{n}) \in W(\lbrack 0\text{,}T\rbrack\text{,}\mathcal{V}\text{,}\mathcal{H})$ follows from linearity of the system;2.*Uniform energy estimates* of the Galerkin solutions in $W(\lbrack 0\text{,}T\rbrack\text{;}\mathcal{V}\text{,}\mathcal{H})$, which can be done as above, replacing the test and ansatz spaces by their finite dimensional counterparts $\mathcal{V}_{n}\text{,}\mathcal{H}_{n}$, using the topology of the infinite dimensional spaces $\mathcal{V}\text{,}\mathcal{H}$ on them; The additional $C(0\text{,}T\text{;}\mathcal{V}^{\ast})$ bound on $\frac{\partial^{2}p_{n}}{\partial t^{2}}$ follows directly from [(20)](#e0085){ref-type="disp-formula"}.3.These uniform estimates imply existence of weakly convergent subsequence whose *weak limits* by linearity solve the system [(20)--(22)](#e0085 e0090 e0095){ref-type="disp-formula"} in a weak sense provided the coefficients are in $L^{\infty}(\Omega)$; global in time existence follows from the uniform energy estimates.However, there is a gap in this proof: Since, e.g., ${\widetilde{\mathcal{E}}}_{22} = {\widetilde{\mathcal{E}}}_{33} = \mathcal{E}_{22} = \mathcal{E}_{33} = 0$ in $\Omega^{x} = \{\xi \in \Omega:\mspace{6mu}\sigma_{x}(\xi) > 0\mspace{6mu}\text{and}\mspace{6mu}\sigma_{y}(\xi) = \sigma_{z}(\xi) = 0\}$, we only get boundedness of the $L^{2}(\Omega^{x})$ norm of the first component of $\nabla p_{n}$ and of ${\overset{\rightarrow}{u}}_{n}$, so only this component converges weakly, while the other two components might diverge. Still we get existence of a very weak solution, i.e., $(p\text{,}v\text{,}\overset{\rightarrow}{u}) \in (C^{2}(0\text{,}T\text{;}{(H^{2}(\Omega))}^{\ast}) \cap C^{1}(0\text{,}T\text{;}L^{2}(\Omega))) \times C^{2}(0\text{,}T\text{;}L^{2}(\Omega)) \times C^{1}(0\text{,}T\text{;}{(H^{1}{(\Omega)}^{3})}^{\ast})$ such that$$\int_{\Omega}\frac{\partial^{2}p}{\partial t^{2}}(t)\varphi\mspace{2mu}\mathit{dx} + \int_{\Omega}\alpha\frac{\partial p}{\partial t}(t)\varphi\mspace{2mu}\mathit{dx} + \int_{\Omega}\beta p(t)\varphi\mspace{2mu}\mathit{dx} + \int_{\Omega}\gamma v(t)\varphi\mspace{2mu}\mathit{dx} - \int_{\Omega}p(t)\Delta\varphi\mspace{2mu}\mathit{dx} + \int_{\Omega}\overset{\rightarrow}{u}(t)\nabla\varphi\mspace{2mu}\mathit{dx} = 0\quad\forall\varphi \in H^{2}(\Omega)\text{,}$$$$\int_{\Omega}\frac{\partial\overset{\rightarrow}{u}}{\partial t}(t) \cdot \overset{\rightarrow}{\psi}\mspace{2mu}\mathit{dx} + \int_{\Omega}(A\overset{\rightarrow}{u}(t)) \cdot \overset{\rightarrow}{\psi}\mspace{2mu}\mathit{dx} - \int_{\Omega}p(t)\nabla(B\overset{\rightarrow}{\psi})\mspace{2mu}\mathit{dx} = 0\quad\forall\overset{\rightarrow}{\psi} \in H^{1}{(\Omega)}^{3}\text{,}$$$$\frac{\partial v}{\partial t}(t) = p(t)$$in this way.Corollary 1*Let the assumptions of* [Theorem 1](#n0020){ref-type="statement"} *be satisfied with additionally* $B \in W^{1\text{,}\infty}{(\Omega)}^{3 \times 3}$ *and* $\min_{i \in \{ 1\text{,}2\text{,}3\}}\inf_{{\widetilde{\Omega}}_{i}}\sigma_{i}(\xi) > 0$*, where* ${\widetilde{\Omega}}_{i} = \{\xi \in \Omega:\mspace{6mu}\sigma_{i}(\xi) > 0\}$*.Then for any* $T > 0$ *there exists a solution* $(p\text{,}v\text{,}\overset{\rightarrow}{u}) \in (C^{2}(0\text{,}T\text{;}{(H^{2}(\Omega))}^{\ast}) \cap C^{1}(0\text{,}T\text{;}L^{2}(\Omega))) \times C^{2}(0\text{,}T\text{;}L^{2}(\Omega)) \times C^{1}(0\text{,}T\text{;}{(H^{1}{(\Omega)}^{3})}^{\ast})$ *of* [(45)--(47)](#e0205 e0210 e0215){ref-type="disp-formula"}*,* $t \in (0\text{,}T)$*, for which a nonnegative monotonically non-increasing time dependent function* $\eta$ *exists such that*$$\eta(t) \geqslant \left\| {\frac{1}{c}\frac{\partial p}{\partial t}(t)} \right\|^{2}$$*for all* $t \in (0\text{,}T)$*.*ProofWe proceed as described in [Remark 2](#n0010){ref-type="statement"} with the additional assumption $\mathcal{V}_{n} \subseteq H^{2}(\Omega)\text{,}\mathcal{H}_{n} \subseteq H^{1}(\Omega)$ on the test spaces. Along the lines of the proof of [Theorem (1)](#n0020){ref-type="statement"} we obtain uniform boundedness of $\|\frac{\partial p_{n}}{\partial t}\|_{C(0\text{,}T\text{;}L^{2}(\Omega))} = \|\frac{\partial^{2}v_{n}}{\partial t^{2}}\|_{C(0\text{,}T\text{;}L^{2}(\Omega))}$ for the Galerkin solutions $(p_{n}\text{,}v_{n}\text{,}{\overset{\rightarrow}{u}}_{n})$ of [(20)--(22)](#e0085 e0090 e0095){ref-type="disp-formula"}. From this and the time differentiated version of [(21)](#e0090){ref-type="disp-formula"} with $\overset{\rightarrow}{\psi} = \frac{\partial{\overset{\rightarrow}{u}}_{n}}{\partial t}$ (note that $C = 0$) we obtain uniform boundedness of $\|\frac{\partial{\overset{\rightarrow}{u}}_{n}}{\partial t}\|_{C(0\text{,}T\text{;}{(H^{1}{(\Omega)}^{3})}^{\ast})}$. Altogether we have existence of a uniform constant $K > 0$ such that for arbitrarily fixed finite time *T*:$$\begin{aligned}
 & {\left\| \frac{\partial p_{n}}{\partial t} \right\|_{C(0\text{,}T\text{;}L^{2}(\Omega))} = \left\| \frac{\partial^{2}v_{n}}{\partial t^{2}} \right\|_{C(0\text{,}T\text{;}L^{2}(\Omega))} \leqslant K\text{,}} \\
 & {\left\| p_{n} \right\|_{C(0\text{,}T\text{;}L^{2}(\Omega))} = \left\| \frac{\partial v_{n}}{\partial t} \right\|_{C(0\text{,}T\text{;}L^{2}(\Omega))} \leqslant K(1 + T)\text{,}} \\
 & {\left\| v_{n} \right\|_{C(0\text{,}T\text{;}L^{2}(\Omega))} \leqslant K{(1 + T)}^{2}\text{,}} \\
 & {\left\| \frac{\partial{\overset{\rightarrow}{u}}_{n}}{\partial t} \right\|_{C(0\text{,}T\text{;}{(H^{1}{(\Omega)}^{3})}^{\ast})} \leqslant K} \\
 & {\left\| {\overset{\rightarrow}{u}}_{n} \right\|_{C(0\text{,}T\text{;}{(H^{1}{(\Omega)}^{3})}^{\ast})} \leqslant K(1 + T)\text{,}} \\
 & {\left\| \frac{\partial^{2}p_{n}}{\partial t^{2}} \right\|_{C(0\text{,}T\text{;}{(H^{2}(\Omega))}^{\ast})} \leqslant K{(1 + T)}^{2}\text{,}} \\
\end{aligned}$$where we have used [(45)](#e0205){ref-type="disp-formula"} to obtain the latter estimate. Thus we can take weak limits to obtain [(45)--(47)](#e0205 e0210 e0215){ref-type="disp-formula"}. The function $\eta$ here is set to $\frac{1}{{\overline{\varepsilon}}_{\min}}\eta$ with $\eta$ from [Theorem 1](#n0020){ref-type="statement"}, where ${\overline{\varepsilon}}_{\min} = \min\{ 1\text{,}\inf_{{\widetilde{\Omega}}_{i}}{\overline{\epsilon}}_{i}\}$, ${\overline{\epsilon}}_{i} = \frac{1}{4}\frac{c^{2}}{C_{P}^{2}\delta^{2}}{(1 + \frac{1}{2}(F_{\mathit{ii}} - 1))}^{- 1}(F_{\mathit{ii}} - 1)$, $F_{\mathit{ii}} = \min\{ 2\text{,}\frac{2a^{2} + \mathit{ad} + d^{2} + \sqrt{{(2a^{2} + \mathit{ad} + d^{2})}^{2} - {(2a + d)}^{2}{(a - d)}^{2}}}{{(a - d)}^{2}}\} > 1$ $a = \sigma_{i}\text{,}\mspace{6mu} d = \sigma_{j} + \sigma_{k}\text{,}\mspace{6mu} j\text{,}k\  \neq \ i\text{,}\mspace{6mu}\delta = a + d$. □

According to our stability analysis, we have no estimate on the $L^{2}$-wrt time norm of $||\nabla v||$ (cf. [Remark 1](#n0005){ref-type="statement"}) and this term could be a source for long time instabilities. Therefore, we will also numerically investigate the case, where *C* is set to zero (i.e. we omit $C\mspace{2mu}\nabla v$ in [(13)](#e0245){ref-type="disp-formula"}) and will denote this reduced formulation by rPML. We are aware of the fact that this rPML formulation will not achieve perfect matching. However, as numerical results will demonstrate, the additional error compared to the full PML formulation is small, and it strongly increases the stability in case of thin damping layers. Furthermore, we want to state that the rPML is a true PML in case of 1D as well as 2D computations. In these cases, we do not need the additional scalar auxiliary variable *v* and so *C* is not present. E.g., in 2D we just need the auxiliary vector variable $\overset{\rightarrow}{u} = {(u_{x}\text{,}\mspace{2mu} u_{y})}^{t}$ leading to a total number of just three unknowns in the PML region. This can be also seen by analyzing [(12)--(14)](#e0240 e0245 e0250){ref-type="disp-formula"}, e.g., assuming waves in the $\mathit{xy} -$plane. Then $\gamma$ and *C* get zero ($\sigma_{z} = 0$) resulting in just three scalar equations for $p\text{,}u_{x}\text{,}\mspace{2mu} u_{y}$. So an error just occurs in 3D, when waves propagate towards corners, where all three damping coefficients are active.

4. Results {#s0020}
==========

4.1. Numerical studies {#s0025}
----------------------

The setup of our numerical example for investigating the PML formulation is displayed in [Fig. 1](#f0005){ref-type="fig"}. On the surface of the sphere we set a Dirichlet boundary condition for all nodes according to the following function$$f(t) = \frac{d}{\mathit{dt}}\left( e^{- \pi^{2}{(f_{0}t - 1)}^{2}} \right)\text{.}$$We choose the propagation region to be $\lambda/2$ ($\lambda$ being the wavelength given by $\lambda = c/f_{0}$ with *c* the speed of sound) and use PML regions with $\lambda/8\text{,}\lambda/4$ and $\lambda/2$. The propagation as well as PML region are discretized with tetrahedra finite elements of first order having an average edge length of about $\lambda/16$. Thus, the PML is discretized in thickness direction with two finite elements for the $\lambda/8$ layer, with four finite elements for the $\lambda/4$ layer, and with eight finite elements for the $\lambda/2$ layer, respectively. Furthermore, we use an implicit Newmark time stepping scheme with $\beta = 0.25$ and $\gamma = 0.5$ [@b0160] and we choose a time step size of $\Delta t = 1/(80f_{0})$. For the first investigations concerning the accuracy, we use the inverse distance damping functions as given in Section [2](#s0010){ref-type="sec"}.

For this simple setup, we could compare our results to an analytical solution. However, to just measure the error introduced by the PML, we compute a reference solution using the same computational mesh in the propagation region and use instead of the PML region an additional large propagation region. We consider the evolution of the $l^{2}$-error at each time step $t_{n}$$$\text{Error}_{\text{PML}}(t_{n}) = \sqrt{\frac{1}{N_{\text{prop}}}\sum\limits_{i = 1}^{N_{\text{prop}}}\mspace{2mu}\left( {p_{i}(t_{n}) - p_{n}^{\text{ref}}(t_{n})} \right)^{2}}\text{.}$$In [(48)](#e0220){ref-type="disp-formula"} $p_{i}$ denotes the solution at each FE node *i* using the PML formulation, $p_{i}^{\text{ref}}$ the reference solution at FE node *i* and $N_{\text{prop}}$ the number of nodes within the propagation region.

In a first investigation, we computed the acoustic pressure over time applying the PML formulation and compare the results with our reference solution at the three observation points $\text{P}_{1}\text{,}\mspace{6mu}\text{P}_{2}$ and $\text{P}_{3}$. The results with a PML thickness of $\lambda/8$ are displayed in [Fig. 2](#f0010){ref-type="fig"}, for a PML thickness of $\lambda/4$ in [Fig. 3](#f0015){ref-type="fig"} and finally for a PML thickness of $\lambda/2$ in [Fig. 4](#f0020){ref-type="fig"}. From the three graphs, we can clearly see the improvement in the solutions with increasing PML thickness. The main difference, as expected, is given for the pressure at observation point $\text{P}_{3}$, which is the corner point between propagation region and PML region (see [Fig. 1](#f0005){ref-type="fig"}). Furthermore, the results demonstrate that the reduced PML formulation denoted by rPML just has slightly worse properties than the full PML formulation and the differences vanishes almost completely for a damping layer thickness of $\lambda/2$ (see [Fig. 4](#f0020){ref-type="fig"}).

Based on the obtained results we further computed the $l^{2}$-norm of the error as given in [(48)](#e0220){ref-type="disp-formula"}. In [Fig. 5](#f0025){ref-type="fig"} we show the obtained error introduced by the PML and rPML with a thickness of $\lambda/8$ and $\lambda/4$. Again, we observe the decrease in the error over time when increasing the PML thickness. We had to stop the computation of the error at *t* = 40 s, since at this time the reference solution already showed first reflections back to the propagation region. Therefore, in order to investigate the stability, we also computed the overall acoustic energy at each time step $t_{n}$ within the propagation region by the following formula$$E_{\text{acoustic}}(t_{n}) = \int_{\Omega_{\text{prop}}}\mspace{2mu}\left( {\frac{\rho_{0}}{2}\overset{\rightarrow}{v}(t_{n}) \cdot \overset{\rightarrow}{v}(t_{n}) + \mspace{6mu}\frac{p{(t_{n})}^{2}}{2\rho_{0}c^{2}}} \right)\mspace{2mu}\mathit{dx}\text{.}$$In [(49)](#e0225){ref-type="disp-formula"} $\rho_{0}$ denotes the mean density of the fluid and $\overset{\rightarrow}{v}$ the acoustic particle velocity. For this long term stability study, we perform computations for all three cases of layer thicknesses ($\lambda/8\text{,}\lambda/4$ and $\lambda/2$) and use the two different damping functions -- constant and inverse distance -- as introduced in Section [2](#s0010){ref-type="sec"}. The acoustic particle velocity $\overset{\rightarrow}{v}$ is related to the acoustic pressure *p* via the linear momentum conservation$$\rho_{0}\mspace{2mu}\frac{\partial\overset{\rightarrow}{v}}{\partial t} = - \nabla p\text{.}$$Therewith, in a time discrete setting using a trapezoidal scheme, we obtain$$\overset{\rightarrow}{v}(t_{n}) = \overset{\rightarrow}{v}(t_{n - 1}) - \frac{\Delta t}{\rho_{0}}\mspace{2mu}\nabla p(t_{n})\text{,}$$which is inserted into [(49)](#e0225){ref-type="disp-formula"}. [Fig. 6](#f0030){ref-type="fig"} displays the computed acoustic energy within the propagation region for the reference solution and the PML as well as rPML formulations. The first main observation is that for the $\lambda/8$ damping layer the results for both damping functions get instable. Canceling the critical term in the PML formulation (denoted by rPML) as revealed by the stability proof, leads to stable results (see [Fig. 6](#f0030){ref-type="fig"}(b)). The second main observation is that both damping functions results in stable long time computations for layer thicknesses of $\lambda/4$ and $\lambda/2$. Furthermore, applying the rPML formulation achieves in all cases a stronger damping behavior of the acoustic energy for increasing time. Furthermore, when comparing the energy curves with the reference solution, we may clearly state that the inverse distance damping function (both for PML and rPML) provides the most accurate results.

4.2. Practical application: side view car mirror {#s0030}
------------------------------------------------

As a practical application of our PML formulation, we consider the computation of flow induced sound by applying Lighthill's analogy, which results in an inhomogeneous wave equation$$\frac{1}{c^{2}}\frac{\partial^{2}p}{\partial t^{2}} - \nabla \cdot \nabla p = \nabla \cdot (\nabla \cdot \mathbf{T})\text{.}$$Here, $\mathbf{T}$ denotes Lighthill's tensor, which for incompressible flows and isentropic state can be approximated by$$\mathbf{T} \approx \rho_{\text{f}}\overset{\rightarrow}{v} \otimes \overset{\rightarrow}{v}$$with $\overset{\rightarrow}{v}$ the flow velocity and $\rho_{\text{f}}$ the mean density of the fluid. For all details about our formulation we refer to [@b0175]. Here, our focus is on the application of the PML formulation and so we just briefly discuss the flow computation and then the acoustic results.

We consider the generic side view car mirror as discussed in [@b0050]. [Fig. 7](#f0035){ref-type="fig"} displays the geometry of the side view mirror and the computed flow field for a characteristic time step. We have computed the flow field by applied a LES (Large Eddy Simulation) on a grid with 6.5 million hexahedra applying ANSYS FLUENT™ very similarly as reported in [@b0050]. In order to preserve the acoustic energy, we have first computed the acoustic sources within our FE formulation on the fine flow grid. In a second step, we have performed a conservative interpolation to the coarser acoustic grid [@b0175]. [Fig. 8](#f0040){ref-type="fig"} displays the acoustic field around the side view mirror on two slices for a characteristic time step. One can clearly see the propagating waves which are then absorbed within the PML region. We have used a quite coarse acoustic grid with about 340.000 elements having about four elements within the PML thickness and applying an inverse distance damping function. As in our numerical test case (see Section [4](#s0020){ref-type="sec"}), we used a fully implicit Newmark time discretization scheme and observed no instabilities for our PML formulation. Therewith, we can state that also for complex computational setups with a broadband acoustic field the PML formulation works effective. In addition, the few additional auxiliary unknowns within the PML region result in a fast computation.

Finally, [Fig. 9](#f0045){ref-type="fig"} displays the computed sound pressure level (SPL)[1](#fn1){ref-type="fn"} over the frequency range at the indicated monitoring point compared to measurements [@b0050].

5. Conclusion {#s0035}
=============

We have introduced an efficient PML formulation for the second order wave equation. By using auxiliary variables, we achieve at a time domain formulation without convolution integrals. For our un-split PML formulation we presented a stability proof based on an energy analysis. We observed a term within our formulation which we could not bound due to its adverse sign, and which may be a source for long time instabilities. The rigorous numerical tests revealed that for layer thicknesses of $\lambda/4$ and $\lambda/2$ the PML formulation for both investigated damping functions (constant and inverse distance) achieves long time stability. Omitting the critical term, we arrive at our rPML formulation, which strongly improves the stability as demonstrated by the numerical examples.

Therewith, we can summarize the three main results as follows: (1) we can prove long time stability of our formulation; just one critical term containing the mixed products of the damping functions, may disturb the stability; omitting this term yields long time stability for arbitrary layer thickness, (2) numerical tests show that the full PML formulation is long time stable for thick enough damping layers (in our examples at least $\lambda/4$), and (3) numerical tests demonstrate that for thin damping layers one should use the rPML formulation to achieve long time stability.
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SPL$= 20\log_{10}(\widehat{p}/p_{\text{ref}})$ with $p_{\text{ref}} = 20\ \mu$Pa.
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