Deep reinforcement learning (DRL) is applied to control a nonlinear, chaotic system governed by the one-dimensional Kuramoto-Sivashinsky (KS) equation. DRL uses reinforcement learning principles for the determination of optimal control solutions and deep neural networks for approximating the value function and the control policy. Recent applications have shown that DRL may achieve superhuman performance in complex cognitive tasks. In this work, we show that using restricted localized actuation, partial knowledge of the state based on limited sensor measurements and model-free DRL controllers, it is possible to stabilize the dynamics of the KS system around its unstable fixed solutions, here considered as target states. The robustness of the controllers is tested by considering several trajectories in the phase space emanating from different initial conditions; we show that DRL is always capable of driving and stabilizing the dynamics around target states. The possibility of controlling the KS system in the chaotic regime by using a DRL strategy solely relying on local measurements suggests the extension of the application of RL methods to the control of more complex systems such as drag reduction in bluff-body wakes or the enhancement/diminution of turbulent mixing.
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Deep reinforcement learning (DRL) is applied to control a nonlinear, chaotic system governed by the one-dimensional Kuramoto-Sivashinsky (KS) equation. DRL uses reinforcement learning principles for the determination of optimal control solutions and deep neural networks for approximating the value function and the control policy. Recent applications have shown that DRL may achieve superhuman performance in complex cognitive tasks. In this work, we show that using restricted localized actuation, partial knowledge of the state based on limited sensor measurements and model-free DRL controllers, it is possible to stabilize the dynamics of the KS system around its unstable fixed solutions, here considered as target states. The robustness of the controllers is tested by considering several trajectories in the phase space emanating from different initial conditions; we show that DRL is always capable of driving and stabilizing the dynamics around target states. The possibility of controlling the KS system in the chaotic regime by using a DRL strategy solely relying on local measurements suggests the extension of the application of RL methods to the control of more complex systems such as drag reduction in bluff-body wakes or the enhancement/diminution of turbulent mixing.
Introduction
With the availability of unprecedented computational resources, the maturity of modelling in many areas of engineering has yielded systems close to optimality in the context of the well-known settings they were engineered for. To further improve such systems, a scientific challenge lies in rendering these systems adaptive by design to changes in the operating conditions. Enlarging the perspective from the engineering standpoint, current environmental needs have also invigorated the research effort on flow control applications. For example, carbon dioxide emissions are considered to be among the main causes of global warming and any reduction of these emissions could lead to an attenuation of this effect. Increasing the efficiency of existing technologies for the production of sustainable energy can lead to high potential benefits or to a substantial reduction in oil consumption in the transport economy sector. Not surprisingly, a rather large body of literature is already available on the many different efforts in this realm, with varying assumptions on the system, such as linearity of the governing equations, or on the amount of information one has on the system, such as whether or not a state vector is observable. The interested reader is referred to earlier reviews [1] [2] [3] .
Active control for the optimization of the performance can be introduced via adequate strategies capable of modifying the system response in a prescribed manner (open loop) or as a function of some observations of the system at hand (closed loop). In both cases, the challenge is to infer an efficient and robust control strategy, hereafter termed policy, improving upon the retained objective function. In the usual model-based approach, a dynamical model is used to describe the behaviour of the system. This model allows us to predict the effect of a given control action and, therefore, can be used to derive the best control strategy for optimal performance. However, a physical model 1 is not always available. In addition to the systems for which the governing equations are simply unknown or very poorly known, there are many situations where solving the governing equations is too slow with respect to the dynamics at play to be useful. While reduced-order models may help in solving an approximate system meeting real-time constraints, they usually lack robustness and can critically lose accuracy when control is applied, resulting in poor performance at best.
A different line of control strategy relies on a data-driven approach. In this view, no model is assumed to be known and the control command is derived based on past observations only. In a training step, control actions are applied to the system and observations are made, possibly including the evaluation of the objective function. From this collection of observations, an inputoutput (I/O) model is built and subsequently used to control the system. Typical of this viewpoint are extremum-seeking [4] , control strategies that rely on system-identification techniques that lead to auto-regressive models, such as ARMAX models, subspace methods or realization-type identification algorithms like ERA (see applications in [5] [6] [7] or the monographs in [8, 9] ). Recently, so-called machine learning control was proposed, which mainly relies on genetic programming [10] , a symbolic regression algorithm. All these techniques are more directly compatible with real systems since they do not require a physical model or prohibitive computational power in the control step. Moreover, they do not assume knowledge of a full state vector and can deal with partial observations by leveraging the practical necessity of relying on a limited set of sensors and fast computations.
In the present work, we follow this rationale by considering a reinforcement learning (RL) strategy [11] for the closed-loop nonlinear control. RL is a well-established technique mainly originating from the robotics community and has gained widespread popularity in some recent media applications, achieving superhuman performances in the go and shogi games as well as self-teaching for the StarCraft II videogame [12] , or in revenue management [13] , to cite only a few examples. As a data-driven technique, it shares the applicability of other I/O approaches, e.g. no expensive computational model to simulate and the ability to use only limited sensors, in contrast to a full state vector. With respect to the aforementioned techniques, RL algorithms are characterized by better properties of convergence towards the minima of the cost functional and can potentially lead to more efficient learning [14] . These advantages are mainly due to the theoretical foundation on which RL is grounded. Indeed, RL dates back to the 1950s, when the problem of optimal control was solved by Richard Bellman through the introduction of dynamic Overview of the reinforcement learning (RL) strategy for the Kuramoto-Sivashinsky equation considered in §4. In the RL framework, an agent interacts with an environment by making observations y and performing actions u. In return, the agent receives a reward that depends directly on the changes of the environment induced by the action. The objective of RL is to determine the action u to impose on the environment in order to maximize a given value function J that represents the cumulative rewards over time. The action u is determined via the policy function π, which maps measurements y taken from the environment to the action space. In our case, the measurements are taken by localized sensors (indicated by green triangles in the figure), while the action u feeds the actuators (indicated by orange triangles); the dynamics of the system is affected by the actuators' action such that the value function is maximized. In §4, we consider eight sensor measurements and four actuators. (Online version in colour.) programming [15], leading-in the continuous formulation-to the Hamilton-Jacobi-Bellman (HJB) equation. Figure 1 provides a sketch of the RL methodology for the control of a dynamical system. The physical system under consideration, termed the environment in the RL literature, is observed at time t by a so-called agent through a set of localized measurements y(t) ∈ R n . The agent performs an action u(t) that changes the future state of the environment and, in return, receives a reward that represents the degree at which a state/action pair is desirable for the targeted objective function. This measure of performance to be optimized is then defined as the expectation of the (discounted) cumulative rewards over time. The action u(t) ∈ R m is evaluated from the current observations via the control policy π, defined as u(t) = π (y(t)), which represents a mapping from the observation space (R n ) to the action space (R m ). The policy is defined in a given class Π of multivariate functions. The value function J : R n → R or cost-to-go function of a policy π over a time horizon gives the cumulative rewards when y t is the current measurement and the system follows policy π thereafter. The optimal policy, denoted π , maximizes J over Π .
Applications of RL have been mostly restricted to the discrete settings, where the number of possible actions is potentially huge but finite [16] . A notable extension to the continuous framework includes the work by Gorodetsky and collaborators using function trains [17] . Our earlier efforts in bringing RL to the context of fluid flows involved Q-learning [18] and temporal difference-based continuous approaches [19, 20] . Recent efforts from the literature involve optimizing a collective swimming strategy [21] and the control of flow around a circular cylinder in a laminar regime [22] , among others. Here, we demonstrate the performance of our methodology in terms of the quality of the control strategy (achieved performance) and robustness with respect to perturbations to the system and sensor measurements. In this proof-of-concept work, we focus on the control of a nonlinear, chaotic dynamical system, the one-dimensional Kuramoto-Sivashinsky (KS) equation. The system is described in a spacetime domain by a fourth-order partial differential equation (PDE). The KS system exhibits a wide range of dynamics, from the steady case to chaotic regimes depending on the extent of the spatial domain [23, 24] . Similar to Navier-Stokes systems when the dissipation is high and the spatial domain small (e.g. a minimal flow unit in channel flows at low to moderate Reynolds numbers [25] ), the KS system exhibits a low-dimensional dynamical behaviour, lying in a finite-dimensional space associated with non-trivial invariant solutions. When larger domains are considered, the dimension of the KS system increases, as well as the number of positive Lyapunov exponents, and the dynamics of the system can become spatiotemporally chaotic or weakly turbulent [26] . In that sense, the complexity of the KS dynamics, combined with the low computational costs of its numerical solution, makes this system an ideal starting point for the analysis of an RL controller, before tackling more challenging Navier-Stokes systems, such as bluff-body wakes or turbulent boundary layers.
The paper is organized as follows. The basics of our control strategies are presented in § §2 and 3. In §2, we review how RL is connected to the classical optimal control problem. We first derive the HJB equation from optimality principles, and next particularize in the discrete time settings to obtain the Bellman equation. The connection with linear optimal controllers is further described in appendix A. In §3a, we briefly discuss the different classes of RL algorithms. In §3b, the deep deterministic policy gradient (DDPG) RL technique we are using is then presented. The DRL methodology is illustrated with the control of the KS model in §4. The paper summarizes conclusions in §5.
From nonlinear optimal control to reinforcement learning
This section briefly introduces the mathematical background of RL. For a deeper introduction to RL, we refer the interested reader to [11, 27] . From the methodological viewpoint, we introduce RL following the approach taken in [28, 29] , starting from the definition of optimal control ( §3a) as the basis for the HJB equation ( §3b) and stressing the analogies with optimal control theory. Further, we show how we can derive the time-discrete counterpart of the HJB equation, the Bellman equation ( §3c), which serves as the theoretical and mathematical ground for RL applications.
(a) Definition of the control problem
We consider a dynamical system equipped with localized inputs (actuators) and outputs (sensors); these elements are organized along the stream-wise coordinate x in figure 1 . Hereafter, the combination of the system we aim at controlling, the actuators and the sensors, will be simply referred to as the plant, following the classical terminology in control theory. From the mathematical viewpoint, this corresponds to defining the state-space model that, In the output equation (2.1b), the map g is a function which associates the observed state v with a vector at time t. In the following, the observable y(t) will be referred to as the sensor signal. In the optimal control problem [30] , we aim at defining a control signal u ∈ R m feeding the actuators, based on the sensor measurements y ∈ R n , such that an objective function J is minimized
2)
where h is a specified function, T is the optimization horizon and r is the reward associated with the state v and the action u. According to [28] , this optimization problem can be embedded in a larger class of problems by considering
where t can be any value less than or equal to T. Following the convention tacitly introduced in §1, we note that J = max π J , the optimal value of the objective function. The controller (or more properly the compensator) provides the mapping between the measurements y of the system and the control actions u. For now, we stress that the aim of RL is to determine an optimal policy function π that describes the optimal control u from the current observations y [31, 32] following
(b) Hamilton-Jacobi-Bellman equation
The optimal control problem stated in (2.1) and (2.2) can be solved by maximizing an augmented Lagrangian [30] , where the governing equations act as constraints. After optimal conditions are imposed on the Lagrangian, a direct-adjoint optimality system can be derived. When the function f is linear or can be linearized, and the objective function is quadratic, the final controller is obtained as the solution to a Riccati equation (see appendix A for the derivation). Here, we focus on the general nonlinear case (2.2) and follow a dynamic programming approach to solve the optimal control problem. The objective is to determine a PDE for the optimal objective function (or value function in the RL terminology) J such that the corresponding action satisfies the constraint given by the state equation (2.1). By definition, the maximum value of the objective function is equal to
(2.5)
By splitting the integrand in (2.5) between the immediate reward in the interval [t, t + t] and the future value function at t + t, we obtain 
(2.7)
Expanding J (v(t + t), t + t) in a Taylor series about (v(t), t) and taking the limit as t → 0 gives
whereJ is the temporal derivative of the optimal value function and J v is the derivative with respect to the state. Equation (2.8) is the HJB equation. This equation is continuous in time and defined backward. The terminal condition is given by
The HJB equation is a sufficient condition for an optimum [33, 34] . Indeed, a value function might fail to satisfy the differentiability and continuity conditions that are required to solve (2.8) and yet still be optimal. When solved over the whole state space and when the value function is continuously differentiable, the HJB equation becomes a necessary and sufficient condition for an optimum [28] . In the case of a continuous state-action space, the optimal policy π is the one that produces the optimal trajectory by obeying the HJB equation. However, the whole state-action space is rarely known, especially when the dimension of f is large.
Note that, for infinite horizon optimizations, it is common to introduce a discount rate factor, ρ > 0, that penalizes the immediate reward in the future. In this case, (2.5) becomes
(2.10)
If we assume that J , f and r do not explicitly depend on time t, the HJB equation then finally can be rewritten as
(2.11)
(c) Bellman equation
In the derivation of the HJB equation, we have tacitly assumed that the model (2.1) is known or can be inferred, for instance by system identification. This is usually not the case as, most of the time, only the state v or a reduced-order representation at a given time t can be accessed, for instance by instantaneous measurements. In this case, the right framework is to consider a Markov decision process (MDP) for which the decision making is formulated by means of a transition matrix expressing the probability of evolving from one state to another under the chosen action u. This framework introduces a discrete time stochastic control process and, as such, requires the reformulation of the objective function in terms of expectation [11] . Letting v t and u t be the state and the action at discrete time t, respectively, and v t+ t be the state at t + t, (2.11) can be rewritten as
where γ = exp(− t ρ) is the discount factor. Including t in the definition of r(v t , u t ), (2.12) is the Bellman optimality equation [15] . This equation, which describes the evolution of the optimal value function under the optimal policy π , is the foundation of the dynamic programming theory.
Let J π (v t ) denote the long-term reward achieved for the state v t , and following a particular policy π . With the developments made in §2b for the HJB equation, we derive the Bellman 
(2.13)
Similarly, we can derive a Bellman equation for the state-action value function Q π (v t , u t ) or Qfunction. This quantity is a measure of the long-term reward assuming the agent is in state v t , performs action u t and then continues following some policy π . The Bellman equation for the
At this point, a few remarks are in order, as follows.
(i) Since ρ > 0 and t > 0, the discount factor γ ∈ (0, 1). In the MDP framework, the value function can be represented as the cumulative discounted reward or return R t defined by
Note that the return is often denoted as G t in the specialized literature. The two benefits of introducing a discounted reward are that the return is well defined for infinite series (l → ∞) and that it gives a greater weight to earlier rewards, meaning that we care more about imminent rewards and less about rewards we will receive in the future. (ii) Equation (2.12) highlights how the discounted infinite-horizon optimal problem can be decomposed into a series of local optimal problems. This is Bellman's principle of optimality [35] : an optimal policy has the property that, whatever the initial state and initial decision, the remaining decision must constitute an optimal policy with regard to the state resulting from the first decision. (iii) In (2.13), the model (2.1) does not appear explicitly. If v t can be observed, and the reward r can be measured, it is possible to recover J π (v t ) by inference from the agent-environment interaction, ensuring that J π (v t ) is the solution of the Bellman equation (2.13). This is precisely what the reinforcement learning (RL) approach does. In this framework, the policy and the value function are deterministic or stochastic functions. These functions can be represented as tables when the number of states and actions are sufficiently low. When there are more state and action variables, the curse of dimensionality occurs [36] and there is a need to approximate these functions as parametrized functional forms. Then, the learning process consists in optimizing the parameters so that the value function is maximized and the constraint imposed by the Bellman optimality (2.12) is satisfied. In deep reinforcement learning (DRL), the functions are represented by a neural network (NN).
Within the RL framework, the Bellman equation is formulated in terms of the expectation of the value function. In the value Bellman equation (2.13), the value function is replaced by the
Reinforcement learning
As mentioned above, the aim of RL is to find the optimal policy π that maximizes the return (2.15). A crucial aspect for our application is the possibility for RL algorithms of learning directly from the observations resulting from the interactions of the agent with the environment. In that sense, we do not rely on the full knowledge of the state, but on a few localized measurements. Hereafter, the value function, the policy and the whole formulation will be given as parametrized functions of the observable y t . In §4, point-wise measurements will be used for the application on the KS system. In the following, we introduce a possible classification of the RL algorithms and specify our choices. 
(a) Several classes of reinforcement learning algorithms
In the literature, many RL algorithms exist. In practice, the choice of the right algorithm often depends on the type of available actuators and sensors, on the system to control and on the task to fulfil. A general classification that embeds all RL algorithms can be made. Three classes of algorithms can be identified: (i) actor only, (ii) critic only, and (iii) actor critic, where the words actor and critic are synonyms for the policy and value function, respectively.
Actor-only methods work with a parametrized family of policies. The gradient of the value function, with respect to the parameters, is estimated, and the parameters are updated in the direction of improvement. In the DRL approach, the policy is represented by an NN to be inferred such that u = π(y | ω) , where ω are the parameters of the NN. The learning process is guaranteed by choosing ω such that the discounted reward R t is maximized. In such a procedure, a single policy is evaluated by recording the system for a long time. This evaluation allows the computation of R t and of the gradient of the value function with respect to the NN parameters of the policy, i.e. ∇ ω J π (y t ). The algorithms belonging to this class are referred to as REINFORCE algorithms [11] . A gradient-based optimization of the policy representation is carried out with stochastic gradient descent (SGD) algorithms (or closely related SGD-like strategies; for a recent review see [37] ).
Critic-only methods rely exclusively on value function approximation and aim at learning an approximate solution to the Bellman equation, which will then hopefully prescribe a near-optimal policy. In the 'deep' flavour of the algorithms, the state-action value function Q π is approximated by an NN, leading to Q π (y t , u t | θ ), with θ being the parameter vector of the NN. The parameters θ are chosen such that the function Q π is a solution of the Bellman equation (2.14). A Q-learning algorithm [38] may be used to approximate the optimal action-value function. The core of the algorithm is to iteratively update the function by using a weighted average of the old value and the new information:
where α is the learning rate (0 < α ≤ 1). The use of NN in the Q-learning procedure establishes the deep Q-networks (DQNs) [39] . This class of algorithms is often referred to in the specialized literature as the first 'humanlevel' control algorithm. The optimal policy does not need a function representation as it shall consist of choosing the action u that maximizes the optimal state-action value. For a finite number of possible actions, the Q-function is computed for each of these and the action that ensures the maximum is then chosen. The use of NNs imposes the implementation of some strategies to regularize the learning process, such as memory, prioritized experience, target NN, etc. [39] .
From a mathematical point of view, the difference between the actor-only and critic-only approaches relies on the difference between Pontryagin's maximum principle and the Bellman principle. The first principle is based on a perturbative approach: the neighbourhood of the controlled trajectory is explored by perturbing the states in order to further minimize the cost function (curve optimization). The second principle is based on the solution of the HJB equation under the assumption of Markovianity of the system (function optimization), as explained in previous paragraphs. While Pontryagin's maximum principle is a necessary condition for optimality, fulfilment of the HJB equation is a necessary and sufficient condition if and only if the state-action is fully known (Legendre-Clebsch condition; see [14] ).
The last class of algorithms, the actor-critic ones, combines the advantages of the two aforementioned approaches. The critic uses an approximation architecture to learn a value function, which is then used to update the actor's policy parameters in a direction of performance improvement. In DRL, two NNs are employed simultaneously, one for the policy and a second one for the value function. In that sense, a possible implementation consists in combining the REINFORCE and the Q-learning procedures such that the optimal controller is obtained [40] . From the algorithmic viewpoint, the coupling of the two NNs is due to the update of the networks that is performed simultaneously by sharing the same expectation of the discounted reward. With a parametrized policy function, the limitation of the application of the critic-only approach to a discrete action space is circumvented.
(b) Deep deterministic policy gradient as an actor-critic algorithm for reinforcement learning
In this work, we consider the DDPG algorithm [41] as an actor-critic, model-free algorithm (see the graphical summary in figure 2 ). The advantage of DDPG compared with the DQN considered in [39] is that it can handle the continuous action domains that are often encountered in physical control tasks. Essentially, the DDPG algorithm adapts the theoretically grounded deterministic policy gradient (DPG) algorithm introduced in [42] to the DRL setting where NNs are employed to represent the policy and value functions. The basic idea of DPG is to update the policy parameter ω in the direction of the gradient of Q π , rather than globally maximizing Q π , as is done classically in policy gradient methods. After application of the chain rule to Q π (y t , π (y t | ω)), we can show that the policy improvement at each iteration number k can be decomposed into the gradient of the state-action value with respect to actions, and the gradient of the policy with respect to the policy parameters (see eqns 6 and 7 on page 3 of [42] , where the policy π is indicated as μ). We finally obtain
where α is a learning rate.
The tuple corresponding to one time discrete transition {y t , u t , r t , y t+ t } defines an MDP or partially observable Markov decision process (PO-MDP) in case only a partial measurement of the state is accessible. At each iteration, the PO-MDP is stacked in memory and successively used by the critic optimizer to reduce the temporal difference error, which is defined as
Regardless of the optimized critic NN, the actor NN is also optimized according to (3.2) . The optimality of the control is guaranteed by the Bellman principle under the hypothesis that the state-action space is known. For this reason, the state-action space needs to be explored. The exploration is carried out by perturbing the parameters of the policy as 4) where N 1 and N 2 are two noise processes. N 1 is essential at the beginning of the exploration process to introduce unbiased and uncorrelated random actions. The NN is a strongly nonlinear representation of the true optimal policy function; a small variation of the parameters can thus lead to drastic changes in the output action. Both noise processes N 1 and N 2 vary over time. N 1 is damped to a desired standard deviation of the resulting action u, while the amplitude of N 2 is given as a function of an Ornstein-Uhlenbeck process. This different choice introduces two different time scales in the exploration process: when N 1 is already damped, the noise process N 2 still allows us to explore efficiently the control landscape in the vicinity of the converged policy. We refer to DDPG articles for further technical information about its implementation [41] [42] [43] .
Control of the Kuramoto-Sivashinsky model
The DDPG algorithm introduced in the previous section is tested on the one-dimensional KS equation. The one-dimensional KS equation is used for the description of flame fronts and reaction-diffusion systems. It is well known and referenced as being one of the simplest nonlinear PDEs exhibiting spatio-temporal chaos [23, 26] , thus providing an appropriate test-bed for the proposed control strategy. In the following, we first describe the dynamics of the KS in the phase space ( §4a), before a description of the controlled cases is given in §4b. A summary of the strategy and of the achieved results is shown in the electronic supplementary material.
(a) Dynamics of the Kuramoto-Sivashinsky equation
The time evolution of the velocity v = v(x, t) on a periodic domain of length L is given by
where φ is a spatio-temporal forcing term. The equation is characterized on the left-hand side by a nonlinear convective term and on the right-hand side by a diffusion term expressed by two addends: a second-order derivative related to energy production and a fourth-order derivative acting as a hyper-diffusion. The length of the domain dictates different regimes for the solution. Introducing the trivial solution E 0 = 0, it can be shown that, for L < L c = 2π , the dynamics is stable and converges towards E 0 , while for L > L c a chaotic dynamics emerges (in a Lyapunov sense). In this work, we focus on the dynamics of the KS equation for a domain length of L = 22, identical to that studied in [26] . For this value of L, the KS equation exhibits some of the features found in Navier-Stokes when dissipation is high and the system spatial extent is small. In this case, KS exhibits low-dimensional dynamical behaviours. This regime is often referred to as weak turbulence or, more properly, spatio-temporal chaos. The chaotic dynamics can be characterized by analysing the manifold associated with the invariant solutions [26, 44] . From a practical point of view, this scenario is associated with transition-to-turbulence and self-sustaining mechanisms occurring in boundary layer flows [45] . From the control viewpoint, it is possible to control the KS system by linear controllers, as shown in [46] ; yet, our aim here is to consider a fully datadriven RL strategy and show that it constitutes a feasible alternative to standard techniques of control.
(i) Numerical simulations
Numerical simulations are used for solving (4.1) with a code adapted from pyks. 2 As already mentioned, periodic boundary conditions are imposed, v(x, t) = v(x + L, t). The spatial periodicity allows us to project the instantaneous solution onto Fourier modes and to perform spatial derivatives in the Fourier space. For L = 22, N = 64 Fourier collocation points have been used. This number of collocation points is deemed sufficient for an accurate representation of the spatio-temporal dynamics (see the related discussion in [26] ). Time marching is carried out with a third-order semi-implicit Runge-Kutta scheme [47] . The linear operator on the right-hand side of (4.1) is marched in time by an implicit scheme, whereas the nonlinear and forcing terms are marched in time explicitly. This choice guarantees the stability of the numerical scheme at a reasonable computational cost [48] . For all numerical simulations, a time step of 0.05 was adopted.
In figure 3a , a sample of the chaotic dynamics is shown when the solution is initialized with the trivial state E 0 perturbed by a Gaussian white noise with an amplitude of order 10 −4 . The trajectory evolves in time as shown in the corresponding phase space (figure 3b) obtained by projecting the dynamics onto the set of the dominant Fourier modesê 1 ,ê 2 ,ê 3 . Indeed, because of the periodicity of the domain, the velocity fields are characterized by different phases, with respect to which Fourier projection is independent. In figure 3b , the different invariant solutions computed by Newton iterations are shown, namely the three unstable, fixed points indicated by E i (i = 1, 2, 3) and the two travelling waves indicated by TW i (i = 1, 2). Apart from the relevant role in the dynamics, the invariant solutions E i are used as a target for our control strategy in §4b. A detailed analysis of the resulting dynamics shown in figure 3a,b is beyond the scope of the present paper and is already well described in [26] . However, it is interesting to observe how the system evolves by frequently visiting the vicinity of the solutions E 1 and E 2 , as well as the two travelling waves; on the other hand, the dynamics is 'attracted' by the unstable solution E 3 , along the manifold associated with it, without ever reaching it.
(b) Controlled system
As mentioned in §2, the plant is the system to be controlled, including the inputs (actuators) and the outputs (sensors) of the system. The number of actuators and sensors, their distribution and the combination of the two define a rather large parametric space. In this work, we consider four actuators equispaced along x. The support of each actuator is assumed to be Gaussian shaped and the forcing term in (4.1) is given by
where x a i ∈ {0, 1, 2, 3}L/4 is the location of the actuators along the x-axis, σ = 0.4 defines their spatial distribution and u i (t) is the amplitude of the ith component of the action vector. Regarding the sensors, we make the realistic assumption that real-life controllers rely only on partial information. We then introduce eight sensors measuring the local velocity v; the sensors are 
(i) Implementation of the control policies
The DDPG approach (see §3b) is implemented using scripts in PyTorch 3 and adapted from PyTorch-ActorCriticRL. 4 The critic and actor parts are both implemented by means of an NN. The NN of the critic part consists of an input layer of dimension 12, with four nodes dedicated to the actuators' signals and eight to the sensors' ones, and a single scalar output layer giving the reward; two hidden layers are introduced, with 256 and 128 nodes, respectively, both featuring the swish activation function. The NN for the actor part approximates the action vector. As such, the input layer is fed with the sensor measurements and is of dimension 8, while the output layer provides the control signal feeding the four actuators. Two hidden layers are used, of dimensions 128 and 64, with activation functions swish and tanh, respectively. The last layer acts as a saturating function; the maximum amplitude of the output is φ max = 0.5. Because of the large number of hyper-parameters involved in the implementation of NNs, a few remarks are in order. First of all, we observed that the performance of the DDPG policies were essentially unchanged with respect to the number of hidden layers and the number of hidden neurons. Our choices were then mainly dictated by the compromise between computational costs during the learning process of the policies and the control performance. Concerning the activation functions, our preliminary tests-not included here for brevity-showed that the ReLu functions led to satisfactory results, but the performance in terms of convergence was generally lower than with the swish functions. This behaviour has been recently observed [49] for applications of deep networks to image classification and machine translation. The superiority of the swish functions over the ReLu functions was explained by the smoothness and non-monotonicity of the swish function around x = 0. Finally, the maximal amplitude of the output was chosen arbitrarily, mimicking a limitation often found in realistic applications. The training is performed using the Adam optimization algorithm, with a learning rate of 0.001 for both networks and a minibatch with 200 examples of the optimization of the critic network. Finally, the Euclidean distance between the state of the system v and the non-trivial invariant solutions, namely E 1 , E 2 and E 3 (see figure 3c ), is chosen as the definition of the reward r to be minimized,
Note that three different policies, one for each of the non-trivial target states E i , are trained. The discount factor is set to γ = 0.99. In the following, for simplicity, we label the different policies with the invariant solution considered in their objective function.
(ii) Results
We want to demonstrate the ability of the DDPG-based policies to drive the chaotic system towards the unstable fixed points and keep the dynamics in their vicinity, using the localized sensors and actuators discussed before. From the engineering viewpoint, the KS system serves 0 as a test-bed for the DDPG algorithm. Indeed, a realistic application of control to a fluid system can only rely on some measurements of the environment to drive the flow to a given operating condition. First, we consider each individual policy for driving the dynamics of the system from one invariant solution to another. In figure 4 , the spatio-temporal behaviour of the solution is shown in the inserts (a-c), and as a phase-space representation in (d). In each case, the RL controller is active for t > 20. For each control case, the numerical experiments are repeated 15 times with different initial conditions for the control to assess the robustness of the policy. In figure 5 , we report the time evolution of the value function for each experiment (light blue). The darker line indicates the average of the runs. By comparing figures 4d and 5, we can observe that the controller is capable of driving the system in about 10 time units towards the target solution. We also show that the control action of the policies is robust since the general behaviour is comparable for all the runs considered.
To further verify the robustness of the policies, we consider a second set of numerical experiments, where the initial condition is randomly chosen in the phase space. This is shown in figure 6 , where we consider 10 different initial conditions randomly and run the simulation under the control policy π that the model is memory-less and, within this limit, a critic-based algorithm is capable of driving the system towards the global minimum in accordance with the Bellman principle. In practice, the Markovianity cannot be guaranteed, although our results seem to corroborate this hypothesis because of the small impact of the initial conditions on the final performance. Regardless of the theoretical properties of the NN-based models, the independence from the initial conditions-as compared with linear control methods such as the model-based linear quadratic Gaussian-and the ability to maximize the value function demonstrate the level of performance and robustness of the DDPG-based strategy, when applied to the KS system. Similar robustness results exist for the control policies π E 1 and π E 2 .
Conclusion
We have presented a DRL algorithm successfully controlling the chaotic dynamics governed by the well-known nonlinear KS equation. The DRL combines RL principles with deep NNs for approximating the value function and the control policy. Among the different available strategies, we have tested an actor-critic algorithm, the DDPG. This choice is related to the possibility of directly tailoring the classical strategies from the nonlinear optimal control theory and, in particular, the solution of the HJB equation, with the resulting approximation obtained by DDPG. From this perspective, our approach departs from recent efforts found in the flow-control literature as it allows knowledge of the cost landscape in the vicinity of the system trajectory, hence bringing robustness with respect to perturbations of the state in the phase space while allowing for high control performance. Further, our off-policy framework is not episode based, in the sense that it is not necessary to observe a trajectory (or a significant portion of it) before the critic and actor can improve, and it can then potentially require less training data (faster learning). We emphasize that, in the present work, the controlled system exhibits a chaotic behaviour in the analysed regime. This configuration is significantly more involved than systems exhibiting a periodic, or quasi-periodic, dynamics. Nonetheless, we demonstrate that, using a limited, localized set of actuators and sensors and model-free DRL controllers, it is possible to drive and stabilize the dynamics of the KS system around its unstable fixed solutions, here considered as target states. Also, we show that the controllers are robust with respect to the initial conditions by considering numerous trajectories emanating from them; for all the tested cases, the performances are essentially unchanged with respect to the initial conditions.
The complexity of the KS system and the possibility of computing an RL control policy by solely relying on local measurements suggest the extension of this application to configurations of engineering interest, such as the control of drag/lift in turbulent boundary layers or in bluff bodies as well as the enhancement/reduction of turbulent mixing. In this sense, this work represents a first effort toward these applications. We are currently testing the DRL framework with canonical shear flows, in both numerical and experimental settings, by analysing the challenges that a real system poses in terms of limited and noisy observables, low measurement sampling frequency, high-dimensional state-action space and time delays. Future work will also be devoted to a more complete comparison with standard linear and nonlinear model-based strategies, as well as alternative algorithms from the DRL framework. indicated by the matrix B ∈ R N×m , while C ∈ R n×N is the matrix including n sensors and D ∈ R n×m is the feed-through (or feed-forward) matrix. The aim of LQR is to define a control signal u, such that the quadratic objective function
is minimized [30] . The first term of (A 2) is related to the energy of the state v, while the second one penalizes the energy expense of the control action. In this definition, the matrices Q 1 0 ∈ R N×N and Q 2 0 ∈ R m×m , respectively, represent state and control penalties. The objective is then to determine J = min u J under the constraints of the state equation (A 1a). This optimal control problem can be solved by minimizing the augmented Lagrangian
where the governing equations with initial conditions v = v 0 act as a constraint and the co-state or adjoint state p can be interpreted as a Lagrangian multiplier. The optimality system is then obtained by imposing the optimality conditions on L . It leads to the following system of coupled equations:
L v = 0 ⇒ dp dt = −A T p + Q 1 v, p(T) = 0, Adjoint equation (A 4b) and
Optimality condition (A 4c)
The direct-adjoint system (A 4a) and (A 4b) is solved iteratively, by marching forward in time the direct equation, and backward in time the adjoint equation, forced by the second term on the right-hand side of (A 4b). The optimal condition is updated using the gradient given by (A 4c). It can be shown that the optimality system can be directly solved by means of an associated continuous time algebraic Riccati equation (CARE) [30] . We have shown in §3 that the HJB equation determines the minimum value function for a given dynamical system with an associated reward. This equation is directly linked to the class of optimal control problems treated previously. For this reason, we aim at obtaining the CARE starting from the HJB equation rewritten for the linear system as 
where H by definition is the Hamiltonian. The right-hand side of (A 6) is minimized for H u = 0, leading to the optimal control u = −Q −1
where the existence of Q −1 2 is guaranteed, as Q 2 is a positive definite matrix. Plugging this expression in (A 6), we get This expression can be derived in timeJ = 1 2 v TṠ v, and with respect to the state v, leading to the vector J v = Sv. Also, note that if we compare the optimal control (A 7) determined with the Hamiltonian and the one that can be deduced from the optimality condition (A 4c), we arrive at p = J v . Introducing this term in (A 8), and considering that only the symmetric part of S(t)A contributes to the result, we obtain
from which it is possible to obtain the differential Riccati equation since the expression above is valid ∀v, −Ṡ(t) = S(t)A + A T S(t) − S(t)BQ −1 2 B T S(t) + Q 1 . (A 11) The optimal action is finally obtained as
where K(t) is the optimal control gain obtained as a solution to the LQR problem. The corresponding time-invariant optimal control gain is obtained for T → ∞, leading to the CARE. In perfect analogy, it is possible to define an optimal estimation problem that, using the LQR and owing to the separation principle, leads to the linear quadratic Gaussian compensator [30, 31] . As a conclusion, some observations can be made. First of all, since the Riccati equation is not directly solvable for systems characterized by a large number of degrees of freedom, say N > 10 4 , the direct-adjoint system (A 4a)-(A 4b) is often solved instead; see for instance [51] and [52] . Optimization based on a finite sliding temporal window leads to the class of model predictive controllers, often characterized by a nonlinear loop; examples in fluid mechanics are provided in a seminal work [53] and in other applications [54, 55] .
