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a b s t r a c t
A particle is treated as a whole individual in all researches on particle swarm optimization
(PSO) currently, these are not concerned with the information of every particle’s
dimensional vector. A visual modeling method describing particle’s dimensional vector
behavior is presented in this paper. Based on the analysis of visual modeling, the
reason for premature convergence and diversity loss in PSO is explained, and a new
modified algorithm is proposed to ensure the rational flight of every particle’s dimensional
component. Meanwhile, two parameters of particle-distribution-degree and particle-
dimension-distance are introduced into the proposed algorithm in order to avoid
premature convergence. Simulation results of the new PSO algorithm show that it has a
better ability of finding the global optimum, and still keeps a rapid convergence as with
the standard PSO.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Particle SwarmOptimization (PSO)was first introduced by Kennedy and Eberhart in 1995 [1]. It was inspired by the social
behavior of organisms such as bird flocking. Empirical evidence has been accumulated to be a very effective optimization
tool. Because of the rapid convergence speed of PSO, it has been successfully applied in many areas [2,3]. PSO has turned out
to be a worthy alternative to the Genetic Algorithm (GA) and other optimization techniques [4,5].
Since the introduction of PSO, several improvement algorithms have been put forward on the subject [6,7]. There has
been an empirical study concerning the performance of the PSO and an analytical comparison between PSO and the other
optimization techniques. Many researches have indicated that the PSO often converges significantly faster than the global
optimum, but has difficulties in premature convergence, performance and the diversity loss in the optimization process [8,
9]. To our knowledge, there have been a few researches on the individual particle’smodeling and each particle’s behavior [10,
11]. In the article, we first introduce a visually modeling method for an individual particle for the purpose of exploring the
behavior of the individual particle’s movement in the search space; hence, obtaining more information about the swarm’s
behavior and identifying problems with the PSO strategy. On the basis of analysis of particle visually modeling, a modified
PSO algorithm is proposed which adopts the operations in order to avoid particles clustering, and ensure the diversity in
search space.
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The rest of the paper is organized as follows. Section 2 provides a brief introduction on the standard PSO, and then
describes in detail the individual particle visual modeling. Section 3 presents the modified PSO algorithm based on the
analysis of individual particle modeling. Section 4 presents the simulation results and demonstrates the performance of
modified PSO. Finally, Section 5 discusses the test conclusion and considers possible future work.
2. Standard PSO and particle visual modeling
A. Standard PSO [2]
In a PSO system, multiple candidate solutions coexist and collaborate simultaneously. Each particle flies in the problem
space looking for the optimal position to land. A particle, as time passes through, adjusts its position according to its own
‘‘experience’’, as well as according to the experience of neighboring particles.
A particle represents a candidate solution for the problem. Eachparticle is treated as a point in theD-dimensional problem
space. The particle is represented as Xi = (xi0, xi1, . . . , xiDim−1), i = 1, 2, . . .N , where N is the swarm size, and D is the total
dimension number of each particle. Each particle adjusts its trajectory toward its own previous best position pBest and
the previous best position gBest attained by the whole swarm. The particles are manipulated according to the following
equations:
vid = w ∗ vid + c1 ∗ r1 ∗ (pid − xid)+ c2 ∗ r2 ∗
(
pgd − xid
)
(2.1)
xid = xid + vid (2.2)
where c1 and c2 are acceleration constants, r1 and r2 are randomnumberswithin the interval of [0, 1] [13]. Changing velocity
this way enables the particle to search around its individual best position and global best position.
The first part of Eq. (2.1) represents the previous velocity. The second part represents the personal experience. The third
part represents the collaborative effect of the particles and it always pulls the particles toward the global best solution that
the particles have found so far.
At each update step of PSO, the velocity of each particle is calculated according to Eq. (2.1) and the position is updated
according to Eq. (2.2). Generally speaking, a maximum velocity vector is defined in order to control the vi. Wherever a vid
exceeds the defined limit, its velocity will be set to be vmax. If a particle finds a better position than the previously best
position, it will be stored in the memory. The algorithm goes on until a satisfactory solution is found or the predefined
number of iterations is met.
B. An individual particle modeling method and its analyses [14]
(1) Particle visual modeling: In the basic PSO, the particle is an n-dimensional vector. We propose a modeling method to
describe every particle’s dimension behavior. X-axis indicates every particle dimensional vector and Y -axis indicates the
particle dimensional vector value. Each particle’s dimensional vector is treated as a point in the X–Y coordinates space,
and is described as Xi(Dimi,Dvaluei), where Dimi is the dimensional sequence number of point Xi, and Dvaluei is the Xi
point value. For example, 1th dimensional point in Fig. 1 is described as X1(1, 5). Each particle consists of a sequence
of dimension variables, and it can be described as: X = {X0, X1, . . . , XDim−1}. Its description can also be extended to
X = {(Dim0,Dvalue0), . . . , (Dimi,Dvaluei), . . . , (DimDim−1,DvalueDim−1)}, where Dim is the dimensionality in the problem
space.
In order to decrease the number of dimensions, the Dimi variable is not pointed out in the particle’s representation,
and the representation can be simplified to X = {Dvalue0,Dvalue1, . . . ,Dvaluei,DvalueDim−1}. The new coordinate
environment is shown in Fig. 1, which illustrates this modeling method using a simple example. Consider a six-dimensional
vector, and the function f (X) = ‖x − a‖2, where a = (10, 10, 10, 10, 10, 10). X1 = Xgbest = (10, 10, 10, 10, 10, 10),
X2 = (3, 4, 12, 9,−3, 10). Individual particle modeling can figure a particle in the form of a n-dimensional vector. Instead
of investigating in view of one whole individual (of particles), now we look into the optimization process in view of a n-
dimensional vector, and consider the weakness of standard PSO.
(2) Particle visual modeling analyses:We are analyzing the reasons of premature convergence in PSO as follows:
Firstly, a particle quality is only estimated according to the value of the particle fitness function, not considering every
dimension’s behavior. We give an example to explain this limitation. In order to deal with the problem simply, two particles
are three-dimensional vectors. They are denoted as X1 = (13, 13, 13) and X2 = (7, 7, 7), which have the same fitness but
are different in view of decomposed dimensions. The particle’s fitness value is the only criterion which judges particles that
may bring in an unexpected loss of useful dimensional information.
Secondly, if particles cluster in local search space, there is little probability of exploring in the whole search space. The
sub-optimized resultmay be the substitute of the global-optimized result, and the optimization algorithmwill tend to arrive
at a premature result.
Thirdly, because each update step is also performed in the form of a full-dimensional vector, the standard PSO will
consider the new vector an overall improvement. It is possible that some components in the particle vector have moved
closer to the solution, while others actuallymoved away from the solution. An example is shown in Fig. 2 (b)which describes
one particle update step in the optimization process. The particle’s current position is X t1 = (12, 20, 13), meanwhile this
particle’s best position until now is X t1Best = (15, 16, 15), and the swarm’s best position is X tgBest = (10, 10, 10). According
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Fig. 1. The particle described in the figure is essentially a six dimensional vector, which can be represented as X = (3, 4, 12, 9,−3, 10).
to the velocity update Eq. (2.1), the first and third dimension vector of the particle’s velocity will move further from the best
solution. It always neglects the better solution in the local scope and it is difficult to attain a high precision solution.
Taking into account the above analysis, we get a conclusion as to the reasons for premature convergence in the swarm’s
evolution process as follows: first, the criterion to test a particle’s quality is only the particle fitness value which will lose
important dimension information; second, particles clustering will cause a loss of the overall search in all candidates. Third,
particles incautiously flying will bring in an arbitrary number of components in a particle’s evolution. On the basis of above
analyses, we propose a modified PSO algorithm in Section 3.
3. Introduction of MPSO
Considering the above analysis of standard PSO visual modeling, we adopt two improvements of the standard PSO. A
method will be suggested which can evaluate the covering degree of the search scope. Another way is that a particle’s real-
time velocity update is not adopted as a whole individual, we bring in a novel method that before a particle moves to a
new position, and we check the rationality of the particle’s update velocity, and whether the new position is better then the
former one. In the next section, the details of two improvements will be introduced.
3.1. PSO diversity measure and diversification method
Considering the large loss of diversity of a particle swarm, two parameters are introduced into the modified algorithm
in order to measure diversity degree in the evolution process. The diversity measure method proposed by Riget [12] only
adopts a parameter particle-dimension–distance to measure the distance between different particles, but it cannot detect
particles’ clustering information. A new parameter particle-distribution-degree which can measure PSO diversity in the
whole searching scope is suggested here:
Definition 1 (Particle-Distribution-Degree).
dis(S) = 1
Dim
·
Dim∑
i=0
√√√√ N∑
i=1
(
PNum
N
− ail
)2
(3.1)
where S is the swarm, Dim is the dimensionality of the problem, N is the equal separation size of the particle swarm. ail is
the sum of dimension vectors which are in ith dimension and lth separation area.
(1) If particles distribute equally in the problem scope, the value dis(s)will be zero.
(2) If particles dimension cluster in the same separation area, dis(s)will satisfy Eq. (3.2).
dis(S) = 1
Dim
·
Dim∑
i=0
√√√√(PNum
S
− PNum
)2
+
S−1∑
l=1
(
PNum
S
)2
. (3.2)
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Definition 2 (Particle-Dimension-Distance). Here we adopt the parameter suggested by Riget [12] to measure the diversity
degree. The measure for this is the ‘‘particle-dimension-distance’’ measure defined as:
diversity(S) = 1|s| ·
|S|∑
i=1
√√√√ Dim∑
j=1
(Pij − P¯j)2 (3.3)
where S is the swarm, |S| is the swarm size,Dim is the dimensionality of the problem, pij is the jth value of the ith particle and
P¯j is the jth value of the average point P¯ . Note that this diversity measure is independent of swarm size, the dimensionality
of the problem as well as the search range in each dimension.
On the basis of above introduced parameters, some approaches are adopted to improve the standard PSO’s performance.
First, the criterion to test a particle’s quality is not only the particle fitness value but also the improved parameters. The first
one can measure the distances between particles and the proposed parameter can measure the swarm clustering degree.
The second way is that the particle’s real-time update velocity is not adopted as a whole individual. We bring in a novel
particle dimension update strategy that before a particle moves to a new position, and we validate the correctness of each
dimension update operation.
3.2. The flow of modified PSO algorithm
Now, we give the flow of modified PSO algorithm (Table 1). The pseudo code of the algorithm is as follows:
Program Modified PSO
Setparameter();
Initialize(particle_num);
while(not satisfying the termination condition)
do
for i = 1 to particle_num;
{
Evaluate fitness of every particle;
Update the swarm best solution PgBest and the particle best solution PiBest;
Calculate particle new velocity V t+1i using Eq. (2.1);
Calculate particle new position estimated_X t+1i using Eq. (2.2);
X t+1i = estimated_X t+1i ;
for j = 0 to particle_dimension // new !
{
if (fitness(X t+1ij , X
t
ij) > fitness(X
t+1
i ) and fitness(X
t+1
ij , X
t
ij) > fitness(estimated_X
t+1
i )) // new !
X t+1ij = X tij;
else
X t+1ij dimensional vector will be adopted;
}
Calculate particle new velocity V t+1i and position X
t+1
i using Eqs. (2.1) and (2.2);
}
Diversity_measure(); // new !
end do
end
The pseudo code of the function Diversity_measure() is as follows:
function Diversity_measure()
{
Calculate dis(s)and diversity(s);
if (dis(s) > dis_Max && diversity(s) < div_Low)
Continue;
else
update particle swarm new velocity and position;
}
4. Simulation results
We have used four functions to test our visual modeling and the modified PSO. These functions are widely known and
used as benchmark functions for optimization strategies such as GA and standard PSO. The performance of standard PSO
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Fig. 2. Two examples of PSO diversity loss.
Table 1
Parameter setting of modified algorithm.
Function Range of search Vmax
Sphere (−100, 100)n 40
Griewank (−600, 600)n 40
Rosenbrock (−100, 100)n 40
Rastrigin (−10, 10)n 4
Table 2
Ranges of two parameters.
Function Range of search DIS(S)MAX VALUE
Sphere 15 0.8
Griewank 15 0.6
Rosenbrock 17 0.6
Rastrigin 13 0.7
and GA were compared.
Sphere: f1(x) =
n∑
i=1
x2i (4.1)
Griewank: f2(x) = 14000
n∑
i=1
x2i −
n∏
i=1
cos
(
xi√
i
)
+ 1 (4.2)
Rosenbrock: f3(x) =
n−1∑
i=1
100(xi+1 − x2i )2 + (xi − 1)2 (4.3)
Rastrigin: f4(x) =
n∑
i=1
[x2 + 10− 10 · cos(2pixi)]. (4.4)
All experiments were repeated 30 times and the result in the figures is the average result. The number of generationswas
set to 10000 for Rosenbrock and Rastrigrin problems, while 2000 for Sphere and Griewank problem. The parameters C1 and
C2 were set to 2.0 for both the standard PSO, GA and theMPSO. The dimension of both functions is 20. The size of the particle
population is 20 in our experiences. The problemdependent linearly decreasing inertiaweightwwas set at intervals ranging
from (0.9–0.6) to (0.3–0.1). The limitations of diversity measure parameter dis(s) and diversity(s) are shown in Table 2.
4.1. Experimental results and analysis
The MPSO algorithm is implemented by C++ programming language, and results are shown in Figs. 3–6. With regards
to the ‘‘simple’’ problem, the Sphere function, there is obviously sudden convergence in the late evolution process. On the
Rosenbrock function, MPSO performed slower convergence speed at the beginning of the optimization process, but later
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Fig. 3. Performance on function Sphere, 20 dimensions, 2000 generations.
Fig. 4. Performance on function Griewank, 20 dimensions, 2000 generations.
has an accelerative convergence. Totally speaking, the results from the second experiment clearly show that the MPSO is a
much stronger optimizer than the standard PSO and the GA in all the test problems.
First, themain characteristic of theMPSO performance is that it has strong global search ability andmuchmore ‘‘careful’’
behaviors in local problem scope. In all functions results, the MPSO convergence curve is more vibrative than the standard
PSO and GA curve. The reason is the greater possibility of ‘‘mutation’’ operations happening in the MPSO, and increasing
particles global search ability. Especially in function Sphere and Griewank, because of the ‘‘careful’’ behavior, the MPSO got
the more excellence indicial. A further reason for the ‘‘careful’’ behavior is that the diversity measure parameter brings in a
‘‘mutation’’ operation when the particles cluster.
Second, another characteristic of the MPSO performance is that it has rather rapid convergence speed in some functions
such as Griewank function and Sphere. The modified rational flying operation of particles is a crucial reason. In standard
PSO, a particle’s flying direction is only according to the swarm’s best position and the particle itself current best position.
The flying operation in MPSO algorithm adopts the directive strategy in which the rationality of new dimension position is
verified and avoids the particle flying ‘‘blindfold’’.
4.2. Diversity measure
In this paper, we have introduced the diversity measure parameters particle-distribution-degree, which can test the
degree of clustering. Furthermore, we design an experiment to measure the diversity degree. We calculated dis(s) value
using the standard PSO on function Rosenbrock Eq. (4.3). The function best fitness value result is shown in Fig. 7 and the
dis(s) result is shown in Fig. 8. In the test results we can see dis(s) value became larger (as shown in Fig. 8). After more than
3000 generations, the convergence speed became so slowly that the optimizing update steps nearly stopped.
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Fig. 5. Performance of Rosenbrock function, 20 dimensions, 10 000 generations.
Fig. 6. Performance of Rastrigrin function, 20 dimensions, 10 000 generations.
Fig. 7. PSO performance of Rosenbrock function.
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Fig. 8. Parameters dis(S) value of Rosenbrock function.
5. Conclusion
In this paper, a novel particle modeling method is presented which can illuminate the reason of premature convergence
in the optimization process. Furthermore, we introduce a novel diversity measure parameter in trying to overcome the
problem of premature convergence, and a newmodified PSO algorithm is proposed in which the rational flying of a particle
dimension vector is guaranteed. It is clear that the performance of MPSO has much better behavior than the standard PSO
and GA through the four benchmark functions testing. Future research will concentrate on the mechanism of dimensions
on a particle and the limitation value of the diversity measure parameters.
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