Wet-snow avalanches are notoriously difficult to predict; their formation mechanism is poorly understood since in situ measurements representing the thermal and mechanical evolution are difficult to perform. Instead, air temperature is commonly used as a predictor variable for days with high wet-snow avalanche danger -often with limited success. As melt water is a major driver of wet-snow instability and snow melt depends on the energy input into the snow cover, we computed the energy balance for predicting periods with high wet-snow avalanche activity. The energy balance was partly measured and partly modelled for virtual slopes at different elevations for the aspects south and north using the 1-D snow cover model SNOWPACK. We used measured meteorological variables and computed energy balance and its components to compare wet-snow avalanche days to non-avalanche days for four consecutive winter seasons in the surroundings of Davos, Switzerland. Air temperature, the net shortwave radiation and the energy input integrated over 3 or 5 days showed best results in discriminating event from non-event days. Multivariate statistics, however, revealed that for better predicting avalanche days, information on the cold content of the snowpack is necessary. Wet-snow avalanche activity was closely related to periods when large parts of the snowpack reached an isothermal state (0 • C) and energy input exceeded a maximum value of 200 kJ m −2 in one day, or the 3-day sum of positive energy input was larger than 1.2 MJ m −2 . Prediction accuracy with measured meteorological variables was as good as with computed energy balance parameters, but simulated energy balance variables accounted better for different aspects, slopes and elevations than meteorological data.
Introduction
Wet-snow avalanches are difficult to forecast, but often threaten communication lines in snow-covered mountain areas. Once the snowpack becomes wet the release probability obviously increases, but determining the peak and end of a period of high wet-snow avalanche activity is particularly difficult (Techel and Pielmeier, 2009) .
Processes leading to wet-snow avalanches are complex and the conditions of the snowpack may change from stable to unstable in the range of hours (Trautman, 2008) . The presence of liquid water within the snowpack in the starting zone is a prerequisite and several field campaigns (Brun and Rey, 1987; Bhutiyani, 1996) and experiments under laboratory conditions (Zwimpfer, 2011; Yamanoi and Endo, 2002) found decreasing shear strength with increasing liquid water content. However, quantifying the amount of liquid water within the snowpack is a difficult task as even experienced observers tend to overestimate the amount of liquid water (Fierz and Föhn, 1995; Techel and Pielmeier, 2011) . Only objective measurement devices relating the relative permittivity of the 3-phase medium wet snow to an amount of water provide reliable results. Most devices though are for research purposes only and until today the operational use is hindered by practical and financial constraints. In addition, no established procedure exists to assess wet-snow instability. In situ stability tests commonly used to assess dry-snow instability showed ambiguous results when performed in moist or wetsnow covers (Techel and Pielmeier, 2010) .
Given the poor understanding of the formation mechanism and the lack of indicative measurements, statistical rather than physical modelling has been used to predict wet-snow instability. While for large new snow avalanches the 3-day sum of precipitation is the strongest forecasting parameter and closely related to avalanche danger (Schweizer et al., 2003a) , air temperature is often used as a critical parameter for predicting wet-snow avalanche activity (McClung and Schaerer, 2006) . It is included in statistical prediction tools that were designed for a specific area (e.g. Romig et al., 2005) . However, there are many examples which show that air temperature is in many cases not a good predictor and causes a high number of false alarms (Kattelmann, 1985) . Nevertheless, it appears to be a variable clearly related to wet-snow instability (Baggi and Schweizer, 2009; Peitzsch et al., 2012) .
To clarify the meteorological boundary conditions favouring the triggering of wet-snow avalanches, we analyzed four winter seasons (from 2007-2008 to 2010-2011) with different distinct wet-snow avalanche events in the surroundings of Davos, Switzerland. As suggested by Trautman (2008) , we computed the entire energy balance for the snowpack with special attention to the main sources for snow melt, namely the incoming longwave and shortwave radiation and the sensible heat flux (Ohmura, 2001) . We used univariate and multivariate statistics to evaluate whether these three sources were relevant shortly before and during the instabilities. In addition, we analyzed meteorological parameters of nearby stations and evaluated whether the predictive power of the energy balance and its terms performed better than widely used meteorological parameters such as air temperature.
Data

Avalanche occurrence
Avalanche occurrence data were recorded for the winters 2007-2008 to 2010-2011 for the surroundings of Davos, Switzerland. Data consisted of avalanche size (Canadian avalanche size class, McClung and Schaerer, 2006) and included only events which were classified as wet-snow avalanches. The classification into wet or dry is based on observation, mainly on visual clues. No measurements on the amount of liquid water within the starting zones were available but most observers are well trained to discriminate between wet and dry-snow avalanches. We included both, wet-loose avalanches and wet-slab avalanches in our avalanche days. Considering all avalanche cycles, about as many loose-snow avalanches as slab avalanches were reported (104 vs. 77). With regard to the location of the failure surface, 42 % released within the snowpack and 58 % of the avalanches at the snow-soil interface. We calculated a daily avalanche activity index (AAI) using a weighted sum of recorded avalanches per day with weights of 0.01, 0.1, 1 and 10 for size classes 1 to 4, respectively (Schweizer et al., 2003b) . In order to exclude days with either many small avalanches or with a single large event, only days with an AAI > 2 were considered as wet-snow avalanche days for the statistical analyses (see below). In addition, we calculated the median elevation of the release zones. Due to the recording system used in Switzerland it was not possible to relate single events and their size to a given aspect as one record may contain multiple events -still the dominating aspects are reported. Therefore, we introduced an aspect index, which is the ratio of the frequency and size of avalanches recorded in southern aspects to the one recorded in northern aspects. If the ratio was > 1 we assumed that the avalanche cycle mainly occurred in southern aspects and vice versa for < 1. Following this approach, we obtained 66 wet-snow avalanche days and 663 non-avalanche days for the four winters. The major avalanche cycles with date, aspect index and elevation of release zones are given in Table 1 .
Meteorological data
Meteorological data were obtained from three automatic weather stations: Weissfluhjoch (WFJ, 2540 m a.s.l.), Stillberg (STB, 2150 m) and Dorfberg (DFB, 2140 m). After the first winter season 2007-2008 data from STB were replaced by data from the new Dorfberg weather station, which is located in the vicinity of a well-known wet-snow avalanche starting zone. The three stations are located at two distinct elevations: STB and DFB are slightly above the tree-line, near the lower limit of where most wet-slab avalanches are initiated, and WFJ is located higher than most starting zones of all wet-snow avalanche cycles. For the statistical analyses, radiation (all four components), snow depth, relative humidity and air temperature were used as explanatory variables. In addition to mean, maximum and minimum values, we derived differences and sums over 1, 3 and 5 days; wind was not considered. 
Simulations with SNOWPACK
In order to obtain energy balance data for slopes of various elevations and aspects we used the 1-D snow cover model SNOWPACK (Lehning et al., 2002a, b; Lehning and Fierz, 2008) . Slope angle was fixed to 35 • which represents the median slope angle of all recorded wet-snow avalanche releases. Input data for the model were meteorological values taken only from the weather station Weissfluhjoch (WFJ); we had to extrapolate or adapt air temperature, snow surface temperature and incoming shortwave radiation for different elevations and aspects. Air temperature was extrapolated using a constant lapse rate of 0.65 • C/100 m. Outgoing longwave radiation and consequently snow surface temperature was modelled in SNOWPACK using Neumann boundary conditions (Lehning et al., 2002b) . We adapted the input of the shortwave radiation according to the lapse rate suggested by Marty (2001) which is a lapse rate based on measurements at different elevations. We did simulations only for slopes of the two main aspects, i.e. 0 • (N) and 180 • (S). The change in incoming solar radiation on these aspects was taken into account. In brief, to run the model, we used air temperature, relative humidity, incoming shortwave, incoming longwave, reflected shortwave radiation, wind direction, wind speed, and snow depth. Components of the radiation balance and air temperature including relative humidity were measured under ventilated conditions. Simulations were performed for 2000, 2200 and 2500 m a.s.l. For slope simulations, snow depth was modelled with a precipitation mass input and albedo was determined as a function of grain type, grain size and presence of liquid water at the snow surface. Again daily means, maximum, minimum and 1, 3 and 5 day sums were derived from the energy balance terms.
Methods
Calculation of energy balance and liquid water
The energy balance was calculated using SNOWPACK. Within the model the energy balance can be calculated in two different ways. The first mode calculates the net change rate dH /dt of the snowpack's internal energy per unit area as the sum of all energy fluxes at the surface:
where S ↓ and S ↑ are the downward and reflected components of shortwave radiation, respectively, L ↓ and L ↑ are the downward and upward components of longwave radiation, respectively, H S and H L are the turbulent fluxes of sensible and latent heat through the atmosphere, H P is the flux of energy carried as sensible or latent heat by both precipitation and blowing snow, and G is the ground heat flux (King et al., 2008) .
For our analyses S ↓ , S ↑ , L ↓ and L ↑ were measured, H S , H L and H P modelled, and G fixed to a constant value. The sensible heat H S (Eq. 2) and the latent heat flux H L (Eq. 4) were calculated assuming a neutral atmospheric surface layer and using Monin-Obukhov similarity theory resulting in:
where T (z) is the air temperature at height z, T (0) the snow surface temperature, ρ a the density of air and c p the heat capacity; the kinematic transfer coefficient C is given according to
where k is the von Karman constant, u * is the friction velocity of the wind and z the height of the wind measurement. The latent heat is defined as
where R a is the gas constant for dry air, L w/i are the latent heat values for vaporization and sublimation, respectively, e w/i s is the saturation vapour pressure over water or ice, and RH the relative humidity.
Assuming neutral stability conditions are valid during periods with moderate to high wind speeds which often prevail in complex mountainous terrain (Lehning et al., 2002a) , Stössel et al. (2010) showed that outgoing longwave radiation is better accounted for within SNOWPACK when forcing neutral conditions.
The second mode for the energy balance in SNOWPACK involves calculating the internal change of energy based on either warming and melting, or cooling and freezing; it is given by:
where R F and R M are the freezing and melting rate, respectively, L li the latent heat of fusion of ice, and c p, i the specific heat capacity of ice; ρ s is the snow density and T s is the snow temperature, both at height z (King et al., 2008) . The second mode also allows for calculating the cold content of the snowpack, which is the second term of the RHS in Eq. (5). The cold content describes how much energy is needed to warm the snow to 0 • C. In this way it was possible to model whether the energy input resulting from the energy flux at the surface is used for warming or already for melting snow. A snowpack, where at every height z the cold content equals 0 kJ m −2 , is equivalent to an isothermal snowpack. We calculated the proportion of the snowpack reaching this state and refer to it as proportion zero cold content.
SNOWPACK contains parameterisations of water percolation, retention and refreezing processes and calculates the liquid water content for single layers. There are two possibilities to calculate the liquid water content for every layer within the modelled snow cover (Hirashima et al., 2010) . Since water transport, especially on slopes is a very complex phenomenon, the water transport codes that are presently implemented within SNOWPACK cannot depict the full complexity of flowing water within the snowpack which is responsible for wet-snow avalanche formation. Both approaches have benefits, but compared to observations substantial deviations were found (Mitterer et al., 2011) . Therefore, we did not use liquid water values calculated for single layers with one of the two schemes in the statistical analyses. Instead we used the total amount of liquid water within the snowpack. This value is directly linked to the energy balance and the cold content of snow and gives an estimate of how much water was present during the days with wet-snow avalanche activity.
Statistical analyses
The non-parametric Mann-Whitney U -test (Spiegel and Stephens, 1999 ) was used to contrast meteorological or energy flux variables from avalanche and non-avalanche days. Observed differences were judged to be statistically significant where the level of significance was p < 0.05, i.e. the null hypothesis that the two groups are from the same population was rejected. In order to obtain a balanced data set of avalanche and non-avalanche days, we randomly selected the same number of non-avalanche days considering the frequency of wet-snow avalanche days per month for the period December-May. Non-avalanche days were selected 10 times and for every run a p-value was computed. We averaged the p-values and only if the U -test indicated a statistically significant difference, variables were passed to a classification tree analysis (Breiman et al., 1998) and its newer derivative the RandomForest classification (Breiman, 2001) . Classification trees were obtained by optimising the misclassification costs and the complexity (size) of a tree. Tree size was determined through cross-validation (10-fold). To minimise the effect of randomly selecting non-avalanche days, we performed the tree analysis 20 times and selected the tree combination which showed up in most of the cases (in our case about 2/3).
RandomForest (RF) is a newer derivative of the classification tree analysis. We used the package RandomForest (Version 4.6-2) incorporated in the R-project. The code is based on the work of Breiman (2001) . It uses bootstrap samples to construct multiple trees. Each tree is grown with a randomised subset of predictors that allows the trees to grow to their maximum size without pruning. Finally the results of all trees are aggregated by averaging the trees. Out-of-bag samples are used to calculate an unbiased error rate and variable importance, without the need for a training data set or cross validation. Variable importance is based on how much worse the prediction would be if the data for that predictor were permuted randomly. The stronger the decrease in prediction accuracy, the more important is the variable (Breiman, 2001) .
As this importance measure is calculated for each node, a more local importance is given. For our data set we produced N = 500 trees and restricted the randomised subset of predictors to a minimum of 7, but a maximum of √ n, where n is the number of predictors passed from the results of the U -test. To assess the performance of the multivariate analysis (classification tree and RandomForest) we used the true skill score (HK), the false alarm ratio (FAR), the probabilities of detection of events (POD), and non-events (PON). With definitions used in contingency tables ( Table 2 ) the measures are defined as follows (Wilks, 1995; Doswell et al., 1990) :
Probability of non-events: PON = a a + c
False alarm ratio FAR = c c + d
True skill score HK
The true skill score, also called the Hanssen and Kuipers discriminant, is a measure of the forecast success and accounts for the correct discrimination of events and nonevents. Of course, false-stable predictions can have more serious consequences than false alarms, but too many false alarms will not provide meaningful insight into the meteorological boundary conditions prevailing during wet-snow instabilities as we cannot define patterns which are common for unstable wet-snow situations.
Results
We first report on the univariate analysis of the data including the meteorological parameters (Table 3) and those obtained by calculating the energy balance (Table 4, approaches, i.e. classification trees (Figs. 2 and 4) and Ran-domForest (Fig. 3) , and compare the predictive power of the models created with either meteorological measurements or energy balance variables.
Univariate analysis
For the meteorological variables minimum, mean, maximum, and the positive sum of air temperature over 3 days, the distributions were statistically different with p < 0.01 for the two classes of wet-snow avalanche day/non-avalanche day ( Table 3 ). Therefore, these variables were significant indicators for a day with an AAI > 2. Furthermore, the distributions for the minimum snow surface temperature (T SS ) were significantly different between the two classes for all stations. The mean and maximum of T SS , the difference of air temperature in the last 24 h and the difference in snow height for 24 h or 3 days discriminated between the groups only with the data of WFJ. Not surprisingly, days with an AAI > 2 had always higher air and snow surface temperatures and a preceding period (3 or 5 days) with higher air temperatures than nonavalanche days. Also significant differences between the two groups of days were found for some variables derived from the radiation balance measured at the stations. Avalanche days received more energy input through radiation than nonavalanche days, though distributions were not always significantly different; outgoing longwave radiation (L ↑ ) showed always high values for avalanche days. In other words, T SS was always higher on avalanche days than on non-avalanche days.
www.the-cryosphere.net/7/205/2013/ The Cryosphere, 7, 205-216, 2013 The daily minimum of sensible heat (H S ), the mean net longwave, the minimum, mean, maximum value of L ↑ , all sums of L ↑ and the 3-day sum of positive energy balance were the only variables for which the differences were judged significant for both aspects (Table 4 ). All other variables appear only in one of the two aspect classes. For the simulations on south-facing slopes all variables dealing with net and incoming shortwave radiation (S ↓ ) discriminated well between avalanche and non-event days. Daily minimum and maximum values of the energy balance performed well in distinguishing between avalanche and non-avalanche days for southern slopes only. On wet-snow avalanche days on southfacing slopes, the energy input into the snowpack was higher due to high net shortwave radiation and higher net longwave radiation than on non-avalanche days. Avalanche days on north-facing slopes were characterised by a high minimum value of H S and long periods (3 days) of energy input. L ↑ was always higher on avalanche days than on non-avalanche days.
The maximum value for the total amount of liquid water within the snowpack discriminated well between avalanche and non-avalanche days, but only for southern aspects (Fig. 1a) . The difference becomes even more evident when including all available non-avalanche days (Fig. 1b) . The interquartile ranges of the two distributions do not overlap at all, however, a considerable number of outliers represent days with a high amount of liquid water, but no avalanche activity. For north-facing slopes the two distributions were similar (Table 4) . Variable importance is based on how much worse the prediction would be if the data for that predictor were permuted randomly; the stronger the decrease in accuracy, the higher is the variable importance.
Multivariate analysis
For the multivariate approaches we pre-selected the variables based on Table 3 and Table 4 according to their physical meaningfulness and significance in the univariate approach. Again, the same quantity of non-avalanche days (N = 66) was selected according to the frequency of avalanche days (N = 66) for the months December to May.
The classification tree with the meteorological parameters of WFJ used only terms of the radiation balance to split into the two classes. Air temperature was not chosen by the tree (Fig. 2) . Avalanche days were detected with almost 90 % accuracy when following the nodes of the tree; non-event days were identified with a probability of 80 %. False-stable predictions were less frequent than false alarms. The Random-Forest (RF) model with the WFJ data not only included different radiation terms, but also the 3-day sum of positive air temperature and the maximum air temperature into the topfive important variables (Fig. 3c ). Predictive performance of the RF statistical model was 10-20 % worse than the one of the classification tree. POD and PON decreased to 69 %, concurrently FAR increased to 34 %. In the tree compiled with the DFB data set (not shown here), the sum of air temperature over 24 h and the values of relative humidity were the dominant splitting parameters. The RF could not be applied to Fig. 4 . Classification tree to discriminate between avalanche (AAI > 2) and non-avalanche days. Input data were all energy balance variables calculated for a 35 • south-facing slope at 2500 m a.s.l. Forecast scores of the tree: probability of detection (POD) = 0.84; probability of non-events (PON) = 0.83; true skill score (HK) = 0.72. the DFB data as the univariate analysis did not reveal enough variables (N < 7) that discriminated between the two groups of days. The model performance of the DFB tree was worse than the performance of the tree obtained with the WFJ data (Fig. 6) . The DFB tree found the events with good accuracy, but produced more false alarms and scored low in detecting non-events.
For a south-facing slope at 2500 m a.s.l., the energy balance summed over 3 days split best followed by the mean net shortwave radiation using classification tree analysis (Fig. 4) . The following nodes included the internal state of energy of the snowpack (zero cold content) and the maximum outgoing longwave radiation. For northern slopes (not shown here), again the sum of the energy balance over 3 days split best. The subsequent nodes included sensible heat and the mean of net longwave radiation. Results obtained with Random-Forests are very similar to those from classification trees, but variable importance differed. The most important variable was the value of zero cold content at noon followed by the mean net shortwave radiation for southern aspects and the mean outgoing longwave radiation for northern aspects. Only then the sum of the positive energy balance values shows up for both aspects (Fig. 3a, b) . Again the results obtained with the tree outperform the predictive skills of RF. In none of the multivariate approaches were variables related to the total amount of liquid water chosen.
In summary, for south-facing and north-facing slopes the energy balance over 3 days was the variable that split best between avalanche and non-avalanche days. The following www.the-cryosphere.net/7/205/2013/ The Cryosphere, 7, 205-216, 2013 Fig. 5. (a) Classification tree for WFJ using air temperature information, (b) classification tree for air temperature and snow surface information and (c) for a virtual south-facing slope with energy balance information only (for predictive skills see Fig. 6 ).
splitting rules included incoming shortwave radiation and state of the internal energy for south-facing slopes and the sensible and net longwave radiation flux for north-facing slopes. For all cases the predictive skills of the trees were better than the ones of the RF analysis.
Predictive skills of air temperature and energy balance
So far results showed that the predictive skills of the two approaches with various input data sets were rather good and mostly agreed. In a next step, however, we wanted to know if either air temperature or the energy balance is sufficient for wet-snow avalanche forecasting and which of both performs better. When omitting the radiation terms in the tree presented in Fig. 2 , the 5-day sum of positive air temperature remained as the only splitting parameter (Fig. 5a ), but model performance deteriorated (Fig. 6) : the tree missed two thirds of all avalanche days, but hardly missed any non-event days. False alarms (0.11) were fairly infrequent. When adding the snow surface temperature (Fig. 5b) the predictive power improved (POD = 0.89, PON = 0.6, FAR = 0.3), but the prediction accuracy for the non-events went down and the falsealarm ratio increased. Nevertheless, the number of falsestable predictions was in the same range as with the more complex tree in Fig. 2 . Using only information of the energy balance, the tree identified almost all events, but missed many non-events which means that almost two thirds of all non-avalanche days were classified as avalanche days. Introducing the outgoing longwave radiation (not shown here) increased the probability of non-events to 90 %, but decreased the probability to hit an avalanche day to 67 % (Fig. 6 ).
Discussion
Compared to previous studies (e.g. Romig et al., 2005; Baggi and Schweizer, 2009; Peitzsch et al., 2012) the same meteorological variables showed discriminating power (e.g. air temperature), but also similar shortcomings in predictive skills. Our results suggest that no single variable representing the energy input is sufficient for forecasting wet-snow instability, unless combined with information on snow temperature and its evolution over time. Wet-snow avalanche activity was closely related to periods when large parts of the snowpack reached an isothermal state (0 • C) and energy input exceeded a maximum value of 200 kJ m −2 in one day (Table 4 ; Figs. 5 and 7) , or the 3-day sum of positive energy input was larger than 1.2 MJ m −2 (Figs. 4 and 7) . This combined information allows excluding days when the energy input is used for warming the snowpack and determining when surplus of energy is used to melt snow, which helps to narrow down the onset of wet-snow avalanche activity. Some avalanche warning services, e.g. in New Zealand (Conway, 2005) , take this fact into account by relating the convergence of snow temperature at different heights towards 0 • C to the start of a period with high probability of wet-snow avalanche release. Using simply the daily energy balance allowed detecting 90 % of the wet-snow avalanche days; therefore, energy balance is superior to air temperature in detecting events. However, the problem is that many false alarms resulted, which is not satisfying and lowers the overall predictive skill. The true skill score (HK) of the energy balance model was similar to the one of air temperature. Air temperature solely was not suited for predicting the events, but detected non-events fairly well. Combining air temperature with snow surface temperature improved predictive skills (Figs. 4 and 6) . For practical applications, these two commonly measured parameters may be well suited, but can only describe flat field conditions. The grey boxes indicate periods with wet-snow avalanche activity (AAI > 2) recorded for the surroundings of Davos, Switzerland, blue boxes indicate major wet-snow avalanche cycles (AAI > 30, Table 1 ).
The total amount of liquid water was closely related to days with wet-snow avalanche occurrence on south-facing slopes (Fig. 1) , but was generally a poor predictor. Prevailing high amounts of water production and equally a high proportion of zero cold content after the major avalanche cycle hamper the application of these variables for prediction ( Fig. 8) . In fact, none of the multivariate approaches used the total amount of water as a variable in its splitting rules. In contrast, the cold content was chosen as splitting rule in the multivariate approaches and seems to be more indicative for the onset of wet-snow instabilities. Previous work (Schweizer and Baggi, 2009 ) supports this fact.
Whether significant melt will affect stability depends not only on the meteorological forcing, but also on snowpack structure (Schneebeli, 2004; Baggi and Schweizer, 2009) . Snow stratigraphy at the beginning of the melt season might be quite responsive to the addition of water, while more "mature" or ripe snowpack will not respond to the addition of water. As soon as the snowpack is ripe, an efficient drainage system will be established and water will no longer affect stability (Kattelmann, 1985) . In situ measurements capturing the above described thermal and mechanical evolution are difficult to perform since changes tend to occur fast, and only represent point observations. Likewise, presently available simulated snow stratigraphy will not depict the complex feedback mechanisms of infiltrating water. On the other hand, avalanche activity tended to be widespread and occurred within a few days suggesting that the snow cover conditions were fairly uniform throughout the area for a certain aspect and elevation. This suggests that forcing by meteorological conditions was overriding local differences in snow stratigraphy and knowing the location and amount of liquid water within the snowpack is not always relevant.
Since most cycles in the periods we analysed occurred on slopes of southern aspect, it is not surprising that the net www.the-cryosphere.net/7/205/2013/ The Cryosphere, 7, 205-216, 2013
shortwave radiation provides most energy (Fig. 7) . As single parameter it discriminated between event and non-event days for steep (= 35 • ) southern aspects. Median values on avalanche days were about 80 W m −2 , however, maximum values may be as high as 200-400 W m −2 within 60 min (Fig. 7) . These maximum flux values might prevail only for 2-4 h per day, but cover around two thirds of the maximum energy input of a single day (Table 4 ). In case the snowpack is already at 0 • C, this high energy input during a few hours will be directly transformed into ∼ 1.5 mm of water.
On the other hand, the net longwave radiation was in general the largest negative component, i.e. energy loss (Fig. 7) . Low negative net values hint to days with cloud cover or a melting snow surface. Cloud cover will attenuate the cooling effect at the snow surface, which will lead to high values for L ↑ . In fact, L ↑ was in all statistical models a good splitter (Table 4 , Fig. 3) . The values of the turbulent heat fluxes (H S and H L ) were in general lower than half the magnitude of the net irradiative fluxes, but especially H S may on some days early in spring exceed the magnitude of the irradiative terms and therefore needs to be considered when calculating the energy input to the snowpack on a daily basis. It is, however, very difficult to reliably calculate H S for complex terrain. The bulk method, which is used within SNOWPACK to calculate the turbulent fluxes, provides at best an estimate. It has, however, been shown that the method gives robust results for the location where the data were recorded (Plüss and Mazzoni, 1994) . In order to obtain good results for the locations where the input needs to be extrapolated, air temperature, snow surface temperature and wind speed have to be representative. None of the three parameters can be verified for the slope simulations. Comparing the air temperature measured at the station Weissfluhjoch (2540 m a.s.l.) to the one at the station Dorfberg suggests that the average lapse rate may be somewhat higher than the standard lapse rate of 0.65 • C/100 m. To assess the underestimation we simulated H S based on the data of the station DFB which revealed that the extrapolated value of H S for 2200 m was on average 16 % lower. On some days, however, H S calculated with DFB was 20-30 Wm −2 higher than with the time-lapse approach. Furthermore, the bulk method generally underestimates the sensible heat flux (Arck and Scherer, 2002) . Nevertheless, we think that the difference between extrapolation and measurement is acceptable as we compare the meteorological conditions in a given elevation band to the avalanche activity on a regional scale -and not point by point. Our data included only one significant rain-on-snow event and the above-discussed results on energy balance terms may be biased to situations where irradiation and air temperature caused the melting.
Studying the melt of ice on glaciers is often based on temperature-index models assuming an empirical relationship between air temperature and melt rates. Ohmura (2001) has pointed out that air temperature is a reliable proxy for calculating the melt and that considering the full energy bal-ance does not substantially improve the results. This approach is debatable, but seems to work for glaciological studies (e.g. Braithwaite, 1995) . One might therefore conclude that the same approach is applicable for predicting wet-snow avalanches as melt water is closely related to snowpack instability. However, temperature-index models have spatial and temporal deficiencies and rely heavily on the degree-day factor (DDF). The DDF may change with time due to changing albedo and with terrain properties (aspect, slope angle). de Quervain (1979) presented a 28-yr long series of DDF values calculated for the Weissfluhjoch test-site (flat) and concluded that a mean value of 4 can be applied for the entire melt period. The DDF values, however, scatter considerably and range from 2.7 to 6.1 depending on whether the melt process was dominated by radiation or air temperature. Radiation induced melting was underrepresented by the DDF. Furthermore, our wet-snow avalanches occurred in spring on steep terrain, so that terrain conditions would have to be considered (e.g. Hock, 2003) . Whereas temperature-index models provide reasonable results for melt rates when integrated over long time periods, the accuracy decreases with increasing temporal resolution, which is a major disadvantage for wet-snow avalanche forecasting. Considering that the 5-day sum of positive air temperature missed most avalanche days (Fig. 5a ), indicates that temperature-index models are not suited for our purpose.
Although our analyses are specific to the study area and so are some of the results, such as threshold values, many of the findings can be generalised. For example, for the prediction of the first large melt events, air temperature is not sufficient, but information at least on the thermal state of the snow cover is needed. Calculating energy input and cold content of the snowpack for a specific class of slopes and aspects will provide a good estimate for the first major melt -and hence of potential instability.
Conclusions
We compared 4 yr of wet-snow avalanche occurrence in the surroundings of Davos, Switzerland to meteorological data measured by three automated weather stations and to simulated energy balance values. The energy balance was modelled for virtual slopes of southern and northern aspects using the 1-D snow cover model SNOWPACK.
Univariate analyses revealed that the distributions of air temperature, its positive sum over 3 or 5 days, the snow surface temperature, the 3-day sum of positive energy balance, the daily maximum amount of liquid water within the snowpack and the minimum value of the sensible flux were statistically different for wet-snow avalanche and non-avalanche days, suggesting that these variables have predictive power. Using only one explanatory variable revealed low scores in predicting days with high wet-snow avalanche activity. Too many false-alarms deteriorated the predictive power.
Combining various variables in two different multivariate approaches provided satisfactory results. The model based on energy balance variables performed as well as the model using meteorological parameters, but better predicted nonevents. Modelling the energy balance for virtual slopes allows simulating the energy input, cold content and total amount of water for specific slopes and aspects. The resulting classification trees clearly demonstrate the importance of the energy input and proportion of cold content for forecasting wet-snow avalanches. For both, south-facing and northfacing slopes, the energy balance over 3 days was the variable that split best between avalanche and non-avalanche days.
In the presented approach, we focused on external drivers for melt production and did not consider the snowpack stratigraphy and its interaction with melt water. Despite this severe shortcoming, the results are promising for predicting wet-snow avalanche activity on a regional scale based on simulated variables using the snow cover model SNOW-PACK. In the future, an approach combining more sophisticated water flux models and objective measurement devices, such as upward-looking radar systems, might help to improve prediction accuracy.
