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Tehnologije obogatene (angl. Augmented Reality, okrajšano AR) in drugih vrst 
resničnosti doživljajo spremembe in napredek in ponujajo različne priložnosti na 
mnogih področjih. Eno od njih je tudi turizem, kjer lahko pripomočki oziroma 
aplikacije na prenosnih napravah obogatijo ogled znamenitosti in izboljšajo izkušnjo 
gostov ter posledično privabijo več turistov. 
V diplomski nalogi so predstavljene različne stopnje resničnosti ter področja, na 
katerih se uporabljajo in kjer z razvojem novih tehnologij prihaja tudi do novih 
možnosti in priložnosti. Narejen je pregled nekaterih tehnologij in orodij obogatene 
resničnosti z uporabo spletnih tehnologij in domorodnih aplikacij (angl. native 
applications) z njihovimi prednostmi in slabostmi. Pri praktičnem delu diplomske 
naloge je orodje Vuforia v povezavi s programom Unity uporabljeno za izdelavo 
turistične aplikacije obogatene resničnosti, ki je namenjena popestritvi obiska 
Ljubljane, pri čemer je v resnični svet na Zmajskem mostu ob zaznavi markerja 
vključen navidezni objekt Ljubljanskega zmaja, ki oživi in odleti proti Ljubljanskemu 
gradu. Opisani so posamezni koraki izdelave te aplikacije in predstavljene ugotovitve 
ter nadaljnje možnosti za nadgradnjo. Glavna ugotovitev diplomske naloge je, da je 
aplikacija sicer delujoča, vendar ne dovolj zanesljiva za uporabo v praksi, zato bi bilo 
potrebno uporabiti druge pristope ali orodja za sledenje premikom naprave in 
zavedanje okolice.  
 
 





Technologies of Augmented Reality and other types of digital realities have been 
changing and progressing, therefore offering different opportunities in various fields. 
Among them is tourism, where technical aids and applications installed on mobile 
devices can enhance sightseeing tours and improve visitors’ experiences and in turn 
attract more and more tourists.  
This diploma thesis introduces different levels of reality, their fields of use, and 
the new possibilities and opportunities that development of these new technologies 
brings. The thesis includes an overview, advantages and disadvantages of some 
technologies and tools used in web-based and application-based Augmented Reality. 
For the practical part of this thesis, Vuforia Engine was used in combination with Unity 
Editor to create an augmented tourist application. The intent of the application is to 
make visits of Ljubljana more interesting and memorable by including a virtual object 
of Ljubljana dragon into the real world when a ready-made marker at the Dragon 
bridge is captured by mobile device camera. The dragon then comes to life and flies 
towards Ljubljana castle. Each step of the development process of this application is 
described. Findings that were reached and further improvement possibilities are 
presented. The main conclusion of the thesis is that while the application is working, 
it is not reliable enough to be used in practice, therefore different tools or technologies 
for movement tracking and environmental understanding should be used. 
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1  Uvod 
Osrednja tema diplomske naloge je tehnologija obogatene resničnosti in dodana 
vrednost, ki jo ta lahko nudi na področju turizma. 
Število prihodov in nočitev v Sloveniji že nekaj let konstantno narašča, kar 
pomeni, da našo državo obiskuje vedno več turistov [1]. Najbolj priljubljen način 
vodenih ogledov so zvočni vodiči, ki so z razvojem tehnologije ter splošno 
dostopnostjo in uporabo pametnih mobilnih naprav s številnimi senzorji, kot so 
kamera, kompas in dostop do lokacije, precej napredovali in izboljšali uporabniško 
izkušnjo ter poenostavili uporabo. Z razvojem in širjenjem tehnologije obogatene 
resničnosti se pojavljajo tudi turistične aplikacije, ki na izbranih lokacijah predvajajo 
pred pripravljene zvočne posnetke ali videe [2]. Nove stopnje resničnosti, ki jih 
poznamo, kot sta obogatena in mešana resničnost (angl. Mixed Reality, okrajšano 
MR), pa ponujajo še veliko možnosti in priložnosti, ki jih je vredno raziskati, ker lahko 
izboljšajo izkušnjo obiskovalcev, dobra priporočila pa lahko pomenijo še nadaljnjo 
rast turizma. 
Cilj diplomske naloge je preizkusiti uporabo obogatene resničnosti v turistični 
aplikaciji z namenom popestritve ogleda znamenitosti. V povprečju naj bi imelo v 
državah z naprednejšim gospodarstvom 76% odraslih oseb v lasti pametno mobilno 
napravo [3], zaradi česar sta ciljni napravi pametni telefon in tablica, kamor se lahko 
namesti aplikacijo. Za razvoj aplikacije je bilo izbrano orodje Vuforia, ki podpira izvoz 
na dva najbolj razširjena operacijska sistema mobilnih naprav, Android in iOS [4], v 
povezavi s programskim orodjem Unity, ki izbrano orodje v celoti podpira in omogoča 
bolj pregleden razvojni proces [5]. Ob ogledu Zmajskega mostu bodo lahko 
obiskovalci doživeli obogateno izkušnjo, saj bo zmaj na stebru nenadoma oživel in 
odletel proti še eni znamenitosti, Ljubljanskemu gradu. 
Diplomska naloga je razdeljena na 6 poglavij. V uvodu so na kratko predstavljeni 
njena osrednja tema, cilj in namen. V drugem poglavju so predstavljene različne oblike 
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resničnosti, ki jih poznamo, njihove značilnosti in razlike med njimi ter področja 
uporabe. V tretjem poglavju sta predstavljeni dve glavni veji v razvoju na področju 
obogatene resničnosti, razvoj za splet in aplikacije, ter za vsako od njiju omenjenih 
nekaj knjižnic in orodij. V četrtem poglavju so bolj podrobno opisana orodja, izbrana 
za izdelavo praktičnega dela te diplomske naloge. Peto poglavje zajema celoten potek 
izdelave aplikacije. V zaključku so predstavljene ugotovitve ter možnosti za izboljšavo 




2  Tehnologije navidezne, obogatene in mešane resničnosti 
Resničnost že dolgo ne zajema več samo našega fizičnega okolja, ampak so se 
razvile tudi druge oblike resničnosti, kot so obogatena resničnost, mešana resničnost 
in navidezna resničnost (angl. Virtual Reality, okrajšano VR), ki so s skupnim imenom 
lahko poimenovane X-resničnost (X-reality, okrajšano XR) [6]. Te resničnosti niso 
vedno uporabljene za ustvarjanje svetov, enakih našemu, vseeno pa je dobro 
poznavanje resničnega sveta, kako ga dojemamo, kako komuniciramo, se odzivamo in 
kaj pričakujemo, ključno za ustvarjanje pristnih izkušenj, ki uporabnika potopijo v 
drugačne resničnosti [7]. 
2.1  Navidezna resničnost 
Navidezna resničnost je umetno, računalniško generirano tridimenzionalno 
(angl. three-dimensional, okrajšano 3D) digitalno okolje, ki se ga doživlja skozi čutno 
zaznavo, to je z vidom, sluhom in dotikom, in ki se v realnem času odziva na 
uporabnika, ki lahko nanj vpliva z govornimi ukazi, kretnjami in na druge načine, kot 
da bi bilo resnično [7]–[10]. Glavni namen navidezne resničnosti je pomoč pri 
razumevanju, pa naj bo to razumevanje zgodbe, abstraktnih pojmov ali učenje fizične 
spretnosti, saj sočasna uporaba več čutov in sprejemanje informacij na več različnih 
načinov izboljša učenje in dojemanje uporabnikov, kar se v navideznih okoljih lahko 
pripravi in prilagaja za različne ljudi [7]. Hkrati pa se za izvedbo navidezne resničnosti 
uporabljajo tudi večsmerni video posnetki (360° video), ki so zajeti z namenskimi 
vsesmernimi kamerami. Tudi ti pristopi k virtualni resničnosti omogočajo določeno 
stopnjo interaktivnosti z uporabo ustreznih tehnologij, vendar niso del obravnave te 
diplomske naloge.  
Pomemben vidik, na katerega morajo biti oblikovalci navideznih svetov pozorni, 
je navidezna navzočnost (angl. virtual presence). Ta predstavlja mero potopljenosti 
(angl. immersion) uporabnikov v simulirani svet, ki ne zajema njihovega fizičnega 
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telesa. Ustvarjalci navidezne resničnosti večinoma poskušajo ustvariti izkušnjo, pri 
kateri bi se uporabniki popolnoma odklopili od resničnega sveta in potopili v navidezni 
svet ter bili v celoti vključeni vanj [7]. V določenih primerih pa je lahko namen ali 
način uporabe drugačen in je lahko primerna tudi manjša raven navidezne navzočnosti. 
Fizično zahtevne naloge je na primer smiselno uporabniku olajšati, s čimer se zmanjša 
nivo potopljenosti. S tem, ko se oblikovalci navideznih svetov zavedajo dejavnikov, 
ki vplivajo na raven navidezne potopljenosti, lahko boljše dodeljujejo računalniške 
vire, saj določene spremembe ne izboljšajo uporabnikove izkušnje in so posledično 
nesmiselne. Na občutek potopljenosti v navidezni svet med drugim vplivajo ločljivost 
zaslona, velikost vidnega polja in hitrost posodabljanja sličic [11]. 
2.2  Obogatena in mešana resničnost 
Oblike resničnosti, ki se razpenjajo med popolnoma resničnim in popolnoma 
navideznim okoljem, so s skupnim imenom poimenovane mešana resničnost. V 
poenostavljenem prikazu ta zajema obogateno resničnost in obogateno navideznost 
(angl. Augmented Virtuality, okrajšano AV), pri čemer prva zajema večinoma 
resnično okolje z dodanimi navideznimi elementi, druga pa določene vsebine iz 
resničnega sveta vstavi v navidezno okolje. Prikaz različnih stopenj navideznosti 
prikazuje Slika 1 [7], [12]. 
 
Slika 1: Poenostavljen prikaz stopenj navideznosti [12]. 
Za razliko od navidezne resničnosti, mešana resničnost in posledično tudi 
obogatena resničnost ne zamenjata celotnega resničnega sveta z navideznim, ampak 
vanj vključujeta računalniško generirane elemente, da uporabniki hkrati doživljajo 
resničen in navidezen svet, ki se zlijeta skupaj [6]. 
Mešana resničnost zajema resničnosti, v katerih se v različnih razmerjih resnični 
svet meša z virtualnim. Z digitalnimi objekti, ki se v realnem času odzivajo na ukaze 
in sobivajo s fizičnimi površinami in objekti, so ustvarjena hibridna okolja, pri tem pa 
se poskuša doseči čim bolj naravno in intuitivno izkušnjo [6], [13], [14]. 
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Obogatena resničnost povezuje resnični svet z navideznim, s tem ko v resnično 
okolje (ali neposredni video prenos resničnega okolja) doda oziroma vključi 
računalniško ustvarjeno vsebino, ki uporabniku nudi dodatne informacije ali dopolni 
svet z namišljenimi objekti in s katero je mogoče komunicirati  [6], [15], [16]. Pri tem 
je pomembno, da ima navidezni element svoj prostor v resničnem svetu, ki je 
neodvisen od položaja uporabnika, kar pomeni, da ostane na istem mestu, tudi če se 
uporabnik premakne in se skladno z njegovim premikom spremeni tudi pogled na 
objekt - smer, kot in perspektiva. V aplikacijah navidezne resničnosti se mora zato za 
vsako časovno enoto ugotoviti stanje navideznega in fizičnega sveta in se ju uskladiti, 
tako da uporabnik združena svetova zaznava kot enega [17]. 
Obstajata dva pristopa, kako se lahko uporabniku prikaže pogled v resnično 
okolje, obogateno z elementi iz navideznega sveta. Prvi je tako imenovani pristop 
pogleda skozi video (angl. video-see-through), kjer uporabnik ne vidi dejanskega 
resničnega sveta, temveč video, ki ga posredujejo povezane kamere. Video se v tem 
primeru najprej opremi z umetno generirano vsebino in informacijami, nato pa 
uporabniku prikazuje že združeno sliko. Drugi pristop je neposredni pogled (angl. 
optical-see-through), ki omogoča uporabnikom, da del resničnega sveta opazujejo 
neposredno skozi leče, pri čemer je ta prekrit z elementi navideznega sveta, da je 
ustvarjen obogaten pogled [18]. 
Pomemben del aplikacij obogatene resničnosti je med drugim tudi spremljanje 
in zavedanje tako uporabnika kot tudi sveta okoli njega in navideznih objektov, 
vključenih v resnično okolje. Prvi korak pri dodajanju navideznih elementov v resnični 
svet se imenuje registracija. S tem postopkom se računalniško generirane objekte 
poravna s fizičnim svetom, v katerega se jih želi vključiti  [15], [16]. V nadaljevanju se 
ta povezava zaradi premikanja uporabnika lahko poruši, zato je tudi kasneje 
pomembno nenehno natančno in hitro sledenje (angl. tracking) premikov ter popravek 
perspektive ali poravnave objektov, da se ohrani dobra uporabniška izkušnja in 
izboljša občutek potopljenosti uporabnika v obogateno okolje [16], [18]. 
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2.3  Naprave za prikaz aplikacij AR, MR in VR 
Uporabnik za ogled in premikanje po svetu obogatene resničnosti potrebuje 
zaslon. Glede na položaj zaslona glede na uporabnika in resnični svet se ti lahko delijo 
v tri kategorije.  
Najpogosteje se za to uporabljajo mobilne naprave, predvsem pametni telefoni 
ali tablice, ki združujejo digitalno kamero, vgrajene senzorje in prenosni zaslon. 
Nekatere naprave imajo dve kameri in s primerjavo njunih zajetih slik se lahko pridobi 
informacijo o globini in navidezni objekt natančneje umesti v prostor za še boljšo 
uporabniško izkušnjo [19]. Mobilne naprave za prikazovanje podob navideznega sveta 
čez resnični svet uporabljajo pristop pogleda skozi video [15], [18], [20].  
Na trgu obstaja velika množica različnih pametnih telefonov in tablic različnih 
proizvajalcev in modelov, kar pomeni tudi zelo različne možnosti kar se tiče velikosti, 
ločljivosti in tipa zaslona, števila, tipa in kvalitete kamer, procesorja, količine spomina 
in vgrajenih senzorjev.  
Pametne naprave imajo večinoma med 1 in 8 gigabajtov (angl. gigabyte, 
okrajšano GB) delovnega pomnilnika (angl. Random Access Memory, okrajšano 
RAM) in do 512 GB notranjega pomnilnika (angl. Read Only Memory, okrajšano 
ROM) ter dodatno omogočajo še prostor za spominsko kartico, veliko do 256 ali celo 
512 GB. Dolžina diagonale zaslona pametnih telefonov je večinoma med 15 in 20 cm, 
pri pametnih tablicah tudi do 30 cm, ločljivost zaslona pa je pri pametnih telefonih 
večinoma 1920x1080 ali večja, pri določenih modelih in nekaterih pametnih tablicah 
pa tudi manjša. Hitrost posodabljanja slike na zaslonu je med 60 in 120 sličic na 
sekundo [21]–[23].  
Novi pametni telefoni imajo tudi do štiri zadnje kamere, ki se razlikujejo po tipu 
leče, velikosti zaslonke, goriščni razdalji, številu slikovnih točk (angl. pixel) senzorja, 
širini kota pogleda, ki ga kamera zajame, in drugih podrobnostih. Sprednje kamere 
imajo pogosto senzorje z manj slikovnimi točkami kot zadnje kamere. Pogosti 
senzorji, prisotni v mobilnih napravah, so žiroskop, pospeškometer, kompas, senzor 
bližine, senzor za zaznavanje osvetlitve okolice, barometer in drugi  [21], [23]. 
Poleg pametnih mobilnih naprav postajajo vse bolj pogosti tudi naglavni zasloni 
(angl. Head Mounted Display, okrajšano HMD), ki postajajo vedno lažji, manj nerodni 
in lažje dostopni. Taki zasloni imajo lahko ali neposredni pogled ali pogled skozi 
video. Primeri naglavnih prikazovalnikov za obogateno ali mešano resničnost so Daqri 
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Smart Helmet in Smart Glasses, Microsoft HoloLens, Epson Moverio in Magic Leap 
1, za navidezno resničnost pa Samsung Gear in Oculus Go [15], [18].  
HoloLens 2 je naglavni zaslon podjetja Microsoft za mešano resničnost, ki 
omogoča široko vidno polje in ne omejuje uporabe korekcijskih očal. Za upravljanje 
se lahko uporablja pogled, kretnje ali glasovne ukaze, naprava pa ne uporablja kablov 
ali zunanjih naprav za procesiranje in napajanje, temveč je celoten računalnik vključen 
v glavno enoto, ki je vidna na Slika 2. HoloLens 2 ima ločljivost zaslona 2k, 2 
infrardeči kameri za spremljanje pogleda, pospeškometer, žiroskop in kamero, ki ima 
8 milijonov slikovnih točk, kar je manj kot večina kamer pametnih telefonov [24].  
 
Slika 2: Prikaz uporabe naglavnega zaslona HoloLens 2 [24] 
Magic Leap 1 je naglavni zaslon podjetja Magic Leap, ki obogati izkušnjo 
resničnega sveta z navidezno vsebino. S prostorskim zvokom združuje resnične in 
dodane zvoke, ki jih umesti v prostor glede na navidezne objekte, katerim pripadajo, z 
uporabo 9 senzorjev pa se zaveda okolice, vključno z robovi in površinami. Baterija 
in procesor sta vključena v majhni, ločeni prenosni enoti, ki je s kablom povezana z 
naglavnim zaslonom, kot je prikazano na Slika 3. Upravlja se ga lahko s kretnjami, 
glasovnimi ukazi, ročnim krmilnikom na dotik, premiki glave in pogledom. Omogoča 
široko vidno polje, in sicer 50°, ter hitrost osveževanja 120 sličic na sekundo [25].  
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Slika 3: Naglavni zaslon Magic Leap 1, s kablom povezan s prenosno procesorsko in napajalno enoto 
[25] 
Moverio je serija pametnih očal za obogateno resničnost podjetja Epson, ki 
zajema različne modele za različne potrebe in priložnosti  [26]. Očala zajemajo senzor 
za zaznavanje osvetlitve okolice, pospeškometer, žiroskop in kamero, vključen pa je 
tudi ročni krmilnik. Ločljivost zaslona je 1280x720, vidno polje pa je po diagonali 
široko okrog 23° [27].  
Oculus Go je naglavni zaslon virtualne resničnosti podjetja Facebook, ki je , 
enako kot Oculus Quest, samostojna enota, medtem ko Oculus Rift in Oculus Rift S 
za procesiranje potrebujeta povezavo z zmogljivim računalnikom. Oculus Go je edina 
med VR napravami Oculus, ki za spremljanje usmeritve uporablja le en ročni krmilnik 
in zato ne spremlja položaja krmilnika v prostoru, zaradi česar je primerna za statično 
igro, medtem ko so ostale naprave z dvema krmilnikoma primerne tudi za gibanje po 
prostoru. Ločljivost zaslona naprave Oculus Go je 2560x1440, hitrost osveževanja pa 
med 60 in 72 sličic na sekundo [28].  
Tretja vrsta zaslona, ki jo ločujemo glede na položaj zaslona glede na uporabnika 
in resnični svet, je prostorski zaslon, ki je postavljen v prostor in ni vezan na 
posameznega uporabnika, zaradi česar je primeren za večje prikaze z omejeno 
interaktivnostjo [20]. 
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2.4  Področja uporabe 
Čeprav obstaja še precej omejitev ter možnosti za izboljšavo in napredek, je 
razvoj obogatene in mešane resničnosti prinesel veliko idej, pričakovanj in načrtov za 
izboljšanje dela in izkušenj na različnih področjih. 
Na področju medicine lahko aplikacije obogatene ali mešane resničnosti 
izboljšajo vizualno predstavo zdravnikov. Za razliko od dvodimenzionalnih (angl. 
two-dimensional, okrajšano 2D) slik, s katerimi navadno delajo in jih morajo miselno 
povezati s tridimenzionalno osebo, bolnikom, lahko pri tem preskoku pomagata AR in 
MR. Zdravnik ima lahko na naglavnem zaslonu nekje ob strani, nemoteče, prikazan 
tridimenzionalen prikaz anatomskih modelov in se za ogled pomembnih podatkov in 
prikazov ne rabi obračati daleč. Na podlagi večje količine slik lahko na primer sistem 
vodenja na osnovi obogatene resničnosti (angl. Augmented Reality Guidance System, 
okrajšano ARGS) ustvari tudi navidezen tridimenzionalni anatomski model, ki lahko 
pomaga pri lociranju žil ali tumorjev [29], [30]. 
Tehnologija obogatene resničnosti se že leta uporablja v izobraževanju, na 
primer v otroških knjigah, kjer ustvarja izkušnjo, kot bi zgodbe oživele. Na podoben 
način bi lahko starejšim otrokom, šolarjem v učbenikih snov predstavili na bolj 
zanimiv način z obogateno vsebino, s čimer bi jim omogočili bolj poglobljeno učenje 
in boljšo predstavo [31]. Podobne aplikacije so že bile preizkušene, učenci so radi 
uporabljali obogatene vire, s čimer se je povečala njihova uporabnost, bolj so bili 
motivirani in kazali boljše rezultate in si boljše zapomnili učno snov [32]. 
Možnosti obogatene resničnosti na področju podjetništva in trženja so AR 
vizitke, markerji v oglasih ali markerji na embalaži produktov, ki bi v pripadajoči 
aplikaciji ponujali dodatne podatke o produktih, priporočila drugih kupcev ali 
predstavitveni video oziroma oglas izdelka. Nekatere spletne trgovine, na primer za 
pohištvo ali očala, že omogočajo predogled svojih izdelkov v resničnem svetu [31]. 
Ena od bolj znanih iger, ki je uporabila in širši javnosti predstavila možnosti in 
priložnosti obogatene resničnosti, je igra Pokémon GO podjetja Niantic [31]. V osmih 
tednih od javne izdaje je igra v več kot 100 državah presegla pol milijarde prenosov 
[33]. Osrednja tema igre je lovljenje izmišljenih bitij, kar lahko z novimi tehnologijami 
poteka v resničnem svetu, kar je prikazano na Slika 4.  
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Slika 4: Posnetek zaslona dela igre Pokémon GO, ki poteka v svetu obogatene resničnosti [34] 
Na področju industrije so že bile predstavljene aplikacije, ki temeljijo na 
obogateni resničnosti in se uporabljajo za izboljšanje tehničnega učenja in zmanjšanje 
napak pri popravilih. Uvajanje in učenje določenih procesov in postopkov bi lahko 
izboljšala obogatena navodila oziroma pripomočki za učenje, ki bi lahko omogočali 
neposreden, praktičen pristop in preizkušanje naučenega na navideznih predmetih, 
vključenih v resnično okolje [31]. 
V turizmu omogočajo aplikacije obogatene resničnosti obiskovalcem muzejev 
in drugih prostorov ali spomenikov kulturne dediščine, da zgodovinske trenutke, 
stavbe in predmete doživijo na drugačen način. S tem ustvarjajo nov način 
neformalnega učenja, spodbujajo zanimanje obiskovalcev za zgodovino, jim 
omogočajo interakcijo, dalj časa ohranjajo njihovo pozornost in izboljšajo njihovo 
izkušnjo [35]. Pri izletih ter ogledih mest, narave in znamenitosti je tehnologija 
vodenih ogledov že precej napredovala. Aplikacije obogatene resničnosti lahko glede 
na lokacijo uporabnika prikažejo ali predvajajo pred pripravljene informacije in 
posnetke o zanimivostih v bližini [2]. 
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resničnosti 
Pri razvoju na področju obogatene resničnosti obstajata dva glavna pristopa k 
razvoju in sicer prvi z uporabo spletnih tehnologij ter drugi z uporabo domorodnih 
aplikacij. Izvedba AR rešitev v okviru domorodnih aplikacij zahteva predhoden prenos 
in namestitev aplikacije, poleg tega pa lahko razvoj za različne platforme pomeni 
ponavljanje razvojnega postopka za vsako platformo posebej, kar poveča stroške in 
trajanje razvoja. Za razliko od tega je razvoj za splet bolj univerzalen kar se tiče 
platforme, vendar omejen z zmogljivostjo spletnih brskalnikov - z učinkovitostjo 
obdelave podatkov, hitrostjo prenosa podatkov in energijsko zmogljivostjo [33]. Poleg 
tega so številne spletne tehnologije za razvoj aplikacij obogatene resničnosti še v 
razvojni fazi in posledično omejene na delovanje v manjšem številu brskalnikov. Ta 
situacija se bo sčasoma nedvomno uredila in bodo spletne tehnologije AR in MR 
dostopne v večini sodobnih brskalnikov.  
V nadaljevanju so predstavljene nekatere tehnologije in orodja, ki se uporabljajo 
pri razvoju AR za splet in aplikacije. 
3.1  Spletne tehnologije 
WebRTC je odprtokodna tehnologija, ki vsem sodobnim brskalnikom v obliki 
JavaScript API-ja omogoča spletno komunikacijo v realnem času (angl. web real-time 
communication) in je ena od najbolj osnovnih in hkrati najpomembnejših tehnologij 
za spletno AR. Z uporabo te tehnologije naprava s kamero zajame videoposnetek 
okolja, na podlagi česar se nato gradi vse naprej – dojemanje okolja, izris in drugo. 
Poleg zajema videa WebRTC omogoča tudi kodiranje, enkripcijo, procesiranje in 
upodabljanje [33], [36]. 
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WebAssembly je spletna tehnologija, ki jo podpira večina sodobnih brskalnikov 
in izboljšuje učinkovitost aplikacij spletne obogatene resničnosti in poenostav lja 
proces razvoja teh aplikacij. S kodiranjem procesov v binarni format, ki je učinkovit 
tako po velikosti kot času, ponuja WebAssembly pospešitev računskih procesov, ki se 
lahko izvajajo neposredno na spletu [33]. 
WebGL je knjižnica, podprta na večini sodobnih brskalnikov, ki ponuja pristop 
za pospešitev izrisa oziroma upodabljanja. Vsebuje komplet JavaScript API-jev za 
dvo- in tridimenzionalno grafično uporabljanje. Uporablja grafično procesno enoto 
mobilne naprave, ki v spletni aplikaciji ustvarja bolj gladek in realističen svet 
obogatene resničnosti [33]. 
Three.js je JavaScript knjižnica, namenjena delu z 2D in 3D grafikami v 
brskalniku brez poznavanja bolj zapletenih podrobnosti knjižnice WebGL, na kateri 
temelji. Podprta je v večini sodobnih brskalnikov, pogoj je, da ti brskalniki podpirajo 
tudi knjižnico WebGL. Funkcionalnosti, ki jih three.js omogoča, so med drugim 
ustvarjanje različnih tridimenzionalnih geometrijskih oblik, animacija in premikanje 
objektov po 3D prostoru, dodajanje tekstur in materialov na objekte ter vključevanje 
objektov iz programov za 3D modeliranje [37]. 
AR.js je odprtokodna knjižnica za razvoj spletne obogatene resničnosti na 
osnovi markerjev ali zaznavanja lokacije, ki deluje v brskalnikih z WebGL in 
WebRTC na napravah z operacijskim sistemom Android, iOS ali Windows. Osnovana 
je na JavaScript knjižnici Three.js in knjižnici ARToolKit, prirejeni (angl. 
emscripten/compiled) za programski jezik JavaScript in projekte spletne obogatene 
resničnosti, ki je opisana v naslednjem podpoglavju [38].  
Argon.js je JavaScript ogrodje, namenjeno enostavnejšemu razvoju spletnih 
aplikacij obogatene resničnosti. Razvito je bilo skupaj s spletnim brskalnikom Argon4, 
v katerem razvijalcem omogoča nekatere bolj napredne zmogljivosti obogatene 
resničnosti, vendar deluje tudi v ostalih standardiziranih spletnih brskalnikih, na 
različnih platformah in napravah. Argon.js za izris uporablja knjižnico three.js  [39]. 
WebXR Device API je standard za spletne tehnologije obogatene in navidezne 
resničnosti, katerega cilj je zagotavljanje vmesnika (angl. interface), neodvisnega od 
platforme, za ključne zmogljivosti, skupne napravam AR in VR. Omogoča izris v 
realnem času, za kar uporablja knjižnico WebGL, dostop do komunikacijskih naprav 
na izbranih platformah, enostaven vmesnik ponuja različne krmilnike za interakcijo, 
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ena od ključnih značilnosti pa je tudi zmožnost prostorskega sledenja (angl. spatial 
tracking) za spremljanje objektov in njihove medsebojne povezave ter povezave z 
uporabnikovim fizičnim okoljem [40], [41]. 
3.2  Platforme za izdelavo AR aplikacij 
ARCore je orodje za razvoj aplikacij na področju obogatene resničnosti za 
naprave z operacijskim sistemom Android. Razvilo ga je podjetje Google, ki je pred 
tem predstavilo projekt Tango, ki je za delovanje uporabljal senzorje, vgrajene v 
uporabljene naprave posebej za namen razvoja AR aplikacij. Za platformo ARCore so 
enako zmogljivost dosegli z že vgrajenimi senzorji mobilnih naprav, a izboljšano 
programsko opremo. ARCore deluje na širokem naboru pametnih naprav, ki imajo 
operacijski sistem Android 7.0 (Nougat) ali novejše različice [42]–[44]. 
ARCore ustvarja izkušnjo obogatenega sveta s pomočjo senzorjev v napravi, s 
katerimi sledi njenemu položaju in orientaciji tudi med premikanjem, ustvarja notranje 
zavedanje resničnega sveta in vanj vključuje navidezne elemente. To so tudi tri ključna 
področja, na katerih temelji, in sicer sledenje gibanju (angl. motion tracking), 
razumevanje okolice (angl. environmental understanding) in ocena svetlobnih pogojev 
(angl. light estimation) [42]–[44]. ARCore s kamero naprave samodejno prepoznava 
značilne vizualne točke in sledi njihovemu gibanju skozi čas. V tem se razlikuje od 
orodja Vuforia, kjer iskanje teh točk ne poteka samodejno v realnem času, ampak je 
ključne tarče, ki jim orodje nato sledi, potrebno vnaprej pripraviti in shraniti. Z 
zaznavanjem in sledenjem značilnim točkam, skupaj z odčitki notranjih senzorjev 
mobilne naprave, orodje ARCore sledi gibanju mobilne naprave, torej določa njen 
položaj in orientacijo v odvisnosti od sveta, medtem ko se premika po prostoru. 
Ključni del dobre izkušnje obogatene resničnosti je tudi razumevanje okolja okrog 
uporabnika, za kar ARCore uporablja tehniko prileganja (angl. meshing), s katero 
zaznava velikost in položaj vseh vrst ploskev v resničnem svetu – vodoravne, navpične 
ali pod kotom, kot so tla, miza, stene… Za čim bolj pristno vključitev elementa v 
resnični svet, kot ga vidimo skozi kamero mobilne naprave, orodje ARCore zaznava 
in ocenjuje tudi svetlobne pogoje okolja in temu primerno prilagaja osvetlitev 
navideznih objektov in jim, skladno z zavedanjem okolice, dodaja primerne sence [43], 
[44]. 
Podjetje Google je orodje ARCore razvilo tako, da je dostopno z različnih 
razvojnih platform (Android, Unity3D, Unreal Engine, spletne tehnologije) in 
omogoča uporabo različnih programskih jezikov (Java, C#, C++, JavaScript), s čimer 
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razvijalcem omogoča prilagodljivost in gradnjo aplikacij na različnih platformah  [42], 
[43]. 
 
ARKit je orodje, ki ga je razvilo podjetje Apple. Namenjeno je za izdelavo 
projektov s področja obogatene resničnosti za naprave z operacijskim sistemom iOS 
od različice 11 naprej [42], [45]. ARKit s sledenjem premikanja naprave, zajemom 
scene s kamero, obdelavo in pripravo scene in uporabo priročnega zaslona poenostavi 
ustvarjanje izkušnje obogatene resničnosti v aplikacijah in igrah. Pri tem sta 
razvijalcem na voljo tako zadnja kot tudi sprednja kamera iOS naprave [46]. 
Značilnosti orodja ARKit so sledenje gibanja naprave z uporabo notranjih senzorjev 
gibanja, razumevanje okolice z zaznavanjem horizontalnih in vertikalnih površin, 
ocena svetlobnih pogojev ter optimizacije izvedbe in upodobitve elementov (angl. 
rendering optimizations) [42], [47]. ARKit omogoča delo z razvojnima platformama 
Unity3D in Unreal Engine, vendar pa je razvoj aplikacij omejen z operacijskim 
sistemom, saj to orodje ne podpira okolja Windows, za zagon aplikacije je potreben 
računalnik z operacijskim sistemom macOS [42]. 
Trenutna različica, ARKit 2, razvijalcem omogoča vključitev medsebojnega 
deljenja doživetja obogatenega sveta, kar pomeni, da lahko hkrati več igralcev igra 
igro, sodeluje v projektu oziroma aplikaciji, ali jih le opazuje. Ohranja tudi stanje 
znotraj aplikacije, ki ustvari trajno doživetje, kamor se lahko uporabniki ponovno 
vrnejo in se položaji posameznih navideznih objektov ne spremenijo oziroma ne 
vrnejo v prvotno stanje. Zaznava lahko slike ali tridimenzionalne objekte in samodejno 
dodaja odsev elementov resničnega sveta na navidezne objekte [45]. 
 
ARToolKit je brezplačna odprtokodna knjižnica za projekte obogatene 
resničnosti na napravah z operacijskim sistemom Android, iOS, Linux ali macOS. 
Podpira izvajanje v realnem času, uporablja pa se za določanje povezave med  
resničnim in navideznim svetom. Z uporabo tehnike računalniškega vida v realnem 
času omogoča sledenje položaju in orientaciji kamere naprave relativno na fizično 
tarčo v resničnem svetu. Sledi lahko enostavnim črnim kvadratom in ploskovnim 
slikam. Glede na položaj in orientacijo referenčne tarče nato ARToolKit navidezne 
elemente izriše čez neposreden prenos video posnetka iz kamere na primeren položaj. 




4  Izbrana orodja za izvedbo aplikacije obogatene 
resničnosti 
Pri izbiri orodja za izdelavo aplikacije obogatene resničnosti v sklopu te diplome 
je bilo izbrano orodje Vuforia, ki podpira tako izvoz aplikacije na mobilne naprave z 
operacijskim sistemom Android kot tudi iOS in je med bolj uporabljenimi orodji na 
tem področju, kar pomeni, da imajo razvijalci široko podporno mrežo tako v uradni 
dokumentaciji kot tudi na različnih forumih [4], [42]. Orodje Vuforia je od različice 
Unity 2017.2 v celoti vključeno v razvojno platformo Unity, ki je bila zaradi tega 
izbrana za uporabo pri izdelavi aplikacije, saj poenostavi razvojni proces aplikacije 
[5]. 
4.1  Izdelava 3D modelov 
V aplikacijah, igrah in animiranih filmih se lahko uporabljajo dvo- ali 
tridimenzionalni objekti. Za izdelavo tridimenzionalnih modelov se uporabljajo 
različna računalniška orodja, kot so Blender, Max, Maya, Cinema4D in drugi [49]. V 
3D računalniški grafiki (angl. computer graphics) je model abstraktna različica objekta 
ali scene, ki je primerna za izris ali upodobitev (angl. rendering). Izdelava modelov je 
sestavljena iz več procesov, kot so modeliranje oziroma oblikovanje objekta, senčenje 
(angl. shading) oziroma dodajanje vzorcev, barve in tekstur na posamezne objekte, in 
dodajanje osvetlitve (angl. lighting) [50]. Obstajajo trije glavni načini 3D modeliranja. 
To so modeliranje z mnogokotniki (angl. polygonal modeling), modeliranje s 
krivuljami (angl. curve modeling) in digitalno kiparjenje (angl. digital scuplting) [51].  
3D modeli, ki se jih uporablja za igre in aplikacije, predvsem na mobilnih 
napravah, so večinoma narejeni iz manjšega števila mnogokotnikov (angl. low-poly). 
Pri tem se poskuša ohraniti čim večjo podobnost oziroma pravilno obliko in 
pomembne podrobnosti. Tako so velikosti poligonov različne na posameznih delih 
modela, poligoni so na primer manjši in bolj številčni na območjih, ki zahtevajo več 
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podrobnosti, kot so področja, ki se prepogibajo - sklepi, kar je vidno na Slika 5. 
Naprave imajo omejeno količino procesorske moči, s katero morajo v vsaj 30 sličicah 
na sekundo izrisati vse tridimenzionalne modele, teksture in ozadje, hkrati pa 
preračunavati tudi vse dogodke, ki tečejo v ozadju. Čeprav se procesna moč naprav in 
pogonov iger konstantno povečuje, je cilj iger in aplikacij, da so kar najbolj 
optimizirani, da dosežejo kar najboljše rezultate na različnih sistemih in različno 
sposobnih napravah [52], [53]. 
 
Slika 5: Model zmaja v programu Blender z vidnimi poligoni [54] 
Digitalni modeli tridimenzionalnih objektov so pogosto tudi animirani, kar 
pomeni, da imajo po času, po delčkih sekunde, določene različne položaje, ki se 
povežejo v enotno, gladko gibanje, ki predstavlja posamezno animacijo. Za izdelavo 
animacij se na 3D modelih izvede še okoščevanje (angl. rigging), pri katerem se ustvari 
skelet iz medsebojno povezanih, hierarhično razvrščenih sklepov, ki se mora prilegati 
v notranjost telesa in s katerim se določi, kako so posamezni deli modela povezani 
med sabo in kako ob premikanju vplivajo na svojo okolico, in postavljanje (angl. 
posing), pri katerem se določi posamezne premike in položaje vsakega posameznega 
dela objekta skozi čas [50], [53]. 
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4.2  Unity 
Unity je okolje za izdelavo dvo- in tridimenzionalnih iger in aplikacij, ki tečejo 
v realnem času [55]. Opravlja širok nabor funkcij, kot je upravljanje, nadzor, animacija 
in izris objektov, računanje fizikalnih lastnosti, nastavitev osvetlitve in senčenja in 
drugo [31]. Omogoča izvoz za različne platforme, kot so Android, iOS, Windows, 
Linux, macOS, Apple TV, SamsungTV, WebGL, Facebook in druge. Podporo za 
izvoz na naprave s posameznimi operacijskimi sistemi je mogoče izbrati ob namestitvi 
programa Unity kot dodatne sestavne dele urejevalnika Unity (angl. Unity Editor). 
Izvoz aplikacij in iger na mobilne naprave z operacijskim sistemom iOS je mogoč 
samo z računalnikov z operacijskim sistemom MacOS [31], [42], [56]. Za izdelavo 
aplikacij in iger z obogateno resničnostjo ima Unity na voljo različne vtičnike, med 
drugim tudi Vuforia, ARCore, ARKit in ARToolKit [42]. 
Uvoz 3D objektov 
V projekt v programu Unity se lahko uvozi 3D objekte v različnih formatih. 
Podpira tako izvožene oblike datotek, kot sta .fbx in .obj, kot tudi datoteke modelov v 
obliki, lastni posameznim programskim orodjem za modeliranje in animacijo, kot sta 
.Max (3D Studio Max) in .Blend (Blender). Prednosti prvih so, da so izvoženi samo 
potrebni podatki in so datoteke navadno manjše, vendar pa je za vsak popravek na 
izvornem modelu potrebno objekt ponovno izvoziti in lahko pride do zmede med 
posameznimi delovnimi in uporabljenimi različicami modela. Za razliko od njih so 
datoteke modelov, ki se razlikujejo glede na izvorni program, v katerem so bili objekti 
modelirani, samodejno posodobljene in uvožene v Unity, ko pride do spremembe in 
popravkov v programu za modeliranje, vendar pa mora biti tudi ta program nameščen 
na istem računalniku, poleg tega pa so datoteke večje in vsebujejo tudi elemente in 
podatke, nepomembne za uporabo v programu Unity [49]. 
Program Unity ob zagonu omogoča ustvarjanje novega 3D ali 2D projekta, ali 
uporabo in delo na že obstoječem projektu. Odpre se okno urejevalnika, ki ponuja 
različne poglede, menije in podokna, kar prikazuje Slika 6. Podokno scene (angl. 
scene) omogoča vizualno postavitev prostora in posameznih elementov trenutne scene. 
V urejevalniku se lahko opazuje tudi svet, kot ga vidi kamera v sceni, kar je prikazano 
v podoknu igre (angl. game). To je tudi podokno, kjer se sproti in hitreje testira 
projekte med samim razvojem, zato je za razvoj aplikacij obogatene resničnosti 
priporočena kamera, priključena na računalnik, tudi če to ni ciljna platforma za izbrano 
aplikacijo. Za zagon in prekinitev igre so na voljo gumbi za predvajanje in premor na 
vrhu urejevalnika. V podoknu hierarhije (angl. hierarchy) so v drevesni strukturi 
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naštete posamezne scene z vsemi vsebovanimi objekti (angl. game object). Objekti so 
lahko medsebojno gnezdeni, s čimer pride do relacije starš-otrok, kjer se podrejeni 
objekt, torej otrok, premika, vrti in spreminja velikost skupaj s staršem. Podrejeni 
objekt ima prikazane informacije o lastnem položaju, rotaciji in velikosti v odvisnosti 
od vrednosti starša, kar je imenovano lokalne koordinate, vrednosti, ki odgovarjajo 
dejanskim podatkom v razsežnosti sveta (angl. world space) pa so imenovane globalne 
koordinate. Posamezen nadrejeni objekt ima lahko več otrok, vsak otrok pa ima točno 
enega starša. Tudi podrejeni objekti imajo lahko svoje otroke, skupaj pa vsi nivoji 
objektov v medsebojnih razmerjih starš-otrok tvorijo hierarhijo scene [31], [57]. 
 
Slika 6: Prikaz urejevalnika Unity z različnimi podokni [58] 
V urejevalniku Unity je prikazano tudi podokno datotek projekta, ki vsebuje vse 
uvožene in ustvarjene vire, ki jih je mogoče večkrat uporabiti, in konzole, kjer se 
izpisujejo sporočila, obvestila, opozorila in napake programa Unity. Ob izbiri objekta 
v podoknu scene, hierarhije ali projekta se prikaže podokno nadzornika (angl. 
inspector), ki vsebuje lastnosti trenutno izbranega objekta in posamezne sestavne dele 
(angl. components) objekta, ob izbiri kamere pa se poleg tega v podoknu scene pokaže 
tudi predogled slike, ki jo zajema izbrana kamera [31]. 
V projekt se lahko uvozijo različni dodatki (ang. asset) in paketi (angl. package), 
to so zbirke datotek in podatkov, ki lahko vsebujejo 3D modele, orodja, knjižnice, baze 
podatkov, testna ogrodja, teksture, animacije, predloge in drugo. Zgoščeni so v eno 
datoteko, ki po razpakiranju ohrani izvorno strukturo in podatke o datotekah [59], [60]. 
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Kamera in luči 
Kamero, luči, osnovne tridimenzionalne objekte kot so kocka, valj in krogla, 
elemente uporabniškega vmesnika in druge objekte, ki jih ponuja program, se lahko v 
hierarhijo scene doda preko zgornjega vrstičnega menija ali menija znotraj podokna 
hierarhije, uvožene 3D objekte pa iz podokna datotek projekta. Za dodajanje barve se  
modelom lahko doda materiale in teksture, lahko pa so ti že vključeni v uvožen model 
[31]. 
Za uporabo posameznih pred pripravljenih animacij, ki se uvozijo skupaj s 3D 
modelom, ponuja Unity orodje, imenovano upravljavec animacij (angl. animator 
controller). Ta omogoča ustvarjanje zahtevnejših zaporedij animacij, ki se odzivajo na 
dogodke in stanja objekta. Razvijalec lahko v vizualnem vmesniku določi vse 
dovoljene možnosti sosledja animacij, število ponovitev posamezne animacije, 
dolžino prehodov (angl. transition) med njimi in pogoje, pod katerimi do prehodov 
sploh pride, na primer ko izbrana spremenljivka preseže določen prag, ko se spremeni 
resničnost določenega izraza ali se sproži sprožilec (angl. trigger). Upravljavec 
animacij nato skladno s temi nastavitvami nadzira, katera animacija se trenutno 
predvaja in ustvarja gladke prehode na naslednjo animacijo, ko je to potrebno [61]. 
Upravljavec animacij mora biti dodeljen objektu v sceni, na katerem se morajo 
animacije izvajati. To se izvede z dodajanjem nove komponente nadzornika animacij, 
kamor se v za to namenjeno polje vključi prej ustvarjenega upravljavca animacij, ki 
nato na danem objektu upravlja z animacijami [62]. 
Programiranje interakcij 
V programu Unity se lahko z vsem upravlja preko ukaznih programskih datotek 
(angl. scripts). Podprtih je več programskih jezikov, vendar pa je prvotno podprt 
programski jezik C#. Posameznim objektom se lahko programske datoteke doda kot 
dodatne sestavne dele znotraj nadzornega okna. Ime ukazne datoteke in razreda (angl. 
class) znotraj nje morata biti enaka. Ob dodajanju nove programske datoteke se 
samodejno doda privzeta vsebina. Znotraj razreda sta že pripravljeni dve funkciji. 
Funkcija Start se pokliče pred začetkom igre in pred prvim klicem funkcije Update. 
Znotraj funkcije Start se lahko določi začetne vrednosti spremenljivkam, ki so lahko 
deklarirane že pred to funkcijo, znotraj glavnega razreda. Funkcija Update se pokliče 
za vsak izris sličice, zato je vanjo smiselno vključiti programsko kodo, ki nadzira 
premike objektov, sprožanje akcij, uporabnikove vnose in vse ostalo, kar je smiselno 
spremljati in obravnavati ves čas teka igre [63]. Spremenljivke, definirane kot javne, 
so lahko vidne tudi v nadzornem oknu, ko je izbran objekt, ki vsebuje ukazno datoteko, 
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in se lahko med poskusnim zagonom igre znotraj urejevalnika tudi spreminjajo, s 
čimer je mogoče testirati različne vrednosti in njihov vpliv na aplikacijo. Poleg tega je 
mogoče z javno definicijo spremenljivke ročno, s potegom iz hierarhije scene v za to 
namenjeno polje, nastaviti tudi vrednosti določenih objektov, na katere se sklicuje 
ukazna datoteka, povezavo na pravilen objekt pa je mogoče nastaviti tudi preko 
programske kode [64]. Za dostop do sestavnega dela posameznega objekta se na 
primer lahko uporabi funkcija GetComponent [65], dostop do nadrejenega objekta ali 
spreminjanje nadrejenega objekta pa se lahko izvede z ukazom Transform.parent [66]. 
Med drugim se v funkciji Update lahko izvaja sprememba položaja in rotacije 
objekta, torej premikanje 3D modela po prostoru. V ta namen je pripravljenih veliko 
funkcij, kot sta na primer funkciji Transform.Translate, ki spreminja položaj objekta 
in kot parameter sprejme smerni vektor za premik [67], ter Transform.RotateAround, 
ki objekt vrti okrog osi, določene s smernim vektorjem, pri čemer objekt prečka točko, 
prav tako določeno z vektorjem, in se ob vsakem klicu funkcije premakne po krožnici 
za določen kot [68]. Na število sličic, ki se v aplikaciji izrišejo vsako sekundo, lahko 
vpliva hitrost naprave, na kateri aplikacija teče. Ker to število zaradi tega ni vedno 
enako, se pri premikih pogosto uporablja decimalno število deltaTime, ki predstavlja 
pretečen čas od prejšnje sličice v sekundah. To število se pomnoži z vektorjem premika 
ali kotom rotacije in s tem poenoti hitrost sprememb ne glede na hitrost naprave [69]. 
V upravljavcu animacij se lahko med testiranjem aplikacije znotraj urejevalnika Unity 
ročno zadosti pogojem, potrebnim za sprožanje prehodov med animacijami, sicer pa 
se spremenljivkam vrednosti določa iz ukaznih datotek s funkcijami SetFloat, 
SetInteger, SetBool, SetTrigger in ResetTrigger iz razreda Animator [70]. 
Za dobro uporabniško izkušnjo razvijalci v aplikacijah poskrbijo tudi s 
primernim uporabniškim vmesnikom (angl. User Interface, okrajšano UI). V programu 
Unity se ob dodajanju novih elementov uporabniškega vmesnika samodejno ustvari 
platno (angl. canvas), ki predstavlja območje, znotraj katerega so vsi UI elementi, 
katerim je platno nadrejeno. Platno ima na voljo različne načine izrisa, privzeto je 
izbran način prekritja zaslona (angl. screen space – overlay), pri katerem se platno 
izrisuje v razsežnosti zaslona kot najvišji sloj. V primeru spremembe v velikosti 
zaslona ali njegovi ločljivosti se platno samodejno prilagodi spremembam  [71]. Do 
informacij o višini zaslona, ki je v primeru celozaslonskega načina enaka tudi trenutni 
ločljivosti, lahko znotraj ukazne datoteke dostopamo preko ukaza Screen.height [72]. 
Med elemente uporabniškega vmesnika med drugim spadajo tudi napisi, plošče (angl. 
panel) in gumbi. Vsem trem elementom je mogoče nastavljati barvo, velikost in 
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položaj na zaslonu, napisom pa tudi vsebino besedila. Ker je pričakovan dogodek pri 
gumbih, da bodo uporabniki nanje pritisnili, ponuja Unity tako znotraj nadzornega 
okna gumba kot tudi preko ukaznih datotek, da se gumbom doda poslušalce (angl. 
listener) pritiskov, ki spremljajo, kdaj je bil gumb pritisnjen in se ustrezno odzovejo s 
klicem izbrane, vnaprej določene funkcije [73], [74]. 
Ob zaključku in tudi med samim razvojem aplikacije v programu Unity je 
mogoče le-to izvoziti in preizkusiti na končni napravi. To se izvede v nastavitvah 
izvoza (angl. build settings) aplikacije, kjer se lahko izbere želeno platformo, na kateri 
naj bi aplikacija tekla, vključi scene, ki sestavljajo aplikacijo in nato izvede izvoz, 
lahko pa tudi zagon aplikacije [75]. 
4.3  Vuforia 
Vuforia je eno od najpopularnejših orodij pri razvoju na področju obogatene 
resničnosti. Podpira tako razvoj za Android in iOS operacijska sistema, kot tudi za 
splošno platformo Windows (angl. Universal Windows Platform, okrajšano UWP) in 
je zato bolj univerzalna od ARCore ali ARKit ogrodij. Pogon Vuforia prepoznava 
različne oblike fizičnih objektov, kot so kocke, valji in ploskve, poleg tega pa tudi 
slike, besedilo in okolje. Z uporabo knjižnic računalniškega vida omogoča tudi 
interakcijo z resničnim svetom. Vsi vtičniki in funkcionalnosti platforme so prosto 
dostopni, vendar v brezplačni različici vključujejo vodni žig Vuforia. V brezplačni 
razvojni različici omogočajo 1000 prepoznav v oblaku in 1000 slikovnih tarč na 
mesec, več od tega pa zahteva plačilo [42]. 
Za uporabo orodij in funkcionalnosti, ki jih ponuja Vuforia, pri izdelavi AR 
aplikacij, je pripravljena spletna stran https://developer.vuforia.com, ki za uporabo 
zahteva registracijo in aktivacijo računa. Po prijavi sta na strani najbolj pomembna dva 
zavihka, upravitelj licenc (angl. license manager) in upravitelj tarč (angl.  target 
manager). V zavihku upravitelja licenc se lahko dobi brezplačen razvijalski ključ ali 
kupi licenčni ključ za aplikacijo. V zavihku upravitelja tarč je mogoče videti seznam 
obstoječih podatkovnih baz ali ustvariti novo. Za vsako bazo je potrebno izbrati želen 
tip. Shranjena je lahko na napravi, v oblaku ali kot VuMark, kar je kombinacija slike 
in QR kode [42]. Ob izbiri podatkovne baze s seznama obstoječih baz se odpre novo 
okno, kjer lahko uporabnik vidi vse tarče, ki se trenutno nahajajo v bazi in podatke o 
vsaki tarči, doda novo tarčo ali prenese celotno bazo. Dodajanje tarče poteka tako, da 
se v novem oknu najprej izbere tip tarče, ki je lahko samostojna slika (angl. single 
image), kvader (angl. cuboid), valj (angl. cylinder) ali tridimenzionalni objekt (angl. 
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3D object). Nato se, odvisno od izbranega tipa, vnese zahtevane podatke. Za 
samostojno sliko je to datoteka s sliko, ki mora biti v formatu .jpg ali .png in ne sme 
biti večja od 2 mb, ime, unikatno za trenutno bazo in želena širina tarče v scenskih 
enotah. Pri ogledu posamezne tarče v novem oknu ali v tabeli vseh tarč lahko 
uporabnik vidi več podatkov o izbrani tarči. Tarčo definira njen tip, status aktivnosti, 
identifikacijska koda, kdaj je bila dodana in nazadnje spremenjena, ter ocena. Ocena 
predstavlja, kako primerna je slika za tarčo - koliko ima podrobnosti, kako dober 
kontrast ima in koliko ponavljajočih vzorcev ima [76]. Tarčo se lahko preimenuje, 
odstrani, posodobi ali se pregleda njene značilnosti oziroma posebnosti. Pri tem se na 
sliko narišejo rumeni znaki “+” na točkah, ki so za sliko najbolj značilne in jih lahko 
Vuforia znotraj aplikacije obogatene resničnosti išče v pogledu kamere in preko 
katerih zazna, kdaj se tarča pojavi v vidnem polju, primer označenih značilnih točk na 
izbranem posnetku je prikazan na Slika 7. Uporabnik portala lahko svojo podatkovno 
bazo tudi prenese za uporabo na razvojnih platformah. Odloči se lahko za uporabo v 
Android Studiu, XCode ali Visual Studiu, ki vsi sprejemajo enak format, ali v 
programu Unity, ki zahteva drugačen format za uvoz baze [77]. 
 
Slika 7: Prikaz značilnih točk slike na Vuforia portalu za razvijalce  [77] 
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Od programske različice Unity 2017.2 naprej je Vuforia v celoti vključena v 
program Unity. Podporo za obogateno resničnost z orodjem Vuforia za Unity se lahko 
v nekaterih različicah programa doda že pri namestitvi, v drugih pa uvozi kot paket, 
pripravljen prav za program Unity. Za pravilno delovanje pogona (angl. engine) 
Vuforia je potrebno v nastavitvah igralca (angl. player settings) omogočiti podporo za 
Vuforia obogateno resničnost (angl. Vuforia augmented reality supported) za izbrano 
platformo [31], [42]. 
Za razliko od navadne kamere, ki jo ponuja Unity in ima za ozadje privzeto barvo 
neba, AR kamera, ki jo omogoča Vuforia, imenovana ARCamera, za ozadje uporablja 
videoposnetek kamere naprave. V nadzornem oknu AR kamere se v ukazni datoteki 
VuforiaBehaviour lahko izbere, kako naj bo med tekom aplikacije določen center 
sveta, ki je lahko enak položaju kamere ali ene od slikovnih tarč v sceni. Poleg nove 
vrste kamere so po uvozu paketa Vuforia v programu Unity na voljo tudi nekateri drugi 
objekti, specifični za orodje Vuforia, med drugim objekti, ki predstavljajo različne 
tarče, kot so slika (angl. image), valjasta slika (angl. cylindrical image), VuMark in 
druge. Objekt tarče tipa slika v nadzornem oknu ukazne datoteke 
ImageTargetBehaviours ponuja izbiro podatkovne baze slik, ki se jo lahko prenese s 
spletne strani za razvijalce v primerni obliki in kot Unity paket uvozi v program, in 
izbiro posamezne slike iz baze. Vuforia sledi dogodkom in v vidnem polju kamere išče 
izbrane tarče. Ob zaznavi tarče se sproži dogodek zaznave, ki povzroči pojavitev 3D 
objekta, ki je kot otrok dodan zaznani tarči v hierarhiji scene [31], [42]. 
V konfiguracijski datoteki VuforiaConfiguration, do katere se lahko dostopa 
preko podokna datotek projekta ali iz nadzornega okna AR kamere, se lahko vnese 
licenčni ključ aplikacije, izbira tip naprave, na katerem bo aplikacija tekla, preveri, 
katere baze slik so trenutno na voljo v projektu, in nastavlja način sledenja premikom 
naprave [42].  
Sledilnik naprave (angl. device tracker) spremlja podatke o položaju naprave 
znotraj sveta, kar pomaga v aplikacijah obogatene resničnosti v prostor umestiti 
navidezne vsebine. Pri uporabi pogona Vuforia je aktiviran sledilnik položaja naprave 
obvezen za uporabo funkcije iskanja tal (angl. ground plane) in podaljšanega sledenja 
(angl. extended tracking) za vse vrste tarč [78].  
Podaljšano sledenje omogoča, da se tudi po izgubi vizualne informacije o tarči 
še vedno sledi njenemu položaju glede na napravo. Do različice Vuforia Engine 7.2 se 
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je podaljšano sledenje omogočalo za vsako tarčo posebej, v novejših različicah pa je 
samodejno omogočeno za vse tarče, kadar je aktiviran sledilnik položaja naprave [79].  
Poleg novih objektov, ki jih ponuja Vuforia, so z uvozom orodja v ukaznih 
datotekah na voljo tudi novi razredi, vmesniki in funkcije. Vuforia pri sledenju tarč 
uporablja več različnih statusov za primere, ko je bila na primer tarča zaznana (angl. 
detected), se ji sledi (angl. tracked) ali se ji podaljšano sledi (angl. extended tracked)  
[80]. V programskih datotekah se lahko ob različnih statusih sproža različne dogodke 
ali funkcije. Vmesnik ITrackableEventHandler upravlja s spremembami statusa 
sledenja in omogoča javno dostopno funkcijo onTrackableStateChanged, ki se kliče 
ob spremembi statusa in dostopa do prejšnjega in novega statusa ter izvede določeno 




5  Aplikacija za vodenje animiranega modela po resničnem 
svetu od začetne do končne točke 
Cilj praktičnega dela diplomske naloge je izdelava mobilne aplikacije, ki 
turistom ustvari bolj doživeto izkušnjo med obiskom Ljubljane, specifično zmajskega 
mostu. Ker ima v današnjem svetu veliko ljudi ves čas pri sebi pametne telefone, je 
izbrana naprava za prikaz pametni telefon ali tablica. Po namestitvi in zagonu 
aplikacije uporabnik skozi kamero na mobilni napravi vidi resnični svet okoli sebe. Ko 
v vidno polje kamere zajame informativno ploščo, ki visi na stebru, na zaslonu zmaj, 
ki dotlej nepremično sedi na stebru, oživi, zaokroži in odleti proti Ljubljanskemu 
gradu. 
5.1  Izvedba aplikacije 
Aplikacija je bila izdelana v programu Unity v različicah do 2019.1.14f1 
Personal, pri katerih se je paket Vuforie (različica 8.3.8) lahko dodal že pri sami 
namestitvi programa v dialogu za izbiro sestavnih delov, kjer se je izbralo tudi podporo 
za želene platforme, na katerih naj bi aplikacija delovala. Novo odprt 3D Unity projekt 
je potreboval še eno nastavitev, preden je bil pogon Vuforia aktiviran in je deloval. Do 
te nastavitve se dostopa preko nastavitev igralca, kjer je množica nastavitev, vendar je 
za aktivacijo Vuforie pomembna le nastavitev v zadnjem odseku, XR Settings, kjer je 
potrebno omogočiti podporo za Vuforia obogateno resničnost za izbrano platformo 
[5]. Izbira te možnosti za platformo android povzroči, da se pojavi opozorilo, da v 
primeru uporabe grafičnega API-ja Vulkan XR ni podprt. Dodana so tudi navodila za 
odstranitev Vulkan-a s seznama grafičnih API-jev (angl. graphics APIs), kar se lahko 
naredi v odseku z ostalimi nastavitvami (angl. other settings). Za razliko od tega 
obvestila se v konzoli izpiše drugačno obvestilo, kjer piše, da je podpora za Vulkan 
trenutno poskusna v pogonu Vuforia in zato še ni popolnoma podprta. Poskusna 
podpora je bila dodana v različici Vuforia 8.1.7 [82], ki je bila izdana v marcu 2019 
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[77]. Zaradi sigurnosti se je Vulkan pri tem projektu odstranilo s seznama grafičnih 
API-jev. 
Za kasnejšo uporabo v aplikaciji je bilo potrebno pripraviti ključ za licenco 
aplikacije in bazo s sliko ali slikami, ki se bodo uporabljale kot tarče. Najprej je bila 
potrebna registracija na portalu za razvijalce v pogonu Vuforia, aktivacija računa in 
prijava. Nato se je v zavihku upravitelja licenc ustvarilo nov, brezplačen licenčni ključ 
za razvijalce. V zavihku upravitelja tarč se je dodalo novo podatkovno bazo, ki bo 
shranjena na napravi. V bazo je bila nato dodana tarča tipa samostojna slika, kot 
datoteko se je dodalo sliko informativne plošče s stebra na zmajskem mostu, ki je bila 
predhodno v programu za urejanje slik spremenjena tako, da je ostal samo napis brez 
nalepk, odsevov in senc, da je bila slika kar najbolj univerzalna ne glede na svetlobne 
pogoje. Širina slike je bila nastavljena na 1. Na portalu se je nato v ozadju izvedla 
aktivacija in ocena prepoznavnosti tarče, ki je dobila oceno 5 zvezdic od 5, kar pomeni, 
da je zelo prepoznavna. Na Slika 8 sta ena ob drugi prikazani obdelana fotografija 
informativne plošče in slika z označenimi ključnimi značilnostmi, s pomočjo katerih 
Vuforia sliko lahko uporablja kot marker. Z aktivirano in ocenjeno tarčo je bila 
podatkovna baza pripravljena, da se jo prenese v formatu, primernemu za Unity Editor 
in kot paket uvozi vanj. 
 
Slika 8: Fotografija informativne plošče na Zmajskem mostu (levo) in značilne točke za uporabo slike 
kot marker (desno) [77] 
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Po uspešno zaključenih pripravah in nastavitvah se je v programu Unity osnovno 
kamero v sceni zamenjalo s kamero, ki jo ponuja Vuforia, imenovano ARCamera (v 
nadaljevanju kamera), ki je bila edina kamera, uporabljena v projektu. Pri tem se je 
pojavilo pogovorno okno z obvestilom, da pogon Vuforia zahteva uvoz določenih 
dodatkov. V nadzornem oknu kamere je bilo potrebno odpreti še nastavitve za 
konfiguracijo pogona Vuforia, kjer se je v odseku Global vneslo licenčni ključ, ki je 
bil prej pridobljen na portalu za razvijalce, in v odseku Databases preverilo, da je bila 
podatkovna baza v obliki Unity paketa uspešno uvožena. V odseku, kjer se ureja 
sledenje napravi je bilo potrebno izbrati možnost sledenja položaja naprave (angl. track 
device pose), ki omogoča funkcionalnost podaljšanega sledenja in nastaviti vrednost 
načina sledenja (angl. tracking mode) na sledenje položaja (angl. positional). 
Za registracijo objekta v svetu je bilo potrebno določiti tarčo, ki bo predstavljala 
točko v resničnem svetu, na katero se bo usidral objekt. V ta namen se je v sceno 
vključilo objekt tipa slika, ki ga ponuja pogon Vuforia. Ta ustreza tipu tarče 
samostojna slika, ki je bila predhodno dodana v podatkovno bazo na portalu za 
razvijalce. V nadzornem oknu tarče se je v odseku Image Target Behaviour izbralo 
prej uvoženo podatkovno bazo in želeno sliko tarče, ki bo v aplikaciji sprožila 
pojavitev modela. V nadzornem oknu kamere je bila pomembna še ena nastavitev, in 
sicer način določitve središča koordinatnega sistema sveta. Za želen namen bi bila 
primerna izbira prve tarče, ker se je v projektu uporabljalo le eno tarčo, izbralo pa se 
je možnost določene tarče, da bi tudi v primeru dodajanja novih tarč informativna 
plošča z Zmajskega mosta vedno predstavljala središče sveta. Pri tej možnosti je bilo 
potrebno še določiti, katera tarča naj bo središče, kar se je naredilo tako, da se je objekt 
slike tarče iz hierarhije scene povleklo in izpustilo v za to namenjeno okence.  
5.2  Tridimenzionalni model Ljubljanskega zmaja z Zmajskega 
mostu 
Za uporabo v tej aplikaciji je bil v okviru diplomske naloge Erice Zago [83] v 
programu Blender oblikovan in animiran zmaj, upodobljen po zgledu zmajev na 
Zmajskem mostu. Okno programa Blender, kjer je levo zgoraj prikazan okoščen model 
Ljubljanskega zmaja v gibanju, spodaj okno s seznamom pripravljenih animacij in 
desno hierarhija posameznih sestavnih delov modela, je prikazano na Slika 9. V eni od 
prvih različic je imel zmaj na stebru več kot 189 tisoč poligonov, sam zmaj pa čez 83 
tisoč. Za aplikacijo, ki bo tekla na mobilnih napravah, je bilo to po priporočilih 
preveliko število trikotnikov. Priporočeno število poligonov za enostavno aplikacijo 
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brez večje količine objektov, animacij in efektov, je bilo med 20 in 30 tisoč poligoni 
[84]. V zadnji različici je bil model sestavljen iz nekaj več kot 18 700 poligonov - 
trikotnikov. 
 
Slika 9: Okno urejevalnika Blender z različnimi podokni za oblikovanje in animiranje modela [54] 
Tridimenzionalni model Ljubljanskega zmaja je bil iz programa Blender izvožen 
v formatu .blend in uvožen v program Unity kot nov dodatek . Za uvoz modela v tem 
formatu je moral biti na računalniku nameščen tudi program Blender, sicer bi se 
moralo model uvoziti v formatu .fbx [85]. V sceno se je model dodalo s potegom iz 
datotek projekta v hierarhijo scene. Ker je bilo v teku izdelave projekta uporabljenih 
več različic modelov Ljubljanskega zmaja, so bile tudi začetne nastavitve položaja in 
rotacije modela vsakokrat malenkost drugačne . 
Zadnja različica modela je vsebovala tudi ogenj in dim, ki sta bila ustvarjena s 
sistemom delcev (angl. particle system), ki ga uporablja program Blender, ta pa se 
razlikuje od sistema delcev, ki ga uporablja Unity, zato se dim, ogenj in veter, ki je 
ogenj usmerjal, niso prikazali [86] in se jih je iz modela odstranilo. Za odstranjevanje 
posameznih sestavnih delov zmaja in njihovih povezav neposredno v programu Unity 
je bilo potrebno preko menija razpakirati vnaprej pripravljen izdelek (angl. unpack 
prefab).  
Po navodilih, kako se tridimenzionalni objekt poveže s tarčo pogona Vuforia, se 
je model zmaja premaknilo v podrejeni položaj tarči [5]. Ob poskusnem zagonu 
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aplikacije se je model pravilno pojavil, ko je kamera zaznala tarčo, in ostal na zaslonu 
tudi, ko tarče več ni bilo v vidnem polju. Tridimenzionalni model je bil sestavljen iz  
treh večjih sestavnih delov, od katerih je bil en steber, na katerem Ljubljanski zmaj 
sedi, preostala dva pa model zmaja in njegovo okostje. Prva dva sta imela v programu 
Unity dodano komponento za upodobitev (angl. renderer) in material oziroma teksturo, 
njihov nadrejeni objekt pa je imel komponento upravljavca animacij. Za pravilno 
umestitev v prostor se je upoštevalo resnični kip zmaja na Zmajskem mostu, tako da 
se je celoten tridimenzionalni model prestavilo na položaj, kjer je bila tarča nekje na 
sredini sprednje strani stebra. Modelu in okostju zmaja se je dodalo nadrejen prazen 
objekt, saj se je na ta način dalo spreminjati nastavitve položaja in rotacije zmaja 
ločeno od stebra, ki je moral ves čas ostati na začetni točki, za informativno tablo.  
5.3  Animacije, upravljavec animacij in sprožilci 
Kot je bilo načrtovano pri snovanju aplikacije, naj bi zmaj na stebru oživel, se 
odrinil s stebra, zaokrožil in odletel proti Ljubljanskemu gradu. V ta namen je bilo 
pripravljenih 11 krajših animacij, ki so se v pravilnem zaporedju in s primernimi 
ponavljanji povezale v enotno gibanje. Za uporabo animacij na modelu zmaja se je v 
podoknu datotek projekta v mapi z dodatki preko menija ustvarilo novega upravljavca 
animacij. Tega se je vključilo v polje za upravljavca, ki se nahaja v komponenti 
nadzornika animacij na nadrejenem objektu stebra, zmaja in njegovega okostja. Nato 
se je element nadzornika animacij odprlo, na seznamu datotek projekta razširilo model 
tipa .blend, kjer se je videlo vse posamezne dele, ki sestavljajo model zmaja, in v 
osnovno plast upravljavca animacij vključilo vseh 11 animacij.  
Prva animacija, ki predstavlja mirujočega zmaja, se je samodejno povezala na 
vhodno stanje (angl. entry) in s tem postala privzeto stanje (angl. layer default state). 
Preostale animacije se je nato razvrstilo v pravilno zaporedje in se jim dodalo prehode 
na sledeče animacije. Pri tem se je za levi in desni zavoj prehode naredilo v obliki 
zanke, da so se začeli in končali z animacijo dinamičnega letenja naravnost. Ker so 
bile animacije že v programu Blender pripravljene z namenom, da se lahko med seboj 
gladko povezujejo, ni bilo potrebe za dodajanje umetno ustvarjenih prehodov med 
njimi, ki jih omogoča Unity, zato se je v nadzorniku vsakemu prehodu posebej 
nastavilo dolžino trajanja prehodov (angl. transition duration) na vrednost 0, čas konca 
(angl. exit time), ki predstavlja, kolikokrat se vsaka animacija ponovi, preden ji sledi 
naslednja, pa na število ponovitev posamezne animacije, ki je bilo zaželeno za 
načrtovano gibanje leta.  
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Pri tistih animacijah, kjer ni zadostovalo samo sosledje animacij, ampak je bilo 
potrebno dodati tudi spremembe v položaju in rotaciji zmaja, se je kot parameter 
prehoda dodalo še sprožilec. Ta onemogoča prehod na naslednjo animacijo, dokler ni 
zadoščeno pogoju – da se je sprožilec sprožil. Sprožilce se je najprej ustvarilo v 
zavihku za parametre upravljavca animacij, nato pa se jih je v nadzorniku posameznih 
prehodov med animacijami dodalo na seznam pogojev (angl. conditions). Dodalo se 
jih je pred animacijo odskoka zmaja s stebra, da se animacija izvede šele, ko se zmaj 
že pojavi oziroma je bila tarča prvič zaznana, pred animacijo začetkov obeh zavojev, 
ko je bilo potrebno dodati rotacijo in translacijo kroženja zmaja, in pred animacijo 
letenja naravnost, ko je bilo potrebno dodati premik naravnost in navzgor. Tem 
animacijam se je čas konca nastavilo na vrednost 1. To ne pomeni, da se izbrano 
gibanje izvede samo enkrat, ampak pomeni, da se vsakokrat ob zaključku animacije 
preveri stanje sprožilca in v primeru aktivacije nadaljuje z naslednjo animacijo, sicer 
pa se ponovno ponovi enako gibanje. V primeru, da je ta vrednost nastavljena na več 
kot 1, se stanje sprožilca preveri šele po določeni ponovitvi animacije, kar pomeni da 
se tudi po sprožitvi prehoda menjava animacije lahko zgodi šele po več ponovitvah, 
kar v tem primeru ni bilo zaželeno. Na Slika 10 je prikazano podokno upravljavca 
animacij, kjer si z leve proti desni sledijo seznam sprožilcev, uporabljenih pri prehodih 
med animacijami, zaporedje animacij, ki so med seboj povezane s puščicami, ki 
predstavljajo prehode, in nadzorno okno enega od prehodov z nastavitvami in pogoji. 
 
Slika 10: Podokno upravljavca animacij ter nadzorno okno z nastavitvami posameznega prehoda med 
animacijami [58] 
Pri preizkušanju trenutnih nastavitev ob zagonu aplikacije znotraj programa 
Unity je bilo mogoče sprožilce namesto iz programske kode sprožiti neposredno na 
seznamu parametrov upravljavca animacij, pri čemer se animacije, ki so za prehod 
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potrebovale sprožilce, niso pravilno ponavljale, saj bi se morale ponavljati, dokler 
sprožilec ni aktiviran, namesto tega pa je prišlo do zamrznitve gibanja modela, ker 
animacije niso imele omogočenih zank oziroma ponovitev (angl. loop). To nastavitev 
se je popravilo v uvoženem modelu na seznamu datotek projekta, kjer se je izbralo 
možnost urejanja in v zavihku animacija za vsako animacijo, ki je imela čas konca 
večji kot 1 ali kot pogoj sprožilec, torej se je lahko ponavljala, omogočilo čas 
ponavljanja (angl. loop time). Ob zaključku spreminjanj teh nastavitev in zapustitvi 
nadzornika originalne datoteke modela je bilo mogoče nove spremembe shraniti ali 
vrniti v prvotno stanje. 
5.4  Uporabniški vmesnik in puščica za usmerjanje 
Ker za uporabnika, ki ni bil vključen v izdelavo mobilne aplikacije, uporaba ni 
jasna sama po sebi, je bil za pomoč pri uporabi dodan uporabniški vmesnik. Ta je za 
potrebe te aplikacije obsegal ploščo z začetnim navodilom, da naj uporabnik s kamero 
svoje naprave poišče informativno ploščo na stebru Zmajskega mostu, in gumb za 
sprožitev zmajevega leta. Oba sta bila dodana kot podrejena elementa platna. Privzeta 
in tudi želena nastavitev načina upodabljanja (angl. render mode) je prekritje zaslona, 
pri kateri se elementi uporabniškega vmesnika vedno izrišejo čez prikazano sceno [71]. 
Gumb je privzeto že dobil podrejeni element z besedilom, plošči pa ga je bilo potrebno 
ročno dodati. Vsem štirim grafičnim elementom se je nato nastavilo barvo, velikost in 
položaj ter vsebino besedila. Gumb se je nato deaktiviralo, saj naj bi se ob zagonu 
aplikacije prikazalo le navodilo, kje in kdaj se bo prikazal zmaj. Plošča je bila dodana 
v uporabniški vmesnik, da je bilo navodilo vidno in berljivo ne glede na ozadje, na 
katerem se je pojavilo. 
Poleg uporabniškega vmesnika se je v sceno dodalo še trikotnik, 
tridimenzionalni objekt, ki je predstavljal puščico, namenjeno sledenju zmaja, ko ta ni 
viden na zaslonu. Na ta način naj bi uporabnik ves čas vedel, kam mora obrniti svojo 
napravo, da bo na zaslonu spet videl zmaja, kot je prikazano na Slika 11, kjer zmaj že 
skoraj zapusti zaslon. Puščico se je v hierarhijo scene vključilo na istem nivoju kot 
kamero in tarčo, nato pa se ji je nastavilo velikost in barvo in se jo deaktiviralo, saj naj 
bi se prikazala šele skupaj z zmajem ob prvi zaznavi tarče. 
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Slika 11: Za pomoč uporabniku pri sledenju zmaju je v aplikaciji puščica, ki ves čas kaže v smeri 
objekta zmaja 
5.5  Ukazne programske datoteke 
Ko so bili vsi posamezni elementi končne aplikacije pripravljeni za uporabo, se 
jih je z uporabo programske kode v ukazni datoteki povezalo v zaključeno celoto. 
Najprej se je na objektu slikovne tarče kot nov sestavni del dodalo ukazno datoteko, v 
kateri se je z uporabo pogona Vuforia sledilo zaznavanju tarče. Pri tem se je uporabilo 
vmesnik ITrackableEventHandler in deklariralo funkcijo tega vmesnika 
OnTrackableStateChanged [81]. Znotraj funkcije se je preverjalo novo zaznani status 
tarče in če je ta sporočil, da je bila tarča zasledena, se je prenehalo slediti statusom in 
v ukazni datoteki na modelu Ljubljanskega zmaja označilo, da je bila tarča zaznana.  
Druga ukazna datoteka, ki je nadzirala vse, kar ni bilo povezano s pogonom 
Vuforia, je bila kot nov sestavni del dodana na starševski objekt okostja in modela 
zmaja. Znotraj razreda se je najprej javno deklariralo vse spremenljivke, katerim se je 
vrednost nastavilo preko nadzornika, torej vsem objektom, njihovim sestavnim delom 
ali sestavnim delom uporabniškega vmesnika, ki jih je bilo potrebno spreminjati, 
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premikati ali nadzirati s programsko kodo. Nato se je zasebno deklariralo še 
spremenljivke enostavnih tipov float in boolean za nastavljanje hitrosti in spremljanje 
posameznih stanj skozi kodo. V funkciji Start, ki se izvede samo enkrat pred prvo 
posodobitvijo sličic, se je nato zasebnim spremenljivkam nastavilo začetne vrednosti, 
elementoma uporabniškega vmesnika pa začetna položaja, ker sta bila odvisna od 
višine zaslona naprave, da sta se pojavila ob zgornjem in spodnjem robu zaslona.  
Znotraj funkcije Update, ki se kliče za vsako posodobitev izrisa sličic, so bile 
nato v načrtovanem vrstnem redu izvedene posamezne načrtovane akcije. Ob sprejemu 
informacije o prvi zaznavi slikovne tarče iz druge ukazne datoteke se je točno enkrat 
sprožilo animacijo skoka, odstranilo ploščo z navodili in prikazalo gumb ter sledilno 
puščico. Puščico se je nato ob vsaki posodobitvi sličic obrnilo v smeri zmaja s funkcijo 
Quaternion.FromToRotation, kateri sta bila podana argumenta od kod se objekt obrača 
(os puščice v smeri njene konice) in v katero smer se obrača (proti trenutnemu položaju 
zmaja) [87]. Ker se je v nastavitvah Vuforia AR kamere nastavilo, da je center sveta 
slikovna tarča, kamera v tem svetu ni pritrjena na konstantno mesto, ampak se 
uporabnik z mobilno napravo giblje v tem svetu, zato se je puščico ob vsakem premiku 
in obratu kamere postavilo na novo mesto na vrhu vidnega polja kamere. 
Ob kliku na gumb naj bi zmaj iz lebdenja na mestu začel svoj let proti 
Ljubljanskemu gradu. V ukazni datoteki se je dodalo ločeno funkcijo, ki je sprožila 
najprej animacijo leta naravnost, nato pa še levega zavoja in premike zmaja, ki 
odgovarjajo posamezni animaciji. To funkcijo se je nato v nadzorniku gumba v odseku 
za dodajanje sledenja klikov (angl. on click) dodalo kot novo sledenje, pri čemer je 
bilo potrebno podati, pri katerem objektu in v kateri ukazni datoteki se funkcija nahaja. 
V ukazni datoteki se je nato v funkciji Update s funkcijo transform.Translate dodalo 
spremembo položaja zmaja v smeri naprej in navzgor, kadar je zadoščeno pogoju, da 
zmaj leti naravnost, in s funkcijo transform.RotateAround rotacijo okrog vnaprej 
določene točke, postavljene v smeri levo od zmaja, kadar je zadoščen pogoj, da zmaj 
zavija v levo. V obeh funkcijah se je poleg smeri podala tudi hitrost izbranega premika. 
Pri premiku naravnost se je s tridimenzionalnim vektorjem določilo, kolikšen premik 
naj objekt opravi, pri obratu pa kot, za koliko naj se objekt obrne okrog izbrane točke.  
Da pri različnih hitrostih posodabljanja (številu sličic, ki se izrišejo vsako 
sekundo) na različnih napravah ne bi prišlo do različno hitrega gibanja, se je oba 
argumenta funkcij množilo s časom Time.deltaTime, ki predstavlja pretečen čas od 
prejšnje sličice [69]. Na ta način gibanje objektov na počasnejših napravah ne bi bilo 
počasnejše od gibanja objektov na napravah, sposobnih večjega števila izrisov sličic v 
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sekundi. Zadnji pogoj, ki ga je bilo potrebno v funkciji Update preveriti in se nanj 
ustrezno odzvati je bil zaključek kroženja. Ko je objekt Ljubljanskega zmaja pri 
kroženju dosegel vnaprej določen rotacijski kot, se je v animatorju spet sprožil let 
naravnost, pri čemer se je tudi smer gibanja oziroma sprememba položaja zmaja po 
prej postavljenih pogojih prilagodila letu naravnost. 
5.6  Nastavitev, izvoz in zagon aplikacije na mobilnem telefonu 
V vmesnih fazah in na koncu, ko se je želelo aplikacijo zagnati in preizkusiti 
trenutno delovanje izven razvojnega okolja Unity, se je moralo programsko kodo z 
vsemi paketi, dodatki, modeli in ostalim zapakirati oziroma stisniti v eno datoteko, ki 
jo je mogoče zagnati na mobilnem telefonu. 
Testiranje na operacijskem sistemu Android  
Najprej je bilo potrebno izbrani pametni telefon z operacijskim sistemom 
Android preko USB kabla povezati z računalnikom, na katerem je bil odprt projekt v 
programu Unity. Za sprotno preizkušanje se je uporabljalo mobilno napravo Honor 8x 
z operacijskim sistemom Android različice 9. Ker je bila aplikacija v fazi razvoja, se 
je za namestitev delovne verzije na pametni telefon vklopilo možnosti za razvijalce 
(angl. developers options). Na izbrani napravi se je to izvedlo s hitrim zaporednim 
pritiskanjem na številko gradnje (angl. build number) v nastavitvah telefona. Po vnosu 
kode za odklepanje telefona se je v sistemskih nastavitvah pojavila nova izbira za 
razvijalce, kjer je bilo potrebno omogočiti še odpravljanje napak preko USB (angl. 
USB debugging). 
Nato je bilo potrebno nastaviti še parametre v programu Unity. V nastavitvah 
izvoza aplikacije se je na vrhu med izbrane scene za izvoz dodalo odprte scene, nato 
pa se je izbralo platformo Android, za katero je bilo pri vključitvi orodja Vuforia v 
projekt že povsem na začetku obvezno omogočiti nastavitev igralca za podporo 
Vuforia AR. V nastavitvah igralca je bilo na vrhu potrebno določiti ime produkta (angl. 
product name), ki se ga je nato vneslo tudi v zavihku Android kot zadnji del imena 
paketa (angl. package name) v odstavku za identifikacijo. Ob kliku na gumb Build And 
Run se je odprlo novo okno, kjer se je nastavila lokacija, kamor se je želelo shraniti 
izvoženo datoteko tipa .apk in ime. Ob potrditvi se je začelo stiskanje in združevanje 
vseh delov aplikacije, iskanje primerne pametne naprave in namestitev aplikacije. Ob 
zaključku se je na pametnem telefonu zagnala aplikacija. 
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Poleg že izbranega pametnega telefona se je aplikacijo testiralo še na nekaj 
drugih napravah z operacijskim sistemom Android, in sicer Huawei P Smart, Huawei 
P10, Samsung Galaxy S6 in Doogee s60. Na zadnjem se je aplikacija sicer zagnala, 
vendar kamera ni uspela izostriti informativne table in posledično Vuforia ni zaznala 
markerja. Na ostalih pametnih telefonih je bil marker zaznan, zato bi bilo za delovanje 
na vseh napravah potrebno raziskati, kje je težava in če se jo lahko reši z ročnim 
nastavljanjem točke izostritve ali z drugimi rešitvami. Tudi pri ostalih telefonih 
zaznava markerja ni bila povsem zanesljiva, občasno je bilo potrebno več poskusov in 
celo ponovnih zagonov aplikacije, da je bil marker zaznan in se je objekt pravilno 
pojavil.  
Sicer je aplikacija na vseh ostalih napravah delovala, kot je bilo načrtovano, kar 
se tiče posameznih korakov – uporabniški vmesnik, sledenje in usmerjanje proti 
tridimenzionalnemu objektu zmaja, animacije. Težave so se pojavile pri ohranjanju 
zavedanja položaja in orientacije naprave, saj je pri hitrejših in večjih premikih 
občasno prišlo do izgube sledenja markerju, kar je pomenilo eno od dveh možnosti. V 
manj skrajnih primerih je prišlo le do napake v orientaciji in se je premik zmaja zgodil 
v napačni smeri in pod napačnim kotom, lahko pa se je zgodilo tudi, da je objekt 
izginil. V obeh primerih je bilo za vrnitev v pravilno stanje potrebno ponovno poiskati 




6  Zaključek 
Napredek pri zmožnostih mobilnih naprav in v razvoju tehnologij obogatene in 
mešane resničnosti omogoča veliko priložnosti za različna področja. V turizmu lahko 
prevzame tako poučno kot tudi zabavno vlogo. 
V diplomskem delu je bil v ospredju predvsem razvedrilni del znamenitosti 
Zmajskega mostu. V aplikaciji obogatene resničnosti, nameščeni na pametni napravi 
z operacijskim sistemom Android, se je z uporabo orodja Vuforia v sliki kamere iskalo 
vnaprej določen marker in sicer informativno ploščo na enem od kipov zmaja. Ob 
zaznavi le-te je programsko orodje Unity vodilo nadaljnje dogajanje in sicer pojavitev 
in vodenje tridimenzionalnega objekta zmaja proti Ljubljanskemu gradu, kar prikazuje 
Slika 12, sprožanje primernih animacij in usmerjanje uporabnika proti premikajočemu 
objektu. 
Podaljšano sledenje objekta ob izgubi vizualne informacije o položaju markerja, 
ki ga omogoča Vuforia, ne deluje povsem zanesljivo, saj ob večjih ali hitrejših 
premikih mobilne naprave lahko pride do napake pri orientaciji, pri čemer objekt več 
ni na pravilnem položaju in pravilno usmerjen glede na svet in okolico, ali izgube 
sledenja, pri čemer se objekt preneha izrisovati in ni več viden, dokler kamera ponovno 
ne zajame markerja. Pri premikih bližje tlom bi se lahko uporabljalo drugo vrsto 
sledenja poleg markerjev, ki ga ponuja Vuforia in sicer iskanje tal, za dodatno 
orientacijo bi se lahko tudi uporabljalo odčitke s senzorjev mobilne naprave. 
Aplikacijo bi bilo mogoče nadgraditi tudi z uporabo orodij, kot sta ARCore in ARKit, 
ki v osnovi ne temeljita na sledenju markerjev, s čimer bi se izboljšalo zavedanje 
okolice in bi bila aplikacija bolj prilagodljiva glede svetlobnih pogojev in položaja ter 
rotacije naprave. 
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Slika 12: Tridimenzionalni model Ljubljanskega zmaja v letu proti Ljubljanskemu gradu 
Trenutna aplikacija bi bila lahko kot kratka zanimivost vključena v obstoječe 
turistične oglede Ljubljane, obstaja pa tudi precej možnosti nadgradnje, kot je 
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