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a b s t r a c t
This paper addresses how to embed a multi-dimensional torus of maximal size of into an
n-dimensional locally twisted cube. The major contribution of this paper is that, for n ≥ 4,
every k-dimensional torus of size 2s1 × 2s2 × · · · × 2sk satisfying ∑ki=1 si = n can be
embedded into an n-dimensional locally twisted cube with dilation 2 and unit expansion.
Further, an embedding algorithm can be constructed based on our embeddingmethod, and
the time complexity of this algorithm is linear with respect to the size of the locally twisted
cube. The embedding is optimal in the sense that it has unit expansion.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
The torus is a popular interconnection topology, also called a wrap-around mesh or a toroidal mesh. In practice, torus-
based interconnection networks are deployed in several high-performance parallel computers. For instance, there are the
iWrap [1] (torus), QCDOC (six-dimensional torus) [2], the MIT J-Machine [16] (three-dimensional mesh), Cray T3D/T3E [17]
(three-dimensional torus), theMosaic [18], Ametak 2010 [19], and the Tera Parallel Computer [20](torus). In addition, many
parallel algorithmswith torus-structured andmesh-structured task graphs have been developed [12,13]. It is meaningful to
study the problem of how to embed a maximal size k-dimensional (k-D) torus/mesh into a host graph, because this means
that a torus-structured/mesh-structured parallel algorithm can be executed on such a network efficiently; hence, the system
resources can be fully utilized.
The idea of a twisted cube goes back toHillis [7]. He showed that by twisting two edges of a 3-cube themaximumdistance
between any two nodes can be reduced from 3 to 2. There are several ways [3] to twist edges, and various other authors have
presented a variety of twisted cubes which have a diameter of about n2 . A common feature of these variants is that the labels
of some neighboring nodes may differ in a large number of bits. As a result, a portion of good properties of hypercube are
lost in these variants. For example, the design of efficient parallel algorithms on these variants turns out to be a difficult task.
In order to keep as many nice properties of hypercube as possible, Yang et al. [23] proposed a variation of hypercubes called
the n-dimensional locally twisted cube because its nodes can be one-to-one labeled with 0–1 binary sequences of length n,
so that the labels of any two adjacent nodes differ in at most two successive bits. The diameter of the locally twisted cube
is almost half that of the hypercube. Graph-embedding abilities of the locally twisted cube have been examined for various
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Fig. 1. LTQ3 and LTQ4 .
guest graphs [8–10,14,15,22]. Many graph-embedding methods take meshes as guest graphs. For instance, Fan and Jia [6]
proposed that a two-dimensional mesh of size 2×2n−1 or a family of two disjoint two-dimensional meshes of size 4×2n−3
can be totally embedded into an n-dimensional (n-D) crossed cube with unit dilation. Recently, Lai and Tsai [11,21] proved
that an n-D twisted cube and an n-D Möbius cube produce the same results as the n-D crossed cube. Dong et al. [4] showed
that a family of two (four) disjoint three-dimensional meshes of size 2× 2× 2n−3 (4× 2× 2× 2n−5) each can be embedded
in an n-D crossed cube with unit dilation. Shortly thereafter, Dong et al. [5] also proved more general results: that, for n ≥ 4
and 1 ≤ m ≤ ⌊ n2⌋−1, a family of 2m disjoint k-dimensional (k-D) meshes of size 2s1 ×2s2 ×· · ·×2sk each can be embedded
in an n-D crossed cube with unit dilation, where
∑k
i=1 si = n−m and max1≤i≤k{si} ≥ n− 2m− 1.
This paper addresses how to embed a multi-dimensional torus of maximal size into an n-D locally twisted cube. The
major contribution of this paper is that, for n ≥ 4, every k-D torus of size 2s1 × 2s2 × · · · × 2sk satisfying∑ki=1 si = n can
be embedded into an n-D locally twisted cube with dilation 2 and unit expansion. Furthermore, an embedding algorithm
can be constructed based on our approach, and the time complexity of this algorithm is linear with respect to the size of the
locally twisted cube. The embedding is optimal in the sense that it has unit expansion.
The rest of this paper is organized as follows. Section 2 gives preliminary information, Section 3 provides themain result,
and conclusions are given in the final section.
2. Preliminaries
2.1. Locally twisted cube and torus
An interconnection network is conveniently represented by a unidirectional graph. The vertices of the graph represent
the nodes of the network, and each edge represents a communication link between two vertices. For definitions of relevant
concepts from graph theory and interconnection networks we refer the reader to [13]. Awalk is a finite sequence of vertices,
denoted by ω : λ0, λ1, λ2, . . . , λm, for 0 ≤ i ≤ m. In particular, a walk ω is called a path if all vertices, λi for 0 ≤ i ≤ m, of
the walk ω are distinct, where λ0 and λm are called end-vertices of the path ω.
Definition 1 ([23]). For n ≥ 2, an n-dimensional (n-D) locally twisted cube, denoted by LTQn, is defined recursively as
follows.
(1) LTQ2 is a graph consisting of four nodes, labeled 00, 01, 10, and 11, respectively, connected by four edges (00, 01),
(00, 10), (01, 11), and (10, 11).
(2) For n ≥ 3, LTQn is built from two disjoint copies of LTQn−1 according to the following steps. Let 0LTQn−1 (1LTQn−1) denote
the graph obtained by prefixing the label of each node in one copy of LTQn−1 with 0 (1). Each node 0xn−2xn−3 . . . x0 in
0LTQn−1 is connected to the node 1(xn−2 ⊕ x0)xn−3 . . . x0 in 1LTQn−1 by an edge, where ‘‘⊕’’ represents the exclusive-or
operation.
Fig. 1 shows examples of locally twisted cubes, LTQ3 and LTQ4.
Let {0, 1}n denote the set of all binary strings of length n. For two binary strings x and y ∈ {0, 1}n, let x + y denote the
(bitwise modulo 2) sum of x and y. For every integer 0 ≤ i ≤ n−1, let bi denote the binary string xn−1xn−2 . . . x0 with xi = 1
and xj = 0 for all j ≠ i. For every integer 2 ≤ i ≤ n− 1, let Bi denote the binary string xn−1xn−2 . . . x0 with xixi−1 = 11 and
xj = 0 for all j ≠ i, i − 1. In addition, let B1 = b1 and B0 = b0. As a result, Bi = bi for i ≤ 1 and Bi = bi + bi−1 for i ≥ 2;
moreover, bi + bi = Bi + Bi = 0n, where 0n denotes a string consisting of n 0s. Either x = y + bi or x = y + Bi for some
0 ≤ i ≤ n− 1 if vertices x and y of LTQn are connected; hence, y is the i-neighbor of x, and the edge (x, y) is labeled i. Note
that there are n distinct vertices adjacent to x in LTQn, which means that there are n different links, labeled from 0 to n− 1.
Consequently, there are 2n−1 distinct edges with the same link label, i, where 0 ≤ i ≤ n− 1.
The paper addresses how to embed a k-D torus/mesh of maximal size into an LTQn. A k-D mesh with n1 × n2 × · · · × nk
vertices is a term of M(n1, n2, . . . , nk). Its vertex set is represented by {(x1, x2, . . . xk) | 0 ≤ xi ≤ ni − 1}. Two vertices,
(x1, x2, . . . xk) and (y1, y2, . . . yk), are connected if
∑k
i=1 |xi−yi| = 1. The index i of xi will be referred to as the i-th dimension
ofM(n1, n2, . . . , nk), while ni is the size of dimension i. In addition,M(n1, n2, . . . , nk) is a spanning subgraph of a k-D torus
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with n1 × n2 × · · · × nk vertices, T (n1, n2, . . . , nk), and those edges of the torus that are not present in the mesh will be
referred to as wrapped-around edges. In particular, a k-D mesh M(n1, n2, . . . , nk) is isomorphic to a k-D hypercube Qk if
ni = 2 for 1 ≤ i ≤ n.
2.2. Link label sequence in LTQn
A walk in LTQn might be specified by the source vertex and a sequence of labels detailing the edges to be traversed; for
example, the path in LTQ3 detailed as having the source vertex 000 and then following the edges labeled 0–1–2 (also denoted
as [0–1–2]) is the path 000, 001, 011, 101, also denoted as 000[0–1–2]101, where 001 = 000 + b0, 011 = 001 + B1, and
101 = 011+ B2.
A link label sequence in LTQn is an order list of edge labels in terms of [l0–l1– · · · –lm−1] satisfying the condition that
two adjacent integers are not identical. Thus, li ∈ Zn, Zn = {0, 1, . . . , n − 1}, for 0 ≤ i ≤ m− 1. A walk, ω(L, u) :
λ0, λ1, λ2, . . . , λm, in LTQn can be generated with respect to a given link label sequence L = [l0–l1– · · · –lm−1] and a given
vertex u as follows: λ0 = u, and λj is the lj−1-neighbor of λj−1 in LTQn, where 1 ≤ j ≤ m. Thus, this walk ω(L, u) is also
represented as λ0[L]λm. In addition, if L = [L0−0− L1−0−· · ·−0− Lk] is a link label sequence, where Li is a subsequence
containing no 0 for 0 ≤ i ≤ k, then the walkω(L, u) is represented by α0[L0]β0[0]α1[L1]β1[0] · · · [0]αk[Lk]βk, where λ0 = u.
It is observed that all edges in the same walk αi[Li]βi are in the same type, b-type or B-type, for 0 ≤ i ≤ k. Moreover, any
two edges (x, y) and (u, v) in the walk αi[Li]βi and αj[Lj]βj are in different types if i− j ≡ 1 mod 2, respectively, i.e., one is
a b-type edge and the other is a B-type edge. Since bi + bi = 0n and Bi + Bi = 0n, the following proposition is obvious.
Proposition 1. Let L be a link label sequence containing no 0 in LTQn and let Lodd be a link label sequence consisting of integers
that appear in L odd times. Then, for any vertex u ∈ V (LTQn), ω(L, u) and ω(Lodd, u) have the same two end-vertices.
An interesting approach to generate a special symmetry link label sequence called the reflected link label sequence was
proposed by Zheng and Latifi [24,25]. For 1 ≤ k ≤ n, let πk = ⟨d0, d1, . . . , dk−1⟩ be a permutation with k elements over Zn
and let πk(i) = ⟨d0, d1, . . . , di−1⟩ be a permutation of first consecutive i elements of πk, where 1 ≤ i ≤ k. Then the reflected
link label sequence, denoted Gπk , defined on πk, can be generated recursively as follows:
Gπk(1) = d0,
Gπk(i) = Gπk(i−1) − di−1 − Gπk(i−1), 2 ≤ i ≤ k,
Gπk = Gπk(k).
As a result, ω(Gπk , u) becomes a walk in LTQn with a given starting vertex u. For example, the walk ω(Gπ3 , 000) of LTQ3
with respect to Gπ3 = [0 − 1 − 0 − 2 − 0 − 1 − 0] is 000, 001, 011, 010, 100, 101, 111, 110, where π3 = ⟨0, 1, 2⟩.
Consequently, the following lemma is obvious, and thus the proof is omitted.
Lemma 1. For 1 ≤ k ≤ n, let πk = ⟨d0, d1, . . . , dk−1⟩ be a permutation with k elements over Zn. Then, the total number of di
appearing between any two successive djs in Gπk is 2
j−i, where 0 ≤ i < j ≤ k− 1.
Let Diff (u, v) denote the set of different bit positions of two vertices u = un−1un−2 . . . u1u0 and v = vn−1vn−2 . . . v1v0
in LTQn. Thus, Diff (u, v) = {i | ui ≠ vi for 0 ≤ i ≤ n− 1}. Note that, for an edge (x, y) of LTQn, Diff (x, y) = {l, l − 1}
if l ≥ 2 and x0 = y0 = 1, and Diff (x, y) = {l} if l = 0, 1 or x0 = y0 = 0, where l is the label of the edge (x, y). For
instance, Diff (100, 101) = {0} and Diff (001, 111) = {2, 1}, respectively. Therefore, the following lemma can be obtained
immediately.
Lemma 2. For any two vertices u and v of LTQn, let u[L]x and v[L]y be two walks in LTQn, where L is a link label sequence. Then
Diff (u, v) = Diff (x, y) if 0 /∈ Diff (u, v).
By definition, a walk ω is a sequence of vertices. Thus, we call L a subwalk of a walk ω if L is a subsequence of ω. The
subsequence lemma is useful in the proof of Lemma 4.
Lemma 3. Let πk = ⟨d0, d1, . . . , dk−1⟩ be a permutation with k elements over Zn and let (u, v) be an edge with label d of LTQn,
where d ≠ di for 0 ≤ i ≤ k− 1. If a[L]z is a subwalk of the walk ω(Gπk , u), then Diff (a, z) ≠ Diff (u, v).
Proof. Let πk = ⟨d0, d1, . . . , dk−1⟩ be a permutation with k elements over Zn and let v be the d-th neighbor of u, where
d /∈ {d0, d1, . . . , dk−1}. Thus, either Diff (u, v) = {d} or Diff (u, v) = {d, d − 1}. Also, let a[L]z be a subwalk of the walk
ω(Gπk , u). It is claimed that Diff (a, z) ≠ Diff (u, v). The proof is obvious if d = 0, n− 1, and hence we only argue in the case
where d ≠ 0, n − 1. To argue by refutation, suppose that Diff (a, z) = Diff (u, v), i.e., Diff (a, z) = {d} or {d, d − 1}. Thus,
d ∈ Diff (a, z). Since L contains no d, a[L]z must contain an odd number of edges with label d + 1 in the B-type. Let Lodd be
a set of integers that appear in L an odd number of times, and hence d + 1 ∈ Lodd. Let dMax = max{l | l ∈ Lodd}. Obviously,
dMax ≥ d+ 1.
Suppose that L contains no 0. In this case, all edges appearing in the path a[L]z are of the same type. Hence, dMax
∈ Diff (a, z), but dMax > d, which is a contradiction. On the other hand, suppose that L contains 0. SinceDiff (a, z) ≠ Diff (u, v)
if L contains an odd number of 0s, L may be represented by [L0 − 0 − L1 − 0 − L2 − 0 − · · · − 0 − Lm], where m is
even and Li is a subsequence of L containing no 0 for 0 ≤ i ≤ m. Subsequently, the walk a[L]z may be represented by
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α0[L0]β0[0]α1[L1]β1[0] . . . [0]αm[Lm]βm, where α0 = a and βm = z. Obviously, all edges in the same path αi[Li]βi are in the
same type, b-type or B-type, for 0 ≤ i ≤ m. Recall that πk = ⟨d0, d1, . . . , dk−1⟩. Let dj = 0 for some 0 ≤ j ≤ k− 1. The rest
of the proof is divided into two parts: (1) dMax ∈ {d0, d1, . . . , dj−1} and (2) dMax ∈ {dj+1, dj+2, . . . , dk−1}.
Case 1: dMax ∈ {d0, d1, . . . , dj−1}. By Lemma 1, there is an even number of dMaxs between two successive 0s in Gπk . Hence
the number of dMaxs appearing in Li is even for 1 ≤ i ≤ m− 1. Since bdMax + bdMax = 0n and BdMax + BdMax = 0n, any edges
in α0[L0]β0 and αm[Lm]βm are in the same type. So dMax ∈ Diff (a, z), but dMax > d, which is a contradiction.
Case 2: dMax ∈ {dj+1, dj+2, . . . , dm−1}. By Lemma 1, there is an even number of 0s between two successive dMaxs in Gπk . All
edges with label dMax in the path a[L]z are of the same type. Since the number of dMaxs in L is odd, dMax ∈ Diff (a, z). Thus is
a contradiction, since dMax > d. As a result, Diff (a, z) ≠ Diff (u, v). 
Lemma 4. For any u ∈ V (LTQn), let πk be a permutation with k elements over Zn. Then the walkω(Gπk , u) corresponds to a path
of LTQn starting from u. Moreover, the path ω(Gπk , u) contains 2
k vertices.
Proof. We argue by induction on k. For k = 0, the proof is trivial. Assume that k ≤ m − 1. Let πm−1 be a permutation
with m − 1 elements over Zn. For any vertex u ∈ V (LTQn), ω(Gπm−1 , u) corresponds to a path of LTQn, and it contains 2m−1
vertices. We now consider the case when k = m. Let πm = ⟨d0, d1, . . . , dm−1⟩ be a permutation withm elements over Zn. It
is claimed that ω(Gπm , u) is a path with 2
m vertices in LTQn for any starting vertex u, i.e., any two distinct vertices lying on
ω(Gπm , u) are not identical.
Let πm−1 = ⟨d0, d1, . . . , dm−2⟩. Obviously, Gπm = [Gπm−1 −dm−1−Gπm−1 ]. Hence the walkω(Gπm , u) can be represented
by u[Gπm−1 ]x[dm−1]y[Gπm−1 ]v, where ω(Gπm−1 , x) = x[Gπm−1 ]u and ω(Gπm−1 , y) = y[Gπm−1 ]v. By the induction hypothesis,
ω(Gπm−1 , x) andω(Gπm−1 , y) are two paths each containing 2
m−1 vertices. Let a and z be vertices lying on the paths x[Gπm−1 ]u
and y[Gπm−1 ]v, respectively. We now claim that a ≠ z, which will result inω(Gπm , u) corresponding to a path containing 2m
vertices.
The argument is obvious if dm−1 = 0 or n − 1. Thus, we consider the case when dm−1 ≠ 0, n − 1. Let L1 and L2 be two
subsequences of Gπm−1 such that x[L1]a and y[L2]z are two paths in LTQn. Since dm−1 ≠ 0, 0 /∈ Diff (x, y). Note that (x, y) is
an edge of LTQn. Hence, Diff (x, y) ≠ ∅.
Suppose that L1 = L2. By Lemma 2, Diff (x, y) = Diff (a, z). This implies that a ≠ z. On the other hand, L1 ≠ L2. Without
loss of generality, assume that L2 is longer than L1. Thus, L2 can be divided into two subsequences, L1 and L3. The path y[L2]z
is represented by y[L1]a′[L3]z. By Lemma 2, Diff (x, y) = Diff (a, a′). Since (x, y) is an edge with label dm−1 of LTQn and Gπm−1
contains no dm−1, Diff (a′, z) ≠ Diff (x, y), based on Lemma 3. Therefore, Diff (a′, z) ≠ Diff (a′, a), and this implies that a ≠ z.
In conclusion, ω(Gπm , u) is a path with 2
m vertices in LTQn. 
3. Main results
While the problem of embedding one interconnection network into another is considered, a one-to-onemappingψ from
V (G) to V (H) denotes an embedding of one guest graph, G, into another host graph, H . An edge (u, v) of G corresponds to
a path in H from vertex ψ(u) to vertex ψ(v). There are two natural measures for the cost of a graph embedding both the
dilation of the embedding and the expansion of the embedding. For any two vertices u and v in G, let dG(u, v) denote the
distance from u to v in G. The dilation of embedding ψ is defined as dil(G,H, ψ) = max{dH(ψ(u), ψ(v)) | (u, v) ∈ E(G)}.
The meaning of dilation for an embedding is the performance of communication delay when graph H simulates graph G. In
order to measure the processor utilization of the embedding ψ , the expansion is defined as exp(G,H, ψ) = |V (H)|/|V (G)|.
As a result, the smaller the dilation and expansion of an embedding, the more efficient the communication delay and
processor utilizationwhen graphH simulates graph G. In this section, a k-D torus/mesh of size 2s1×2s2×· · ·×2sk satisfying∑k
i=1 si = nwill be embedded into LTQn with dilation 2 and unit expansion.
Two permutations,πsi andπsj , are independent ifπsi andπsj have no element in common. Furthermore,πsi > πsj ifπsi and
πsj are independent and themaximal integer in πsj is less than theminimal integer in πsi . Thus, an order set {πsi | 1 ≤ i ≤ k}
is called a k-decreasing permutation set over Zn ifπsi is a permutationwith si elements over Zn andπsi > πsj for 1 ≤ i < j ≤ k.
Note that every permutation πsi over Zn can generate a reflect link label sequence Gπsi .
For simplicity, the link label sequence is represent by Li instead of Gπsi . Besides, L
i may be represented by [Li1 − Li2 −
· · · − Li2si−1]. Define Li(x) as the subsequence of Li starting from the first element and going to the x-th element, i.e.,
Li(x) = [Li1 − Li2 − . . .− Lix], where x ≤ 2si − 1. Given a source vertex u and a k-decreasing permutation set, we use Li(x) to
indicate the travel order in the i-th dimension of a k-D torus/mesh. For convenience,we use v = u[Li(x)] (u[Li1−Li2−. . .−Lix])
to represent the end-vertex of a walk beginning from u and a link label sequence Li(x). In addition, we define u[Li(0)] = u
for 1 ≤ i ≤ k. We now define the mapping function below.
Definition 2. Given a k-decreasing permutation set over Zn denoted by {πsi | 1 ≤ i ≤ k}, and for any vertex u ∈ V (LTQn),
a function ψu is defined by mapping from a k-D torus/mesh to an n-D locally twisted cube as ψu((x1, x2, . . . , xk)) =
u[L1(x1)− L2(x2)− · · ·− Lk(xk)], where (x1, x2, . . . , xk) represents a vertex of a k-D torus/mesh of size 2s1 × 2s2 × · · ·× 2sk ,
where 0 ≤ xi ≤ 2si − 1 and 1 ≤ i ≤ k.
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It is observed that ψu((0, 0, . . . , 0)) = u.
Lemma 5. For any vertex u ∈ V (LTQn), the mapping function ψu defined in Definition 2 is bijective if∑ki=1 si = n.
Proof. Let {πsi | 1 ≤ i ≤ k} be a k-decreasing permutation set over Zn satisfying
∑k
i=1 si = n. Also, let u be any vertex in
LTQn and letψu be amapping function defined byDefinition 2. Since
∑k
i=1 2si = |V (LTQn)|,ψu is bijective ifψu is one-to-one.
Thus, it is claimed that ψu is one-to-one.
Suppose that x and y are twodistinct vertices in a k-D torus (ormesh) of size 2s1×2s2×· · ·×2sk , where x = (x1, x2, . . . , xk)
and y = (y1, y2, . . . , yk). Thus, ψu(x) = u[L1(x1) − L2(x2) − · · · − Lk(xk)] and ψu(y) = u[L1(y1) − L2(y2) − · · · − Lk(yk)],
and it is claimed thatψu(x) ≠ ψu(y). We argue by induction on k. For the base case k = 1, x = (x1) and y = (y1) imply that
x1 ≠ y1. Note thatω(L1, u) is a path in LTQn by Lemma 4. Since L1(x1) = [L11−L12−· · ·−L1x1 ] and L1(y1) = [L11−L12−· · ·−L1y1 ]
are two subsequences of L1, u[L1(x1)] ≠ u[L1(y1)]. Hence, ψu(x) ≠ ψu(y).
Assume that k ≤ m−1. The lemma holds. Let a = u[L1(x1)− L2(x2)−· · ·− Lm−1(xm−1)] and let b = u[L1(y1)− L2(y2)−
· · ·−Lm−1(ym−1)]. This implies that a ≠ b.Wenowconsider the casewhen k = m. Obviously, u[L1(x1)−L2(x2)−· · ·−Lm(xm)]
and u[L1(y1)− L2(y2)−· · ·− Lm(ym)] can be represented by a[Lm(xm)] and b[Lm(ym)], respectively. Thus,ψu(x) = a[Lm(xm)]
and ψu(y) = b[Lm(ym)]. The proof is divided into two parts.
Case 1: xm = ym. Since x ≠ y and xm = ym, (x1, x2, . . . , xm−1) ≠ (y1, y2, . . . , ym−1). By the induction hypothesis, a ≠ b. Note
that Lm(xm) = Lm(ym) because xm = ym. Since πsm < πsi for i < m, Li does not contain 0. This implies that 0 /∈ Diff (a, b). By
Lemma 2, Diff (ψu(x), ψu(y)) = Diff (a, b). Therefore, ψu(x) ≠ ψu(y) since a ≠ b.
Case 2: xm ≠ ym. Without loss of generality, assume that xm < ym. Hence, Lm(ym) = [Lm(xm)− Lmxm+1 − Lmxm+2 − · · · − Lmym ].
Let b′ = b[Lm(xm)]. Hence, ψu(y) = b′[Lmxm+1 − Lmxm+2 − · · · − Lmym ]. By Lemma 2, Diff (ψu(x), b′) = Diff (a, b) since
0 /∈ Diff (a, b). Now we claim that ψu(x) ≠ ψu(y) by refutation. Suppose that ψu(x) = ψu(y). This implies that
Diff (ψu(y), b′) = Diff (ψu(x), b′), i.e., Diff (ψu(y), b′) = Diff (a, b). Let d be the maximal integer in Diff (a, b). Since πsi does
not contain 0 for i < m, it is not difficult to verify that d is greater than any integer in πsm . Hence, d /∈ Diff (ψu(y), b′), and
thus Diff (ψu(y), b′) ≠ Diff (a, b), which is a contradiction. Therefore, ψu(x) ≠ ψu(y). 
Lemma 6. For any u ∈ V (LTQn) with u0 = 1, let {πsi | 1 ≤ i ≤ k} be a k-decreasing permutation set over Zn satisfying∑k
i=1 si = n. If dsk−1 = 0, then, for any edge (x, y) of the k-D mesh M(2s1 , 2s2 , . . . , 2sk), dLTQn(ψu(x), ψu(y)) ≤ 2, where
πsk = ⟨d0, d1, . . . , dsk−1⟩.
Proof. Let M(2s1 , 2s2 , . . . , 2sk), or M for short, be a k-D mesh of size 2s1 × 2s2 × · · · × 2sk satisfying∑ki=1 si = n, and let{πsi | 1 ≤ i ≤ k} be a k-decreasing permutation set over Zn, where πsk = ⟨d0, d1, . . . , dsk−2, 0⟩. Also, let u be any vertex in
LTQn with u0 = 1, and let ψu be a mapping function from V (M) to V (LTQn), defined by Definition 2.
Let (x, y) ∈ E(M). Without loss of generality, assume that x = (x1, . . . , xi−1, xi, xi+1, . . . , xk) and y = (x1, . . . , xi−1, xi +
1, xi+1, . . . , xk) for some 1 ≤ i ≤ k and 0 ≤ xi ≤ 2si − 2. Let a = u[L1(x1) − L2(x2) − · · · − Li−1(xi−1) − Li(xi)] and let
b = u[L1(x1)− L2(x2)−· · ·− Li−1(xi−1)− Li(xi+1)]. Obviously, (a, b) is an edge of LTQn with label d, where d = Lixi+1. Thus,
ψu(x) = a[Li+1(xi+1) − · · · − Lk(xk)] and ψu(y) = b[Li+1(xi+1) − · · · − Lk(xk)]. It is claimed that dLTQn(ψu(x), ψu(y)) ≤ 2.
For simplicity, we usew and z instead of ψu(x) and ψu(y), respectively.
Since πsk = ⟨d0, d1, . . . , dsk−2, 0⟩, 0 appears in Lk once. Suppose that 0 /∈ Lk(xk). Since u0 = 1, a0 = b0 = 1 and
w0 = z0 = 1, obviously 0 /∈ Diff (a, b). By Lemma 2, Diff (w, z) = Diff (a, b). Since (a, b) is an edge with label d of LTQn and
a0 = b0 = 1, Diff (a, b) = {d, d− 1}. As a result, dLTQn(w, z) = 1, i.e., (ψu(x), ψu(y)) is an edge of LTQn. On the other hand,
suppose that 0 ∈ Lk(xk). Then we have w0 = z0 = 0 and Diff (w, z) = {d, d − 1}. Therefore, dLTQn(w, z) = 2, and thus we
conclude that dLTQn(ψu(x), ψu(y)) ≤ 2. 
A k-D mesh M(2s1 , 2s2 , . . . , 2sk), si ≥ 2 for 1 ≤ i ≤ k, is a spanning subgraph of a k-D torus T (2s1 , 2s2 , . . . , 2sk), and
those edges of the torus that are not present in the mesh, called wrapped-around edges, are represented by (x, y)s, where
x = (x1, x2, . . . , xi−1, 0, xi+1, . . . , xk) and y = (x1, x2, . . . , xi−1, 2si − 1, xi+1, . . . , xk) for 1 ≤ i ≤ k.
In order to prove that Lemma 6 holds when a k-D torus is the guest graph, we only consider the wrapped-around edges
of the torus. Let (x, y) be a wrapped-around edge of the torus. Let a = u[L1(x1)− L2(x2)− · · · − Li−1(xi−1)− Li(0)] and let
b = u[L1(x1)− L2(x2)− · · ·− Li−1(xi−1)− Li(2si − 1)]. Clearly, b = a[Li(2si − 1)] = a[Li]. Thus, a and b are two end-vertices
of the path ω(Gπsi , a).
Suppose that i < k. Since πsi does not contain 0 and u0 = 1, a0 = b0 = 1. It is not difficult to verify that (a, b) is an edge
of LTQn and that Diff (a, b) = {d, d− 1} for some d > 0. The rest of the proof in this case is similar to that of Lemma 6.
On the other hand, suppose that i = k, i.e., ψu(x) = a and ψu(y) = b. Let πsk(sk − 1) = ⟨d0, d1, . . . , dsk−2⟩. Since
Lk = [Gπsk (sk−1)− 0− Gπsk (sk−1)], Lk(2sk−1− 1) = Gπsk (sk−1). Therefore, a and b are two end-vertices of the path ω(Lk, a). Let
a′ = a[Lk(2sk−1 − 1)] and let b′ = a[Lk(2sk−1)]. Hence, a′0 = 1, b′0 = 0, and Diff (a′, b′) = {0}, i.e., (a′, b′) is an edge of LTQn.
As a consequence, a[Gπsk (sk−1)]a′ and b[Gπsk (sk−1)]b′ are two disjoint paths. Since Lk does not contain 0, (a, a′) and (b, b′) are
two edges with label dsk−2 of LTQn. Since a0 = a′0 = 1 and b0 = b′0 = 0, Diff (a, a′) = {d, d− 1} and Diff (b, b′) = {d}, where
d = dsk−2. Obviously, Diff (a, b) = {0, d − 1}. Therefore, dLTQn(a, b) = 1 if d = 1 and dLTQn(a, b) = 2 if d ≥ 2. As a result,
dLTQn(ψu(x), ψu(y)) ≤ 2. Altogether, the following results can be established.
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Fig. 2. A two-dimensional torus T (4, 4) is embedded into LTQ4 with dilation 2.
Theorem 1. For n ≥ 4, every k-D torus of size 2s1×2s2×· · · 2sk satisfying∑ki=1 si = n can be embedded into LTQn with dilation
2 and unit expansion.
Corollary 1. For n ≥ 3, every k-Dmesh of size 2s1×2s2×· · · 2sk satisfying∑ki=1 si = n can be embedded into LTQn with dilation
2 and unit expansion.
For example, given u = 0001 and utilizing {⟨2, 3⟩, ⟨1, 0⟩}, the simplest way of embedding a two-dimensional torus with
size of 22 × 22 into LTQ4 can be established based on our approach (see Fig. 2).
Furthermore, the following corollary can be concluded easily, because the hypercube Qn is isomorphic to an n-D mesh
M(2s1 , 2s2 , . . . , 2sn) for all si = 1.
Corollary 2. An n-D hypercube Qn can be embedded into LTQn with dilation 2 and unit expansion.
4. Conclusion
In this paper, we prove that, for n ≥ 4, every k-D torus of size 2s1 × 2s2 × · · · × 2sk satisfying∑ki=1 si = n can be
embedded into an n-D locally twisted cube with dilation 2 and unit expansion. Furthermore, an embedding algorithm can
be constructed based on our approach, and the time complexity of the algorithm is linear with respect to the size of the
locally twisted cube. The embedding is optimal in the sense that it has unit expansion. In conclusion, a k-D torus/mesh of
size 2s1 × 2s2 × · · · × 2sk satisfying∑ki=1 si = n can be simulated on an n-D locally twisted cube efficiently, and hence the
system resources of the n-D locally twisted cube can be fully utilized.
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