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Abstract
We consider the motion planning problem for a point constrained to move along a smooth closed convex path
of bounded curvature. The workspace of the moving point is bounded by a convex polygon with m vertices,
containing an obstacle in a form of a simple polygon with n vertices. We present an O(m + n) time algorithm
finding the path, going around the obstacle, whose curvature is the smallest possible. Ó 1999 Elsevier Science B.V.
All rights reserved.
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1. Introduction
Consider the problem of moving a point robot in the interior of a convex polygon containing a single
obstacle. We are looking for a smooth, closed, convex, curvature-constrained path of the point around the
obstacle. No source or target position of the point are specified.
The problem of planning the motion of a robot subject to kinematic constraints has been studied
in numerous papers in the last decade (cf. [11,17]). For example, Reif and Sharir [16] studied the
problem of planning the motion of a robot with a velocity bound amidst moving obstacles in two- and
three-dimensional space. Ó’Dúnlaing [12] presented an exact algorithm solving the one-dimensional
kinodynamic motion planning problem whereas Donald et al. [3] gave the first approximation algorithm
solving the two- and three-dimensional kinodynamic motion planning problem for a point amidst
polyhedral obstacles.
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Another aspect of the motion planning problem in the plane consists in finding paths under curvature
constraints. Dubins [4] characterized shortest curvature constrained paths in the Euclidean plane without
any obstacle. More recently, Fortune and Wilfong [5] gave a decision procedure to verify if the source and
target placement of a point robot may be joined by a curvature constrained path avoiding the polygonal
obstacles. Their procedure has time and space complexity 2O(poly(n,m)), where n is the number of obstacle
vertices, and m is the number of bits required to specify the positions of these vertices. Jacobs and
Canny [8] gave an algorithm computing an approximate curvature constrained path, and Wilfong [20]
designed an exact algorithm for the case where the curvature constrained path is limited to some fixed
straight “lanes” and circular arc turns between the lanes. Finally, Švestka et al. [9,14] applied the random
approach introduced by Overmars [13] to compute curvature constrained paths for car-like robots.
Besides heuristic and approximating approaches, an exact algorithmic solution seems to be difficult
to find for the general case. An interesting direction of research is to design exact algorithms for some
variants of the problem. In this paper, we give an efficient solution for the problem of computing a smooth
closed convex path going around a single polygonal obstacle with n vertices inside a convex polygon with
m vertices. We design an O(n+m) time and space algorithm finding a path of smallest curvature. The
idea of the algorithm is to compute the curvature constraints imposed by the vertices of the obstacle. The
maximal such constraint is then used to compute the smooth closed convex path which must surround
the entire obstacle.
Finally, some extensions of this solution for the case of numerous obstacles, and for the case of
obstacles coming as queries in a dynamic setting are also presented.
2. Preliminaries
Let E ⊂ R2 be a convex polygon with m vertices and let I ⊂ E be a simple polygon with n vertices.
The region E \ int(I ) represents the workspace W in which the point robot can move. A function
p : [0,L] → W is a smooth path if p(r) = (xp(r), yp(r)) and the functions xp, yp : [0,L] → R are
continuous with continuous derivative (i.e., xp and yp must be in C1). A smooth path p is closed if
p(0) = p(L) and its right derivative at point 0 is equal to its left derivative at point L. As any smooth
path has finite length, we assume that p is parameterized by arc length. Such a parameterization is called
a normal parameterization of p. Let Θp(r) be the angle made by the tangent of the path p at the point
p(r) with the x-axis. The curvature of p at a point r can be defined as limr ′→r (|Θp(r)−Θp(r ′)|/|r−r ′|).
It might be possible that the curvature of a path is not defined at some points. For example, consider a
circular arc extending a line segment in such a way that the circle containing the arc is tangent to the
line containing the line segment. The curvature of the tangent point joining the arc and the line segment
is not defined. In such a case, we have to consider the average curvature of the path. A path p has its
average curvature bounded by some constant κ if |Θp(r2)−Θp(r1)| 6 κ|r2 − r1|, for all r1, r2. If κ is
the best bound possible, we would say that the average curvature of p is in fact equal to κ . Hence, the
term curvature used in this paper refers to the notion of average curvature. By using this definition, the
curvature of a circular arc of radius r is 1/r and the curvature of a line is 0.
A curvature bounded smooth closed convex path p is a tour of I in E if the bounded region of E,
delimited by the Jordan curve p, is convex and contains I . Note that the points of boundaries of E and I
are allowed to lie on the tour. Finally, a tour is optimal if its curvature is the smallest possible.
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Fig. 1. An optimal tour of a point.
The main problem considered in this paper can be formulated as follows. Find an optimal tour of I
in E. We first consider the degenerated case where the internal polygon I is a single point.
Lemma 2.1. For a given convex polygon E and a point v inside E, let C denote a circle of radius r
inscribed in E, passing through v, and tangent to the boundary of E in two points p1 and p2. If the arc
α = p1vp2 of C is not greater than a semicircle, then the curvature of any tour of v in E is at least equal
to 1/r .
Proof. Let t denote a tour of v in E. Such a smooth path must intersect α. Translate α along the bisector
of the angle defined by the tangents of C at p1 and p2. Now, let α′ denote the furthest position of α
tangent to t and let x be some tangent point (see Fig. 1).
Suppose that t and α′ coincide on a small interval around x. In this interval, the curvature of t is the
same as the curvature of α′ which is 1/r . Now, suppose that t is strictly below α′ just after x. Notice
that such a tangent point always exists if α′ does not coincide with α. It follows from Lemma A.1 of the
appendix that the curvature of t is strictly greater than the curvature of α′ which is 1/r . 2
Following this lemma, a circle C inscribed in the polygon E and tangent to the points p1 and p2 is the
critical circle of a point v in E, if the arc p1vp2 of C is not greater than a semicircle. The arc p1vp2 is
called the critical arc of v in E. Notice that only points lying outside a largest inscribed circle in E admit
critical arcs.
3. Computing tours
3.1. The case of given curvature
Consider the problem of computing, if one exists, a tour of I in E with curvature bounded by some
given constant κ . We present in this section an algorithm solving this problem in O(m+ n) time. The
algorithm proceeds by computing a maximal path in E with curvature bounded by κ . Note that the value
of κ should not be greater than 1/r∗ where r∗ represents the radius of the largest inscribed circle in E.
This follows from the fact that any smooth closed convex path of curvature κ should enclose a circle with
radius 1/κ (see Lemma A.2).
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Fig. 2. There is no tour of I in P with curvature bounded by κ .
Let S be the set of all circles of radius 1/κ inscribed in E, and tangent to E in at least two points. The
curve ζ , formed by the boundary of the convex hull of S, is a smooth closed convex path with curvature
bounded by κ . Such a path ζ is called a maximal path in E. It follows from the proof of Lemma 2.1
that the convex region bounded by ζ contains any smooth closed convex path inside E with curvature
bounded by κ . Hence, if ζ is not a tour of I in E, there exists no tour of I in E with curvature bounded
by κ (see Fig. 2).
Before we turn our attention to the algorithm verifying the existence of a tour of given curvature, we
introduce some useful concepts. Consider the medial axis of E [15]. Since E is a convex polygon, its
medial axis corresponds to a tree. Each internal vertex x of this tree is the center of a circle tangent to
three edges of E. This circle is called a Voronoi circle. We assign to x a weight w(x) corresponding
to the radius of its Voronoi circle. Thus, w(x) represents the distance between x and the boundary
of E. This weighted tree, rooted at a vertex with the largest weight, is called the skeleton tree and is
denoted SkT(E). It follows from the definition of the medial axis that each edge of SkT(E) is a straight
line segment belonging to the bisector of some two edges of E. It follows also from the definition that
each vertex of SkT(E) has at least two descendants. Finally, we can easily prove that the weight of any
vertex in SkT(E) is greater than the weights of its descendants. 2 This property will be crucial for our
algorithms.
We are now ready to present how to compute the maximal path ζ .
Lemma 3.1. Given the skeleton tree SkT(E), the maximal path ζ in E with curvature bounded by κ can
be computed in O(k) time, where k is the size complexity of the path.
Proof. Perform a tree traversal on SkT(E). Each time a vertex x is visited, such that w(parent(x)) >
1/κ > w(x), there exists a circle of radius 1/κ tangent to the boundary of E, and centered on the edge
joining x and parent(x). This circle can be computed easily once the edges of E defining the edge
joining x to parent(x) are known. Then, the subtree of SkT(E) rooted at x is pruned and the traversal
continues from parent(x). In this way, all the k circles with radius 1/κ inscribed in E are found in order
of their appearance on ζ . Hence, the maximal path ζ corresponding to the convex hull of the circles can
be obtained easily by joining two consecutive circles by their common supporting segment. The O(k)
2 The root may have the same weight as one of its children if E has two parallel edges.
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Fig. 3. A skeleton tree and a maximal path ζ of bounded curvature.
time complexity of the algorithm follows from the fact that the number of vertices visited during the
transversal of SkT(E) is in O(k). 2
It should be obvious now how to determine if there exists a tour of I in E with curvature bounded
by κ . First, compute the medial axis of E in O(m) time [1]. Then, compute the maximal path ζ and
determine if I lies completely inside ζ . This latter step can be done easily in O(n + k) time where k
is the complexity of ζ . Hence, the algorithm computes, if one exists, a tour of I in E with curvature
bounded by κ in O(m+ n) time.
The notion of maximal path can be related to the notion of offset curves used in CAD/CAM [2]. The
offset curves of convex polygons can be constructed in linear time without computing the medial-axis of
the polygons [18].
3.2. An algorithm computing optimal tours
Consider the problem of computing an optimal tour of I in E. An algorithm solving this problem can
be sketched as follows. Find a vertex of I which has the critical arc in E with the minimum radius. Such a
vertex determines the curvature of an optimal tour. Once the curvature of the optimal tour is known, a tour
can be computed as we described in the previous section. We present in this section how to implement
this algorithm optimally in O(m+ n) time.
We first present the data structures used by the algorithm. Let Vertices(I ) be the list of the vertices of
the convex hull of I given in radial counter clockwise order around the root of SkT(E). The choice of
the root of SkT(E) is arbitrary. We simply need a point inside a largest inscribed circle in E to simplify
the analysis of the algorithm. This list can be built easily in O(n) time. Now, let Arcs(E) be the list of
arcs defined as follows. Consider the Voronoi circles associated with the internal vertices of SkT(E).
The tangent points of these circles with the boundary of E partition each circle into at least three arcs.
Each of these arcs is put in Arcs(E) if it is less than a semicircle. We also put in Arcs(E) the leaves of
SkT(E). These points represent degenerated arcs. The elements of Arcs(E) must be ordered such that
the first endpoints of the arcs appear in counterclockwise order on the boundary of E (see Fig. 4). In the
next lemma, we show how to build the list Arcs(E) efficiently.
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Fig. 4. Arcs(E) is determined according to order of arcs’ first endpoints.
Lemma 3.2. Arcs(E) can be generated in O(m) time and space.
Proof. Perform a tree traversal on SkT(E). The traversal can be oriented such that the children of any
node are visited in counterclockwise order. An arc is produced each time a vertex x is visited from its
parent v. This arc is less than a semicircle, centered at v, and tangent to the two edges of E whose bisector
contains the edge vx of SkT(E). Finally, a degenerated arc is produced if x is a leaf of SkT(E).
To see that the arcs are produced in the right order, observe that the tree traversal can be performed
by moving a point z continuously along the edges of SkT(E). Let pi(z) be the orthogonal projection
of z on the edge of E belonging to the Voronoi cell on the right-hand side of z with respect to the
direction of the traversal. Since SkT(E) corresponds to the medial axis of a convex polygon, pi(z)moves
continuously around the boundary of E in counterclockwise direction. Now, consider the arc computed
while z traverses the edge vx of SkT(E). By construction, the first endpoint of this arc corresponds to
pi(z) when z coincides with v. Thus, the arcs are produced during the traversal of SkT(E) such that the
first endpoints of the arcs appear in counterclockwise order on the boundary of E.
The O(m) time and space complexities of the algorithm follow from the fact that SkT(E) has at most
2m− 2 vertices. 2
The points in Vertices(I ) and the endpoints of the arcs in Arcs(E) are both sorted according to the
radial counterclockwise order around the root of SkT(E). These two lists will be traversed simultaneously
by the algorithm and the relative order of the elements of one list with respect to the elements of the other
list is important. Thus, the first element of Arcs(E) should be an arc of a largest inscribed circle in E
and the first element of Vertices(I ) should be the vertex just after the first endpoint of the first element of
Arcs(E) in the radial counterclockwise order around the root of SkT(E).
The variable V will denote the current element of Vertices(I ) and the variable Awill denote the current
element of Arcs(E). We say that the vertex V is before the arc A, if it precedes the first endpoint of A
in the radial counterclockwise order around the root of SkT(E). V is after A if it succeeds the second
endpoint of A in this order. For V situated neither before nor after A, V is inside A if the ray pV reaches
V before crossing A, otherwise V is outside A.
We are now ready to present the algorithm computing an optimal tour of I in E. The aim of the
algorithm is to traverse the list Vertices(I ) and localize each vertex in the planar map generated by
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the arcs in Arcs(E) and the boundary of E (see Fig. 4). Once the cell containing the current vertex is
determined, its critical arc may be computed easily in constant time.
Each iteration of the main step of the algorithm performs one among five possible actions. The action
depends on the position of V with respect to five regions determined by the current arc A. Let next(A)
denote the successor of A in the list Arcs(E) and let next(A) be the smallest arc of the Voronoi circle
C extending next(A) and containing all the tangent points between C and E. Notice that next(A) lies
completely outside A (see Fig. 5). V falls into 1 , if it is outside A but not outside next(A), and in region 2
if it is outside next(A). V is in region 3 if it is inside A. Finally, V is in region 4 if it is after A, and in
region 5 if it is before A.
Algorithm Optimal Tour
Input: A convex polygon E of m vertices and a simple polygon I of n vertices internal to E.
Output: A tour of I in E with the lowest possible curvature bound κ .
1. Compute SkT(E).
2. Build the list Arcs(E) sorted by the arcs’ first endpoint around the root of SkT(E).
3. Compute CH(I ) and build the list Vertices(I ) sorted around the root of SkT(E).
4. V ← first(Vertices(I )). A← first(Arcs(E)). r← radius(A).
5. while Arcs(E) is not empty and Vertices(I ) is not empty do
case the region containing V do
1 r←min(r, radius of critical arc of V ).
V ← next(V ).
2 A← next(A).
3 V ← next(V ).
4 A← next(A).
5 V ← next(V ).
6. Output the maximal path internal to E with curvature bounded by κ = 1/r .
End of the algorithm
Fig. 5. Illustrating algorithm Optimal Tour.
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3.2.1. The correctness of the algorithm
To prove the correctness of the algorithm, we first have to show that the algorithm finds the critical arc
with the minimum radius. Thus, by Lemma 2.1, any tour of I in E would have a curvature at least as
great as the curvature of that arc.
The aim of the algorithm is to locate the vertices of Vertices(I ) in the planar map induced by the arcs
of Arcs(E) and the boundary of E. A typical cell of that map is bounded by two arcs and by the portions
of two edges of E. In case 1 , the endpoints of A and next(A) lie on the same two edges of E. This
follows from the fact that the Voronoi circles containing A and next(A) are centered on the same edge of
SkT(E). Hence, the cell containing V is defined by two edges and two arcs. The critical arc of any point
lying in that cell must be tangent to the two edges and can be computed in constant time.
In case 2 , the radius of the critical arc of V is smaller than the radius of the critical arc of any vertex
lying in the cell bounded by A and next(A). In case 4 , neither V nor any subsequent vertex of Vertices(I )
will ever lie outside A. Hence, the arc A can be discarded in both cases.
Finally, in cases 3 and 5 , V lies either inside a largest inscribed circle or in the cell defined by the
arcs A′ and next(A′), for some arc A′ appearing before A in Arcs(E). In the former case, V do not admit
a critical circle. In the latter case, since V lies outside A′, the arc A′ can be discarded only in case 2
of a previous step. This can only happen if a vertex outside next(A′) has been found. The radius of the
critical arc of that vertex is smaller than the radius of the critical arc of V . Thus V can be discarded in
both cases.
Hence, the algorithm finds a vertex whose critical arc has the minimum radius. Then, the maximal
path computed in Step 6 must be a tour of I . Otherwise, there would be a vertex of I lying outside
ζ . By construction, the critical arc of that vertex would have a radius smaller than r which is
impossible.
3.2.2. The complexity of the algorithm
The first two steps of the algorithm rely on well known optimal algorithms. The convex hull of I can
be computed in O(n) time [6] and the skeleton tree of E can be computed in O(m) time [1]. In Step 2,
the list Arcs(E) can be built in O(m) time according to Lemma 3.2. In Step 3, the list Vertices(I ) can
be built easily in O(n) time. If the root of SkT(E) lies inside CH(I ), Vertices(I ) is given by CH(I ).
Otherwise, compute the tangents of CH(I ) going through the root of SkT(E) and merge the lower and
the upper chains of CH(I ) to produce Vertices(I ). Step 5 represents the core of the algorithm. Each
iteration of the loop takes a constant time. However, as each iteration removes one vertex of Vertices(I )
or one arc of Arcs(E), the overall time complexity of this step is in O(n+m). Finally, by Lemma 3.1,
the optimal tour ζ can be constructed in O(k) time, where k 6 m. Therefore, we obtain the following
result.
Theorem 3.3. An optimal tour of a simple polygon with n vertices in a convex polygon with m vertices
can be computed in O(n+m) time and space.
The algorithm can be adapted to compute a constrained optimal tour of I in E. Suppose that the tour
must be tangent to some given lines when passing through some s given points of E \ I . Let E′ denote
the intersection of E with s half-planes delimited by the given lines, and let I ′ denote the convex hull of
I and the given s points. Then, the constrained optimal tour is given by an optimal tour of I ′ in E′.
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Corollary 3.4. An optimal tour of a simple polygon with n vertices in a convex polygon with m vertices,
constrained to have given tangents when passing through s given points, can be computed in O(n+m+
s log s) time and O(n+m+ s) space.
Finally, we can also consider the problem where the point robot has to go around many obstacles given
as points or polygons lying inside E. In such a case, we simply have to compute the convex hull of the
obstacles and find an optimal tour of the new “obstacle”.
Corollary 3.5. An optimal tour of a set of n points in a convex polygon with m vertices can be computed
in O(n logn+m) time and space.
4. The dynamic setting
The motion planning problem considered in the previous section can be reformulated in a dynamic
setting. In this case, we want to preprocess a convex polygon E with m vertices in such a way that for
any given query polygon I with n vertices, we can find quickly an optimal tour of I in E.
This dynamic problem can be solved by adapting algorithm Optimal Tour. In Step 5, if the vertex V
lies in Region 4 with respect to the arc A, the list Arcs(E) is processed in order but it is clear that
V remains in Region 4 with respect to all other arcs outside A. Those arcs correspond to the subtree
of SkT(E) rooted at a child of the vertex on which A is centered. This subtree can be skipped in the
traversal of Arcs(E). Hence, the list Arcs(E) is not produced explicitly in Step 2, but it may be obtained
by traversing SkT(E) in Step 5. The subtree of SkT(E) effectively traversed is a subset of the subtree of
SkT(E) used to generate an optimal tour in Step 6. Thus, the time complexity of Step 5 can be reduced
to O(n+ k), where k represents the complexity of the tour.
Theorem 4.1. It is possible to preprocess a convex polygon E with m vertices in O(m) time and space,
so that for any simple polygon I with n vertices, an optimal tour of I in E can be computed in O(n+ k)
time, where k is the complexity of the tour.
If the obstacle is given as a set of n points instead of a simple polygon, we simply have to compute the
convex hull of these points and to apply the above result.
Corollary 4.2. It is possible to preprocess a convex polygon E with m vertices in O(m) time and space,
so that for any set S of n points, an optimal tour of S in E can be computed in O(n logn+ k) time, where
k is the complexity of the tour.
If the curvature of an optimal tour is needed instead of the tour itself, an alternative solution may be
used. The main problem is still to find a vertex whose critical circle has the minimum radius. As we
saw in the previous section, this problem can be reduced to a point location problem in the planar map
induced by the arcs of Arcs(E) and the boundary of E. For each vertex v of the obstacle, locate v in the
map and compute its critical arc in E.
The planar map has O(m) size and it can be decomposed into trapezoids in O(m) time. Following the
idea of [10], this decomposition can be preprocessed in O(m) time and space, so that the point location
would be possible in O(logm) time. Hence, we obtain the following result.
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Theorem 4.3. It is possible to preprocess a convex polygon E with m vertices in O(m) time and space,
so that for any set S of n points, the curvature of an optimal tour of S in E can be computed in O(n logm)
time.
If m is much smaller than n, this method may be interesting even for computing the tour itself. The
following corollary can be used alternatively to Corollary 4.2.
Corollary 4.4. It is possible to preprocess a convex polygon E with m vertices in O(m) time and space,
so that for any set S of n points, an optimal tour of S in E can be computed in O(n logm+k) time, where
k is the complexity of the tour.
5. Conclusions
The paper gives an efficient algorithm computing a smallest curvature motion of a point robot around
an obstacle inside a convex polygon. The solution easily generalizes on the case of numerous obstacles.
We explore the fact that the resulting path must be convex. In this case, it is sufficient to compute the
curvature constraints imposed by obstacles. The maximal constraint κ is used to compute the maximal
curve, internal to the workspace, which must surround all the obstacles. The idea works only in the case
of convex motion, and it is not clear how it may be generalized on the case of motion admitting left and
right turns.
An obvious line of further research is to design algorithms for more general workspace. From the
result of [5] it is possible to draw a pessimistic inference that a polynomial time algorithm computing
curvature-constrained motion of a point in general workspace may not exist. It is natural to ask what are
more general settings, that the one studied in this paper, for which the problem of curvature-constrained
motion of a point admits an efficient solution, and what are the instances of the problem which are
NP-hard.
Appendix A. Technical lemmas
For completeness, the two technical results on average curvature used in this paper are presented in
this appendix. Their proofs rely on elementary calculus [19] and differential geometry [7].
Lemma A.1. Let F = (x, f (x)) be a curve such that f is a convex function in C1. Let G = (x, g(x))
be a curve such that g is a convex function in C1 represented by a circular arc of radius r . If F and
G are in contact at the origin (i.e., f (0) = g(0) = 0 and f ′(0) = g′(0) = 0) and F lies above G (i.e.,
f (x) > g(x), for x > 0), the average curvature of F is greater than 1/r .
Proof. Let F(t)= (xF (t), yF (t)) be a normal parameterization of F such that F(0)= (0,0). Let ΘF(t)
be the angle made by the tangent to F at the point (xF (t), yF (t)) with the x-axis. The functions xF ,
yF and ΘF are related as follows: xF (t) = ∫ t0 cosΘF(u)du and yF (t) = ∫ t0 sinΘF(u)du. Since F is
convex and lies above the x-axis for t > 0, there is an interval [0..εF ] on which ΘF(t) is continuous and
strictly increasing. The function ΘG(t) is defined similarly and has the same properties. Hence, there is
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an interval (0..ε] on which, either ΘF(t) < ΘG(t), or ΘF(t)=ΘG(t), or ΘF(t) > ΘG(t). Suppose that
ΘF(t) < ΘG(t). By definition, yG(ε) > yF (ε) and xG(ε) < xF (ε). Since xF is continuous, there is a value
ε∗ such that xG(ε) = xF (ε∗). Furthermore, yF (ε∗) < yG(ε∗) < yG(ε). Thus, the point (xF (ε∗), yF (ε∗))
is below the point (xG(ε), yG(ε)) which is impossible. The case ΘF(t)=ΘG(t) is even simpler. Hence,
ΘF(t) > ΘG(t). This implies that
ΘF(t)−ΘF(0)
t
>
ΘG(t)−ΘG(0)
t
= 1
r
.
Thus, the average curvature of F is greater than 1/r . 2
From this technical result, we can obtain the following lemma.
Lemma A.2. Let F be a closed smooth curve with average curvature κ . Then, there exists a circle of
radius 1/κ which lies inside the convex region delimited by the Jordan curve F .
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