Group sequential trials are one important instance of studies for which the sample size is not fixed a priori but rather takes one of a finite set of pre-specified values, dependent on the observed data. Much work has been devoted to the inferential consequences of this design feature. Molenberghs et al (2012) and Milanzi et al (2012) reviewed and extended the existing literature, focusing on a collection of seemingly disparate, but related, settings, namely completely random sample sizes, group sequential studies with deterministic and random stopping rules, incomplete data, and random cluster sizes. They showed that the ordinary sample average is a viable option for estimation following a group sequential trial, for a wide class of stopping rules and for random outcomes with a distribution in the exponential family. Their results are somewhat surprising in the sense that the sample average is not optimal, and further, there does not exist an optimal, or even, unbiased linear estimator. However, the sample average is asymptotically unbiased, both conditionally upon the observed sample size as well as marginalized over it. By exploiting ignorability they showed that the sample average is the conventional maximum likelihood estimator. They also showed that a conditional maximum likelihood estimator is finite sample unbiased, but is less efficient than the sample average and has the larger mean squared error. Asymptotically, the sample average and the conditional maximum likelihood estimator are equivalent.
Introduction
Principally for ethical and economic reasons, group sequential clinical trials are in common use (Wald, 1945; Armitage, 1975; Whitehead, 1997; Jennison and Turnbull, 2000) . Tools for constructing such designs, and for testing hypotheses from the resulting data, are well established both in terms of theory and implementation. By contrast, issues still surround the problem of estimation (Siegmund, 1978; Hughes and Pocock, 1988; Todd, Whitehead, and Facey, 1996; Whitehead, 1999) following such trials. In particular, various authors have reported that standard estimators such as the sample average are biased. In response to this, various proposals have been made to remove or at least alleviate this bias and its consequences (Tsiatis, Rosner, and Mehta, 1984; Rosner and Tsiatis, 1988; Emerson and Fleming, 1990 ). An early suggestion was to use a conditional estimator for this Blackwell (1947) .
To successfully address the bias issue, it is helpful to understand its origins. Lehman (1950) showed that it stems from the so-called incompleteness of the sufficient statistics involved, which in turn implies that there can be no minimum variance unbiased linear estimator. Liu and Hall (1999) and Liu et al (2006) explored this incompleteness in group sequential trials, for outcomes with both normal and one-parameter exponential family distributions. For these distributions, Molenberghs et al (2012) and Milanzi et al (2012) embedded the problem in the broader class with random sample size, which includes, in addition to sequential trials, incomplete data, completely random sample sizes, censored time-to-event data, and random cluster sizes. In so doing, they were able to link incompleteness to the related concepts of ancillarity and ignorability in the missing-data sense.
By considering the conventional sequential trial with a deterministic stopping rule as a limiting case of a stochastic stopping rule, these authors were able to derive properties of families of linear estimators as well as likelihood-based estimators. The key results are as follows:(1) there exists a maximum likelihood estimator that conditions on the realized sample size (CL), which is finite sample unbiased, but has slightly larger variance and mean square error (MSE) than the SA ;(2) the sample average (SA) exhibits finite sample bias, although it is asymptotically unbiased; (3) apart from the exponential distribution setting, there is no optimal linear estimator, although the sample average is asymptotically optimal; (4) the validity of the sample average as an estimator also follows from standard ignorable likelihood theory.
Evidently, the CL is unbiased both conditionally and marginally with respect to the sample size. By contrast, the CL is marginally unbiased, but there exist classes of stopping rules where, conditionally on the sample size, there is asymptotic bias for some values of the sample sizes. Surprisingly, this is not of concern. Milanzi et al (2012) showed this for the case of two possible sample sizes, N = n and N = 2n. With such a stopping rule, it is possible that, for example when N = n, the bias grows unboundedly with n; when this happens though, the probability that N = n shrinks to 0 at the same rate. If strict finite sample unbiasedness is regarded as essential, the conditional MLE can be used, which, like MLE, also admits the standard likelihood-based precision measures, although it is computationally intensive. This is a very important result and should be contrasted with the various precision estimators that have been developed in the past.
On the other hand, developments in Molenberghs et al (2012) and Milanzi et al (2012) show that despite finite sample bias, a correction may not be strictly necessary for SA. Further, its likelihood basis, implies it can be used in conjunction with standard likelihood-based measures of precision, such as standard errors and associated confidence intervals to provide valid inferences.
A major limitation of Molenberghs et al (2012) and Milanzi et al (2012) is the restriction to two looks of equal size. It is the main aim of this paper to extend this work to the practically more useful setting of multiple looks of potentially different sample sizes.
In Section 2, we introduce notation, describe the setting, the models, and the associated generic problem. In Section 3, we study the problems of incompleteness when using a stochastic stopping rule. The class of generalized sample averages in introduced in Section 6, and conditional and joint maximum likelihood estimators are derived in Section ??. Their asymptotic properties are studied in Section 7. A simulation study is described in the Supplementary Materials, Section A.
Problem and Model Formulation
Consider a sequential trial with L pre-specified looks, with sample sizes n 1 < n 2 < . . . , < n L . Assume that there are n j i.i.d. observations Y 1 , . . . , Y n j , from the jth look that follow an exponential family distribution with density
for θ the natural parameter, a(θ) the mean generating function, and h(y) the normalizing constant.
Subsequent developments are based on a generic data-dependent stochastic stopping rule, which we write
where
Y i also has an exponential family density:
Our inferential target is the parameter θ, or a function of this.
Stochastic Rule As A Group Sequential Stopping Rule
. While the stopping rule seems different from the ones frequently used, it will later on be clear as to how it can be specified to conform to the commonly used stopping rules in the sequential trials.
For instance, when the conditional probability of stopping of an exponential family form is chosen, e.g.,
then an appealing form for the marginal stopping probability can be derived. Here f 1 (z) can be seen as an exponential family member, underlying the stopping process. When the outcomes Y and hence K do not range over the entire real line, the lower integration limit in (4) should be adjusted accordingly, and the function A(k) should be chosen so as to obey the range restrictions. It is convenient to assume that f 1 (z) has no free parameters; should there be the need for such, then they can be absorbed into A(k). Hence, we can write
Using (3) and (5), the marginal stopping probability becomes:
Milanzi et al (2012) studied in detail the behavior of stopping rules where
, where α j , β and m are constants specific to a design.
Choosing β → ∞ and β → −∞ results into deterministic stopping or continuing thus corresponding to the stopping rules commonly used in sequential trials. The trial is stopped when (6) is greater than a randomly generated number from uniform(0,1). Note that the higher the evidence against(for) the null hypothesis, the higher the probability to stop. In the specific example of normally distributed responses (1) can be chosen as standard normal. The value of α is paramount to deciding the behavior of stopping boundaries. Consider O'Brien and Fleming stopping boundaries where it is difficult to stop in early stages; one can then specify α j such that the probability of stopping increases with the stages. In addition to the computational advantages and the associated practicality, we use the stochastic rule to maintain the focus of this paper, which is estimation.
Incomplete Sufficient Statistics
Several concepts play a crucial role in determining the properties of estimators following sequential trial: incompleteness, a missing at random (MAR) mechanism, ignorability, and ancillarity . We consider the role of incompleteness first: a statistic s(Y ) of a random variable Y , with Y belonging to a family P θ , is complete if, for every measurable function g(·), Casella and Berger, 2001, pp. 285-286) . Incompleteness is central to the various developments (Liu and Hall, 1999; Liu et al, 2006; Molenberghs et al, 2012) because of the the Lehman-Scheffé theorem which states that "if a statistic is unbiased, complete, and sufficient for some parameter θ, then it is the best mean-unbiased estimator for θ," (Casella and Berger, 2001) . In the present setting, the relevant sufficient statistic is not complete, and so the theorem can not be applied here.
In line with extending the work of Molenberghs et al (2012) and Milanzi et al (2012) , to a general number of looks, we explore incompleteness and its consequencies in studies with more than two looks using the stochastic rule.
In a sequential setting, a convenient sufficient statistic is (K, N ). Following the developments in the above papers, the joint distribution for (K, N ) is:
If (K, N ) were complete, then there would exist a function
with
Tedious but straightforward algebra results into:
Assigning, for example, arbitrary constants to g(n 1 , k n 1 ) . . . g(n L−1 , k n L−1 ), a value can be found for g(n L , k n L ) = 0, contradicting the requirement for (K, N ) to be complete, hence establishing incompleteness. From applying the Lehmann-Scheffé theorem, that no best mean-unbiased estimator is guaranteed to exist. The practical consequence of this is that even estimators as simple as a sample average need careful consideration and comparison with alternatives. Nevertheless, the situation is different for non-linear mean estimators as illustrated for the conditional likelihood estimator.
Unbiased Estimation: Conditional Likelihood
The eminent draw back of linear based mean estimators in the context of sequential trials is their finite sample bias. In connecting missing data and sequential trials theory, Molenberghs et al (2012) provided a factorization for the joint distribution of observed data and sample size that leads to an unbiased conditional likelihood mean estimator.
For the arbitrary number of looks, the conditional distribution for N = n 1 is:
from which the log-likelihood, score, Hessian, and information follow as:
Similarly for N = n j where j > 1, we have the conditional distribution:
The following expressions for the likelihood, score, Hessian, and information are:
The overall information for the conditional likelihood estimator is given by
From the scores (12) and (18), it can be seen that conditional likelihood estimator is unbiased.
Clearly, the bias correction in the CLE mirrors the bias expression of the SA, as can be seen from (33). Upon writing (12) and (18), as
the bias-correction factor in the CLE becomes even more apparent.
In contrast to the case of a fixed sample size, conditioning on the sample size in this case leads to loss of information, as can be seen by the subtraction of a positive factor in (21). This is a consequence of conditioning on a non-ancillary statistic, as discussed in Casella and Berger (2001) .
GEERT: I added this statement to show the computational problems of conditional likelihood, is it too harsh?
Additionally, despite having the appealing property of finite sample unbiasedness, its nonlinear nature comes with computational problems. Note that maximization of (11) and (14) requires simultaneous optimization and solving of multiple integrals. Unless unbiasedness is of paramount importance, serious consideration of the time and complexity of implementing the conditional likelihood has to be done.
Joint Likelihood Estimation
Likelihood methods, while allowing for a unified treatment across a variety of settings (e.g., data types, stopping rules), they do rely heavily on correct parametric specification. This should be taken into account when opting for a particular approach.
Selection model factorization for the joint distribution of observed data and sample size also leads to joint likelihood estimation (JLE).Employing separability and ignorability concepts from the missing data theory, it is known that under a missing at random (MAR) assumption, maximizing the joint likelihood is equivalent to maximizing the likelihood of the observed data only. This is crucial when considered against the background of Kenward and Molenberghs (1998) where it was shown that under frequentist inference and the missing at random (MAR) assumption, the observed information matrix gives valid inferences. Other properties of joint likelihood estimation are explored below:
The joint distribution of the sufficient statistics (K, N ) is given by;
Because our stopping rule is independent of the parameter of interest, the log-likelihood, the score, the Hessian, and the expected information simplify as follows:
In deriving the score (24) from (23) the rightmost term drops out, i.e., conventional ignorability applies. As a consequence, the maximum likelihood estimator (MLE) reduces to µ = a (θ) = K/N , the SA.
Because of the bias, a finite sample comparison among estimators needs to be based on the MSE.
For µ, this is
For the conditional likelihood estimate (CLE) the MSE is:
holds. For the special case of equal sample sizes this can never be true, hence the SA has the smaller MSE. More generally, neither is uniformly superior in terms of MSE.
Generalized Sample Averages
To get a broad picture of the properties of SA which follows from JLE, we embed it in a broader class of linear estimator. Extending the definition in Molenberghs et al (2012) , the generalized sample average (GSA) can be be defined as:μ
for a set of constants a 1 , . . . , a L . The SA follows as the special case where each a j = 1. To explore the properties of the GSA we make use of the fact that:
and derive three useful identities:
Using identities (30) and (31), the expectation of (29) can then be formulated as
establishing the bias as a function of the difference between the marginal and conditional means.
When (32) is unbiased, at least one value among a 1 , . . . , a L will depend on µ. This means that none of the GSA can be uniformly unbiased. Focusing on the SA, the expectation reduces to
from which we get the bias as
Thus, the SA is unbiased when the conditional and marginal means are equal.
Asymptotic Properties
We now turn to the large-sample properties of the estimators discussed in the previous sections. When
, so normal-theory arguments can be used. Considering a first-order Taylor series expansion of
Without loss of generality, consider a class of stopping rules for which F (n j ) n→∞ → 0. In this setting, the expressions derived above can be approximated by
These approximations will be useful in what follows.
Asymptotic Bias Conditional Likelihood Estimation
We turn now to the asymptotic conditional behavior of the bias of the sample average given the sample size. Two cases are considered:
Case II. Here, both the function F (·) and its first derivative F (·) converge to zero. When this happens, it does so for all but one of the sample sizes that can possibly be realized. The one exception is the sample size that will be realized, asymptotically, with probability one. Without loss of generality, we illustrate this case for stopping at the first look, assuming that the sample size realized at the first look corresponds to a set of values for µ taht do not contain the true one. Thus, F (nµ) n→∞ −→ 0 and F (nµ) n→∞ → 0. This case can correspond for particular forms of F (k n j ). Given that K is asymptotically normally distributed, letting F (K) = Φ(k) is a mathematically convenient choice from which it follows that F (n j µ) = Φ(n j µ). Consider first
of which the right hand term approaches 0/0. We therefore apply l'Hopital's rule and obtain:
with the sign opposite to that of µ. Hence, conditional on the fact that stopping occurs after the first look, the estimate may grow in an unbounded way. However, recalling that F (nµ), the probability of stopping when N = n 1 , also approaches zero, these extreme estimates are also extremely rare. In the same case, for
for these sample sizes no asymptotic bias occurs. Milanzi et al (2012) showed that a large class of stopping rules corresponds to either Case I or Case II. For example, for stopping rule Φ(α + βk/n), they found that Case I applies. Switching to Φ(α + βk), F (nµ) = βφ(α + βnµ) which again tends to zero. However, Φ(α + βnµ) may tend to either zero or one. For a general rule F (k) = Φ(α + βkn m ), with m any real number, F (nµ)
converges to zero whatever m is. Further, F (nµ) converges to Φ(α + βµ) for m = −1, Φ(α) for m < −1, and Φ(±∞) (i.e., 0 or 1) for m > −1.
Joint Likelihood Estimation
Recall that the bias for the SA was given by (34), which asymptotically tends to the limit
Although the sample average is finite-sample biased in general for data-dependent stopping rules, it is asymptotically unbiased and hence can be considered an appropriate candidate for practical use following a sequential trial. Emerson (1988) established the same result for two possible looks and further noted that this property is not relevant in group sequential trials, because large sample sizes are unethical, hence making the study of small sample properties crucial. On the other hand, results from a comprehensive analysis, comparing randomized controlled trials (RCTs) stopped for early benefit (truncated) and RCTs not stopped for early benefit (non-truncated), indicated that treatment effect was over-estimated in most of truncated RCTs regardless of the pre-specified stopping rule used (Bassler et al , 2010) . They further advocate stopping rules that demand large number of events. In their exploration of properties of estimators, Milanzi et al (2012) showed that in the general class of linear mean estimators, only the sample average has asymptotic unbiasedness property thus giving it an advantage in cases where asymptotic unbiasedness would play a role. The sample average is asymptotically unbiased in all cases, and even conditionally asymptotically unbiased, even in the case of an arbitrary number of looks. Further, under the usual likelihood regularity conditions, the SA is then consistent and asymptotically normally distributed, and the likelihood-based precision estimator and its corresponding confidence intervals are valid. Care has to be exercised when working under the MAR assumption, as it is the case here, because the observed information matrix rather than the expected information matrix should be used to obtain precision estimators to ensure their validity. Kenward and Molenberghs (1998) noted that, provided that use is made of the likelihood ratio, Wald or score statistics based on the observed information, then reference to a null asymptotic χ 2 distribution will be appropriate.
This conventional asymptotic behavior contrasts with the idiosyncratic small-sample properties of the SA derived in the Section 6.
Asymptotic Mean Square Error
Given that the bias for the sample average tends to zero as the sample size increases and that
8 Simulation Study
Design
The simulation study has been designed to corroborate the theoretical findings on the behavior of the likelihood estimators, in comparison to commonly used biased adjusted estimators. Assume a clinical trial comparing a new therapy to a control, designed to follow O'Brien and Fleming's group sequential plan with four interim analyses.
The objective of the trial is to show that the mean response from the new therapy is higher than that of the control group. Let Y it ∼ N (µ t , 1) and Y ic ∼ N (µ c , 1) be the responses from subject i in the therapy and control groups, respectively. The null hypothesis is formulated as H 0 : θ = µ t − µ c = 0
Further, allow a type I error of 2.5% and 90% power to detect the clinically meaningful difference.
Given that we are interested in asymptotic behavior, different values of the clinically meaningful difference, θ 1 = 0.5, 0.25, and 0.15 are considered to achieve different sample sizes, with smaller θ 1 corresponding to larger sample size.
With the settings described above, datasets are generated as follows; at each stage, Y it ∼ N (2, 1),
, where µ c = 1.5, 1.75, and 1.85 for the first, second, and third setting, respectively. These also serve as the true mean values under which the bias is being considered.
Estimation proceeds by obtaining the maximum likelihood estimator (sample average: µ t − µ c ) at each stage and apply the stopping rule:
where β = 100 to represent the rules applied to the group sequential trials case (Milanzi et al, 2012) . To follow the behavior of O'Brien and Fleming boundaries (where early stopping is difficult), a value of α is chosen to make sure that the probability of stopping increases with the increase in number of looks, i.e., α j = 2(h−j+1) h α 1 , where α 1 = −50, −25, and−15 for θ 1 = 0.5, 0.25, and 0.15, respectively and h is the number of planned looks. Obviously, the choice of α j depends on the design and goals of the trial. In this setting, α 1 was chosen such that P (N = n 3 |θ = θ 1 ) ≥ 0.5 and to make early stopping difficult. The decision to stop is made when F (k n j ) > U , where U ∼ Uniform(0, 1);
otherwise, we continue. For example if F (k n j ) = 0.70, then the probability of continuing is 30% and for large values of β, F (k n j ) ∈ {0, 1}.
The objective of the simulation is to show that the performance of the CLE as the mean estimator after a group sequential trial and compare MLE to other bias adjusted estimators.We further show that MLE confidence intervals obtained by using the observed information matrix, lead to valid conclusions.
Other estimators obtained include: the mean unbiased estimator (MUE), the bias adjusted estimator (BAM; Todd, Whitehead, and Facey 1996) , and Rao's bias-adjusted estimator (RBADJ; Emerson and Fleming 1990).
Additional simulations with two possible looks and a smaller value of β for both joint and conditional likelihood are presented in the Appendix. does not contain zero. Type I error rates for likelihood based CI were (5.6%,6.4%,2.8%), which are similar to those based on adjusted CIs, (5.4%,4.8%,2.8%) for the three settings in the order of increasing sample size. Certainly using either of the CIs will lead to similar conclusions, which makes the simpler and well known sample average a good estimator candidate for analysis after group sequential trials..
Results
We also explore the bias of each of the estimators at the sample level in contrast to the averaged bias as presented in Table 1 . Recall that we had 500 samples for each setting, Table 2 gives the proportion of samples whose estimates' relative bias fell into a specified category. The CLE had a reverse trend of the other estimators where a only few estimated had large bias. Indeed it is hard to pick a preferred estimator among the others estimators based on these results since each of the estimator has about 75% of the estimates having relative bias of > 10%. It is also clear from Figure   1 , which plot the difference in relative bias, between each of the bias adjusted estimates and MLE, that none of the estimates discussed above is uniformly unbiased in comparison to MLE, i.e is some instances MLE may do better. Using stochastic stopping rules, which encompass the deterministic stopping rules used in sequential trials as special cases, we have studied the properties of joint maximum likelihood estimators afresh, in an attempt to enhance our understanding of the behavior of estimators (for both bias and precision) based on data from such studies. This has been data for the one parameter exponential family distributions to encompass response outcomes form several distributions like, binary , normal, Poisson, First, the incompleteness of the sufficient statistic when using a stochastic stopping rule has been established. Using a generalized sample average, it is noted that in almost no case is there an unbiased estimator. Even when such an estimator does exist, with a completely random sample size, it cannot be uniformly best.
Second, there exist an unbiased estimator resulting from the likelihood of the observed data conditional on the sample size. While appealing, the conditional estimator is computationally more involved, because there is no closed-form solution. Although for a sequential trial with a deterministic stopping rule, the ordinary sample average is finite sample biased, it can be been shown both directly and through likelihood arguments, that it is asymptotically unbiased and so remains a good candidate for practical use. Further, it is computationally trivial, has a correspondingly simple estimator of precision,derived from observed information matrix and hence a well behaved asymptotic likelihood-based confidence interval. In addition, the mean square error of the sample average is smaller than that of the estimator based on the conditional likelihood. Asymptotically, the mean square errors of both estimators converge.
Third, there is the subtle issue that the sample average may be asymptotically biased for certain stopping rules, when its expectation is considered conditionally on certain values of the sample size.
However, this is not a real practical problem because this occurs only for sample sizes that have asymptotic probability zero of being realized. We placed emphasis on joint and conditional likelihood estimators. While in the former the stopping rule is less present than sometimes thought, it is not in the latter. Also, when alternative frequentist estimators are considered, the stopping rule is likely to play a role in synchrony with the rule's influence on hypothesis testing due to the duality between hypothesis testing and confidence intervals.
While in some circumstances other sources of inaccuracy may overwhelm the issue studied here, we believe it is useful to bring forward implications of our findings for likelihood-based estimation.
Our findings, especially for the simulations in the appendix, indicate that bias decreases relatively rapidly with sample size, but there are subtle differences depending on stopping rule considered. In this sense, fixed rules are different from Z-statistic based rules (Emerson 1988, p. 5; Jennison and Turnbull, 2000) .
In conclusion, the sample average is a very sensible choice for point, precision, and interval estimation following a sequential trial. respectively. A total of one million simulations were done for each setting, to ensure that even very small effects could be detected.
In the second set of simulations, the stopping rule is changed to F = Φ (α + βk), for which the conditional expectation of the SA may grow without bound.
A.2 Results
In Tables 3 and 4 , we present the operational characteristics of the mean estimators from the joint and conditional likelihood respectively, for the stopping rule of the form F = Φ (α + βk/n). The magnitude of both bias and MSE are comparable between the two tables, supporting the theoretical findings that the sample average is asymptotically unbiased and that the MSEs converge as sample size increases. A further set of simulation results is provided in Supplementary Materials A.
Tables 5 and 6 are the counterparts for stopping rule F = Φ (α + βk). Note that there are fewer entries in Table 5 , because, for larger sample sizes, the probability of stopping at N = n decreases, to the extent that not enough data remain to meaningfully complete the simulations. Though not very extreme, the magnitude of relative bias is noticeably higher for N = n than for N = 2n. The good news is that, overall, the marginal estimate will be driven by cases stopping at N = 2n, whose estimates have a very small bias and small MSE.
B Simulation Study for Stopping Rule Φ(α + βk)

B.1 Simulation Settings
The results presented in this section are from the simulation study run with the purpose of investigating the behavior of the joint and conditional likelihood estimators in non-fixed sample size trials.
The sample size N can take the values n and 2n.
Specifically, we generated Y i ∼ N (µ, 1) i = 1 . . . n, from which F = Φ (α + βk) is calculated, with
The decision to stop or continue is reached by generating Q ∼ U (0, 1) and that if Q ≤ F , the trial stops, otherwise we generate another Y i ∼ N (µ, 1) i = n + 1 . . . 2n. Finally the estimate of µ is obtained by maximizing the relevant likelihood (joint or conditional). The following values were considered: µ = 2; 4; 10 and n = 25; 50; 250; 500; 5000. To also allow for small effects to show up, a total of 1 million simulations were done for each setting.
B.2 Simulation Results
The results indicate small biases in all cases, the highest bias value being 0.1%, which comes from the conditional likelihood estimator for N = 25 and µ = 2. In general, though, the conditional likelihood Table 3 : Estimates were obtained by maximizing the joint likelihood (sample average) and averaging was done over estimates from all the simulated samples; n is the sample size generated at a particular stage, µ is the true mean, µ is the average estimated mean, Rel. bias=|(µ − µ)|/µ, 'MSE' is the mean square error and 'lower' and 'upper' are the lower and upper confidence interval limits respectively, obtained as µ ± 1.96 σ. Table 4 : Estimates were obtained by maximizing the conditional likelihood and averaging was done over estimates from all the simulated samples; n is the sample size generated at a particular stage, µ is the true mean, µ is the average estimated mean, Rel. bias=|(µ − µ)|/µ, 'MSE' is the mean square error and 'lower' and 'upper' are the lower and upper confidence interval limits, respectively, obtained as µ ± 1.96 σ. estimates from all the simulated samples where we stopped at N = n; n is the sample size generated at a particular stage, µ is the true mean, µ is the average estimated mean, Rel. bias=|(µ − µ)|/µ, 'MSE' is the mean square error and 'lower' and 'upper' are the lower and upper confidence interval limits, respectively, obtained as µ ± 1.96 σ. estimator shows little or no bias. For the sample average, comparing the overall results with the ones conditional on sample size, reveals that the bias is slightly higher in the conditional estimates than the marginal ones for the small sample size. The asymptotic behavior of bias is in line with theory,
given that it decreases with increasing sample size. Loss of information in the conditional estimates is noticeable but very small in the settings studied, again in line with theory.
Details are provided in Tables 13-18. C Simulation Study for Stopping Rule Φ(α + βk/n)
C.1 Simulation Settings
The results presented here are from a simulation study run with the purpose of investigating the behavior of joint and conditional likelihood estimators in non-fixed sample size trials. In contrast to Section B.1 the stopping rule is now F = Φ α + β k n . All other settings are as in Section B.1.
C.2 Simulation Results
The results show small biases in all cases, the highest bias value being 0.1% which comes from the conditional likelihood estimate for N = 25 and µ = 2, though in general the conditional likelihood estimates from all the simulated samples where we continued to N = 2n, n is the sample size generated at a particular stage, µ is the true mean, µ is the average estimated mean, Rel. bias= for the small sample size. Also here, the asymptotic behavior of the bias is in line with that expected from the theoretical developments, as it decreases with increasing sample size. Loss of information in the conditional estimator is discernable but small.
The results are presented in Tables 13-18 . Table 11 : Estimates were obtained by maximizing the conditional likelihood and averaging was done over estimates from all the simulated samples where we stopped at N = n, n is the sample size generated at a particular stage, µ is the true mean, µ is the average estimated mean, 
