ABSTRACT. A generalized Zahorski class structure is demonstrated for symmetric derivatives. A monotonicity theorem is proved and a condition sufficient to ensure that a symmetric derivative has the Darboux property is presented.
l. Preliminaries. In 1950 Z. Zahorski [9) began a classification of the derivatives of continuous functions based upon the structure of their associated sets. He defined a descending sequence of subclasses of the Darboux-Baire one functions which form a stratification of the class of derivatives he considered. Kundu [6) , in 1976, generalized the Zahorski classes in order to extend the theorems of Zahorski to include symmetric derivatives which have the Darboux property and continuous primitives. Our purpose in this work is to replace Kundu's requirement that the primitives be continuous by the more general requirement of measurability and, when possible, to remove the requirement that the symmetric derivatives have the Darboux property.
It will be assumed here that, unless it is specifically mentioned otherwise, all functions are finite valued and have their domains contained in R, the real numbers. exists, whether finite or infinite, then I is symmetrically differentiable at x and its symmetric derivative is denoted I S( x).
The complement of an arbitrary set A C R is denoted by A C and its closure is A. For simplicity we write (AY as Xc. If A is measurable, then its measure is written as
The class of all functions f: R --> R such that C( f) is dense and f Sexists everywhere is denoted by m~. We write IE I for the functions of Baire class one and 6D for the functions with the Darboux property. The intersection of function classes is denoted by juxtaposition; e.g., 6D n IE I = 6D IE I. Following Kundu [6] , we present abstractions of the associated set definitions from Zahorski [9] . LetA 
CR.
Mo( A) is the collection of all F" sets F such that for all x E A n F, x is a bilateral limit point of F.
MI(A)
is the collection of all F" sets F such that for all x E A n F, x is a bilateral condensation point of F.
MiA) is the family of all F" sets F such that for all x E A n F and all 8> 0, Define the class Z( A) to be the collection of all functions f E IE I such that for each x E A, each e > ° and each sequence of closed intervals {In} converging to x such that for each n,J(y) ;;. f(x) on In' or fey) , , ; ; ; ; . f(x) on In'
(This is a pointwise characterization of Weil's class Z [8] .)
If A = R in any of the above definitions, then we omit the reference to A; e.g., M3(R) = M 3 . In this case, the classes mentioned above are the same as in the original definitions due to Zahorski or Weil, respectively. K. Garg [4] has called a function f nonangular at x if
If (2) PROOF. Since Theorem 2.1 of [7] ensures that r E ~11' it suffices to show (Bruckner [2, p. 9] ) that for each x E R the following inclusion is true:
Suppose (3) fails to hold at xo; e.g., suppose
I-Xo+
Through the addition of an appropriate linear term to f it may be supposed without loss of generality that
I--Xo+
This implies there is an f > 0 such that f'(t) > 0 whenever t E (xo' Xo + f). It is clear that the nonangularity of f implies that for each x E R, f must satisfy
Therefore, according to Evans [3] ,fis strictly increasing on (xo, Xo + f).
Suppose (6)
License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use where the limit on the right exists because f is monotone on (xo' Xo + e). Then the symmetric continuity of f implies
(xo»limsupf(t). t-xo-
From (6) and (7) we see that D+ f(x o ) = -00 and D -f(x o ) = 00, which violates (2) . Therefore, f(x o ) <S; limr-xo+ f(t). In a similar manner it follows that f(x o ) ;;;. lim t _ xo + f(t). Combining these two inequalities we see that f(x o ) = lim t _ xo + f(t).
Becausefis increasing on (xo' Xo + e) it is now evident that (8) D+f(x o ) ;;;. 0.
Inequalities (2) , (8) and (9) imply that (10)
It follows from (10) that there is an increasing sequence xn ~ Xo such that
;;;. 0. This is a contradiction of (5), so we are forced to conclude that (4) never occurs.
The impossibility of the other assumptions which violate (3) is established similarly.
Perhaps it is worth noting that the converse to Theorem 1.5 is false. To see this, consider
It is easy to show thatfEm~ andI'E6D~I' but D+f(O)=*<D_f(O)=~ violates (2).
Symmetric derivatives and the class ~2'
The main goal of this section is to prove the following theorem. THEOREM 2.1. If f E m~ such that I' E 6)), then I' E ~2.
To prove this theorem we first prove the following lemma. 
This implies I n B = 0, which is a contradiction of the choice of I. Therefore A is relatively dense in B.
We now claim C is also relatively dense in B. To see this, let x E B. Since A is relatively dense in B, we may choose a sequence {xn} C A such that XII ..... From Theorem 2.1 of [7] it follows that A, Band C are each G s sets. According to the above arguments, A and C are disjoint residual subsets of B, which is a Baire space. This is a contradiction and forces us to conclude that A = 0.
In order to prove Theorem 2.1, let f be as in the theorem and let A = {x:
I'(x) > O}. Suppose there is an X E A and an e > 0 such that
Then I' ~ 0 a.e. on (x, x + e). Using -f in Lemma 1.2 it follows that I' ~ 0 everywhere on (x, x + e). Since 1'( x) > 0, this is clearly a contradiction of I' E 6D.
In a similar manner, it can be shown that 1 (x -e, x) n A I> 0 for each x E A and e > O. Therefore A E 0lL 2 .
If A = {x: I'(x) < O}, then consider -fwith the preceding argument. If A = {x: and finite on a cocountable set. Since it was shown by Zahorski [9] that ~2 C Gj)1E I and that there exists an ordinary derivative which is not in~3' we see that Theorem 2.1 cannot be substantially strengthened.
3. Symmetric derivatives and the class ~3' Zahorski [9, p. 21] showed that any finite derivative is in ~3' From this and Theorem 2.1, one might conjecture that any / E m~ such that I' is everywhere-finite and I' E 6j) is in ~3' Unfortunately, the situation is a bit more complicated, as can be seen from the following example.
EXAMPLE. There is a continuous and nonangular / E m~ such that /s E 6j)1E I and II'(x)l~ 3 for all x, but I' tl ~3'
For each positive integer n, let In = ( r n -I , 3-n ]. If X E In' then define ( I  2  ) xE --
Using these functions, define a function/with domain R by
{ (_1)n rn (x), xEIn,
It is an easy calculation to show that/is differentiable on R -{O} with 1f'(x)l~ 3 whenever x =F O. It is also evident from the symmetry of its definition that 1'(0) = 1.
Therefore,! E m~.
For each n, rn attains its maximum value on In at 2/(3 n + I ). Thus, 
2'
we conclude / tl ~3'
Notice that this example also invalidates the next natural assumption that a bounded symmetric derivative with the Darboux property is in 0ll 4 .
The following theorem somewhat clarifies the situation. 
Theorem 3.1 is a generalization of Weil's original theorem [8] , that an everywhere-finite derivative is in Z. Corollary 3.4 is Kundu's original theorem without the requirements that f be continuous and f' E GD.
Symmetric derivatives and the class 0TL 4 •
The goal of this section is to prove the following theorem.
The proof is immediate from the following two lemmas.
PROOF. For each positive integer n define Fn(x) as in (13). Theorem 1.3 implies flj is continuous, so each Fn is also continuous. As before, Fn ---> f' a.e .. Note that
because fl j is continuous.
Since ILf is continuous, it is also clear that M f = 0 and, consequently, Theorem 1.2(d) implies ILf E m~. Using this, the quasi-mean value theorem (Evans [3] or Larson [7, Theorem 7 .1]) and (13) imply Fn(x),,;;; M for all nand x. For each n define
Gn(X) = max(Fn(x),O).
Then G n is continuous for each n with 0 ,,;;; G n ( x) ,,;;; M and G n ( x) ----max(f S( x), 0) a.eoO Applying the dominated convergence theorem yields lim inf Jh F,,( x) dx";;; lim Jh G n ( x) dx n--+x a n-ct:; a
A combination of (15) and (16) yields the lemma.
LEMMA 4.3. Iff E m~ such that /' is bounded above and a E R, then 
Now, let M > I be an upper bound for /'. Lemma 4.2 implies [6] which require I to be continuous and f' E Gj), 5 . Some examples. In this section several examples are presented which illustrate the relationship between the classes ~4' ~5' ordinary derivatives and symmetric derivatives.
EXAMPLE. There is a bounded symmetric derivative, h E (~4' which is not a derivative. Define the function x = 0,
In the same manner as above, it can be established that g Let h be the one which is not a derivative.
EXAMPLE. There exists an 1 E c:m.,s which is a symmetric derivative, but not a derivative. 
