Proton Dominance of Sub-LET Threshold GCR SEE Rate by Alia, Ruben Garcia et al.
  
 University of Groningen
Proton Dominance of Sub-LET Threshold GCR SEE Rate
Alia, Ruben Garcia; Brugger, Markus; Ferlet-Cavrois, Veronique; Brandenburg, Sytze;
Calcutt, Jordan; Cerutti, Francesco; Daly, Eamonn; Ferrari, Alfredo; Muschitiello, Michele;
Santin, Giovanni
Published in:
IEEE Transactions on Nuclear Science
DOI:
10.1109/TNS.2016.2628363
IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.
Document Version
Final author's version (accepted by publisher, after peer review)
Publication date:
2017
Link to publication in University of Groningen/UMCG research database
Citation for published version (APA):
Alia, R. G., Brugger, M., Ferlet-Cavrois, V., Brandenburg, S., Calcutt, J., Cerutti, F., ... Zadeh, A. (2017).
Proton Dominance of Sub-LET Threshold GCR SEE Rate. IEEE Transactions on Nuclear Science, 64(1),
388-397. https://doi.org/10.1109/TNS.2016.2628363
Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).
Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the






Proton Dominance of Sub-LET Threshold GCR SEE Rate 
 
 
Journal: IEEE Transactions on Nuclear Science 
Manuscript ID Draft 
Manuscript Type: NSREC 2016 
Date Submitted by the Author: n/a 
Complete List of Authors: Garcia Alia, Ruben; CERN, EN-STI 
Brugger, Markus; CERN, EN/STI 
Ferlet-Cavrois, Veronique; ESA, ESTEC 
Brandenburg, Sytze; KVI,  
Calcutt, Jordan; ESA, ESTEC 
Cerutti, Francesco; CERN,  
Daly, Eamonn; ESA-ESTEC, Radiation Environment and Effects 
Ferrari, Alfredo; CERN, AB 
Muschitiello, Michele; ESA/ESTEC, TEC-QEC 
Santin, Giovanni; ESA / ESTEC, TEC-EES;   
Uznanski, Slawosz; CERN, TE-EPC 
van Goethem, Marc-Jan; KVI 
Mohammadzadeh, Ali; ESA-ESTEC, Radiation Effects and Component 
Analysis Technique Section 
Standard Key Words: 
Single event effects, Single event latchup, Single event burnout, Monte 
Carlo simulation, FLUKA, Nuclear reactions, Radiation effects in devices, 




Transactions on Nuclear Science - Copy for Review
1Proton Dominance of Sub-LET Threshold GCR
SEE Rate
Rube´n Garcı´a Alı´a, Markus Brugger, Ve´ronique Ferlet-Cavrois, Sytze Brandenburg, Jordan Calcutt,
Francesco Cerutti, Eamonn Daly, Alfredo Ferrari, Michele Muschitiello, Giovanni Santin, Slawosz Uznanski,
Marc-Jan van Goethem, Ali Zadeh
Abstract—
We apply a Monte Carlo based integral rectangular parallel-
piped (IRRP) approach to evaluate the impact of heavy ion
reaction products on the Galactic Cosmic Ray (GCR) Single
Event Effect (SEE) rate, concluding that owing to their similar
high-energy (> 100 MeV/n) SEE cross section and much
larger abundance, protons are expected to be the dominating
contributor. In addition, a broad set of components, ions and
energies is used to explore the sub-LET threshold experimental
region for standard ground-level heavy ion test energy, identifying
an overall decreasing trend in the 10-80 MeV/n range due to
the decreased contribution of complete and break-up fusion, and
pointing out the limitations associated to the application of Monte
Carlo SEE models in this energy interval.
I. INTRODUCTION
The importance of including nuclear interactions in Galactic
Cosmic Ray (GCR) SEE rate calculations is treated in detail in
[1] and references therein. Through Monte Carlo (MC) sim-
ulations and in-flight experimental data, the authors showed
that, for a rad-hard component, not considering the indirect
energy deposition events from nuclear interactions induced
by ions with an insufficient Linear Energy Transfer (LET) to
cause SEEs via direct ionization (hereafter referred to as sub-
LET threshold ions) could lead to a two order of magnitude
underestimation of the in-flight SEE rate when compared to
standard SEE prediction approaches excluding the contribution
of heavy ion (HI) nuclear reactions. The concerned component
had a large LET threshold value and a significant proportion of
high-Z material (namely tungsten) near its Sensitive Volume
(SV).
In [2] however it is argued through a simple double-Weibull
approach that the sub-LET threshold contribution to the GCR
SEE rate for the case introduced above is actually limited
to roughly 15% of the total value and that the disagreement
between the standard approach and the in-flight data was in
fact related to the use of an rectangular parallel-piped (RPP)
approach instead of a more suitable intergral-RPP (IRPP) one.
In addition, in [3] it was shown that an IRPP-MC model
highly successful in predicting the proton SEU cross section
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based on the HI direct ionization response was however unable
to reproduce the sub-LET threshold HI data with a similar level
of accuracy. For some ions and energies the discrepancy was
observed to be as large as two orders of magnitude, raising
questions about the validity of applying MC calculations to
estimate the impact of the sub-LET threshold region on the
GCR SEE rate.
The work we present here first of all focuses on extending
the IRPP-MC model benchmark with experimental data to a
broader set of effects, components, ion species and energies.
Despite the identified limitations, the model is considered
suitable for its application to energies relevant to the GCR
environments. Through an analysis of the respective energy
deposition distributions and involved SEE cross sections, pro-
tons are found to be the dominating contributor to the sub-
LET threshold region independently of the considered LET
threshold. The implications of such observation in terms of
SEE hardness assurance are discussed.
In addition, through a broad set of experimental data, we
identify trends in the sub-LET threshold SEE cross section
in the 10-80 MeV/n energy interval, comparing them with
high-energy proton results and Monte Carlo nuclear code
predictions. It was previously observed that the SEU cross
section of a high-LET threshold SRAM increased significantly
in the 10-40 MeV/n range [4] however the study is based on
lighter ion data at lower energies, which can also contribute
to the dependence attributed to an energy effect. In order
to disentangle both effects, this work focuses on the energy
dependence of the SEE cross section for a specific set of ions.
In particular, 12C, 16O and 20Ne are considered,
II. HEAVY ION MEASUREMENTS
A. DUTs and test setups
Six different components were tested in the scope of the
sub-LET threshold study presented here. The test sample
consists of 4 SRAMs (two for SEU and two for SEL) and
two power MOSFETs tested for SEB, as detailed in Table I.
The AT6 part was tested embedded in the ESA SEU Mon-
itor, hosting 4 memory dies of the 0.25 µm technology with
a total size of 16 Mbit. The component has been exhaustively
characterized in a broad range of facilities [5]–[8] and can
therefore be used as a means of cross-calibrating the fluence
and homogeneity thanks to the display of the physical location
of the SEUs. For the results presented here, the ”checkerboard”
pattern was used, and the memory was only read at the end
of each irradiation period.






























































DEVICES STUDIED IN THIS WORK AND ASSOCIATED SEE TEST TYPE.
Reference Short Name Type of Device Type of Test
AT60142F AT6 SRAM SEU
R1LV1616R R1L SRAM SEU
BS62LV1600 BS62 SRAM SEL
K6R4016VD1D K6R SRAM SEL
SFR130 SFR Power MOSFET SEB
STD10NF10 STD Power MOSFET SEB
The R1L component is a 16 Mbit SRAM built on a 0.15
µm CMOS Thin-Film-Transistor (TFT) technology. Each bit
cell uses to DRAM capacitors placed in the BEOL in order to
decrease the memory’s sensitivity to SEU [9]. As was shown
in [10], its proton SEU cross section at roughly 200 MeV is
three orders of magnitude lower than the value for standard
SRAMs of similar feature size. During the test, the memory
was accessed through an FPGA in a so-called fill sequence
consisting of checking for a given pattern (e.g. checker-board)
and filling for the inverse pattern every second. The address
and read pattern of the words in error was logged and post-
processed.
The SRAMs tested for SEL are built on a 0.18 µm CMOS
technology and were tested with a commercial de-latching
system. A hold and cut time of 10 ms and 200 ms were set
respectively, with a current alarm value of 10 mA for the BS62
(standby current consumption of 13 µA) and 20 mA for the
K6R (standby current consumption of 1.7 mA). The current
consumption during the SEL event was limited to 100 mA in
order to avoid potential destructive failures.
The power MOSFETs tested for SEB have a specified drain-
source voltage (VDS) of 100V. Radiation tests were performed
at the maximum specified VDS value and a gate-source voltage
(VGS) of 0V. SEB test were performed in a non-destructive
mode in order to collect a statistically meaningful number of
events. An SEB event was identified by a sharp increase in the
gate-source leakage current, (IGS). A value of 1 nA was set as
a detection threshold value, which compared to a background
IGS value in the pA range. As an output, the test program
counted the number of SEBs and recorded the IV profile of
each event.
B. Tests at UCL: focus on direct ionization cross section
Heavy ion measurements were performed at the UCL fa-
cility in March 2015 using both the high LET (E∼4 MeV/n)
and high penetration (E∼10 MeV/n) cocktails. Measurements
at UCL are performed in vacuum. The ions used for the tests
reported in this paper are shown in Table II. Provided the large
LET interval available as opposed to the relatively limited
energy options, the focus of this test campaign was that of
characterizing the direct ionization cross section (i.e. above
the LET threshold). However, results considered below the
LET threshold are treated together with the broader indirect
ionization measurements collected at KVI-CART.
The SEE cross section results are shown in Figs. 1, 2 and
3 for the BS62, K6R and R1L parts respectively as a function
of LET together with the corresponding Weibull fits for the
part of the curve interpreted as being above threshold. We use
TABLE II













a log-log scale in order to highlight the sub-LET threshold
region.
When faced with a set of heavy ion results as a function of
LET and in order to carry out a sub-LET threshold analysis
as a function of ion species and energy, it is first of all
necessary to differentiate the regions above (e.g. dominated
by direct ionization) and below (e.g. dominated by nuclear
reactions) the LET threshold. This can first of all be done
through visual inspection by identifying the region in which
points follow a Weibull-like trend and the interval below the
sharp fall-off in which a different, not necessarily regular
behavior as a function of LET is observed. However, this can
be a complicated task, especially for data sets with few points
involved. In addition, one cannot discard the option of having
a response which is dominated by direct ionization overall but
follows two different trends owing to e.g. a larger sensitivity
over a smaller surface of the component.
Alternatively, a more solid argument in order to determine
the sub-LET threshold region is that of finding data points
that, despite having similar LET values, show a very different
cross section, as is the case for the K6R part (Fig. 2) at an




















Fig. 1. Heavy ion SEL cross section for the BS62LV1600 memory at UCL.
In the case of SEU, the analysis of the Multiple Bit Upset
(MBU) probability for the R1L component provides a com-
plementary means of indirectly identifying the contribution
of nuclear reactions as opposed to direct ionization. Though
the logical-to-physical mapping of the memory was unknown,
thus not allowing for a Multiple Cell Upset (MCU) analysis,
we observed that at least a fraction of such events lead to



































































































Fig. 3. Heavy ion SEU cross section for the R1LV1616R memory at UCL.
Arrows pointing downwards correspond to 2σ upper limits.
MBUs, identified directly through the logical addressing of the
memory. The words in error were categorized according to the
number of SEUs in each word yielding the distribution shown
in Table III. As shown in [10], the percentage of MBUs (words
with more than one bit in upset) and maximum multiplicity
for a 480 MeV proton beam were 16% and 4 respectively,
therefore exhibiting a very similar trend to what is shown in
Table III for the LET value of 3 MeVcm2/mg and thus clearly
supporting the nuclear reaction hypothesis.
Though also tested at KVI-CART with the focus on the sub-
LET threshold region, due to the observation of other effects
such as stuck bits or an SEU cross section dependence with
TID, the detailed analysis of the ion and energy dependence
of the R1L component will be treated outside the scope of this
paper.
Though not exploited in this work, another possible means
of identifying the impact of nuclear reactions in the SEE
induction is that of performing at-angle tests. Provided the
fragments follow a certain angular distribution as opposed to
being emitted in the same direction as the projectile, a behavior
deviating from the cosine law generally observed for direct
ionization effects can be expected.
As a summary of the direct ionization SEE cross sections
measured at UCL, the parameters of the Weibull fits of the
type shown in Eq. 1 can be found in Table IV. For the
AT6 component, a detailed description of the direct ionization
HI response can be found in [3] where the LET threshold
was determined to be 3.0 MeVcm2/mg. For the SFR power
TABLE III
WORD ERRORS FOR THE R1L TEST AT UCL DIVIDED BY THE
MULTIPLICITY INTO SINGLE BIT UPSETS (SBU) AND MBUS OF
DIFFERENT MULTIPLICITIES.
LET SBU MBU2 MBU3 MBU4
(MeVcm2/mg)
67.7 1709 (80.8%) 406 (19.1%) 0 0
40.4 1791 (88.2%) 239 (11.8%) 0 0
32.2 826 (96.5%) 30 (3.5%) 0 0
20.4 958 (100%) 0 0 0
15.9 2049 (99.9%) 1 (0.1%) 0 0
10.0 609 (99.8%) 1 (0.2%) 0 0
6.4 103 (97.2%) 3 (2.83%) 0 0
3 18 (78.2%) 3 (13.0%) 1 (4.4%) 1 (4.4%)
TABLE IV
WEIBULL FIT PARAMETERS FOR THE DIRECT IONIZATION RESPONSE OF
THE TWO MEMORIES. FOR THE R1L COMPONENT, THE σsat VALUE IS IN
UNITS OF cm2/bit.
SRAM σsat Lo W s
(cm2) (MeVcm2/mg) (MeVcm2/mg)
BS62 5.00 · 10–2 2.9 3.79 1.90
K6R 1.20 · 10–1 15 24.6 2.83
R1L 3.00 · 10–8 5.7 60.4 2.54
MOSFET, the HI data in the above-threshold region is too
scarce to perform a fit to a Weibull function, however the
experimental results point towards an LET threshold in the
5-8 MeVcm2/mg interval. For the STD part, only low-LET
measurements at KVI were performed and were assumed to










C. KVI-CART: focus on sub-LET threshold region
KVI-CART is a particularly suitable facility for sub-LET
threshold studies owing to the large energies and fluxes
obtainable when compared to other heavy ion facilities such
as UCL or RADEF. The maximum available energies (e.g. 80
MeV/n for carbon and oxygen and 30 MeV/n for neon) are
close - though still below - the energies for the peak fluxes of
GCRs. In addition, the relatively large fluxes (up to roughly
6 · 106cm–2s–1 for the considered run) allow for a statistically
meaningful count collection even for cases with relatively low
SEE cross sections (e.g. those typically associated to the sub-
LET region).
Measurements at KVI were performed in two different test
campaigns: the first in June 2015 and the second in March
2016. The beam intensity was monitored using a large ioniza-
tion chamber calibrated against a 5 mm radius scintillator for
each ion and energy.
Two different beam configurations were used, the first for
a primary energy of 90 MeV/n for 12C and 16O ions and
the second for 20Ne with a primary energy of 30 MeV/n.
For the first, the field is produced using a 0.3 mm lead
scatter foil 20 cm after the exit window of the beam (Kevlar
C14H10N2O2 with a density of 1.44 g/cm3), 3.2 m upstream
from the Device Under Target (DUT). The energy of the ion
on the DUT was calculated using the SRIM2013 simulation






























































DEGRADER CONFIGURATION AND ENERGY AND LET AT THE DUT
LOCATION FOR HEAVY IONS USED AT KVI. THE DEGRADER MATERIAL
WAS ALUMINUM EXCEPT FOR THE THICKNESS MARKED WITH THE STAR
SUPERSCRIPT FOR WHICH POLYESTER WAS USED.
















tool and considering the impact of the exit window, air, scatter
foil and (if present) degrader. The beam was measured to be
homogeneous at a 90% level in a diameter of roughly 30 mm.
The 30 MeV/n primary energy beam was dispersed using a
10 µm thick gold foil 5 m from the DUT, which was placed 8
cm downstream the exit window. The degraders were placed
20 mm upstream the DUTs. The beam was measured to be
homogeneous at a 90% level in a diameter of roughly 20 mm.
The resulting SEE cross sections as a function of energy
are shown in Figs. 4, 5 and 6 for the different ions and DUTs
considered, combining both UCL and KVI sub-LET threshold
data. When concentrating on the 12C and 16O cross sections, a
clear trend of decreasing cross section with energy is identified
for all components, being more pronounced in the case of
the SEB cross section for the power MOSFETs (SFR and
STD). Provided this observation applies for a broad range
of effects and direct ionization responses, we interpret it as
a result of a physical trend in the nuclear reactions involved
as opposed to effect or technology related responses. In fact,
as will be further developed in Section III with the aid of
Monte Carlo calculations, this decreases is attributed to the
increased fragmentation of the nucleus with increasing ion
energy, compatible with what was shown in [11] both through
measurements and simulations. It is also worth noting that,
despite the fact that UCL test are performed in vacuum and
KVI experiments are in air and with the use of degraders, the
transition of the SEE cross sections from 17 MeV/n (lowest
KVI energy) down to 10 MeV/n (UCL) for the 12C in Fig. 4
is very smooth.
For the 20Ne in Fig. 6 the situation is similar than for the
two lighter ions studies with one exception: whereas most
components show a decrease in the SEE cross section between
10 and 28 MeV/n, the AT6 device experiences an increase of
a factor 5 between 15 ans 28 MeV/n which is not only in
contrast with the rest of the DUTs but also with the 12C and
16O behavior for the same component. As shown in [3] a very
similar value for the SEU cross section of the AT6 device
was obtained independently for the same component at the
TAMU facility using the 25 MeV/n ion cocktail, therefore it
is unlikely that the result is due to an experimental artifact. In
addition, one could argue that the LET of the 28 MeV/n 20Ne
ion (1.6 MeVcm2/mg) is close enough to the LET threshold
(3.0 MeVcm2/mg) to partially induce direct ionization SEUs,
however in that case the point for the same ion at a lower
energy (15 MeV/n) and larger LET (2.5 MeVcm2/mg) would
show a larger SEU cross section, which is clearly not the case.
Therefore, this anomalous behavior remains an open point





















Fig. 4. 12C sub-LET heavy ion cross section for the different components





















Fig. 5. 16O sub-LET heavy ion cross section for the different components
at KVI-CART.
As to what regards the comparison between the sub-LET
threshold heavy ion and the high-energy proton cross section
data (the latter being an obvious example of nuclear reaction
induced SEEs) Table VI shows the respective cross section
values and ion-to-proton ratios. As can be observed, despite
the hypothesis that both type of events are induced through
indirect energy deposition, the heavy ion sub-LET threshold
values are at least two orders of magnitude larger than high-
energy proton ones.
III. SIMULATIONS
The simulation of the nuclear interaction in the sub-LET
threshold region and subsequent energy deposition were calcu-
lated using the FLUKA Monte Carlo code [12]–[14]. FLUKA
is a well benchmarked general purpose tool for the calculation
of particle transport and interactions with matter, covering an

















































































Fig. 6. 20Ne sub-LET heavy ion cross section for the different components
at KVI-CART. For the K6R component, results from UCL are also included
and can be recognized by the relatively large error bars owing to the lower
flux.
TABLE VI
COMPARISON BETWEEN SUB-LET THRESHOLD HEAVY ION CROSS
SECTION AND HIGH-ENERGY (∼200 MEV) PROTON CROSS SECTION. IN
THE CASE OF THE BS62 COMPONENT, INSTEAD OF A 200 MEV PROTON
BEAM, RESULTS FROM A 300 MEV QUASI-MONOENERGETIC BEAM AT
RCNP IS CONSIDERED. FOR THE SEU CROSS SECTION (AT6 AND R1L)
CROSS SECTIONS ARE IN UNITS OF (cm2/bit)






AT6 12C@10MeV/n 6.44 · 10–12 2.60 · 10–14 2.5 · 102
R1L 20Ne@10MeV/n 2.74 · 10–14 1.30 · 10–17 2.1 · 103
BS62 12C@10MeV/n 3.39 · 10–6 3.20 · 10–8 1.1 · 102
K6R 12C@10MeV/n 8.24 · 10–8 4.40 · 10–10 1.9 · 102
STD 12C@17MeV/n 3.51 · 10–7 1.50 · 10–9 2.3 · 102
extended range of applications such as electron and proton
accelerator shielding, cosmic ray studies and medical physics.
In FLUKA, an adaptation of the DPMJET code [15] is
used as nucleus-nucleus event generator for energies above
5 GeV/n, with the evaporation stage of excited residual nuclei
fully performed in FLUKA. For energies below 5 GeV/n and
above 100 MeV/n, FLUKA relies on a modified version of
RQMD - 2.4 which is a Relativistic Quantum Molecular
Dynamic code [16]. Respective results can be found in [17],
[18]. At even lower energies (< 125 MeV/n in the developer
version used in the scope of this work) a treatment based on
the Boltzmann Master Equation (BME) has been implemented
[19]. A benchmark of the associated ion-ion reaction cross
sections in FLUKA and the properties of the fragments can
be found in [20] in the context of carbon ion therapy.
In addition, the CRE`ME MC online tool [21], [22] was used
in an analogous way for comparison purposes.The online tool
uses the Monte Carlo Radiative Energy Deposition (MRED)
code [1] as a computational engine. MRED is based on
C++ code from Geant4 with additional Fotran components
to simulate electron transport and nuclear reactions with high
precision. The CEM03 and LAQGSM codes are used as
nuclear physics codes for proton and heavy ion reactions
respectively [23]–[25].
Simulations presented in the sections below were performed
using the FLUKA (developer version 2015.1) and CRE`ME
TABLE VII
NUCLEAR REACTION CROSS SECTION AS EXTRACTED FROM FLUKA FOR
DIFFERENT IONS AND ENERGIES IN UNITS OF MB.
Particle 10 MeV/n 100 MeV/n 1 GeV/n
Proton 885 459 456
12C 1833 1318 1313
20Ne 2103 1573 1568
56Fe 2672 2350 2404
MC (based on the mred-930 version) Monte Carlo tools.
A. Calculations at a production level
When analyzing the sub-LET threshold behavior for heavy
ions, it is important to consider the analogy with the well-
known proton case. As in both scenarios SEEs are induced
by a nuclear reaction between the projectile and a nucleus in
the vicinity of the component’s sensitive region, one of the
first values to compare is the nuclear reaction cross section
for protons and heavy ions at different energies.
The values were extracted using a set of tools in the FLUKA
developer version and are shown in Table VII. As can be seen,
though HI reaction cross sections are indeed larger than proton
ones, this is only by e.g. a factor ∼4 when comparing 12C at
10 MeV/n with protons at 100 MeV. Therefore, the SEE cross
section ratios shown in Table VI cannot be justified simply by
the enhanced probability of a heavy ion undergoing a nuclear
interaction. In fact, this was the original argument provided in
[26] against the interpretation of the low-LET heavy ion cross
section plateau as being due to nuclear reactions.
In order to deepen the analysis, the characteristics of the
nuclear reaction fragments need to be analyzed in addition to
the probability of such a reaction occurring. We performed
this study using FLUKA by scoring the Z, LET and energy
distribution of the inelastic reaction products for different
projectiles, targets and energies. The resulting Z-distributions
for several selected cases are shown in Fig. 7. As can be
seen, at large heavy ion energies (e.g. 200 MeV/n 12C) the
Z-distribution of the fragments is very similar to that obtained
with high-energy protons, with the exception of a significantly
larger yield for projectile-like Z values in the case of the heavy
ion. At lower heavy ion energies (e.g. 10 MeV/n) there is a
large probability that the projectile and target combine into
a heavier nucleus through complete or break-up fusion. As
is observed for 12C on silicon and copper, the Z values of
the fusion products largely depend on the projectile and target
mass, and can reach values of the sum of their individual Z.
Similar simulated results were shown in [27] for a 124Xe 46
MeV/n beam on silicon.
Though not explicitly shown, the LET distribution follows
a similar trend than the Z one, with high-energy ions yielding
a reaction product distribution similar to that of high-energy
protons, and low-energy ions (∼10 MeV/n) generating higher
LET values due to the larger mass of the fusion products.
Therefore qualitatively speaking, one can expect the low-
energy heavy ion sub-LET threshold SEE cross section to
be significantly larger than that for protons, whereas as the
heavy ion energy increases, the trend is towards a larger





























































6fragmentation, tending to a situation similar to that induced
by protons.
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Fig. 7. Z-distribution of nuclear reaction products for different projectiles,
targets and energies.
B. SEL model and comparison with experimental data
Once the nuclear reaction product properties have been
studied, the next step in the analysis is that of performing a full
transport simulation where the energy deposition is scored in
the relevant SV. In order to do so we use an IRPP-MC model to
extract the expected sub-LET threshold SEL cross section for
the experimental results presented in Section II. As explained
in further detail in [3], [28] the approach is based on the (i)
the definition of an RPP SV and its surroundings (ii) the MC
simulation of the energy deposition distribution in the SV for
the ion species and energies of interest and (iii) the convolution
of the obtained distributions and the experimental HI direct
ionization response function (thus the name IRPP, in analogy
with the analytic approach that convolves the experimental
heavy ion cross section with the LET spectrum in space [29]).
The relevant model input values and their respective justi-
fication are the following:
• SEL SV dimensions of 20 x 4 x 2 µm3 as typically
considered through laser studies of similar components
( [30] and references therein)
• A Back-End-Of-Line thickness of 5 µm composed of
SiO2
• A tungsten layer of 122 nm placed 200 nm above the
SVs. Considering an SRAM cell size of 2 x 2 µm2 for the
concerned technologies, this corresponds to a volume of
roughly 0.5 µm3 per cell, as determined in a construction
analysis of SRAM K6R [31]
This IRPP-MC model was successfully used to the extract
the proton SEL cross section from the HI response for a broad
number of SRAM memories in [32], where the K6R and BS62
devices treated here corresponds to SRAM D and SRAM F
respectively.
The model introduced above was used to calculate the
energy deposition distributions for the ion and energies tested
at UCL and KVI-CART and the response functions defined in
Eq. 1 and Table IV were applied for both SRAMs considered.
The resulting calculated cross section values are compared
with the experimental data for carbon in the 10-80 MeV/n in
Fig. 8. As can be seen, whereas the model very successfully
reproduces the energy dependence for the BS62 memory, it
fails in doing so for the K6R part. In particular at 10 MeV/n
the experimental results is over a factor 10 larger than the
calculated value.
We (partially) attribute the mismatch between the simulated
and experimental data at 10 MeV/n to the combined impact
of (i) the strong dependence of the Z and LET fusion product
distributions on the projectile and target mass (see Fig. 7) and
(ii) the fact that the LET threshold for the K6R component
is large (15 MeVcm2/mg) and corresponds to the maximum
LET value of silicon in silicon, therefore the impact of heavier
products is expected be dominant. As the BEOL of the com-
ponent is only represented in a very approximative way, the
exact composition and location of the metalization, insulation
and interconnect layers is expected to play a crucial role in
the simulated low-energy heavy ion cross sections for ions
who’s fusion mass with silicon yields products only slightly
above the LET threshold. This interpretation is supported
by Fig. 9 which shows the simulated and measured cross
section values for the K6E as a function of the ion atomic
number (Z) for an energy of 10 MeV/n. As can be seen, the
agreement between experimental value and calculation for the
neon (Z=10) and argon (Z=20) cases is within a factor 3 and
therefore significantly more satisfactory than the carbon (Z=6)
case at this energy. We attribute this to their larger masses
which yield an energy deposition distribution less dependent
on the surrounding materials and LET threshold value.
In addition, it is worth noting that differences between the
two Monte Carlo codes were much more pronounced in the 10-
80 MeV/n interval than at larger energies for cases dominated
by high-Z fragments, as we will later show. Likewise, in
FLUKA an abrupt SEE cross section change was observed at
125 MeV/n for the high-LET threshold case (K6R) which we
interpret as related to the decrease in the energy transferred to
the heavy fragments in the transition from the energy range
treated through the Boltzmann Master Equation (BME) [19]
to that in which an RQMD (Relativistic Quantum Molecular




















Fig. 8. Simulated carbon sub-LET heavy ion cross section for both
components in the 10-80 MeV/n range compared to experimental data.














































































Fig. 9. Simulated 10 MeV/n sub-LET heavy ion cross section for the K6R
part as a function of atomic number compared to experimental data.
C. Effect of high-Z materials at energies above 100 MeV/n
Despite the fact that the introduced model fails to reproduce
the experimental data for carbon at 10 MeV/n, we consider it
applicable to larger energies because (i) it does successfully
reproduce the cross section at 10 MeV/n for heavier ions
(ii) it is successful in reproducing the carbon results in the
30–80 MeV/n within a factor 3 and (iii) a similar SEU model
was capable of reproducing the iron sub-LET threshold cross
section in the 200-1500 MeV/n again with a factor 3 [3],
thus providing confidence in terms of applying it to larger
energies than those tested for experimentally in this work, but
still highly relevant in the GCR environment. In addition and
as discussed in Section III-A, the fragment properties of high-
energies (> 100 MeV/n) heavy ions is similar to the well-
described proton case.
The application of the model to larger energies is performed
using the K6R model, both with and without the W-layer
described above. The resulting calculated cross section values
are shown in Fig. 10 for the 12C and protons with the W-layer
in the 100 MeV/n - 100 GeV/n range. In this interval, the re-
spective 12C cross section without the W-layer is roughly two
orders of magnitude smaller, similarly to what was observed
experimentally for the silicon-dominated SEU case in [3] for
the 56Fe in the 200 MeV/n - 1.5 GeV/n interval. As can be
seen, though in the several hundred MeV/n range the cross
section behavior is very different between protons and heavy
ions, the value in the GCR-dominant energy interval is very
similar.
In addition, results using the CRE`ME MC tool are also
presented, showing a agreement with FLUKAwithin a factor
two, significantly better than in the several tens of MeV/n
range.
In order to have a closer look at the effect of the considered
high-Z material near the SV in our model, we plot the reverse
integral of the energy deposition distribution as a function of
the volume-equivalent LET threshold. The volume-equivalent
LET is defined as the deposited energy divided by the SV
thickness and material density. As can be seen in Fig. 11,
for LET threshold values above roughly 10 MeVcm2/mg the
presence of tungsten clearly results in a larger calculated
cross section. In the same plot we have included the curve
corresponding to 1 GeV protons for the case with tungsten.
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Fig. 10. Simulated sub-LET heavy ion cross section for the 12C ion and
protons using the K6R model.
It is worth noting that despite the very different projectile
masses, the maximum energy deposited by the fragments is the
same for protons and heavy ions (in this case, Z=6), therefore
suggesting that the properties of the involved fission fragments
very weakly depend on the nature of the original particle but
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Fig. 11. Reverse integral of the energy deposition distribution for the RPP
geometry introduced model at 1 GeV/n for protons (including the W layer)
and carbon (both with and without the W layer)
Despite the very similar maximum energy deposited at
1 GeV/n by both protons and carbon ions, Fig. 11 also shows
that the associated cross section for components with large
LET threshold values (roughly above 10 MeVcm2/mg) will
result in a larger cross section in the case of carbon than for
protons. In order to quantify this, the simulated 1 GeV/n SEL
cross section for the K6R response function is shown in Fig. 12
for different Z values using both FLUKA and CRE`ME MC.
As can be seen, the 1 GeV/n cross section (which in the case
of heavy ions and in analogy to what is shown in Fig. 10
for carbon is also expected to be the saturation value) has a
very weak dependency on the ion atomic number above Z=6.
We will exploit this result in the following subsection in order
to estimate the contribution of each particle (protons, helium
and heavy ions) to the expected sub-LET SEL rate in a GCR
environment.












































































Fig. 12. Calculated 1 GeV/n SEL cross section for the K6R model and
different ions using FLUKA and CRE`ME MC.
D. Impact on sub-LET threshold GCR SEE rate
In order to evaluate the relative sub-LET threshold impact of
the different heavy ions for the K6R calculation, we consider
a constant SEL cross section above 100 MeV/n and obtain the
associate SEL rate by multiplying the integral flux above this
energy times the 1 GeV/n cross section values shown in Fig.
12 for FLUKA. As an example, 95% of the carbon GCR flux
is above this energy, thus justifying the fact of neglecting the
contribution from lower energies, despite the potentially larger
SEE cross sections due to fusion products.
In the following, we make the distinction between protons,
helium and heavy ions (2<Z<29). As protons have a strong
dependence with energy uo to roughly 3 GeV/n, we use
the Weibull fit to the simulated data and fold it with the
respective flux instead of assuming a constant cross section. It
is likely that heavy ions lighter than carbon (such as helium)
also exhibit a significant energy dependence below 1 GeV/n,
therefore assuming a constant cross section value at this energy
can be considered as a worst-case approximation.
The resulting fluxes (extracted using the CREME96 model
for solar minimum and 100 mils of aluminum), 1 GeV/n
SEL cross sections and expected sub-LET threshold SEL
rates for the K6R model are shown in Table VIII. As can
be seen, protons are expected to clearly dominate the sub-
LET threshold rate. This is due to the fact that despite their
associated 1 GeV/n cross section being a factor ∼5 smaller
than for heavy ions, their much larger flux (roughly 90% of
the total) largely compensates for it. In addition is it to be
noted that using the same RPP dimensions and HI response
function, the expected direct ionization SEL rate for the K6R
component was calculated to be 1.18 · 10–2 events/day using
CREME96. Therefore, according to our calculations the sub-
LET threshold contribution to the GCR SEL rate would only
represent roughly 10% of the total value. Indeed, this value
could significantly change for different SV dimensions, HI
response and high-Z material content, however the prediction
for the K6R component, with a relatively large LET threshold
and a significant amount of tungsten near its sensitive volume
is that the SEE rate impact of the sub-LET threshold region
for a GCR environment is modest.
Nevertheless, the conclusion that in relative terms protons
will dominate the sub-LET threshold SEE rate is independent
TABLE VIII
INTEGRATE FLUX ABOVE 100 MEV/N, CALCULATED 1 GEV/N CROSS
SECTION AND ESTIMATED SEL RATE FOR THE DIFFERENT PARTICLE
TYPES.




Proton 3.75 · 105 2.25 · 10–9 1.11 · 10–3 (85%)
Helium 3.36 · 104 4.68 · 10–9 1.57 · 10–4 (12%)
HI 3.22 · 103 1.24 · 10–8 3.99 · 10–5 (3%)
of the specific component, as it is associated to the larger
proton flux and similar fission cross section and properties of
the associated high-LET products.
IV. CONCLUSIONS AND OUTLOOK
The main conclusion of the work we present here is that
protons are expected to dominate the sub-LET threshold SEE
rate for a GCR environment. The calculation that 1 GeV/n
protons and heavy ions interacting with high-Z materials yield
similar energy deposition distributions allows for the gener-
alization of this observation to a broader set of components
than those specifically considered here. It is important to note
however that despite the expected proton sub-LET dominance,
SEE tests with energies corresponding to peak GCR fluxes
remain of interest for various reasons, including for example
potential effects related to the ionization track structures [33],
[34], or enabling access to SVs in complex components (e.g.
flip-chips) and systems for which standard heavy ion energies
(∼10 MeV/n) are not penetrating enough [35].
In addition, we showed that for the K6R component - for
which tungsten proved to play a predominant role in the
proton SEL cross section - it is expected that the overall
sub-LET contribution to the total GCR SEL rate is below
10%. However, this could vary for devices with a larger LET
threshold (e.g. above the iron knee at ∼30 MeVcm2/mg) or a
larger proportion of high-Z materials near the SV (e.g. using
gold packages [36]) for which high-Z fragments with larger
LET values could potentially dominate the total SEE rate. In
any case, the conclusion that the sub-LET threshold rate is
expected to be dominated by protons relaxes the Radiation
Hardness Assurance (RHA) constrains, as access to high-
energy heavy ion beams is typically costly and restricted.
Finally, the comparison between experimental data and the
IRPP-MC model output for the low energy sub-LET threshold
region shows that in general and especially for certain cases
(e.g. 12C ion for the high-LET threshold K6R model at 10
MeV/n) the agreement is significantly less satisfactory than in
the case of protons. We consider that the understanding of the
sub-LET threshold behavior at low energies is relevant despite
the fact that high-energy protons are expected to dominate
the overall rate as for example sub-LET data can render
the interpretation of HI results more complicated, potentially
leading to the determination of LET thresholds much lower
than the actual values.
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