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ABSTRACT 
The phenomenon of phonetic symbolism was investigated 
experimentally to determine whether there existed a system-
atic relationship between the perceived connotative meaning 
of individual English phonemes and the Chomsky-Halle distinc-
tive features associated with each phoneme. A review of the 
literature revealed no prior study which had approached the 
question of phonetic symbolism in this manner. 
Ninety-nine subjects from freshman-level speech courses 
who had had no phonetic training responded on nine semantic 
differential scales to 36 visually presented phonemes. Key 
words were used to identify the sounds. 
Overall correlations for each semantic dimension were 
highly significant (p< .0001). Evaluation was seen to be 
more discrete than Potency and Activity as a measure of 
semantic affect. Intercorrelations among the semantic di-
mensions and the Chomsky-Halle features showed a similar 
pattern. Analyses of variance among features for each di-
mension also produced significant (p < .0001) F values, 
indicating that subjects responded differently to the various 
features. 
Duncan's Multiple Range Test for each dimension isolated 
four Chomsky-Halle features of note: [+ tense] was most 
highly rated; [- anterior] received lowest ratings; and 
v 
[+ low] and [- tense] were consistently clustered near the 
lower end of the rankings. 
It was noted that the four phonemes sharing the feature 
[+ tense] — /i /, /ec /, /u /, and /o<o/ — also share the 
feature [- anterior]. The dichotomy of responses produced 
by those two features, when considered in view of the over-
lap of sounds sharing the features, indicated an unexpected 




Introduction and Review of Literature 
Statement of Problem 
Use of the term "phonetic symbolism" implies a belief 
that there is an intrinsic correspondence between language 
sounds and meanings. Certain sounds are said to suggest cer-
tain meanings apart from their conventional meanings because 
of the ways in which the sounds are produced. To English 
speaking people, the vowel /L / in "bit" seems to be appro-
priate to describe something small, the vowel /ae/ in "vast," 
something large. Thus, the nonsense syllable "mal" sounds 
bigger than "mil." Further, the usual hypothesis about 
phonetic symbolism is that it is universal in scope, i_.e., 
the same sound is associated with the same meaning even in 
historically unrelated languages. 
The traditional rationale for universal phonetic sym-
bolism holds that sounds used in language have physical 
properties — intensity, timbre, pitch, duration, etc. — and 
that objects in the world also have physical properties. 
Rubenstein and Aborn (1960) pointed out that there is a cor-
relation between pitch of sounds and size of objects. Ac-
cording to this view, small objects emit high sounds, and large 
objects emit low sounds. Paget (1930) maintains that the 
Proto-Polynesian words for large and small, "oho" and "i-i," 
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are appropriate because the mouth forms respectively large 
and small apertures in producing the vowels. Also, as 
Jespersen (1922) observed, there is a tendency to lengthen 
and strengthen single sounds under the influence of strong 
feeling or in order to intensify the effect of the spoken 
word; thus, in the phrase "extremely long," the vowel /O / 
may be lengthened. 
The problem is to determine whether or not such rela-
tionships between sound and meaning exist. If they do, are 
the same relationships universal, or do they exist only in 
particular languages? And, to what extent is there a rela-
tion between sound and meaning? Is it a function of dimen-
sions of meaning? Although the present study is confined to 
the English language, several works dealing with universal 
phonetic symbolism will be reviewed for methodological con-
siderations, research approaches being similar in the two 
areas of inquiry. 
Review of Literature 
Observations by Jespersen and others support the exis-
tence of phonetic symbolism. Socrates, in Plato's (1892 ed.) 
"Cratylus," ventures that "when we want to express ourselves, 
either with the voice, or tongue, or mouth, the expression is 
simply the imitation of that which we want to express" (p. 
253). Jespersen (1922) observed that "back vowels are used 
in English for symbolic expression for dislike, disgust, or 
scorn" (p. 167). Such observations may be considered only 
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suggestive, since in giving examples of a close relation 
between sound and meaning, the observers may have considered 
only those words that fit their theory. 
There have been two types of experimental tests of pho-
netic symbolism. The word-matching technique, first used by 
Tsuru and Fries (1933), is still the favorite method of in-
vestigating universal phonetic symbolism. Usually, lists of 
antonymic pairs in two different languages are used for test 
material; subjects who know only one or neither of the 
languages are asked to match corresponding members of the 
two pairs in the two languages. Positive results in such 
tests indicate a better than chance matching of certain words 
in one language with words of the same meaning in another 
language. The matching experiments have led to conclusions 
both for and against the hypothesis of universal phonetic 
symbolism. 
The following points on the word-matching experiments 
may be examined for methodological considerations. First, if 
the experimenters know both languages, they may select test 
words that resemble each other from the two languages. Since 
only 27 phonemes on the average (Hocket, 1958) are used to 
make words in a language, the chance cannot be excluded that 
some words of similar meaning in different languages may re-
semble each other. This fact may explain the unusually high 
matching success found by Tsuru and Fries (1933) and by 
Maltzman , Morrisett, and Brooks (1956) for English-Japanese. 
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(Maltzman used the same word list as did Tsuru.) Even if the 
experimenters know only English, still they have to choose 
certain English words as test words. Different criteria for 
choosing the test words may give different degrees of matching 
success. Brackbill and Little (1957) used only familiar test 
words and obtained three positive and three negative results. 
Brown, Black, and Horowitz (1955) and Brown and Nuttall (1959) 
used familiar and "sensory" words (e_.g_., warm-cool, heavy-
light) from English and obtained significantly better than 
chance matching in their language pairs. In both experiments 
they took additional trouble to make the two words in each 
pair of nearly equal length. Brown and Nuttall concluded 
that the "phonetic symbolism effect may be limited to pairs 
naming continua concerned with magnitude and its concomitants" 
(p. 444) . 
Second, there is a likelihood of selecting a foreign 
equivalent to English by some sort of association mechanism. 
There seldom exists one and only one foreign equivalent to an 
English test word. In the process of translating English 
test words, a translator could choose the foreign equivalent 
that more resembles the given English word. For example, in 
translating "old" into a Japanese equivalent, a translator 
may choose "oita" instead of "toshitotta." Tsuru's list, for 
example, used "oita" for "old." Other similar choices may 
occur whenever direct translation is used to generate the 
words to be matched. 
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Third, these experiments do not answer the fundamental 
question of phonetic symbolism — namely, what sound has what 
meaning. Suppose the Japanese word "midori" and the English 
word "green" are matched correctly in pairs with Japanese 
"aka" and English "red." There are a few features that are 
common in the words of these pairs. "Midori" and "green" 
share two sounds, /r/ and /i/, and "aka" and "red" have the 
same visual length. The question may arise as to which, if 
any, of these common features is identified with "greenness" 
or "redness." 
Sapir (1929) and Newman (1933) investigated phonetic 
symbolism using an analytical approach, the second type of 
experimental test. English speaking subjects judged nonsense 
syllables for their size or brightness in a paired-comparison 
test. These nonsense syllables differed only by a single 
vowel. Thus, Sapir's subjects compared for size "mal" with 
"mel," or "mel" with "mil," and so on. In their experiments, 
both Sapir and Newman pronounced the test words. Such a 
technique for presenting stimuli may introduce bias, however. 
According to Eberhardt (1940), if her deaf subjects were un-
aware of the meanings of "tap" and "pound," they spoke the 
two words with little difference in intonation. But after 
the meanings were learned, "tap" became lighter and softer, 
while "pound" took on a richer resonance. 
In these experiments, there is no evidence that the same 
ordering of the middle vowels will apply if the environmental 
6 
consonants, for example "m-1," are exchanged for other con-
sonants such as "v-g." "Vig" might conceivably sound bigger 
than "vag," whereas "mil" was found to seem smaller than "mal." 
In a series of analytical experiments, Bentley and Varon 
(1933) found evidence to refute the hypothesis that "sounds 
carry in their own right a symbolic reference" (p. 77). In 
their first experiment, the investigators included the sounds 
/ L / and /as. /, which were reported by Sapir and Newman to 
have distinct size contrasts. However, there is no indica-
tion of systematic control over the combination of sounds 
used in manufacturing the nonsense syllables presented as 
stimuli. Thus, there is no guarantee that the subjects were 
indeed responding only to the sounds to which the experi-
menters expected them to respond. The criticism concerning 
the auditory method of presentation mentioned with regard to 
the studies by Sapir and Newman applies here as well. In 
addition, Bentley and Varon used only three subjects in their 
experiments, and the same three throughout the series, which 
greatly reduces the generality of their findings. 
More recently, Dagiri (1958), Miron (1960, 1961), 
Taylor and Taylor (1962), and Folkins and Lenrow (1966) all 
used the analytic method to determine the connotations of 
individual phonemes. All the studies included the size at-
tribute of meaningfulness; Taylor and Taylor included move-
ment, warmth, and pleasantness; Miron, and Folkins and Lenrow, 
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used 15 different attributes.* All studies except Dagiri's 
included English speakers, while Dagiri, Miron, and Taylor 
and Taylor used Japanese speakers with different degrees of 
English knowledge. Taylor and Taylor also used Tamil and 
Korean speakers. In the experiments cited, there have been 
51 independent tests of the consistency on different concep-
tual scales of subjective phonetic symbolism across subjects. 
All have shown positive correlations across speakers of the 
same language, and only three conceptual scales have failed 
to give strong correlations.** This overwhelming support for 
the existence of phonetic symbolism suggests that it is a 
pervasive feature of language behavior. It is not restricted 
to particular attributes, nor to trained subjects, nor to 
speakers of certain languages. 
Nonetheless, the validity of these findings is mitigated 
by two methodological problems: the presence of allophonic 
variation in studies employing acoustic stimulation, and the 
confounding effect of environmental consonants and vowels in 
studies using nonsense syllables. The effects of phonetic 
symbolism are nominally due to the sounds in words. However, 
as has often been pointed out, 
*The earlier study by Sapir used size.only; Newman, size and 
brightness. 
**Miron, and Folkins and Lenrow, English speakers, "heavy-
light" and "cold-hot;" Taylor and Taylor, Tamil speakers, 
"movement." 
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...the total number of possible sounds is greatly 
in excess of those actually in use. Indeed, an 
experienced phonetician should have no difficulty 
in inventing sounds that are unknown to objective 
investigation (Sapir, 1921, pp. 44-45). 
Furthermore, the sounds that are heard are far fewer in num-
ber than the sounds that are produced: 
Under normal circumstances, in the decoding pro-
cess, people do not distinguish a difference 
between allophones. . . . Consequently, the 
allophone is too small to be a unit in the en-
coding process, implying that the phoneme is [a 
suitable unit]" (Saporta, 1965, p. 62). 
Not only do listeners fail to hear fairly large differences 
in spoken sounds, they also hear nonexistent differences be-
tween two identical sounds in different contexts (Broadbent 
and Ladefoged, 1960; Ladefoged and Broadbent, 1957). Fail-
ures of hearing of this and other sorts imply that the natural 
unit for analysis of phonetic symbolism is the phoneme. In a 
sense, it might be better to speak of "phonemic symbolism." 
Despite the apparent validity of analyzing phonetic 
symbolism at the "phonemic level" (Heise, 1966), the stimuli 
for analytic studies have generally been real or nonsense 
words, consonant-vowel combinations, or CVC trigrams. Taylor 
and Taylor (1965) have commented on the questionable assump-
tion that the symbolic properties of component phonemes are 
additive in such stimuli. Research in acoustic phonetics 
(formant transitions: Peterson and Barney, 1952; duration, 
fundamental frequency, and intensity: House and Fairbanks, 
1953; as well as the above-mentioned studies by Ladefoged 
and Broadbent) and investigations of coarticulation (Oehman, 
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1966; Daniloff and Moll, 1968) provide a questionable empir-
ical basis for maintaining this assumption. Although some 
related studies have used isolated visual or acoustic stimuli 
(alphabet letters: Knapp and Ehlinger, 1968; sonar signals: 
Solomon, 1959), only two studies (Folkins and Lenrow, 1966, 
and Shriberg, 1970) have presented single phonemes in a 
visual format. 
Studies by Black (1968), Singh and Woods (1971), Singh, 
Woods, and Becker (1972) , Singh and Becker (1972), and Winer 
and Singh (1974) have examined various distinctive feature 
systems with regard to their suitability in classifying pho-
nemes and predicting perceptual differences and similarities 
among them. 
Black (1968) established groupings of consonants ac-
cording to twelve factors isolated by factor analysis. He 
found a tendency for the factors to relate to traditional 
adjectival categories (plosive, fricative, etc.) and to sys-
tems of distinctive features, notably the scheme outlined by 
Jakobson, Fant, and Halle (1952). Singh and Woods (1971) 
had subjects judge dissimilarity among vowel pairs. Their 
judgments were correlated with four features (advancement, 
height, retroflexion, and tenseness), which were ranked ac-
cording to their relative perceptual importance. Winer and 
Singh (1974) also analyzed similarity,judgments for pairs of 
English fricatives along four distinctive feature dimensions 
(voicing, sibilant, front/back, and palatal) and ranked their 
relative importance as well. 
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Singh, Woods, and Becker (1972) compared four different 
feature systems with regard to their ability to predict per-
ceptual similarities among English consonants. The systems 
compared were those of Miller and Nicely (1955), Singh and 
Black (1966), Wickelgren (1965, 1966), and Chomsky and Halle 
(1968) . They concluded that the Chomsky-Halle feature sys-
tem "is the best of the four systems compared" (p. 1712). 
Further, "only the Chomsky-Halle system showed consistent 
ranking of features over the three data collection methods" 
(p. 17 06) — seven-point scaling, magnitude estimation, and 
triadic comparison. They also ranked the relative importance 
of the features. In a related study, Singh and Becker (1972) 
found that the Chomsky-Halle distinctive feature system at-
tained its highest correlation with data collected by the 
seven-point scaling method and was the best of the four sys-
tems in fitting data from this source. 
A search of the literature in phonetic symbolism has 
failed to disclose a single study in which a dependent mea-
sure of meaning has been correlated with the distinctive 
features characteristic of each phoneme under consideration. 
The present study undertakes such a correlation. 
Statement of Hypotheses 
Considering the fact that the present study is unique 
in applying the Chomsky-Halle distinctive feature system to 
a research project in phonetic symbolism, specific hypotheses 
based on prior findings could not be formulated. The purpose 
11 
of the study was first to establish a data base consisting 
of semantic differential ratings for each of 36 English pho-
nemes on the evaluative, potency, and activity dimensions of 
connotative meaning. From this base, applying the procedures 
discussed in Chapter II, the features of the Chomsky-Halle 
system were examined as predictors of subjects' perceptions 
of the connotative meaning of the phonemes under considera-
tion. 
The findings of Singh, e_t al., in their distinctive 
feature analyses of the acoustic similarities of phonemes 
included ordering of the features' relative importance as 
predictors of similarity judgments. These studies suggested 
a comparison of findings for the purpose of determining the 
existence of a relationship between the acoustic similarity 
of phonemes and their perceived connotative meaning. 
It was anticipated that such a comparison would reveal 
a congruence between the distinctive features responsible for 




Subjects and Procedure 
Ninety-nine subjects, selected from introductory speech 
courses at Louisiana State University, acted as respondents 
to a semantic differential testing instrument. None of the 
subjects had prior training in phonetics. Their participa-
tion was voluntary, and the only information given concerning 
the purpose of the study was that provided in the following 
printed instructions: 
We are interested in how individual sounds are 
used in communication. 
The 3 6 basic sounds of the English language are 
presented on the following pages, each accompanied 
by two common words which contain the sound as it 
is usually pronounced. The purpose of these words 
is merely to aid you in identifying the sound, 
which is represented by its dictionary symbol. The 
sound is then underlined in each word. Printed 
below each sound are several descriptive scales. 
You are to pronounce each sound quietly (not the 
key words). Then indicate your description of the 
sound by placing an "X" on each scale in the space 
you feel best describes the sound. Here is an ex-
amples 
o - always, bought 
Noisy : : X : : : : : : Quiet 
Etc. (There will be nine such scales.) 
Thus, if the vowel sound "6" as in "bought" seems 
to you more noisy than quiet, you would place an 
"X" in one of the spaces closer to "Noisy," as in 
12 
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the example. The middle space on each scale is a 
neutral position. If "6" seems neither "Noisy" 
nor "Quiet," or equally "Noisy" and "Quiet," you 
would place an "X" in that location. But please 
do nut fail to mark any scales, whether they ap-
pear relevant or not. And be sure your marks are 
between the dots separating each space. 
Work quickly. It is your initial impression we 
are interested in. There are no "right" or "wrong" 
responses. 
Before you begin, ack any questions you may have. 
Thank you for your help in this project. 
The average length of time required to complete the testing 
instrument was 45 minutes. 
Selection of Testing Materials 
The 3 6 sounds chosen for investigation consisted of the 
31 English phonemes treated by Chomsky and Halle (1968) and 
five additional phonemes: the affricates /t§ ,Az, / and middle 
vowels /s , A /, and the velar nasal /r\ /, whose distinctive 
feature characteristics could reliably be interpolated from 
the Chomsky-Halle classification. The diphthongs /3.L ,Z&/ 
were omitted since their characteristics are ambiguous in the 
Chomsky-Halle scheme. Table 1 presents the classification of 
phonemes by the presence (+) or absence (-) of each pertinent 
distinctive feature. 
Following the practice of Singh, Woods, and Becker (1972) 
and Ladefoged (1975), four of the 17 Chomsky-Halle features 
are omitted from the present classification, since they are 
either redundant or not applicable to English phonology. 
The omitted features are "distributed/nondistributed," 
Table 1 
Classification of Phonemes by Distinctive Feature 

































































































































































































Table 1 (continued) 




























































































"lateral/nonlateral," "instantaneous release/delayed release," 
and "sonorant/nonsonorant." 
The orthographic characters chosen to represent each 
phoneme were those used in Webster's New Collegiate Diction-
ary (1975), rather than the symbols of the International 
Phonetic Alphabet, which would have been unfamiliar to the 
subjects. The first of the two key words accompanying each 
phoneme contained the sound in the initial position, except 
for /•& / and /h /, which do not occur initially in English. 
The second key v/ord contained the sound in either the medial 
or final position. 
In order to minimize the confounding effect of the key 
words* connotation on subject responses to the sounds they 
illustrated, the words themselves were chosen from a semantic 
profile atlas (Heise, 1965) . This "dictionary of affective 
content" lists the 1,000 most frequently used words in 
English and supplies semantic differential scores for each 
on the evaluative, potency, and activity dimensions of con-
notative meaning. 
From these scores an index of each word's "polarization" 
is derived. "Polarization" is an expression of the word's 
distance from neutrality in the semantic space defined by 
evaluative, potency, and activity scores. It is derived by 
calculating the root mean square of those scores. Accord-
ingly, the. nearer a word's polarization index approximates 
zero, the closer that word's connotative meaning approaches 
neutrality. 
17 
Table 2 provides a correspondence of IPA symbols to the 
Webster symbols used in the testing instrument. It also 
lists the lexical items chosen from Heise's atlas to repre-
sent each phoneme as "key words" and indicates their polari-
zation indexes. Within the confines of initial and medial/ 
final placement of each sound within the key words, the lexi-
cal items chosen were those with polarization indexes closest 
to zero. 
The semantic differential scales on which subjects were 
asked to rate each sound were selected from Miron (1961) . In 
his study on cross-language (Japanese-American) phonetic 
symbolism, which utilized 16 pairs of bipolar adjectives, 
factor analyses confirmed in this context the suitability of 
the scales in measuring the three dimensions of connotative 
meaning. Separate analyses were performed for the Japanese 
and American groups of subjects. 
From the analysis of the American group of subjects, 
nine of the 16 scales were chosen for the present study. 
They were the three scales in each dimension (evaluative, 
potency, and activity) which showed the highest factor load-
ings, as outlined in Table 3. 
Shriberg (1970) utilized 12 of Miron's scales in a study 
of phonetic symbolism in voiceless fricatives. Order of pre-
sentation was not randomized for scales, sounds, or dimen-
sions. Analyses of variance revealed highly significant 
(p< .001) main effects and interaction effects for Sound X 
Dimension and Sound X Scale. In order to minimize such 
Table 2 18 
Phonetic Symbols and Key Words 

















































Key Word and Polarization Index 
part (0.43), up (0.80) 
body (0.89), neighbor (0.45) 
tell (0.45), event (0.53) 
direction (0.71), regard (0.76) 
keep (0.50), lake (0.84) 
get (0.43), agree (0.98) 
fill (0.16), effect (0.59) 
very (0.40), prove (0.88) 
think (0.75), both (0.50) 
then (0.40), other (0.63) 
send (0.29), purpose (0.71) 
choose (0.69), result (0.50) 
shoulder (0.74), national (0.70) 
decision (0.63), usually (1.04) 
change (0.53), rich (0.31) 
just (0.91), change (0.66) 
main (0.37), time (0.64) 
nest (0.30), line (0.48) 
morning (0.59), long (0.95) 
leave (0.38), tell (0.45) 
reason (0.60), wear (0.68) 
hold (0.47) , hear (0.59) 
want (0.47), always (1.02) 






























Key Word and Polarization Index 
year (0.40), yes (1.01) 
eat (0.93) , see (0.42) 
influence (0.69), spirit (0.45) 
day (0.59), name (0.65) 
everything (0.21), ready (0.73) 
act (0.47), class (0.29) 
across (0.57), moment (0.79) 
up (0.80), husband (0.49) 
soon (0.67) , dO (0.84) 
look (0.67), put (0.38) 
over (0.60) , so (0.64) 
already (0.74), office (0.57) 
article (0.68), follow (0.70) 
Table 3 
20 
Semantic Differential Scales Used 


























effects, which Shriberg attributed to order and fatigue, an 
effort was made in the present study to randomize these ele-
ments in the testing instrument. 
The scales themselves were arranged in four orders» 
Order of presentation of the phonemes was likewise divided 
into four sequences. In assembling the individual sheets of 
the testing instrument, the phonemes of each order were in-
dividually paired with the sequence of scales in the corres-
ponding scale order. 
The sheets for each phoneme, thus arranged, were then 
collated and shuffled to further randomize order in the final 
booklet presented to subjects. 
The test booklets were scored in the usual manner, as-
signing to each scale a value ranging from 1 to 7. Lower 
scale values reflected subject responses nearer the negative 
end of the scales. The data from the testing instruments 
were then transferred to IBM code sheets, maintaining sepa-
rate categories for scale responses in each of the three 
dimensions — evaluative, potency, and activity. 
CHAPTER III 
Results and Discussion 
Computer Processing 
From the raw data, means were calculated for each of the 
semantic dimensions (Evaluation, Potency, and Activity) for 
all 36 sounds across all 99 subjects. Overall Pearson 
product-moment correlation coefficients were also calculated 
to show the intercorrelations between these means. 
A similar procedure was followed for the 26 Chomsky-
Halle distinctive features, each of which had been defined 
for this purpose as consisting of a unique grouping of sounds. 
Accordingly, means for each of the semantic dimensions were 
calculated for each feature across all subjects. Intercor-
relations were calculated for all features across each dimen-
sion. Analyses of variance for differences among the Chomsky-
Halle features were then performed for each semantic dimension. 
A modified split-plot design was utilized. 
The final statistical procedure employed was Duncan's 
Multiple Range Test, which provided, for each dimension, a 
ranking of the distinctive features by mean score. This test 
also provided an indication of which feature means differed 




The semantic differential scales on which subjects rated 
each sound were seen to reflect the reasonably independent 
nature of Evaluation, Potency, and Activity as dimensions of 
connotative meaning. Table 4 displays overall Pearson product-
moment correlation coefficients for each dimension and indi-
cates that the Evaluative aspect is a more discrete measure 
of the dependent variable of semantic effect than are the 
Potency and Activity factors. The Evaluative dimension cor-
relates at a very low level with the other two dimensions, 
while the correlation between the Potency and Activity di-
mensions is much higher. This finding supports considerable 
prior research, notably that of Osgood, Suci, and Tannenbaum 
(1957) and of Miron (1961), from whom the scales were chosen. 
Tables 5-7 show the data of Table 4 broken down into the 
individual Chomsky-Halle features. They report, for the 
three dimensions, the individuals r's for each Chomsky-Halle 
distinctive feature. In these tables, the features are 

















































































Overall Correlations for Semantic Dimensions 
Across Subjects and Sounds 
E P A 
E 1.00 .11673** .16474** 





Correlation Coefficients for Evaluative 
Dimension Among Chomsky-Halle Features 
AE BE CE DE EE FE GE HE IE JE KE LE ME 
AE 1.000 .640 .610 .953 .750 .811 .741 .807 .716 .816 .550 .775 .562 
BE 1.000 .984 .661 .809 .929 .685 .941 .504 .950 .927 .843 .916 
CE 1.000 .589 .777 .921 .643 .924 .434 .935 .934 .833 .948 
DE 1.000 .806 .777 .807 .795 .758 .820 .542 .780 .503 
EE 1.000 .738 .841 .805 .507 .888 .611 .941 .705 
FE 1.000 .707 .957 .634 .948 .898 .803 .853 
GE 1.000 .635 .564 .786 .550 .734 .506 
HE " 1.000 .612 .964 .878 .877 .881 
IE 1.000 .532 .377 .556 .338 
JE 1.000 .874 .903 .869 
KE 1.000 .648 .870 
LE 1.000 .803 
ME 1.000 
r rounded to three significant digits f° 
ui 
* p_> .05 (n. s.) 




































































































































































































r rounded to three significant d ig i t s 
to 



















Table 5 (continued) 
NE OE PE QE RE SE TE 
NE 1.000 .758 .857 .501 .866 .746 .588 
OE 1.000 .478 .642 .608 .495 .406 
PE 1.000 .398 .883 .546 .386 .467 .460 .438 .482 .359 .539 
QE 1.000 .143* .280 .382 .466 .153* .128* .372 .392 .273 
RE 1.000 .580 .340 .377 .556 .530 .458 .367 .531 
SE 1.000 .617 .799 .822 .630 .875 .680 .907 
T E 1.000 .809 .726 .349 .892 .822 .745 
U E 1.000 .546 .358 .909 .810 .779 
VE " 1.000 .643 .810 .633 .857 
WE 1.000 .385 .246 .664 
XE 1.000 .861 .874 
YE 1.000 .554 
ZE 1.000 
r rounded to three significant digits 
*£>.05 (n.s.) 
Table 6 
Correlation Coefficients for Potency 


























































































































* p_> .05 (n.s.) 
Table 6 (continued) 
NP OP PP QP RP SP TP UP VP WP XP YP ZP 
.181* .298 .334 .131* .172* .250 
.855 .733 .775 .816 .357 
.880 .714 .758 .843 .362 
.140* .366 .352 .124* .147* 
.600 .624 .648 .564 .226 
.725 .627 .630 .721 .331 
.432 .298 .275 .462 .352 
.686 .763 .802 .630 .274 
847 -.060* .074* .096*-.095* .085 
.756 .736 .755 .728 .337 
.803 .658 .686 .779 .394 
.532 .640 .687 .466 .130* 
.780 .691 .811 .666 .275 
r rounded to three significant digits 

























































































































































Table 6 (continued) 
SP TP UP VP WP XP YP ZP 
.442 .526 .475 .437 .239 .262 .271 .574 
.239 .262 .271 .223 .231 .256 .167* .304 
.024* .293 .254 .028* .037* .169* .157* .126* 
.288 .361 .341 .293 .049* .404 .368 .290 
-.009* .182* .166*-.017*..126* .056* .018* .107* 
1.000 .316 .564 .835 .542 
1.000 .757 .453 -.028* 
























r rounded to three significant digits 
*£ > .05 (n.s.) 
o 
Table 7 
Correlation Coefficients for Activity 
Dimension Among Chomsky-Halle Features 
AA BA CA DA EA FA GA HA IA JA KA LA MA 
AA 1.000 .389 .336 .910 .511 .699 .715 .649 .629 .664 .340 .565 .312 
BA 1.000 .962 .340 .694 .837 .519 .905 .281 .911 .875 .719 .840 
CA 1.000 .254 .637 .832 .451 .860 .140* .886 .892 .690 .892 
DA 1.000 .574 .594 .742 .632 .733 .630 .292 .548 .186* 
EA 1.000 .488 .703 .667 .258 .784 .411 .852 .563 
FA 1.000 .601 .899 .459 .887 .845 .594 .712 
GA 1.000 .494 .492 .682 .369 .581 .303 
HA 1.000 .446 .936 .831 .750 .782 
IA 1.000 .291 .149* .374 .060* 
JA 1.000 .826 .773 .783 
KA 1.000 .406 .744 
LA 1.000 .733 
MA 1.000 
r rounded to three significant digits 
* p_ > .05 (n.s.) 
















































































































r rounded to three significant digits 
*£ > .05 (n.s.) 
UA VA WA 
.309 .284 .387 
.791 .779 .413 
.748 .827 .365 
.320 .209 .428 
.458 .580 .313 
.645 .701 .427 
.263 .506 .471 
.775 .649 .424 
.246 .146* .372 
.706 .723 .447 
.730 .689 .439 
.556 .574 .224 
.755 .637 .132* 
XA YA ZA 
.292 .085* .446 
.946 .684 .881 
.964 .733 .856 
.236 .060* .406 
.616 .563 .513 
.796 .432 .859 
.391 .142* .562 
.842 .622 .797 
.159*-.059* .369 
.842 .615 .809 
.836 .579 .822 
.702 .654 .529 




































Table 7 (continued) 
SA TA UA VA WA XA YA ZA 
.611 .427 .466 .525 .585 .507 .251 .676 
.215 .065* .189 .090* .310 .101 .023 .220 
.346 .172* ,252 .251 .352 .241 .084* .371 
.190*-.008*-.030* .215 .105* .099* .111* .088* 
.278 .170* .306 .129* .373 .187* .019 .353 
1.000 .440 .602 .799 .559 .794 .563 .821 
1.000 .754 .551 .082* .856 .654 .673 
1.000 .275 .170* .804 .742 .582 
1.000 .470 .741 .401 .831 
1.000 .158* .058* .511 
1.000 .752 .816 
1.000 .307 
1.000 
r rounded to three significant digits 
*£> .05 (n.s.) 
to 
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As expected, the Evaluative dimension (Table 5) demon-
strated the greatest consistency of response across subjects. 
For this factor, only the feature Q, [+ tense], evidenced an 
appreciable number of nonsignificant correlations. The range 
of r for the Evaluative dimension was 
On the Potency dimension (Table 6), the factors I, 
[+ low], and R, [- tense], show the largest numbers of non-
significant r's. It is apparent from this table that the 
variance in the subjects' ratings of sounds containing the 
features [+ low] or [- tense] differs from the variance in 
their ratings of the other features on this dimension. 
Subjects responded with much less consistency to Potency 
as an aspect of connotative meaning than they did to the 
Evaluative factor. Again, this finding substantiates prior 
research in semantic differentiation and is implied by the 
correlation coefficients shown in Table 4, The range of r 
for Potency was 
A similar pattern of responses is manifest for the 
Activity dimension (Table 7). There was considerably more 
diversity of response to Activity as an affective element 
than there was to the Evaluative factor. Although this is 
not an unexpected finding, it is of interest to note that the 
feature Q, [+ tense], evidenced by far the greatest number of 
nonsignificant correlations, as it did for the Evaluative di-
mension. The range of r for Activity was 
35 
A further question of interest is whether the Chomsky-
Halle distinctive feature system itself produced different 
semantic responses among subjects for the sounds under con-
sideration. Analyses of variance for differences among all 
Chomsky-Halle features across subjects for each dimension 
are displayed in Tables 8-10. In each, a highly significant 
value of F (p< .0001) showed that the subjects did respond 
differently to the various features. 
This finding establishes the validity of some features 
in the Chomsky-Halle system as discriminating among subject 
responses on the Evaluation, Potency, and Activity dimen-
sions of connotative meaning. To determine which mean fea-
ture differences were significant in this regard, the data 
on which the analyses of variance were performed were utilized 
in Duncan's Multiple Range Test. 
The results of this test are shown in Tables 11-13. 
Within each dimension, means for each feature across subjects 
are ranked from highest semantic differential ratings to 
lowest. A higher value indicates subject responses nearer 
the greater extreme of each dimension, e_.g_., more Potent. 
Additionally, the means are grouped in a fashion similar to 
that in factor analysis. Means and corresponding features 
with the same grouping number are not significantly different 
in accounting for variation within each affective dimension. 
In examining Duncan's Test for the Evaluative dimension 
(Table 11) the feature Q, [+ tense], emerges as the feature 
36 
Table 8 
ANOVA For Differences Among All Chomsky 
Features on Evaluative Dimension 













ANOVA For Differences Among All Chomsky-Halle 
Features on Potency Dimension 
Source df Sum of Squares Mean Square F 
Subjects 98 358.07440831 3.6538204 20.15** 
Features 25 316.96550223 12.67862 69.92** 




ANOVA For Differences Among All Chomsky-
Features on Activity Dimension 













Duncan's Multiple Range Test for Evaluative Dimension 





























































































































Table 11 (continued) 













9 2.839994 L [- anterior] 
41 
Table 12 
Duncan's Multiple Range Test for Potency Dimension 










































































































































Table 12 (continued) 























Duncn's Multiple Range Test for Activity Dimension 













































































































































most highly rated. Since it shares a grouping number with 
no other feature, the conclusion may be drawn that it is 
more closely allied with high Evaluative ratings than is any 
other feature. Sounds which contain this feature are more 
likely to be rated more "Good," more "Beautiful," and more 
"Pleasant" than sounds in which it is absent. (Cf_. Table 3.) 
Conversely, sounds which share the feature L, [- ante-
rior] , are more likely to receive lower Evaluative ratings. 
The two features are significantly different from all others 
in accounting for variation in Evaluative responses. 
Though they are not significantly different between 
themselves, it is interesting to note that the features I, 
[+ low], and R, [- tense], cluster at the lower end of the 
Evaluative rankings and are jointly significant in producing 
such responses. 
In comparing these findings with the correlations in 
Table 5, feature Q, [+ tense], shows the greatest number of 
nonsignificant r's, indicating that this feature also pro-
duced the greatest variance in responses across subjects and 
sounds. 
A similar observation for feature L, [- anterior], is 
not borne out in Table 5, where responses were significantly 
correlated. Features I and R each show only one nonsignifi-
cant r in that table. 
On Duncan's Test for the Potency dimension (Table 12), 
feature Q, [+ tense], is again most significant in accounting 
46 
for higher ratings, .!•£.•* subject responses which may be 
described as more "Strong," more "Powerful," and more "Large." 
Also again, feature L, [- anterior], is most likely to account 
for lov/er ratings; and features I, [+ low], and R, [- tense], 
are clustered toward that extremity. 
A comparison with the correlations in Table 6 reveals 
the highest number of nonsignificant r's occurring with fea-
tures I, [+ low], and R, [- tense]. However, feature Q, 
[+ tense], shows only a small distribution of nonsignificant 
correlations; feature L, [- anterior], is again significantly 
correlated, as on the Evaluative dimension * 
Table 13 displays the results of Duncan's Test for the 
Activity component of connotative meaning. Once again fea-
ture Q, [+ tense], shows the highest mean and is isolated as 
the feature most predictive of "Colorful," "High," and "Hard" 
subject responses. Its counterpart for responses most indi-
cative of low Activity ratings is again feature L, [- ante-
rior] . Features I, [+ low], and R, [- tense], are less 
distinct than on the Evaluative and Potency dimensions but 
appear in comparable positions. 
The predominance of nonsignificant r*s for feature Q, 
[+ tense], in Table 7 indicates that responses for this fea-
ture encompass greater variation than responses for any 
other feature on the Activity dimension. Feature L, [- ante-
rior] , manifests consistently significant correlations. The 
number of nonsignificant r's for feature I, [+ low], and R, 
47 
[- tense], is appreciable but less striking than on the 
Potency dimension. 
Discussion 
The results of Duncan's Test for the Evaluation, Potency, 
and Activity dimensions show feature Q, [+ tense], to be sig-
nificantly different from all other features in predicting 
higher ratings on each of the dimensions of affective meaning. 
An interesting phenomenon becomes evident, however, upon 
examination of the individual sounds which share the feature 
Q, [+ tense], i..e., /[ /, /£(./, /U/, and /o<s)/. (See Appendix 
for a listing of sounds by feature.) 
These four vowels appear also in the group of sounds 
which share the feature L, [- anterior]. (See Table 14.) 
As noted earlier, the feature L, [- anterior], is the feature 
most significantly responsible for lower subject ratings on 
each of the three semantic dimensions. However, the feature 
Q, [+ tense], consistently and significantly predicts higher 
ratings on all dimensions, despite the fact that the sounds 
in that category also share the feature L, [- anterior], 
which was seen to discriminate lower ratings in a similar 
fashion. The implication of this finding is that for the 
vowels /i /, /et/, /<-(/, and /o&/, at least, the feature Q, 
[+ tense], is more salient than the feature L, [- anterior], 




Selected Chomsky-Halle Features Indicating Sounds in Common 
Feature L Feature Q Feature I Feature R 
[- anterior] [+ tense] [+ low] [- tense] 
A/ 
/ g / 
/ / / 
')' 
/iU 

























/ A / 
/ £ / 
/at/ 
A>/ 
/ A / 
/a)/ 
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Table 14 (continued) 
Feature L Feature Q Feature I Feature R 
[- anterior] [+ tense] [+ low] [- tense] 
/D/ /O/ 
/a*/ /a*/ /a*/ 
50 
To a lesser extent, Table 14 also reflects overlap be-
tween features L and R, and between L and I. Feature I 
shares three of its four sounds with L; feature R shows three 
of ten in common with L. The common sounds among these three 
features are /cE/, //\ A an& /<*-/i as indicated in the table. 
In these cases, however, the three features are clustered 
among the lowest Evaluative, Potency, and Activity ratings 
(Tables 11-13). Thus, the overlap is not as striking as that 
of feature Q, [+ tense], with L, [- anterior]. Indeed, the 
occurrence of common sounds among features I, R, and L may 
contribute to what are essentially similar responses to these 
features. 
The interdependent nature of features Q, I, R, and L, 
particularly the overlap of sounds between Q, [+ tense], and 
L, [- anterior], is a finding of some importance in the area 
of phonetic symbolism. Comparisons with prior research are 
tenuous because of the widely divergent methodologies in-
volved. However, studies which have focused systematically 
on the phoneme as a mediator of the phenomenon of phonetic 
symbolism may have concentrated on a unit of sound suffic-
iently multifaceted to have a confounding effect on their 
results. 
That phonetic symbolism does exist is strongly suggested 
in the present study by the regularity and significance with 
which certain of the Chomsky-Halle features are predictive 
of semantic distinctions. It is also evident that the 
51 
intrinsic nature of phonetic symbolism is to be found at a 
level more elemental than that of the individual sound. 
It is hoped that the findings presented here will en-
courage further investigation of phonetic symbolism at the 
distinctive feature level. The utilization of methodologies 
in distinctive feature analysis beyond the scope of this 
study would appear to hold promise for a more precise isola-




Allport, G. W. Phonetic symbolism in Hungarian words. Un-
published manuscript, Harvard University, 1935. Cited 
in Taylor (1963, p. 202). 
Asher, J. J. Vision and audition in language learning. Per-
ceptual and Motor Skills, 1964, 19, 255-300. 
. Comment: Phonetic symbolism re-examined. Perceptual 
and Motor Skills, 1965, 20, 824. 
Bentley, M., and Varon, E. J. An accessory study of "phonetic 
symbolism." American Journal of Psychology, 1933, 45, 
76-86. 
Black, J. W. Interconsonantal differences. Archivo di 
Psicologia, Neurologia e Psichiatria, 29, 277-293. 
Brackbill, Y., and Little, K. B. Factors determining the 
guessing of meaning of foreign words. Journal of Ab-
normal and Social Psychology, 1957, 54, 313-318. 
Broadbent, D. E., and Ladefoged, P. Vowel judgments and 
adaptation level. Proceedings of the Royal Society of 
London, Series B, 1960, 151, 384-399. 
Brown, R. W.; Black, A. H.; and Horowitz, A. E. Phonetic 
symbolism in natural languages. Journal of Abnormal and 
Social Psychology, 1955, 50, 388. 
Brown, R., and Nuttall, R. Method in phonetic symbolism ex-
periments. Journal of Abnormal and Social Psychology, 
1959, 59, 441-445. 
Chananie, J. D., and Tikofsky, R. S. Choice response time 
and distinctive features in speech discrimination. 
Journal of Experimental Psychology, 1969, 81, 161-163. 
Chomsky, N., and Halle, M. The sound pattern of English. 
New York: Harper and Row, 19 68. 
Dagiri, 0. On phonetic symbolism. In Y. Endo, K. Hatano, H. 
Kobayashi, M. Koshimizu, 0. Miyagi, H. Nakajima, and T. 
Obonai (Eds.), Science of Language, Vol. 3. Tokyo: 
Nakayama Shoten, 1958. 
52 
53 
Daniloff, R., and Moll, K. Coarticulation of lip rounding. 
Journal of Speech and Hearing Research, 1968, 11, 7 07-
T 2 T_ 
Eberhardt, M. A study of phonetic symbolism of deaf children. 
Psychological Monograph?, 1940, 52, (1, Whole No. 232). 
Ervin-Tripp, S. M., and Slobin, D. I. Psycholinguistics. 
Annual Review of Psychology, 1966, 17, 435-474. 
Fillenbaum, S. Psycholinguistics. Annual Review of Psycho-
logy, 1971, 22, 251-308. 
Folkins, C , and Lenrow, P. B. An investigation of the ex-
pressive values of graphemes. Psychological Record, 
1966, 16, 193-200. 
Gebels, G. An investigation of phonetic symbolism in dif-
ferent cultures. Journal of Verbal Learning and 
' Verbal Behavior, 1969, 8, 310-31T: 
Greenberg, J. H., and Jenkins, J. J. Studies in the psycho-
logical correlates of the sound system of American 
English. Word, 1964, 20, 1957-1977. 
Heise, D. R. Sound-meaning correlates among 1,000 English 
words. Language and Speech, 1966, 9, 14-27. 
Holland, M. K., and Wertheimer, M. Some physiognomic aspects 
of naming, or, "maluma" and "takete" revisited. Per-
ceptual and Motor Skills, 1964, 19, 111-117. 
House, A. A., and Fairbanks, G. The influence of consonant 
environment upon the secondary acoustical characteris-
tics of vowels. Journal of the Acoustical Society of 
America, 1953, 25, 105-113T 
Huang, Y.-H.; Paratoomraj, S.; and Johnson, R. C. Universal 
magnitude symbolism. Journal of Verbal Learning and 
Verbal Behavior, 1969, 8, 155-l5~6. 
Jakobson, R.; Fant, C. G. M.; and Halle, M. Preliminaries to 
speech analysis; The distinctive features and their 
correlates. Cambridge, Mass.: MIT Press, 1952. 
Jenkins, J. J.; Russell, W. A.; and Suci, G. J. An atlas of 
semantic profiles for 3 60 words.. American Journal of 
Psychology, 1958, 71, 688-699. 
Jespersen, 0. Language; Its nature, development, and origin. 
London: Allen and Unwinn"̂  1922. 
54 
Johnson, R. C. Magnitude symbolism of English words. Journal 
of Verbal Learning and Verbal Behavior, 1967, 6, 508-511. 
Johnson, R. C ; Suzuki, N. S.; and Olds, W. K. Phonetic sym-
bolism in an artificial language. Journal of Abnormal 
and Social Psychology, 1964, 69, 233-236. 
Kirchner, E. P. What is vividness? Psychonomic Science, 
1970, 21, 239-240. 
Knapp, R. H., and Ehlinger, H. J. Study of semantic associa-
tions to the alphabet. Perceptual and Motor Skills, 
1968, 26, 939-942. 
Koriat, A. Phonetic symbolism and feeling of knowing. 
Memory and Cognition, 1975, 3, 545-548. 
Ladefoged, P., and Broadbent, D. E. Information conveyed by 
vowels. Journal of the Acoustical Society of America, 
1957, 29, 98-104. 
Lester, D. Phonetic and graphic symbolism,, Perceptual and 
Motor Skills, 1973, 37, 592. 
Liberman, A. M.; Cooper, F. S.; Shankweiler, D. P.; and 
Studdert-Kennedy, M. Perception of the speech code. 
Psychological Review, 1967, 74, 431-456. 
Maltzman, I.; Morrisett, L.; and Brooks, L. O. An investiga-
tion of phonetic symbolism. Journal of Abnormal and 
Social Psychology, 1956, 53, 249-251. 
Miller, G. A., and Nicely, P. E. An analysis of perceptual 
confusions among some English consonants. Journal of 
the Acoustical Society of America, 1955, 27"̂  338-J5T7 
Miron, M. S. A cross-linguistic investigation of phonetic 
symbolism. Unpublished doctoral dissertation, Univer-
sity of Illinois, 1960. 
. A cross-linguistic investigation of phonetic symbol-
ism. Journal of Abnormal and Social Psychology, 1961, 
62, 623-630. 
Mitchell, D. F., and Singh, S. Perceptual structure of 16 
prevocalic English consonants sententially embedded. 
Journal of the Acoustical Society of America, 1974, 55, 
1355-1357. 
Newman, S. S. Further experiments in phonetic symbolism. 
American Journal of Psychology, 1933, 45, 53-75. 
55 
Oehman, S. E. G. Coarticulation in VCV utterances: spectro-
graphs measurements. Journal of the Acoustical Society 
of America, 1966, 39, 151-168. 
Paget, R. Human speech. New York: Harcourt, Brace, 1930. 
Peterson, G. E., and Barney, H. C. . Control methods used in 
a study of the vowels. Journal of the Acoustical So-
ciety of America, 1952, 24, 175-HT4. 
Plato. Cratylus. In B. Jowett (Ed.), The Dialogues of Plato, 
Vol. 1. Oxford: Clarendon Press, 1892. Pp. 25T:=2'W. 
Rubenstein, H., and Aborn, M. Psycholinguistics. Annual Re-
view of Psychology, 1960, 11, 291-322. 
Sapir, E. Language. New York: Harcourt, Brace, 1921. 
. A study in phonetic symbolism. Journal of Experi-
mental Psychology, 1929, 12, 225-239. 
Saporta, S. Relations between psychological and linguistic 
units. In C. E. Osgood and T. A. Sebeok (Eds.), 
Psycholinguistics. Bloomington: Indiana University 
Press, 1965, Pp. 60-65. 
Sharf, D. J. Perceptual parameters of consonant sounds. 
Language and Speech, 1971, 14, 169-171. 
Shriberg, L. D. Phonetic symbolism in four voiceless frica-
tives. Perceptual and Motor Skills, 1970, 30, 295-299. 
Siegel, Silverman, and Markel. On the effects of mode of 
presentation on phonetic symbolism. Journal of Verbal 
Learning and Verbal Behavior, 1967, 6~, 171-17TT 
Singh, S. Perceptual similarities and minimal phonemic dif-
ferences. Journal of Speech and Hearing Research, 1971, 
14, 113-124. 
, and Becker, G. M. A comparison of 4 feature systems 
using data from 3 psychological methods. Journal of 
Speech and Hearing Research, 1972, 15, 821-830. 
, and Black, J. W. Study of 26 intervocalic consonants 
"as spoken and recognized by four language groups. 
Journal of the Acoustical Society of America, 1966, 39, 
372-387. 
_, and Woods, D. R. Perceptual structure of 12 American 
English vowels. Journal of the Acoustical Society of 
America, 1971, 49, 1861-1966. 
56 
; Woods, D. R.; and Becker, G. M. Perceptual structure 
of 22 prevocalic English consonants. Journal of the 
Acoustical Society of America, 1972, 52, 1698-T713T-
Slobin, D. I. Antonymic phonetic symbolism in three natural 
languages. Journal of Personality and Social Psychology, 
1968, 10, 301-305 
Solomon, L. N. Search for physical correlates to psycholo-
gical dimensions of sounds. Journal of the Acoustical 
Society of America, 1959, 31, 492-497. 
Tarte, R. D., and Barritt, L. S. Phonetic symbolism in adult 
native speakers of English: Three studies. Language 
and Speech, 1971, 14, 158-168. 
Taylor, I. K. Phonetic symbolism re-examined. Psychological 
Bulletin, 1963, 60, 200-209. 
. Note on phonetic symbolism. Perceptual and Motor 
Skills, 1965, 20, 803-804. 
. Phonetic symbolism and vocabulary learning: Reply to 
Asher. Perceptual and Motor Skills, 1965, 20, 842. 
. An anatomy of words used in a word-matching phonetic 
symbolism experiment. Journal of General Psychology, 
1967, 76, 231-239. 
, and Taylor, M. Phonetic symbolism in four unrelated 
languages. Canadian Journal of Psychology, 1962, 16, 
344-356. 
. Another look at phonetic symbolism. Psychological 
Bulletin, 1965, 64, 413-427. 
Tsuru, S., and Fries, A. A. A problem in meaning. Journal 
of General Psychology, 1933, 8, 281-284. 
Vetter and Tennant. Oral-gesture cues in sound symbolism. 
Perceptual and Motor Skills, 1967, 24, 54. 
Webster's New Collegiate Dictionary. Springfield, Mass.: G. 
and C. Merriam, 1975. 
Weiner, F. F., and Singh, S. Multidimensional analysis of 
choice reaction time judgments on pairs of English 
fricatives. Journal of Experimental Psychology, 1974, 
102, 615-620. 
Weiss, J. H. Phonetic symbolism re-examined. Psychological 
Bulletin, 1964, 61, 454-458. 
57 
. The role of stimulus meaningfulness in the phonetic 
symbolism response. Journal of General Psychology, 1964, 
70, 255-263. 
Wickelgren, W. A. Distinctive features and errors in short-
term memory for English vowels. Journal of the Acous-
tical Society of America, 1965, 38, 583-5F8". 
. Distinctive features and errors in short-term memory 
for English consonants. Journal of the Acoustical So-
ciety of America, 1966, 39, 388-33F. 
Wicker, F. W. Scaling studies of phonetic symbolism. Journal 
of Personality and Social Psychology, 1968, 10, 175-182. 
Wright, P. Linguistic description of auditory signals. 
Journal of Applied Psychology, 1971, 55, 244-250. 
Additional Bibliographical Sources 
Amy, Gerard. Reference points for understanding the evolu-
tion of psycholinguistics. (French) Cahiers de Psycho-
logie, 1973, 16 (Whole Nos. 2-4). 
Artemov, V. A. Intonatsiya i_ zvukovoi sostav. (Intonation 
and acoustic composition."] Moscow: Moscow University, 
1965. (English summary.) 
Atzet and Gerard. A study of phonetic symbolism among native 
Navajo speakers. Journal of Personality and Social 
Psychology, 1965, 1, 524-578". 
Barik, H. C. Some critical comments on visual presentation 
in word-matching studies of phonetic symbolism. Lang-
uage and Speech, 1969, 12, 175-179. 
Birch, D., and Erickson, M. Phonetic symbolism with respect 
to three dimensions from the semantic differential. 
Journal of General Psychology, 1958, 58, 291-297. 
Black, J. W. The processing of heard and viewed verbal 
materials. Acta Symbolica, 1972, 3, 100-105. 
; Singh, S.; and Janocosek. Multidimensional analysis 
of the perceptual uniqueness of 3T English consonantal 
clusters. Columbus: Ohio State University Research 
Foundation, No. 16, 1974, 14 pp. 
Blumenthal, A. L. Language and psychology: Historical as-
pects of psycholinguistics. New York: John Wiley, 1970. 
58 
Brenner and Hjelmquist. Psycholinguistics: Foundations and 
research approaches: II. From Chomsky (1965) to 
Chomsky (1971) . G'oteborg Psychological Reports, 1974, 
4, 26 pp. 
Brown, R., et a_l. (Eds.) . Psycholinguistics: Selected 
Papers by Roger Brown. New York: Free Press, 1970. 
Coleman, E. B. Generalizing to a language population. 
Psychological Report, 1964, 14, 219-226. 
Deese, J. Psycholinguistics. Boston: Allyn and Bacon, 1970. 
Ertel, S. Psychophonetische Zusammenhange. (Psychophonetic 
associations.) In F. Merz (Ed.), Bericht uber den 25. 
Kongress der deutschen Gesellschaft~±ur Psychologie, 
Miinster 1966, pp. 627-634. (English summary.) 
. 1st Lautcharacter sprachspezifisch oder universell? 
(Is the sound character of a language specific or uni-
versal?) Studia Psychologica, 1966, 8, 216-230. 
. Auf dem Glatteis der Methodik in Experimenten zur 
Lautsymbolik. (Methodological problems in experiments 
of phonetic symbolism.) Zeitschrift fur experimentelle 
und angewandte Psychologies 1966, U, 110-132. 
Fonagy, I. Les bases pulsionnelles de la phonation. (The 
instinctual bases of phonation.) Revue Francaise de 
Psychanalyse, 1970, 34, 101-136. 
Girotti, G., and Dogana, F. Uno studio in tema di simpolismo 
fonetico: L'espressione fonetica di dimensioni tatili. 
(Study on phonetic symbolism: Phonetic expression of 
tactile dimensions.) Contributi dell'Instituto di 
Psicologia, 1970, 30, 377-415. 
Greene, J. Psycholinguistics: Chomsky and Psychology. 
Baltimore: Penguin, 1972. 
Higginbottom, E. M. A study of the representation of English 
vowel phonemes in the orthography. Language and Speech, 
1962, 5, 67-117. 
Hormann, H. Psycholinguistics: An introduction to research 
and theory (H. H. Stern, trans."H New York: Springer-
Verlag, 1970. 
Iritani, T. Dimensions of phonetic symbolism: An inquiry 
into the dynamic-expressive features in the symboliza-
tion of non-linguistic sounds. International Journal 
of Psychology, 1969, 4, 9-19„ 
59 
Jakobovits, L. A. The effect of symbols: Towards the devel-
opment of a cross-cultural graphic differential. 
International Journal of Symbology, 1969, 1, 28-52. 
Langer and Rosenberg. Symbolic meaning and color naming. 
Journal of Personality and Social Psychology, 1966, 4, 
364-373. : 
McGinley, H. Relationship between denotative and connota-
tive meaning as an intrasubject phenomenon. Perceptual 
and Motor Skills, 1971, 32, 207-211. 
McMurray, G. A. Meaning associated with the phonetic struc-
ture of unfamiliar foreign words. Canadian Journal of 
Psychology, 1960, 14, 166-174. 
Markel, N. N. (Ed.). Psycholinguistics: Introduction to the 
study of speech and personality. Homewood, 111.: 
Dorsey, 1969. 
Miller, G. A. The psychology of communication: Seven essays. 
Baltimore: Penguin, 1969. 
Osgood, C. E.; Suci, G. J.; and Tannenbaum, P. H. The mea-
surement of meaning. Urbana: University of Illinois 
Press, 19BT. 
Park, T.-Z. Linguistiche Bedingungen fur Lautzymbolische 
Experimente. (Linguistic conditions for phonetic sym-
bolism experiments.) Psychologische Beitrage, 1970, 12, 
227-240. (English summary.) 
Peterfalvi, J.-M. Etude du symbolisme phonetique par l1-
appariement de mots san signification a des figures. 
(A study in phonetic symbolism by matching meaningless 
words with drawings.) Annee Psychologique, 1964, 64, 
411-432. 
Peters, R. W. Dimensions of perception for consonants. Jour-
nal of the Acoustical Society of America, 1963, 35, 198 5. 
Powell, C. Sound and meaning correlates of word preferences. 
Journal of General Psychology, 1973, 88, 45-53. 
Rich, S. The perception of emotion. Unpublished honors 
thesis. Radcliffe College, 1953. Cited in Taylor 
(1963, p. 202). 
Slobin, D. I. Developmental psycholinguistics. In W. 0. 
Dingwall, ed., A survey of linguistic science. Univer-
sity of Maryland, 1971. 
60 
Psycholinguistics. Scott, Foresman, 1971. 
Steinberg, D. D., and Jakobovits, L. A. Semantics; An 
Interdisciplinary reader in philosophy, linguistics and 
psychology. London: CamEFidge University Press, 1971. 
Taylor, I. Kritik an Ertel und Dorsts Expressiver Laut-
symbolik. (Criticism of Ertel and Dorst's expressive 
phonetic symbolism) Zeitschrift fur experimentelle und 
angewandte Psychologie, 1966, 13, 100-109. 
Thorndike, E. L. Euphony and cacaphony of English words and 
sounds. Quarterly Journal of Speech, 1944, 30, 201-207. 
Walker, H. J. Imagery ratings for 338 nouns. Behavior Re-
search Methods and Instrumentat ion, 1970, T~, 165-167 . 
Werner, H., and Kaplan, B. Symbol formation. New York: 
Wiley, 1963. 
Wertheimer, M. The relation between the sound of a word and 




[+ v o c a l i c ] 
/ 1 / 
/ r / 
/ i / 
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/ e i / 
/ £ / 
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