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SHARP ASYMPTOTICS OF THE FIRST EIGENVALUE ON SOME
DEGENERATING SURFACES
HENRIK MATTHIESEN AND ANNA SIFFERT
Abstract. We study sharp asymptotics of the first eigenvalue on Riemannian sur-
faces obtained from a fixed Riemannian surface by attaching a collapsing flat handle
or cross cap to it. Through a careful choice of parameters this construction can be
used to strictly increase the first eigenvalue normalized by area if the initial surface has
some symmetries. If these symmetries are not present we show that the first eigenvalue
normalized by area strictly decreases for the same range of parameters. These results
are the main motivation for the construction in [MS19], where we show a monotonicity
result for the normalized first eigenvalue without any symmetry assumptions.
1. Introduction
For a closed Riemannian surface (Σ, g) the (positive) Laplace operator acting on
functions has discrete spectrum. We list its eigenvalues – counted with multiplicity – as
0 = λ0(Σ, g) < λ1(Σ, g) ≤ λ2(Σ, g) · · · → ∞.
The goal of this article is to understand the asymptotics of the scale invariant quantity
λ1(Σ, g) area(Σ, g) for a family of surfaces Σε,h obtained from the surface Σ by attaching
a flat handle Cε,h or cross cap Mε,h of height h and radius ε that decreases – see
Section 1.1 and Section 1.2 below for the explicit constructions.
Variants of this problem have been studied before by various authors, see [Ann87,
Ann86, Ann90, Pos00, Pos03, CES03], but with much less precise asymptotics than we
obtain here.
The motivation to study this question stems from the maximization problem for
the first eigenvalue normalized by area on a closed surface of fixed topological type –
see [MS17, MS19] and references therein for a short introduction to this problem. In
[Pet14], Petrides proved that one can find a maximizing metric provided the sharp con-
stant strictly increases in terms of the topology of the surface. A special case of this
was already present in Nadirashvili’s solution of Berger’s isoperimetric problem [Nad96].
More generally, one can ask the following question:
Given a closed surface Σ, let Σ′ be obtained from Σ by attaching a handle or a cross
cap. Can one find a metric g′ on Σ′ such that
λ1(Σ, g) area(Σ, g) < λ1(Σ
′, g′) area(Σ′, g′) ?
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2 HENRIK MATTHIESEN AND ANNA SIFFERT
The obvious strategy that one would like to implement in order to prove such a result
is to consider a family of surfaces Σε (e.g. Σε,h as described above) that is obtained from
Σ by attaching a tiny handle or cross cap and study the asymptotics of the first eigen-
value as the handle or cross cap, respectively, collapses. The hope is that the potential
loss in the eigenvalue is compensated by the gain in area from the attached region. It
turns out that in some cases, one can in fact achieve this by means of the surfaces Σε,h
mentioned above. In many other cases this seems much harder as we show that for the
very same construction λ1(Σ, g) area(Σ, g) strictly decreases for exactly those parame-
ters for which the construction works under some symmetry assumption. Still, in this
case we can identify the mechanism behind this to some extent. This understanding is
the starting point in [MS19] where we give a positive answer to the above question with-
out any restrictions on Σ by means of a much more involved construction. In [MS19]
we adapt many of the technical tools from here. For the sake of readability and in order
to keep both papers self-contained we decided to include the corresponding arguments
here and in [MS19]. In particular, corresponding versions of the robust pointwise bound
Lemma 2.1 and the construction of good quasimodes in Section 4.2 are two of the key
technical ingredients in [MS19].
Before we can precisely state our main result, we need to introduce the two parameter
family Σε,h of surfaces that we are working with.
1.1. Attaching a flat cross cap. Let (Σ, g) be a closed Riemannian surface. We fix
some point x0 ∈ Σ and denote by U a coordinate neighborhood containing x0, such that
g is conformal to the Euclidean metric in U, that is g = fge with f a smooth, positive
function and ge the Euclidean metric. By dilations we may and will assume from here
on that we have f(x0) = 1. Let Bεk = Bge(x0, ε
k) be a ball centered at x0 with radius
εk with respect to ge, where k ∈ N. We want to glue a cross cap
Mε,h = S1(ε)× [0, h]/ ∼,
where (θ, t) ∼ (θ + pi, h− t), endowed with its canonical flat metric along its boundary
to Σ \Bεk . More precisely, we consider the surface
Σε,h := (Σ \Bεk) ∪∂Bε Mε,h,
which we endow with the (non-smooth) metric gε,h given by g on Σ \ Bεk and by the
flat metric on Mε,h. Below we assume k > 4 for technical reasons.
1.2. Attaching a flat cylinder. Similarly as above, we consider
Cε,h = S1(ε)× [0, h]
endowed with its canonical flat metric.
For two distinct points x0, x1 ∈ Σ such that g is smooth near xi, we take conformally
flat neighborhoods as above, which we endow with Euclidean coordinates. We then
consider the surface
Σε,h = (Σ \ (Bεk(x0) ∪Bεk(x1))) ∪∂Bεk (x0)∪∂Bεk (x1) Cε,h,
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Figure 1. A part of the surface Σε,h
where the balls Bεk(x0) and Bεk(x1) are again with respect to the Euclidean metric.
Moreover, without loss of generality, these balls are are assumed to be disjoint. For
technical reasons we again assume k > 4.
1.3. Main results. Given the construction of the surfaces Σε,h, we can now state our
first main result concerning surfaces whose first eigenfunctions all have some symmetry.
In both constructions of Σε,h, we restrict to parameters h ∈ [h0, h1], where hi are
chosen such that
pi2/h21 < λ1(Σ) < pi
2/h20 < λK+1(Σ),
where K = mult(λ1(Σ)) denotes the multiplicity of λ1(Σ). Note that
1
λ0(Mε,h) = λ0(Cε,h) =
pi2
h2
.
Theorem 1.1. Let (Σ, g) be a closed Riemannian surface.
(i) Assume there is x0 ∈ Σ such that φ(x0) = 0 for any λ1(Σ)-eigenfunction φ.
Then
λ1(Σε,h0) area(Σε,h0) > λ1(Σ, g) area(Σ, g)
for ε sufficiently small; where Σε,h is obtained from Σ by attaching a cross cap
near x0 as above.
(ii) Assume that there are distinct points x0, x1 ∈ Σ such that φ(x0) +φ(x1) = 0 for
any λ1(Σ)-eigenfunction φ. Then, for ε sufficiently small, there is hε ∈ [h0, h1]
such that
λ1(Σε,hε) area(Σε,hε) > λ1(Σ, g) area(Σ, g),
where Σε,h is obtained from Σ by attaching a flat cylinder near x0 and x1 as
above.
Remarks 1.2. 1) The conclusion from the first part holds for attaching handles as well.
There are two options to obtain this. The first option is to keep the flat product metric
on Cε,h but attach it close to points x0 and xε, where d(xε, x0) ∼ εl with 1 < l < k. The
second option is to use the construction described below with a = aε → 0 sufficiently
fast.
1The notational convenience originating here is the reason for the not very geometric convention in
the notation of Mε,h.
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2) Part (ii) of Theorem 1.1 can be generalized as follows. If there is a > 0 and distinct
points x0, x1 ∈ Σ such that φ(x0) + aφ(x1) = 0 for any λ1(Σ)-eigenfunction φ the same
result holds for a slightly adopted construction of Σε,h. In this case one has to shrink
the length of the fibres of the cylinder by the factor a on one half of the cylinder. For
reasons of clarity we restrict ourselves to a = 1.
As a consequence2, when combined with [NS19, Pet14], we obtain the following corol-
lary.
Corollary 1.3. There exists a maximizing metric, smooth away from at most finitely
man conical singularities, for λ1(Σ, g) area(Σ, g) on the surface Σ of genus three.
In [MS19] we provide a construction that gives the monotonicity results from The-
orem 1.1 for any closed Riemannian surface without any symmetry assumptions. In
particular, we obtain the analogue of Corollary 1.3 for closed surfaces of any topological
type. The construction in [MS19] is motivated by the negative result Theorem 1.6 below
and is significantly more involved than the construction carried out in this article. We
think that it is worth understanding the precise asymptotics for the surfaces Σε,h to get
an idea of the problems that the construction in [MS19] has to overcome.
We denote by h∗ the unique positive parameter such that
λ0(Cε,h∗) = λ0(Mε,h∗) = λ1(Σ).
The range of parameters in the second part of Theorem 1.1 provided by our argument
is very concrete. In particular, we have that
(1.4) hε = h∗ + o(ε1/2).
Our second main result below gives precise asymptotics for this range of parameters h
if we do not have the symmetry assumption from Theorem 1.1. In particular it shows
that the first eigenvalue normalized by area decreases in this range.
In order to reduce the technicalities a bit we focus on the case in which the cross cap
is attached to a point in which not all the eigenfunctions vanish. The analogous result
holds for the case of the cylinder that is attached near points x0 and x1 such that there
is a a λ1(Σ)-eigenfunction φ with φ(x0) + φ(x1) 6= 0.
For dimensional reasons we may choose an orthonormal basis (φ0, . . . , φK−1) of the
λ1(Σ)-eigenspace such that
φ1(x0) = · · · = φK−1(x0) = 0.
and
φ0(x0) ≥ 0.
2To be precise this needs an additional smoothing argument not carried out here. This is only a
minor problem (see [MS19, Section 10] for details).
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Fix some large D > 0 and let fε : [h∗ − Dε1/2, h∗ + Dε1/2] → (0,∞) be the unique
positive function3 given implicitly4 by
(1.5) f2ε − 1 = −
(
h
2pi
)3/2 λ1(Σ)− λ
φ0(x0)
ε−1/2fε,
where λ denotes the Dirichlet eigenvalue λ0(Mε,h) and we already assume that φ0(x0) >
0.
It is worth pointing out that
fε(h∗) = 1
for any ε > 0. More generally, fε is positive and uniformly bounded from below on
scales h∗ ± τε1/2 for fixed τ > 0.
Theorem 1.6. If φ0(x0) 6= 0 the first eigenvalue of Σε,h is given by
(1.7) λ1(Σε,h) = λ1(Σ)− fε(h)−1λ1(Σ)φ0(x0)ε1/2 +O(ε log(1/ε))
uniformly for ε→ 0 and h ∈ [h∗ −Dε1/2, h∗ +Dε1/2] as long as D > 0 is fixed.
Remark 1.8. With some more care for the error terms our arguments can in fact be
used to improve this, e.g. to uniform control in [h∗ + ε1/3, h∗ − ε1/3]. In view of (1.4)
the parameters on scales h∗± ε1/2 seem to be the most interesting ones. Also the main
transition happens at these scales: Given any r ∈ (0, 1), there is D > 0 such that the
the normalized first eigenfunction uε,h has ‖uε,h‖L2(Σ\B
εk
) ∈ (0, r)∪ (1− r, 1) outside of
[h∗ −Dε1/2, h∗ +Dε1/2].
The key point in the proof is to understand the interaction of the two distinct parts
of the spectrum of Σε,h - the part resembeling the spectrum of Σ and the part belonging
to the Dirichlet spectrum of Mε,h. This is also the key technical problem in [MS19],
where the same problem appears on a much smaller - thus less feasible - scale.
Outline. Section 2 contains pointwise estimates for the eigenfunctions of Σε,h. The
spectrum of Σε,h and the convergence of the eigenfunctions on Σε,h as ε → 0 are dis-
cussed in Section 3. In Section 4 we construct approximate eigenfunctions on Σε,h which
will be used in Section 5 to prove the main results, i.e. Theorem 1.1 and Theorem 1.6.
Acknowledgements. The first named author would like to thank his former advisor
Werner Ballmann for a helpful discussion on Green’s functions. The second named
author would like to thank the Max Planck Institute for Mathematics in Bonn for
financial support and excellent working conditions.
2. Pointwise Estimates for Eigenfunctions
In this section we provide estimates for the eigenfunctions in the attaching region.
We will use these later to obtain closeness of the restrictions to the collapsing part to
Dirichlet-eigenfunctions.
3Note that for h fixed the equation below is a quadratic equation for fε, that has two real solutions
with different signs.
4The key point to prove is that this function describes the ratio of concentration on Σ and Mε,h for
the first eigenfunction on Σε,h
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Let x ∈ Σ be the center of a ball Bεk(x) which is removed from Σ in the construction
of Σε,h. In the case of attaching a cylinder we have x ∈ {x0, x1}, in the case of attaching
a cross cap we have x = x0.
In order to understand the spectrum of Σε,h, we need some bounds for eigenfunctions
with bounded energy on ∂Bεk(x). For ease of notation, we assume that the ball B1(x) ⊂
Σ can be endowed with conformal coordinates. In the case of attaching a cylinder, we
also assume that the two balls B1(x0) and B1(x1) are disjoint.
Lemma 2.1. Let uε,h be an L
2-normalized eigenfunction on Σε,h with eigenvalue λ ≤ Λ.
There is a constant C depending on Λ and k (from the construction of Σε,h), such that
the following holds. If we use Euclidean polar coordinates (r, θ) centered at x we have
the uniform pointwise bounds
(2.2) |uε,h|(r, θ) ≤ C log (1/r) ,
for εk ≤ r ≤ 1/2 and
(2.3) |∇uε,h|(r, θ) ≤ C/r
for 2εk ≤ r ≤ 1/2.
Note that Lemma 2.1 is related5 to the integral bound
(2.4)
ˆ
∂B
εk
(x)
|ϕ|2dH1 ≤ Cεk log(1/εk)‖ϕ‖2W 1,2(B1(x)\Bεk (x))
that holds for any ϕ ∈ W 1,2(Σε,h) and which can be proved by a straightforward com-
putation in polar coordinates.
Proof. Recall that we have identified a conformally flat neighborhood of x with B1 =
B(0, 1) ⊂ R2, such that x = 0. First, observe that, up to radius 2εk (2.2) is a direct
consequence of (2.3). In fact, by the standard elliptic estimates [Tay11a, Chapter 5.1],
the functions uε,h are uniformly bounded in C
∞ within compact subsets of Σ \ {x0}.
Given this, we can integrate the bound (2.3) from ∂B1/2 to ∂Br and find (2.2).
The bound (2.3) follows from standard elliptic estimates after rescaling the scale r to
a fixed scale. More precisely, we consider the rescaled functions wr(z) := uε,h(rz). On
B1 \Bεk the metric of Σ is uniformly bounded from above and below by the Euclidean
metric. Hence we can perform all computations in the Euclidean metric.
Since the Laplace operator is conformally covariant in dimension two, wr solves the
equation
(2.5) ∆ewr = r
2frλεwr,
with fr(z) = f(rz) a smooth function and ∆e the Euclidean Laplacian. Since f ∈ C∞,
we have uniform C∞-bounds on fr for r ≤ 1. Taking derivatives, we find that
(2.6) ∆e∇wr = r2λε∇(frwr),
5It is not hard to improve (2.2) to log1/2(1/ε), but we do not need this.
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where also the gradient is taken with respect to the Euclidean metric. Since λε ≤ Λ the
scaling invariance of the Dirichlet energy implies that
λ2ε
ˆ
B3\B1/2
|∇(frwr)|2 = λ2ε
ˆ
B3r\Br/2
|∇(fuε,h)|2
≤ 2λ2ε
ˆ
B3r\Br/2
f2|∇uε,h|2 + u2ε,h|∇f |2
≤ C
by assumption. In particular, the right hand side of (2.6) is bounded by Cr2 in L2(B3 \
B1/2). Therefore, by standard elliptic estimates [Tay11a, Chapter 5.1], we have
sup
{1≤s≤2}
|∇wr|(s, θ) ≤ Cr2 + C|∇wr|L2(B3\B1/2) ≤ C,
which scales to
sup
{r≤s≤2r}
|∇uε,h|(s, θ) ≤ C/r,
with C independent of r. This proves the estimate for r ≥ 2εk.
To get the estimate (2.2) for the remaining radii we invoke the De Giorgi–Nash–Moser
estimate. We fix y ∈ ∂B(x, εk) and consider the neighbourhood
Uε,h(y, α) = {z ∈ Σ \Bεk : de(y, z) ≤ αεk} ∪ {z ∈Mε,h : d(y, z) ≤ αε}.
We rescale the metric on Uε,h(y, 4) by the singular conformal factor
fε,h =
{
ε−2k in Uε,h(y, 4) ∩ (Σ \B(x, εk))
ε−2 in Uε,h(y, 4) ∩Mε,h.
More precisely, we consider the metric lε = fε,hgε,h, where gε,h is the metric on Σε,h.
Consider the function
wε,h = uε,h − (uε,h)Uε,h(y,4),
where (uε,h)Uε,h(y,4) denotes the mean value of uε,h on Uε,h(y, 4) with respect to the
rescaled metric lε,h. By the conformal invariance of the Dirichlet energy, we find that
wε,h has gradient bounded in L
2 with respect to the rescaled metric,
(2.7)
ˆ
Uε,h(y,4)
|∇wε,h|2dAlε,h ≤ C.
It is easy to see that the rescaled metric lε,h on Uε,h(y, 4) is uniformly bounded from
above and below almost everywhere by a fixed metric. In fact, on Mε,h ∩ Uε,h(y, 4) the
metric lε,h is the metric of a fixed flat cylinder, and on Σ\B(x, εk)∩Uε,h(y, 4) the metric
lε,h is close to the standard flat metric on (a subset of) the unit disk. Therefore there
is a constant C independent of ε, h and y such that
(2.8)
ˆ
Uε,h(y,4)
|wε,h|2dAlε,h ≤ C
ˆ
Uε,h(y,4)
|∇wε,h|2dAlε,h .
Now observe that wε,h is a weak solution to the equation
(2.9) ∆lεwε,h =
1
fε,h
∆gε,huε,h =
1
fε,h
λεuε,h,
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thanks to the conformal covariance of the Laplacian in dimension two, which is easily
checked to hold also in the singular context required for the above equation. Finally,
note that the right hand side of (2.9) is bounded in L2(Uε,h(y, 4), dAlε,h). Thanks to
this, (2.7), (2.8), and (2.9) we can apply the inhomogeneous De Giorgi–Nash–Moser
estimates (see e.g. [Tay11b, Chapter 14.9]) to obtain
sup
p,q∈Uε,h(y,2)
|wε,h(p)− wε,h(q)| ≤ C.
Since this is scale invariant, independent of ε, h and y this implies (2.2). 
3. The limit spectrum
In this section we discuss the spectrum of Σε,h and the convergence of the eigen-
functions on Σε,h as ε → 0. We mainly restrict our discussion to the surfaces Σε,h =
(Σ \ Bε) ∪∂Bε Mε,h. The discussion for glueing handles is similar or identical. We will
indicate the necessary changes.
For fixed h > 0 denote by
0 = ν0,h < ν1,h ≤ ν2,h ≤ . . .
the reordered union (counted with multiplicity) of the eigenvalues of Σ and of those
eigenvalues on Mε,h that correspond to rotationally symmetric functions. Note that the
latter are precisely the limits of eigenvalues on Mε,h has ε→ 0.
Also, for u ∈ W 1,2(Σ \Bε), we write u˜ ∈ W 1,2(Σ) for the function which is given by
u in Σ \Bε and by the harmonic extension of u|∂Bε to Bε.
Theorem 3.1. For any l ∈ N we have that
lim
ε→0
λl(Σε,h) = νl,h
uniformly in h ∈ [h0, h1]. Moreover, for a sequence of normalized eigenfunctions uε,h on
Σε,h with uniformly bounded eigenvalue we have subsequential convergence as follows.
(1) On Σ we have that
u˜ε|Σ\Bε → φ
in L2(Σ), where φ is an eigenfunction on Σ; and
(2) On Mε,h we have thatˆ
Mε,h
|uε,h − ε−1/2ψ|2 ≤ Cε log(1/ε),
where ε−1/2ψ is a rotationally symmetric Dirichlet eigenfunction eigenfunction
on Mε,h.
Most of this material is contained in [Ann86, Pos00, Pos03], where the case of handles
of fixed height h and k = 1 is covered. The key ingredient for the case k > 1 is the
pointwise bound from Lemma 2.1. The quantitative estimate in the second item above
seems to be new. It is a crucial ingredient to obtain Theorem 1.6.
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Proof of Theorem 3.1. Step 1: Asymptotic upper bound
Let ηε be a log cut-off function,
ηε =
{
1 in Σ \Bεk/2(x0)
1− log(|x|/εk/2)
log(εk/2)
in Bεk/2(x0),
and φ : Σ→ R be a normalized eigenfunction with eigenvalue λ, then
(3.2)
ˆ
Σε,h
|∇(ηεφ)|2 ≤ λ+ C
log1/2(1/ε)
,
since φ and |∇φ| are bounded. Similarly, for to orthogonal eigenfunctions φ1, φ2 we that∣∣∣∣∣
ˆ
Σε,h
(ηεφi)(ηεφj)− δij
∣∣∣∣∣+
∣∣∣∣∣
ˆ
Σε,h
∇(ηεφi)∇(ηεφj)− δij
∣∣∣∣∣ ≤ Cε2k + Clog1/2(1/ε) .
Moreover, for any two Dirichlet eigenfunctions on Mε,h their extension by 0 to all of
Σε,h are clearly orthogonal in L
2(Σ) and W 1,2(Σ) and have disjoint support with all the
functions ηεφ as above. The asymptotic upper bound on the eigenvalues follows now
immediately from the variational characterisation of the eigenvalues.
Step 2: Asymptotic lower bound
If uε,h is a normalized eigenfunction with uniformly bounded eigenvalue on Σε,h, it
follows from the maximum principle and Lemma 2.1, that
sup
Mε,h
|vε,h| ≤ sup
∂Mε,h
|vε,h| = sup
∂B(x,εk)
|uε| ≤ C log(1/εk)
for vε,h the harmonic extension to Mε,h. This implies
(3.3)
ˆ
Mε,h
|vε,h|2 ≤ Cε| log(ε)|.
uniformly in h ∈ [h0, h1].
Let now wε,h be a normalized linear combination of the first (l+ 1)-eigenfunctions on
Σε,h and write tε,h for the harmonic extension of wε,h|∂Mε,h to Mε,h. For dimensional
reasons, we may choose wε,h orthogonal to the first m Neumann eigenfunctions on
Σ \Bεk and such that wε,h− tε,h is orthogonal to the first n Dirichlet eigenfunctions on
Mε,h provided m+ n ≤ l.
First note that since wε,h|Mε,h − tε,h ∈ W
1,2
0 (Mε,h), we obtain from integration by
parts that ˆ
Mε,h
∇(wε,h − tε,h) · ∇tε,h = 0.
This is turn implies thatˆ
Mε,h
|∇(wε,h − tε,h)|2 =
ˆ
Mε,h
|∇wε,h|2 −
ˆ
Mε,h
|∇tε,h|2 ≤
ˆ
Mε,h
|∇wε,h|2.
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We then find thatˆ
Σε,h
|∇wε,h|2 ≥
ˆ
Σ\B
εk
|∇wε,h|2 +
ˆ
Mε,h
|∇(wε,h − tε,h)|2
≥ µm(Σ \Bεk)
ˆ
Σ\B
εk
|wε,h|2 + λn(Mε,h)
ˆ
Mε,h
|wε,h − tε,h|2
≥ µm(Σ \Bεk)
ˆ
Σ\B
εk
|wε,h|2 + λn(Mε,h)
ˆ
Mε,h
|wε,h|2 − Cε1/2 log(1/εk)
≥ min{µm(Σ \Bεk), λn(Mε,h)}
ˆ
Σε,h
|wε,h|2 − Cε1/2 log(1/ε),
where we have used (3.3) and our choice of wε,h. The asymptotic lower bound now
follows easily by choosing m and n appropriately using Lemma 3.5 below.
Step 3: Convergence of eigenfunctions
Let uε,h be a normalized eigenfunction with uniformly bounded eigenvalue λε,h. Since
the harmonic extension of uε,h|Σ\B
εk
to Σ is uniformly bounded in W 1,2(Σ) we get from
the compact Sobolev embedding subsequential convergence ˜uε,h|Σ\B
εk
→ φ weakly in
W 1,2(Σ) and strongly in L2(Σ). Since C∞c (Σ\Bεk) ⊂W 1,2(Σ) is dense the weak conver-
gence easily implies that φ either vanishes identically or is a non-trivial eigenfunction
with eigenvalue limε→0 λε,h. From the pointwise bound, the maximum principle and
strong convergence in L2(Σ) we find that ‖uε,h‖L2(Σ\B
εk
) → ‖φ‖L2(Σ).
If ψε,h,l is a normalized λl(Mε,h)-Dirichlet eigenfunction on Mε,h, we can test the
corresponding eigenvalue equation against uε,h − vε,h ∈W 1,20 (Mε,h) and find that
λl(Mε,h,l)
ˆ
Mε,h
ψε,h,l(uε,h − vε,h) =
ˆ
Mε,h
∇ψε,h,l∇(uε,h − vε,h)
= λε,h
ˆ
Mε,h
ψε,h,luε,h.
This implies
(3.4) (λl(Mε,h)− λε,h)
ˆ
Mε,h
uε,hψε,h,l = λl(Mε,h)
ˆ
Mε,h
vε,hψε,h,l.
Note that the Dirichlet spectrum of Mε,h is simple below any Λ > 0 for ε sufficiently
small. Therefore, the computation above implies thanks to (3.3) and Ho¨lder’s inequality,
that, up to taking a subsequence, there can be at most one l∗ such that the integral on
the left hand side of (3.4) does not limit to zero. By taking the square in(3.4) we find
that (ˆ
Mε,h
uε,hψε,h,l
)2
≤
(
1 +
Λ
c
)2(ˆ
Mε,h
vε,hψε,h,l)
)2
where we use that the spectrum of Mε,h is uniformly separated and simple below Λ for
h ∈ [h0, h1] provided ε is sufficiently small. Since the Dirichlet eigenfunctions form an
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orthonormal basis of L2(Mε,h) this implies thanks to the pointwise bound (3.3) that
ˆ
Mε,h
∣∣∣∣∣uε,h −
(ˆ
Mε,h
uε,hψε,h,l∗
)
ψε,h,l∗
∣∣∣∣∣
2
≤ C
(
1 +
Λ
c
)2
ε log(1/εk)
uniformly in h ∈ [h0, h1]. 
Above we used the following result for the Neumann spectrum of Σ \Bεk .
Lemma 3.5. The spectrum of Σ \ Bεk with Neumann boundary conditions converges
to the spectrum of Σ. Moreover, for any sequence εl → 0 and orthonormal eigenfunc-
tions uεl1 , . . . u
εl
k on Σ \ Bεl , with uniformly bounded eigenvalues, we have subsequential
convergence u˜εli → ui in L2(Σ), where u1, . . . , uk are orthonormal eigenfunctions on Σ.
Proof. The asymptotic upper bound on the eigenvalues follows from the same cut-
off argument used in the first step above (cf. (3.2)). The functions u˜ε ∈ W 1,2(Σ)
are uniformly bounded in W 1,2(Σ) by [RT75, p. 40]. Therefore, using that C∞c (Σ \
{x0}) ⊂W 1,2(Σ) is dense, the asymptotic lower bound is a straightforward consequence
of a standard compactness argument combined with the compact Sobolev embedding
on Σ as in the third step above. The assertion concerning the convergence of the
eigenfunctions follows from the arguments above, combined with Lemma 2.1 and the
maximum principle. 
4. Construction of quasimodes
In this section we first briefly discuss the spectrum and the eigenfunctions of the
cross cap attached to Σ for the construction of Σε,h. Afterwards, we construct various
different types of quasimodes, i.e. approximate eigenfunctions. These can be used to
approximately locate eigenvalues and functions. Denote by (uε,h,l)l∈N an orthonormal
basis of eigenfunctions on Σε,h.
Lemma 4.1 (cf. [Ann90, Proposition 1]). For any Λ > 0, there is a uniform constant
C > 0 with the following property. Let f ∈ W 1,2(Σε,h) be a function with 1/2 ≤
‖f‖L2(Σε,h) ≤ 2 such that∣∣∣∣∣
ˆ
Σε,h
∇f∇ϕ− λ
ˆ
Σε,h
fϕ
∣∣∣∣∣ ≤ δ‖ϕ‖W 1,2(Σε,h)
for some δ > 0 and any ϕ ∈W 1,2(Σε,h), where λ ≤ Λ. Let 0 < s < 1 and write
g =
∑
{l : |λl(Σε,h)−λ|>s}
〈f, uε,h,l〉L2(Σε,h)uε,h,l.
Then ˆ
Σε,h
|g|2 +
ˆ
Σε,h
|∇g|2 ≤ C δ
2
s2
.
For sake of completeness, we have included a proof in Appendix A.
Starting from eigenfunctions of Σ, we can construct quasimodes having most of their
L2-norm concentrated on Σ. On the other hand, extending the Dirichlet eigenfunction
of Mε,h respectively Cε,h carefully onto Σ, we obtain quasimodes with most of their
L2-norm concentrated on Mε,h or Cε,h, respectively.
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4.1. Quasimodes concentrated on Σ. We now construct two types of quasimodes
resembling λ1(Σ)-eigenfunctions. The second construct works only under the symmetry
assumption from the second part of Theorem 1.1.
4.1.1. The case of cross caps. We start with the construction of the quasimodes concen-
trated on Σ, which we obtain by simply cutting off an L2-normalized λ1(Σ)-eigenfunction
near the points at which we attach and extending to all of Σε,h by zero.
Let η : [1, 2] → [0, 1] be a function with η(1) = 0 and η(2) = 1. We then define the
cut-off function ηε : Σε,h → [0, 1] by
ηε =

1 in Σ \B2εk(x0)
η(ε−kr) in B2εk(x0)
0 on Mε,h,
where we use (Euclidean) radial coordinates (θ, r) in B2εk .
For given L2-normalized λ1(Σ)-eigenfunction φ, we define a new function by
(4.2) φε =
{
ηεφ+ (1− ηε)φ(x0) in B2εk(x0) \Bεk(x0)
φ(x0) on Mε,h.
We will see below that if φ(x0) = 0, the function φε turns out to be a good quasimode.
However, before we can actually prove this, we need to recall the following observation.
Lemma 4.3. Let 1 < p <∞, then there is Cp independent of ε and k, such that
‖ϕ‖Lp(Σ\B
εk
) ≤ Cp‖ϕ‖W 1,2(Σ\B
εk
)
for any ϕ ∈W 1,2(Σε,h).
Proof. This follows since the harmonic extension operator W 1,2(Σ \ Bεk) → W 1,2(Σ)
is uniformly bounded. See e.g. [RT75], where this is proved by a scaling argument.
The conclusion then follows by combining this with the Sobolev embedding W 1,2(Σ) ↪→
Lp(Σ). 
Lemma 4.4. Let φ be an L2-normalized λ1(Σ)-eigenfunction. We have for the function
φε defined above and any ϕ ∈W 1,2(Σε,h), that∣∣∣∣∣
ˆ
Σε,h
∇φε · ∇ϕ+ λ1(Σ)
ˆ
Σε,h
φεϕ− λ1(Σ)φ(x0)
ˆ
Mε,h
ϕ
∣∣∣∣∣ ≤ Cεk/2‖ϕ‖W 1,2(Σε,h).
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Proof. We compute
ˆ
Σε,h
∇φε · ∇ϕ =
ˆ
Σε,h
∇φ · ∇(ηεϕ)−
ˆ
Σε,h
ϕ∇φ · ∇ηε +
ˆ
Σε,h
(φ− φ(x0))∇ηε · ∇ϕ
=λ1(Σ)
ˆ
Σε,h
φηεϕ−
ˆ
Σε,h
ϕ∇φ · ∇ηε +
ˆ
Σε,h
(φ− φ(x0))∇ηε · ∇ϕ
=λ1(Σ)
ˆ
Σε,h
φεϕ− λ1(Σ)φ(x0)
ˆ
Mε,h
ϕ− λ1(Σ)φ0(x0)
ˆ
Σ\B
εk
(1− ηε)ϕ
−
ˆ
Σε,h
ϕ∇φ · ∇ηε +
ˆ
Σε,h
(φ− φ(x0))∇ηε · ∇ϕ,
(4.5)
since ηεφ ∈W 1,2(Σ). Let us estimate the three last terms separately. The first of these
is small by Ho¨lder’s inequality,∣∣∣∣∣λ1(Σ)φ0(x0)
ˆ
Σ\B
εk
(1− ηε)ϕ
∣∣∣∣∣ ≤ C areaB2εk1/2
(ˆ
Σ\B
εk
|ϕ|2
)1/2
≤ Cεk‖ϕ‖L2(Σε,h).
(4.6)
For the second term, we proceed as follows: Since φ is smooth, there is a constant C
such that |∇φ| ≤ C. Therefore, we can invoke Ho¨lder’s inequality, the scaling invariance
of the Dirichlet energy, and Lemma 4.3 to find∣∣∣∣∣
ˆ
Σε,h
ϕ∇φ · ∇ηε
∣∣∣∣∣ ≤ C
(ˆ
Σε,h
|ϕ|p
)1/p
area(B2εk)
1/q
(ˆ
Σε,h
|∇ηε|2
)1/2
≤ Cpε2k/q‖ϕ‖W 1,2(Σε,h),
(4.7)
since it suffices to integrate over supp∇ηε ⊂ B2εk \Bεk and 1/p+ 1/q = 1/2.
We now estimate the last term from (4.5). Since φ is smooth, there is a constant C,
such that
|φ− φ(x0)| ≤ Cεk
in B2εk . Since supp∇ηε ⊂ B2εk , this implies∣∣∣∣∣
ˆ
Σε,h
(φ− φ(x0))∇ηε · ∇ϕ
∣∣∣∣∣ ≤ Cεk
(ˆ
Σε,h
|∇ηε|2
)1/2(ˆ
Σε,h
|∇ϕ|2
)1/2
≤ Cεk‖ϕ‖W 1,2(Σε,h)
(4.8)
by Ho¨lder’s inequality and the scaling invariance of the Dirichlet energy. If we specify
to p = q = 4 in (4.7) and combine this with (4.5) and (4.8), the assertion follows. 
4.1.2. The case of cylinders under symmetry assumption. Under the symmetry assump-
tion that
(4.9) φ(x0) + φ(x1) = 0
for any λ1(Σ)-eigenfunction there is a more sensitive way to extend φ across Cε,h at least
if h is close to h∗. (Recall that h∗ is such that λ0(Cε,h∗) = λ1(Σ).) The starting point
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for this construction is the observation that the eigenvalues λ0(Cε,h) with Dirichlet
boundary conditions and µ1(Cε,h) with Neumann boundary conditions agree if ε is
sufficiently small. Moreover, for such ε, any µ1(Cε,h)-eigenfunctions is antisymmetric.
Thus, we can hope to find a good quasimode by interpolating from φ(x0) to φ(x1) by a
µ1(Cε,h)-eigenfunction on Cε,h.
To make this precise, given a λ1(Σ)-eigenfunction with (4.9) we define a function
φNε ∈W 1,2(Σε,h) as follows
φNε =

φ in Σ \B2εk(x0) ∪B2εk(x1)
η(ε−kr)φ+ (1− η(ε−kr)φ(x)0) in B2εk \Bεk(x0)
η(ε−kr)φ+ (1− η(ε−kr)φ(x1)) in B2εk \Bεk(x1)
ψN on Cε,h,
where ψN : Cε,h → R is a µ1(Cε,h)-eigenfunction that is equal to φ(x0) respectively
φ(x1) on the boundary components of Cε,h. Note that such a ψ
N exists precisely since
we assume that φ satisfies (4.9).
For h close to h∗ the function φNε provides a good quasimode as demonstrated below.
For the proof of Theorem 1.6 it is important to carefully keep track of the dependence
of the estimate on the parameter h.
Lemma 4.10. For the function φNε defined above and any ϕ ∈ W 1,2(Σε,h), we have
that∣∣∣∣∣
ˆ
Σε,h
∇φNε · ∇ϕ− λ1(Σ)
ˆ
Σε,h
φNε ϕ
∣∣∣∣∣ ≤ C
(∣∣∣∣ 1h2 − 1h2∗
∣∣∣∣ ε1/2 + εk/2) ‖ϕ‖W 1,2(Σε,h)
Proof. The estimate in Σ \ (B(x0, εk) ∪ B(x1, εk)) carries over mutatis mutandis from
the proof of Lemma 4.4 and implies∣∣∣∣∣
ˆ
Σ\(B(x0,εk)∪B(x1,εk))
∇φNε · ∇ϕ− λ1(Σ)
ˆ
Σ\(B(x0,εk)∪B(x1,εk))
φNε ϕ
∣∣∣∣∣ ≤ Cpε2k/q‖ϕ‖W 1,2(Σε,h)
where 1/p+ 1/q = 1/2.
On the cylinder we have that∣∣∣∣∣
ˆ
Cε,h
∇φNε · ∇ϕ− λ1(Σ)
ˆ
Cε,h
φNε φ
∣∣∣∣∣ =
∣∣∣∣∣
ˆ
Cε,h
∇ψN · ∇ϕ− λ1(Σ)
ˆ
Cε,h
ψNϕ
∣∣∣∣∣
≤ |µ1(Cε,h)− λ1(Σ)|
ˆ
Cε,h
|ψNϕ|
≤ C
∣∣∣∣ 1h2 − 1h2∗
∣∣∣∣ ˆ
Cε,h
|ϕ|
≤ C
∣∣∣∣ 1h2 − 1h2∗
∣∣∣∣ ε1/2‖ϕ‖W 1,2(Σε,h).
Combining the above two estimates and specifying to p = q = 4 implies the assertion.

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4.2. Quasimodes concentrated on a handle or cross cap. In this subsection we
construct a quasimode from the first Dirichlet eigenfunction of the handle Cε,h or cross
cap Mε,h, respectively. In order to obtain a good quasimode we need to find a good
extension of the normalized first Dirichlet eigenfunction to Σ \ Bεk . In principal one
would like to use the Green function of ∆−λ with pole at x0. While this works very well
for a fixed choice of the parameter h, we need to be more careful when considering the
whole family Σε,h. The presence of a non-trivial kernel of ∆−λ0(Mε,h) for h = h∗ forces
us to modify the Green function also for h close to h∗ in order to make our estimates
uniform.
4.2.1. The first eigenfunction of Mε,h. Since we will only use the first Dirichlet eigen-
function of Mε,h from here on, we simply denote it by ψε,h instead of ψε,h,0. A direct
computation immediately gives that ψε,h is explicitly given by
(4.11) ψε,h = ε
−1/2ψh =
1√
piεh/2
sin
(
tpi
h
)
parametrized on the covering space S1(ε)× [0, h]. For the L1-norm, we have that
ˆ
Mε,h
ψε,h = 4
(
h
2pi
)1/2
ε1/2.
Finally, for the normal derivative, we get that
ˆ
∂Mε,h
∂νψε,hdH1 = −2piε pi
h
√
piεh/2
= −
(
2pi
h
)3/2
ε1/2.
It is the scaling of this term in ε combined with the presence of a non-trivial kernel of
∆−λ1(Σ) that forces the order of the leading order term in Theorem 1.6 to be on scale
ε1/2.
4.2.2. The Green’s function of (∆Σ − λ). We need some preliminaries on a function
closely related to the Green’s function of the operator ∆−λ on Σ. For the convenience
of the reader, the short Appendix B contains a proof of the facts on Green’s functions
that we make use of below. Recall that if we normalize area(Σ) = 1 the Green’s function
G(x, y) of ∆ solves
∆yG(x, y) = δx − 1.
in the sense of distributions. Near the diagonal, the Green’s function is asymptotic to
the Green’s function of the Euclidean plane. More precisely, for x ∈ Σ fixed, we have
that
(4.12) G(x, y) =
1
2pi
log
(
1
|x− y|
)
+ ψx(y),
where |x− y| is the distance with respect to the Euclidean metric in conformal coordi-
nates near x normalized such that g = fge with f(x) = 1 and ψx is a smooth function.
Off the diagonal, G is a smooth function. In particular, we find that
(4.13)
ˆ
Σ
|G(x, y)|pdy ≤ C
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for any p <∞ and some uniform constant C = C(Σ, p).
Let (φ0, . . . , φK−1) be an orthonormal basis of the λ1(Σ)-eigenspace. We consider the
function
f(y) = G(x0, y)−
K−1∑
i=0
ˆ
Σ
G(x0, z)φi(z)dz φi(y),
which is well-defined by Ho¨lder’s inequality and (4.13). Also from (4.13) and Ho¨lder’s
inequality, we find that
(4.14)
ˆ
Σ
|f |p ≤ C,
for a constant C = C(Σ, p). In particular, for any λ ∈ (0, λ2(Σ)) there is unique solution
uλ ∈W 1,2(Σ) that is orthogonal to 〈φ0, . . . , φK−1〉 and such that
(∆− λ)uλ = λf + 1
since f and the constant functions are orthogonal to the kernel and hence also the
cokernel of (∆ − λ) (which for the relevant λ is trivial if λ 6= λ1(Σ) and equal to
〈φ0, . . . , φK−1〉 if λ = λ1(Σ)). It follows from (4.14) and standard elliptic estimates that
uλ is uniformly bounded in W
2,p(Σ) as long as λ ∈ [δ0, λK+1(Σ) − δ0] for some small
δ0 > 0. We now fix δ0 > 0 once and for all such that
(4.15) δ0 < λ1(Σ) < λK+1 − δ0
The Sobolev embedding theorem yields that uλ is uniformly bounded in C
1,α(Σ) for
some α > 0 provided we choose p > 2 above. Consider the function
Hλ(y) = G(x0, y) + uλ(y).
If we choose the orhonormal basis of λ1(Σ)-eigenfunctions such that
(4.16) φ1(x0) = · · · = φK−1(x0) = 0,
we find that Hλ solves
(∆− λ)Hλ = −λ
K−1∑
i=0
ˆ
Σ
G(x0, z)φi(z)dy φi
= − λ
λ1(Σ)
φ0(x0)φ0
(4.17)
in Σ \ {x0} by the normalization (4.16).
Since u is uniformly bounded in C1,α(Σ) for a fixed α > 0, we find from (4.12) that
the function
eλ(y) := Hλ(y)− 1
2pi
log
(
1
|x0 − y|
)
is uniformly bounded in C1,α(Σ). Therefore,
eε,λ :=
2pieλ(x0)
log(1/εk)
= o(1)
as ε→ 0 uniformly in λ ∈ (δ0, λ2(Σ)− δ0).
Denote by Hλ,0 the function constructed above with a pole at x0 and by Hλ,1 the
analogously constructed function with a pole at x1. Similarly, we write eλ,0 and eλ,1
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for the corresponding terms in the asymptotic expansion of Hλ,0 and Hλ,1, respectively.
Consider
Jλ = Hλ,0 +Hλ,1,
which has poles at x0 and x1.
If we choose the orthonormal basis (φ0, . . . , φK−1) of λ1(Σ)-eigenfunctions such that
φi(x0) + φi(x1) = 0
for i = 1, . . . ,K − 1 we find similarly as in (4.17) that
(4.18) (∆− λ)Jλ = − λ
λ1(Σ)
(φ0(x0) + φ0(x1))φ0.
In particular, if x0 and x1 are two points in Σ such that
(4.19) φ(x0) + φ(x1) = 0
for any λ1(Σ)-eigenfunction φ we have that
(4.20) (∆− λ)Jλ = 0
in Σ \ {x0, x1}. This and Lemma 4.10 are the two reasons for the good control of the
first eigenvalue in the second part of Theorem 1.1.
4.2.3. Construction of the quasimodes for cross caps. Recall the definition of the cut-off
functions ηε : Σ \Bεk → [0, 1] defined in Section 4.1. Recall that we write
ψε,h = ε
−1/2ψh
the ground state of Mε,h. We define ψ˜ε,h ∈W 1,2(Σε,h) as follows,
ψ˜ε,h(y) =

(
2pi
h
)3/2
ε1/2
(
ηεHλ(y) + (1− ηε)
(
1
2pi log
(
1
|x0−y|
)
+ eλ(x0)
))
on Σ \Bεk
ψε,h(y) +
(
2pi
h
)3/2
(1 + eε,λ)
1
2pi log
(
1/εk
)
ε1/2 on Mε,h,
where λ = λ0(Mε,h). By construction, ψε,h is a Lipschitz function, in particular we have
ψε,h ∈ W 1,2(Σε,h). The key property of ψε,h is that it is rotationally symmetric near
∂Bεk and hasˆ
∂(Σ\B
εk
)
∂νeuclψε,hdH1eucl =
1
2pi
(
2pi
h
)3/2
ε1/2
ˆ
∂B
εk
∂r log(r)dH1eucl
=
(
2pi
h
)3/2
ε1/2
= −
ˆ
∂Mε,h
∂νψε,hdH1.
Here and also below we use the convention that the domain of integration also indicates
which normal and measure we use. This is particularly important along ∂Mε,κ = ∂Bεk ,
where these differ significantly.
Let uε,h be an L
2(Σε,h)-normalized eigenfunction on Σε,h with eigenvalue λε,h, such
that
(4.21)
ˆ
Mε,h
|uε,h|2 ≥ c0 > 0
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for some fixed constant c0. We now provide a first asymptotic expansion of λε,h. Below,
for simplicity, we write λ = λ0(Mε,h).
Lemma 4.22. The eigenvalue λε,h has the asymptotic expansion
λε,h = λ−
(
2pi
h
)3/2 λ
λ1(Σ)
´
Σ\B
2εk
φ0(x0)φ0uε,hε
1/2 + λ2pi (1 + eε,λ)
´
Mε,h
uε,h log(1/ε
k)ε1/2´
Σε,h
uε,hψε,h
+O(εk log(1/εk))
(4.23)
as ε→ 0, uniformly in h ∈ [h0, h1] as long as uε,h satisfies (4.21) with c0 > 0 fixed.
Remark 4.24. Note that by Ho¨lder’s inequality,∣∣∣∣∣
ˆ
Mε,h
uε,h log(1/ε
k)ε1/2
∣∣∣∣∣ ≤ area(Mε,h)1/2ε1/2 log(1/εk)‖uε,h‖L2
≤ Cε log(1/εk)‖uε,h‖L2 ,
so that the first summand in the enumerator in (4.23) is the term of lower order.
Proof. Since uε,h is an eigenfunction and ψ˜ε,h ∈W 1,2(Σε,h) we have thatˆ
Σε,h
∇uε,h∇ψ˜ε,h = λε,h
ˆ
Σε,h
uε,hψ˜ε,h.
On the other hand, we have thatˆ
Σε,h
∇uε,h∇ψ˜ε,h =
ˆ
Σ\B
εk
∇uε,h∇ψ˜ε,h +
ˆ
Mε,h
∇uε,h∇ψ˜ε,h
=
ˆ
Σ\B
εk
uε,h∆ψ˜ε,h +
ˆ
∂B
εk
uε,h∂νψ˜ε,hdH1
+
ˆ
Mε,h
uε,h∆ψ˜ε,h −
ˆ
∂Mε,h
uε,h∂νψ˜ε,hdH1
=
ˆ
Σ\B
εk
uε,h∆ψ˜ε,h +
ˆ
Mε,h
uε,h∆ψ˜ε,h +O(ε
k).
The last step used that∣∣∣∣∣
ˆ
∂B
εk
uε,h∂νψ˜ε,hdH1 −
ˆ
∂Mε,h
uε,h∂νψ˜ε,hdH1
∣∣∣∣∣
=
∣∣∣∣∣
ˆ
∂B
εk
uε,h∇ψ˜ε,h · νdH1 −
ˆ
∂B
εk
uε,h∇ψ˜ε,h · νeucldH1eucl
∣∣∣∣∣
≤ Cε1/2 log(1/εk)‖g − geucl‖L∞(∂B
εk
) ≤ Cεk,
where we have used that |uε,h| ≤ C log(1/εk) on ∂Bεk (see Lemma 2.1). Moreover,
we have thatˆ
Mε,h
uε,h∆ψ˜ε,h = λ
ˆ
Mε,h
uε,hψ˜ε,h −
(
2pi
h
)3/2 λ
2pi
(1 + eε,λ)
ˆ
Mε,h
uε,h log(1/ε
k)ε1/2.
SHARP ASYMPTOTICS OF THE FIRST EIGENVALUE 19
In order to estimate the integral on Σ \Bεk we have thatˆ
Σ\B
εk
uε,h(∆− λ)ψ˜ε,h
=− ε1/2 λλ1(Σ)
ˆ
Σ\B
2εk
uε,hφ0(x0)φ0 +
ˆ
B
2εk
\B
εk
uε,h(∆− λ)ψ˜ε,h.
It remains to estimate the second summand. First note that(
2pi
h
)−3/2
ε−1/2∆ψ˜ε,h = ηεφ0(x0)φ0 + 2∇ηε · ∇Hλ +Hλ∆ηε − 2
2pi
∇ηε · ∇ log
(
1
|x0 − y|
)
−
(
1
2pi
log
(
1
|x0 − y|
)
+ eλ(x0)
)
∆ηε
= ηεφ0(x0)φ0 + 2∇ηε ·
(
∇Hλ − 1
2pi
∇ log
(
1
|x0 − y|
))
+ ∆ηε
(
Hλ − 1
2pi
log
(
1
|x0 − y|
)
− eλ(x0)
)
since ∆ log(1/|x0− y|) = 0 thanks to the conformal covariance of the Laplacian. There-
fore, we find that∣∣∣∣∣
ˆ
B
2εk
\B
εk
uε,h(∆− λ)ψ˜ε,h
∣∣∣∣∣ ≤ C
(ˆ
B
2εk
\B
εk
|uε,h||ηεφ0(x0)φ0|+
ˆ
B
2εk
\B
εk
|uε,h||∇ηε||∇eλ|
+
ˆ
B
2εk
\B
εk
|uε,h||∆ηε||eλ − eλ(x0)|+ λ
ˆ
B
2εk
\B
εk
|uε,h||ψ˜ε,h|
)
ε1/2
≤ C(ε2k log(1/εk) + ε2kε−k log(1/εk) + ε2k log(1/εk)ε−2kεk
+ log2(1/εk)ε2k)ε1/2
≤ Cεk
for ε > 0 sufficiently small, where we have used Lemma 2.1 and eλ ∈ C1,α(Σ). The
assertion now follows from combining all the above estimates. 
We define a second quasimode χε,h concentrated on Mε,h by
χε,h(y) =
(
2pi
h
)3/2
ε1/2
(
ηεHλ(y) + (1− ηε)
(
1
2pi
log
(
1
|x0 − y|
)
+ eλ(x0)
))
−
(
2pi
h
)3/2 1
2pi
(1 + eε,λ) log
(
1/εk
)
ε1/2
φ0,ε
φ0(x0)
on Σ \ Bεk and by χε,h = ψε,h on Mε,h. Here, φ0,ε denotes the function constructed
from φ0 in (4.2). Note that φ0,ε = φ0(x0) along ∂Bεk by construction.
If we take an eigenfunction uε,h as in (4.21) above, we find the following expansion
for the associated eigenvalue λε,h.
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Lemma 4.25. The eigenvalue λε,h has the asymptotic expansion
(4.26)
λε,h = λ−
(
2pi
h
)3/2 λ
λ1(Σ)
´
Σ\B
2εk
φ0(x0)φ0uε,hε
1/2 + λ1(Σ)−λ2pi (1 + eε,λ)
´
Σ\B
2εk
φ0
φ0(x0)
uε,hε
1/2
´
Σε,h
uε,hχε,h
+O(εk log(1/εk))
as ε→ 0, uniformly in h ∈ [h0, h1] as long as uε,h satisfies (4.21) with c0 > 0 fixed.
Proof. This is completely analogous to the proof of Lemma 4.22. The form of the second
summand in the enumerator stems from the fact that
(∆− λ)(−φ0) = −(λ1(Σ)− λ)φ0. 
4.2.4. Construction of the quasimodes for cylinders. The construction of the quasimodes
on the cylinder is almost completely analogous to that on the cross cap. We have to
use the kernel Jλ that has poles at both, x0 and x1 in this case.
Again, we denote by ψε,h for a normalized λ0(Cε,h)-eigenfunction and write
aε,h = ε
1/2ah := −1
2
ˆ
∂Cε,h
∂νψε,hdH1,
where ah is uniformly bounded from above and below for h ∈ [h0, h1].
Let ρh : [0, h] → [0, 1] be a smooth function such that ρh(0) = 1, ρh(h) = 0 and
|ρ′h| ≤ 2/h.
We define the quasimode ψ˜ε,h as follows
ψ˜ε,h(y) =

aε,h
(
ηεJλ(y) + (1− ηε)
(
1
2pi log
(
1
|x0−y|
)
+ eλ,0(x0) +Hλ,1(x0)
))
on Σ \ (B2εk(x1) ∪Bεk(x0))
aε,h
(
ηεJλ(y) + (1− ηε)
(
1
2pi log
(
1
|x1−y|
)
+ eλ,1(x1) +Hλ,0(x1)
))
on B2εk(x1)
ψε,h(y) + aε,hρh((1 + aλ,0)
1
2pi log(1/ε
k) +Hλ,1(x0))
+aε,h(1− ρh)((1 + aλ,1) 12pi log(1/εk) +Hλ,0(x1)) on Mε,h.
Thanks to (4.18) the arguments from Section 4.2.3 along with some minor modifica-
tions give the following.
Lemma 4.27. We have for the quasimode ψ˜ε,h defined above that∣∣∣∣∣
ˆ
Σε,h
∇ψ˜ε,h∇ϕ−
ˆ
Σε,h
ψ˜ε,hϕ
∣∣∣∣∣ ≤C|φ0(x0) + φ0(x1)|
ˆ
Σ\B
2εk
|ϕφ0|
+ Cε1/2 log(1/ε)
ˆ
Cε,h
(|ϕ|+ |∇ϕ|) + o(ε log(1/ε))
for any ϕ ∈W 1,2(Σε,h) with ‖ϕ‖W 1,2(Σε,h) = 1.
Note that under the symmetry assumption (4.19) the first term on the right hand side
vanishes. Since the second summand is of order ε log(1/ε) thanks to Ho¨lder’s inequality,
we can locate the corresponding eigenvalue up to scale ε log(1/ε). Besides Lemma 4.10
this is the second crucial ingredient to obtain the second part of Theorem 1.1.
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5. Proofs of main results
5.1. Surfaces with symmetries. In this section we prove Theorem 1.1. The first part
is straighforward using the convergence result for the spectrum Theorem 3.1 and the
quasimodes from Lemma 4.4. The second part is more subtle and requires a careful
choice of the height parameter h adjusted to the radius ε in order to keep the branch
corresponding to λ0(Cε,h) not too much below λ1(Σ), while simultaneously having a
good quasimode in Lemma 4.10.
Proof of Theorem 1.1 (i). By Theorem 3.1 and our choice of h0, for ε sufficiently small,
we can find some fixed small δ > 0 such that first K6 non-trivial eigenvalues of Σε,h
are contained in the interval [λ1(Σ) − δ, λ1(Σ) + δ] and λK+1(Σε,h) ≥ λ1(Σ) + 2δ On
the other hand, if we take an orthonormal basis (φ0, φK−1) of λ1(Σ)-eigenfunctions, we
have for the quasimodes given by (4.2) that∣∣∣∣∣
ˆ
Σε,h
(φi)ε(φj)ε − δij
∣∣∣∣∣ ≤ Cε2k.
Therefore, it easily follows from Lemma 4.1 and Lemma 4.4 that there are at least K
eigenvalues in [λ1(Σ) − εk/4, λ1(Σ) + εk/4] for ε sufficiently small. Clearly, this implies
that we need to have
λ1(Σε,h0) ≥ λ1(Σ)− εk/4
for ε sufficiently small. If we combine this with the area bound
area(Σε,h0) ≥ area(Σ) + 2pih0ε+O(ε2k)
we immediately obtain that
λ1(Σε,h0) area(Σε,h0) ≥ λ1(Σ) area(Σ) + 2pih0λ1(Σ)ε−O(εk/4)
> λ1(Σ) area(Σ)
for ε sufficiently small since k > 4. 
Proof of Theorem 1.1 (ii). Recall once again that h∗ > 0 is chosen such that
λ1(Σ) = λ0(Cε,h∗).
We define hε > 0 by requiring that hε < h∗ and∣∣∣∣pi2h2ε − pi
2
h2∗
∣∣∣∣ = ε3/4.
Let k > 4 and define Σε = Σε,hε . If we take an orthonormal basis (φ0, . . . , φK−1) of
λ1(Σ)-eigenfunctions with the property that φ1(xi) = · · · = φK−1(xi) = 0 it is easy to
see that if (φi)ε denotes the quasimode associated to φi constructed before Lemma 4.10,
then we have ∣∣∣∣∣
ˆ
Σε,h
(φi)ε(φj)ε − δij
∣∣∣∣∣ ≤ Cε2k.
Therefore it follows from Lemma 4.1 and Lemma 4.10 that there are at least K eigenval-
ues in [λ1(Σ)−Cε5/4, λ1(Σ)+Cε5/4]. It easily follows from Theorem 3.1, Lemma 4.1 and
6recall that we write K = multλ1(Σ)
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Lemma 4.27 that there has to be an eigenfunction with (4.21). Therefore, Lemma 4.27
implies that there is an eigenvalue λε converging to λ1(Σ) with
λε ≥ pi
2
h2ε
− Cε log(1/ε) ≥ λ1(Σ) +
∣∣∣∣pi2h2ε − pi
2
h2∗
∣∣∣∣− Cε log(1/ε) ≥ λ1(Σ) + ε3/4/2
for ε sufficiently small. In particular, it then follows from Theorem 3.1 that the first
eigenvalue is bounded from below by
λ1(Σε) ≥ λ1(Σ)− Cε5/4.
The assertion follows now exactly as in the proof of the first part. 
5.2. Surfaces without symmetries. We now give the proof of Theorem 1.6 using the
two quasimodes contructed in Section 4.2.
Proof of Theorem 1.6. Let uε,h be a normalized eigenfunction on Σε,h with eigenvalue
λε,h ∈ [δ, λ0(Mε,h0)− δ] for some small fixed δ > 0 such that
(5.1)
ˆ
Mε,h
|uε,h|2 ≥ c0.
for some c0 > 0. As explained in the proof of the second part of Theorem 1.1 such an
eigenfunction always exists. Thanks to the last part of Theorem 3.1, up to multiplying
uε,h by −1, we may therefore assume that
(5.2)
ˆ
Mε,h
ψε,huε,h ≥ c1
for some uniform c1 = c1(c0, h0, h1) > 0. We now want to use the asymptotic expansions
Lemma 4.22 and Lemma 4.25 both applied to the eigenfunction uε,h.
To simplify notation, let us define
(5.3) βε,h :=
´
Σε,h
uε,h(ψε,h − χε,h)´
Σε,h
uε,hχε,h
.
Observe that the assumption (5.2) implies that the denominator of the fraction is
bounded away from zero for ε sufficiently small. Moreover, we have that
ˆ
Σε,h
uε,h(ψε,h − χε,h) = 1 + eε,λ
2pi
(
2pi
h
)3/2
log
(
1/εk
)
ε1/2
(ˆ
Mε,h
uε,h +
ˆ
Σ\B
2εk
φ0
φ0(x0)
uε,h
)
=
1 + eε,λ
2pi
(
2pi
h
)3/2((ˆ
Σ\B
2εk
φ0
φ0(x0)
uε,h
)
ε1/2 log(1/εk) +O(ε log(1/εk))
)
as ε→ 0 by Remark 4.24. In particular, we find that
βε,h = O(ε
1/2 log(1/εk))
as long as (5.1) holds.
Using this and Remark 4.24, we obtain from Lemma 4.22 combined with Lemma 4.25
that
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−
(
2pi
h
)3/2 λ
λ1(Σ)
ˆ
Σ\B
2εk
φ0(x0)φ0uε,hε
1/2
−
(
2pi
h
)3/2 λ
2pi
(1 + eε,λ)
ˆ
Mε,h
uε,h log(1/ε
k)ε1/2 +O(εk) =
−
(
2pi
h
)3/2 λ
λ1(Σ)
ˆ
Σ\B
2εk
φ0(x0)φ0uε,hε
1/2
−
(
2pi
h
)3/2 λ1(Σ)− λ
2pi
(1 + eε,λ)
ˆ
Σ\B
2εk
φ0
φ0(x0)
uε,hε
1/2 log(1/εk)
− βε,h
(
2pi
h
)3/2 λ
λ1(Σ)
ˆ
Σ\B
2εk
φ0(x0)φ0uε,hε
1/2 + |λ− λ1(Σ)|O(ε log2(1/εk)).
This implies that we in fact need to have
(5.4)
βε,h
λ1(Σ)
(ˆ
Σ\B
2εk
φ0(x0)φ0uε,h
)
ε1/2 − 1 + eε,λ
2pi
(ˆ
Mε,h
uε,h
)
log(1/εk)ε1/2 =
−λ1(Σ)− λ
2piλ
(1+eε,λ)
ˆ
Σ\B
2εk
φ0
φ0(x0)
uε,hε
1/2 log(1/εk)+|λ1−λ|O(ε log2(1/εk))+O(εk).
We now write ˆ
Mε,h
uε,hψε,h = n
and ˆ
Σ\B
2εk
uε,hφ0 = m
for some n ∈ [c1, 1) and m ∈ (−1, 1) thanks to (5.2). Note that we need to have
m2 + n2 ≤ 1 since ‖uε,h‖L2(Σε,h) = 1
Therefore, the computations from above easily imply that
βε,h
λ1(Σ)
ˆ
Σ\B
2εk
φ0(x0)φ0uε,hε
1/2 =
1
2piλ1(Σ)
(
2pi
h
)3/2 (1 + eε,λ)(m2 +O(ε3/2 log(1/ε))
n
ε log(1/εk).
Moreover, we have from the last part of Theorem 3.1
ˆ
Mε,h
∣∣∣∣∣uε,h −
(ˆ
Mε,h
uε,hψε,h
)
ψε,h
∣∣∣∣∣
2
≤ Cε log(1/ε),
which combined with (4.11) implies that
ˆ
Mε,h
uε,h = 4
(
h
2pi
)1/2
nε1/2 +O(ε log1/2(1/ε)).
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Therefore, for uε,h, (5.4) can be written as
(
1
2piλ1(Σ)
(
2pi
h
)3/2 m2
n
− 4
2pi
(
h
2pi
)1/2
n
)
ε log(1/εk)
= −λ1(Σ)− λ
2piλ
m
φ0(x0)
ε1/2 log(1/εk) + |λ− λ1(Σ)|O(ε log2(1/εk)) +O(ε2 log2(1/ε)).
(5.5)
Since by assumption n ≥ c1, we obtain after dividing by n, and considering the
leading order term after some easy simplifications that
(5.6)
m2
n2
= f2ε +O(ε
3/2 log(1/ε)),
where fε is a solution to (1.5). Without further specifiying our choice of the eigen-
function beyond (5.1) this is all we can conclude. However, note that, in particular,
for h ∈ [h∗ − Dε1/2, h∗ + Dε1/2], we have that m2 is uniformly bounded away from
zero, which clearly implies that n2 has to be bounded away from 1. Therefore, it fol-
lows from Lemma 4.1 applied to the quasimode constructed in Section 4.2.3 combined
with Theorem 3.1 that there has to be another eigenfunction vε,h with eigenvalue in
[λ0(Mε,h)− ε1/4, λ0(Mε,h) + ε1/4] such that (5.1) holds for vε,h as well (for a potentially
smaller constant). Of course, the arguments leading to (5.5) and thus to (5.6) also apply
to vε,h. In particular, by testing uε,h and vε,h against the quasimode (φ0)ε we find that
the eigenvalues corresponding to uε,h and vε,h are both at distance ∼ ε1/2 to λ1(Σ).
Since there are at least K − 1 eigenvalues within [λ1(Σ)− εk/4, λ1(Σ) + εk/4],we need to
have
|m(uε,h)n(uε,h) +m(vε,h)n(vε,h)| ≤ Cε1/2
thanks to Theorem 3.1 and Lemma 4.1. Suppose now that distribution of L2-norm of
uε,h corresponds to the negative solution of (1.5), we then find that the corresponding
quantity for vε,h corresponds up to an error of size O(ε
1/2) to the negative solution of
(1.5)7 We may now test the eigenfunctions uε,h and vε,h against (φ0)ε and use again
that we can locate K − 1 eigenvalues in [λ1(Σ) − εk/4, λ1(Σ) + εk/4] to conclude the
asymptotic formula given at (1.7). 
Appendix A. Proof of Lemma 4.1
Proof. We write g = g1 + g2, where
g1 =
∑
{l : λl(Σε,κ)<λ−s}
〈f, uε,κ,l〉L2(Σε,κ)uε,κ,l
and g2 = g − g1. Note that ˆ
Σε,κ
∇gi · ∇f =
ˆ
Σε,κ
|∇gi|2
and ˆ
Σε,κ
gif =
ˆ
Σε,κ
|gi|2.
7Note that if x is a solution to (1.5), the second solution is given by −1/x.
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Therefore, we find from the assumption thatˆ
Σε,κ
|∇gi|2 ≤ λ
ˆ
Σε,κ
|gi|2 + δ‖gi‖W 1,2(Σε,κ),
which implies that
‖gi‖2W 1,2(Σε,κ) ≤ (λ+ 1)‖gi‖2L2(Σε,κ) + δ‖gi‖W 1,2(Σε,κ).
This in turn implies that
‖gi‖W 1,2(Σε,κ) ≤ (λ+ 1)‖gi‖L2(Σε,κ) + δ.
We now distinguish two cases. Since we assume s ≤ 1, the conclusion trivially holds if
‖gi‖L2(Σε,κ) ≤ δ. If ‖gi‖L2(Σε,κ) ≥ δ, the previous computation implies that we have
‖gi‖W 1,2(Σε,κ) ≤ (λ+ 2)‖gi‖L2(Σε,κ)
Thus, testing against gi, we find that
s‖gi‖2L2(Σε,κ) ≤ (λ+ 2)δ‖gi‖L2(Σε,κ),
from which the lemma easily follows. 
Appendix B. Green’s functions
Lemma B.1. Let (Σ, g) be a closed Riemannian surface with area(Σ, g) = 1 and z ∈ Σ,
then there is a unique function G(·, z) : Σ \ {z} → R such that
(i) ∆G(·, z) = δz − 1 in the sense of distributions.
(ii) In conformal coordinates centered at z, such that g(z) = geucl in these coordi-
nates, we have that
G(x, z) =
1
2pi
log
(
1
|x− z|
)
+ ψ(x),
where ψ is a smooth function with ψ(0) = 0.
Proof. We take conformal coordinates (U, x) centered as z as in the assertion. Let
η : Σ → [0, 1] be a cut-off function that is 1 near z and has supp η ⊂ U . Consider the
function f : Σ \ {z} → R given in U by
f(x) = η(x)
1
2pi
log
(
1
|x− z|
)
,
where |x−z| is the Euclidean distance in the coordinates (U, x). Since these coordinates
are conformal and the Laplace operator is conformally covariant in dimension two, it is
easy to see that
(B.2) ∆f = δz + h,
where
h = 2∇η · ∇ 1
2pi
log
(
1
|x− z|
)
+
1
2pi
log
(
1
|x− z|
)
∆η.
is a smooth function defined on all of Σ. It follows from (B.2) thatˆ
Σ
h = −1.
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Therefore, since area(Σ, g) = 1, the function h+ 1 is orthogonal to the constants. Since
the constant function are exactly the kernel of ∆ as Σ is closed, we can find a smooth
function r : Σ→ R which is unique up to the addition of constants with
∆r = h+ 1.
Thus we have
∆(f − r) = δy − 1.
By adding a constant to f−r we can now easily arrange to have (ii). Uniqueness follows
immediately from the maximum principle. 
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