Interpretability is an emerging area of research in trustworthy machine learning. Safe deployment of machine learning system mandates that the prediction and its explanation be reliable and robust. Recently, it was shown that one could craft perturbations that produce perceptually indistinguishable inputs having the same prediction, yet very different interpretations. We tackle the problem of attributional robustness (i.e. models having robust explanations) by maximizing the alignment between the input image and its saliency map using soft-margin triplet loss. We propose a robust attribution training methodology that beats the stateof-the-art attributional robustness measure by a margin of ≈ 6-18 % on several standard datasets, ie. SVHN, CIFAR-10 and GTSRB. We further show the utility of the proposed robust model in the domain of weakly supervised object localization and segmentation. Our proposed robust model also achieves a new state-of-the-art object localization accuracy on the CUB-200 dataset.
Introduction
Application of machine learning algorithms in various safety-critical domains is being hindered due to the blackbox nature of these techniques. Robustness and interpretability of machine learning methods has become a crucial topic and a pre-requisite for successful deployment in various fields (e.g. self-driving cars, medical diagnosis). Hence, the field of explanation is attracting a lot of attention as it offers insight into decision making procedure of machine learning techniques. Attribution/saliency methods are an increasingly popular class of explanation techniques that aim to highlight relevant input features responsible for prediction. * Authors contributed equally Figure 1 : Illustration of an attributional attack [18] ; Top row: original image and its attribution map; Bottom row: perturbed image and its attribution map [59] Most deep learning research in the area of robustness is focused around the robustness to adversarial perturbations [24, 60] . Adversarial perturbations are imperceptible perturbation when added to input drastically change the neural network's prediction. In contrast, in this paper, we focus on another type of robustness measure for neural networks which we refer to as attributional robustness. Recently, [23, 18] demonstrated that one can generate minimal perturbations that can substantially change the model's interpretations, while keeping the predictions intact. Unfortunately, while the area of adversarial robustness is well studied, there has only been limited progress made on the front of attributional robustness.
We show in figure 1 the vulnerability of image classifiers to attribution based attacks. The intuition of attributional robustness is that if the prediction and input of model remains intact, then so should the interpretation. It has been demonstrated that one can construct targeted [18] and un-targeted attributional perturbations [23, 14] that can manipulate the amount of changes induced in the attribution maps without affecting the model's prediction. This is a particularly alarming issue as it further weakens the cause of safe application of machine learning algorithms to real world tasks.
The authors of [14] propose a training methodology that aims to obtain models having robust integrated gradient [59] attributions. However, sometimes the instability of this training methodology as discussed in [14] limits its usability in the boarder context of robust attribution in computer vision. In this paper, we introduce a training technique that achieves state-of-the-art attributional robustness across different attribution methods [53, 59] and also show its utility in the domain of weakly supervised object detection and segmentation.
Specifically, we introduce an training methodology for attributional robustness that uses soft-margin triplet loss to promote the alignment of an input with it's attribution map. The triplet loss considers the input image as the anchor, the gradient of the correct class logit with respect to input as the positive and the gradient of the worst incorrect class logit with respect to input as the negative. The intuition behind this loss choice is that the gradient of the correct class logit with respect to input should have the highest similarity with input as compared to gradient of any other class logit with respect to input. We show empirically how this choice results in attributional robustness of neural network and helps in other weakly supervised tasks.
To summarize our main contributions are:
• We introduce the concept of attributional robustness and highlight the significance of it as a general measure that helps broaden the notion of robustness for neural networks.
• We propose a robust attribution training methodology that aims to maximize the alignment between the input and it's attribution map [53] . The proposed model training technique achieves state-of-the-art attributional robustness on various saliency methods.
• We empirically show that the proposed training methodology also induces significant immunity to adversarial perturbations and common perturbations on standard vision datasets.
• We demonstrate the utility of our proposed attributional training approach for other computer vision tasks such as weakly supervised object localization and segmentation. Specifically, our proposed model achieves the new state-of-the-art result in weakly supervised object localization on CUB dataset using attributional robustness.
Related Work
Our work is associated with various recent development made in the field of reliable explanation methods, weakly supervised object localization and robustness to input distribution shifts.
Visual Explanation Methods Various explanation methods have been proposed that focus on producing posterior explanations for the model's decisions. A popular approach to do so is to attribute the predictions to the set of input features [53, 57, 52, 59, 51, 8] that can be referred to as attribution or saliency methods. Sample-based explanation methods [32, 70] leverage previously seen examples to describe the prediction of the model. Concept-based explanation techniques [9, 31] aim to explain the decision of the model by high-level concepts. Additionally, there has been some work that explores interpretability as a built-in property of architecture inspired by the characteristics of linear models [6] . [78, 19] provide a survey of interpretation techniques. In this paper, we will be focusing on attribution-based methods that generate visual, image-like explanations. Attribution methods can be broadly divided into three categories -gradient/back-propagation, activation and perturbation based methods.
Gradient based methods attribute an importance score for each pixel by calculating derivative of a class score with respect to input image pixels [53, 52] . Further improvements have been proposed in which gradients are accumulated along a path from a reference image to input image [59] , or by only considering the gradients through positive activation while back-propagating [73, 57] or by aggregating gradients on multiple noisy images of the original image to obtain attribution maps [56, 1] . Techniques in [8, 51, 76] leverage layer-wise propagation computation to calculate the attribution maps. Activation based explanation techniques generate the attribution maps by using a weighed linear combination of the convolutional's activation. [82, 50, 13] . Perturbation based interpretation methods generate attribution maps by examining the change in prediction of the model when the input image is perturbed [73, 46, 48] . Related to this, similar methods [17, 22, 66, 12] generate an explanation by optimizing for a perturbed version of the image.
Robustness of Attribution maps
Recently, several research work [79, 23, 18, 14, 5] has been exploring the robustness of attribution maps, that we refer to as attributional robustness. The authors of [23, 18, 79] study the robustness of a network's attribution maps and show that these saliency maps can be significantly manipulated via imperceptible input perturbations while preserving the classifier's prediction. [14] proposes a robust attribution training methodology, that minimizes the norm of integrated gradients [59] to achieve attributional robustness with respect to integrated gradients explanation. The method introduced in [14] is the current state-of-the-art training procedure in the area of attributional robustness.
The authors of [2] present a list of sanity checks for assessing attribution method's faithfulness to the model and it's training data. They propose model parameter randomization test and the data randomization test as an evaluation criteria to suggest that method's visual inspection alone is not sufficient. We stress here that our work is orthogonal to this, as we focus on the fragility of model's attribution map derived by different saliency maps and not on the fragility and assessment of a particular explanation technique.
Adversarial Perturbation Adversarial attacks can be broadly categorized into two types: White-box [39, 37, 11, 69] and Black-box attacks [28, 63, 4, 45] . White-box attack assumes full access to the network while in the latter, information about the network is not available. Defense strategies to improve the adversarial robustness of deep networks include the use of regularizers inspired by reducing the Lipschitz constant of the neural network [62, 16] . However, many of proposed defense techniques were shown to be ineffective to adaptive adversarial attacks [7, 35, 11, 10] . Hence, we focus on adversarial training which [25, 37, 55] is a defense technique that continuously augments the data with adversarial examples while training. Techniques relying on adversarial training constitutes the current state-ofthe-art in adversarial robustness. The authors of [75] characterize the trade-off between accuracy and robustness for classification problems and propose a regularized adversarial training method. Recent work of [47] proposes a regularizer that encourages the loss to behave linearly in the vicinity of the training data and [74] improves the adversarial training by also minimizing the convolutional feature distance between the perturbed and clean examples. Prior works have also attempted to improve the adversarial robustness using gradient regularization that minimizes the Frobenius norm of the Hessian of the classification loss with respect to input [49, 40, 36] or weights [29] . In the context of this paper we will mainly focus on perturbations of l inf norm bound rather than other constraint bounds [68, 20] . For a comprehensive review of the work done in the area of adversarial examples, please refer [71, 3] .
Weakly Supervised Object Localization (WSOL) The problem of WSOL aims to identify the location of the object in a scene using only the image-level labels, and without any location annotations. Generally, rich labeled data is scarcely available and it's collection is expensive and time consuming. Therefore, the field of learning from weak supervision is quite promising as it requires less rich labels and thus has the potential to scale. A common problem with most of the previous approaches is that the model only identifies the most discriminative part of the object rather that the complete object. For example, in the case of a bird, the model may rely on the beak region for classification than the entire bird's shape. In WSOL task, ADL [15] is the current state-of-the-art method that uses an attention based dropout layer while training the model that promotes the classification model to also focus on less discriminative parts of the image. For getting the bounding box from the model, ADL and similar other techniques in this domain first extract attribution map, generally CAM [82] , for each image and then fit a bounding box on this as presented in [82] .
Methodology
We consider a neural network f θ : R n → R k with relu activation functions which classifies an input image
n into k classes with true label y ∈ {1...k}. The logit value corresponding to class i ∈ {1...k} is denoted as f (x) i . For a given class i, attribution map is referred as I(x, f (x) i ) that assigns an importance score to each input pixel of x based on its relevance for predicting the class i.
Attributional Robustness
We define a classification model f θ to be attributionally robust if the attribution maps do not change drastically with slight perturbation to inputs. The objecive of attributional robustness is to ensure that similar feature importance is assigned to pixels for visually similar images.
Attributional Attack Attributional robustness measures the maximum possible change in attribution map on applying a small norm bounded perturbation δ to x over the dataset. The problem of calculating δ can be formulated as
(1) where B is an ball under p norm which bounds the norm of δ with which input x can be perturbed and D measures distance/dissimilarity between two attribution maps.
After obtaining δ, we calculate similarity (e.g. using spearman correlatin [23] , kendall's tau coefficient [14] ) between attribution map of original image x, and perturbed image x + δ, to get a measure of attributional robustness in the neighbourhood of sample x. Taking an expectation over the validation set of data gives us an approximate empirical measure of the attributional robustness of the network for a particular dataset. Some examples of dissimilarity measures for calculating δ have been proposed in [18, 23] . In the next section, we propose the formulation for our attribuional robust training methodology. 
Saliency Robustness Training
In our training methodology, given an input image x ∈ R n and its label y, we calculate its attribution map with respect to output logit i ∈ {1...k} via ∇ x f (x) i . We will use g i (x) to denote ∇ x f (x) i in our paper. Our aim is to make g y (x) and classification loss landscape invariant in the local neighbourhood of x by optimizing the following objective:
where L ce is the standard cross entropy loss and L attr is the loss that encourages the alignment of g y (x) with x. Here, L attr promotes similar images to posses similar attribution maps. We take motivation from the fact that meaningful saliency maps of images are perceptually similar to image itself. We define L attr as:
L attr is a soft-margin triplet loss with anchor x, its positive instance g y (x) and its negative instance g j * (x). The idea being that attribution map calculation with respect to different class logit value should be different and g y (x) should have the largest perceptual similarity with the image x.
Thus, our final training methodology consists of two steps: first, we calculate a perturbed imagex = x + δ that maximizes L attr by using iterative projected gradient descent; secondly, we usex as the new training point on which L ce and L attr is minimized. We point out that this min-max formulation is different from adversarial training [37] , as only L attr is maximized to calculate the perturbation δ. Figure 2 shows the block diagram of our training appproach.
Algorithm 1 Proposed training for attributional robustness begin
Input:
The optimization of L attr involves computing gradient of g i (x) with respect to input x which suffers from the problem of vanishing second derivative in case of relu activations, i.e. ∂ 2 f i /∂x 2 ≈ 0. To alleviate this, while optimizing L attr , we replace relu with softplus non-linearities [18] , as it has well-defined second derivative. The softplus approximates to relu as the value of β increases. After the training is complete, we perform and report all our results on the model with the relu activation neural network.
Psuedo-code for our training methodology is given in Algorithm 1. Note that other attribution methods can also be used (e.g. Integrated gradient [59] ) in our formulation of L attr . Table 1 : Attributional and adversarial robustness of different approaches on various datasets. Attributional attack is similar to [14] . Similarity measures used are IN:Top-k intersection, K:kendall's tau rank order correlation and S:Spearman Correlation. The two values denote similarity between attribution maps based on gradient and Intergrated Gradient method. The accuracy marked with asterisk* indicates it is taken from the original paper. We leave some accuracy as blank, as they are not reported in the original paper [14] 
Connection between Robustness and Interpretability
It was shown by authors of [24, 60] that classification models are vulnerable to small imperceptible adversarial perturbations δ which when added to x drastically changes the model's prediction. Such perturbed images are referred to as adversarial examples and are calculated by optimizing the following:
where L ce is cross entropy loss and the perturbation is constrained by a p norm to ensure that the perturbed example is perceptually close to the original sample. Recently, it was observed by Tsipras et al. [61] that an adversarially robust model has salient gradients g i * (x) i.e. saliency map highlights the perceptually relevant features of the image well and in turn looks similar to the image x. For classifiers satisfying locally affine approximation using relu activations, Etmann et al. [21] derive theoretical connection between adversarial robustness and the alignment of g i * (x) with image x. We can quantify adversarial robustness for x as it's distance to the nearest decision boundary ρ(x). For classifiers with sufficiently large locally affine region, we can upper bound ρ(x) byρ):
The index j for which the RHS of equation 6 is minimum is denoted as j * . Etmann et al. proved thatρ(x) is upper bounded by the alignment between x and g i * (x), i.e.
We note that the alignment of attribution maps with image x used in the formulation of L attr also comes up in the above inequality.
Extension to Weakly supervised Object localization (WSOL)
The problem of WSOL deals with detecting objects where only class level data regarding images are available, and ground truth bounding box data is inaccessible. Generally, the pipeline for obtaining bounding box locations in WSOL relies on the attribution maps. Therefore, several methods [15, 81, 80] modifiy the training procedure of the classifier to obtain better attribution maps that covers the whole object in the image. Since, the aim of our training methodology is to provide robust attribution maps for the models, we think testing our proposed model in this problem setting seems relevant. Indeed, that seems to be the case as our proposed model achieves the new state-of-the-art localization results on CUB dataset. 
Experiments and Results

Attributional and Adversarial Robustness
Baseline . We compare our training methodology with the following approaches:
• Natural: Standard training with minimization of cross entropy classification loss.
• PGD-n: Adversarially trained model with n step PGD attack as in [37] .
• IG Norm and IG-SUM Norm [14] : This is the current state-of-the-art training technique for attributional robustness that aims at making model's integrated gradient saliency map robust.
Implementation Details To show the efficacy of our methodology, we benchmark on the following standard vision datasets: CIFAR-10 [34] , SVHN [41] , GTSRB [58] and Flower [42] . For CIFAR-10, GTSRB and Flower dataset we use Wideresnet- 28-10 [72] model architecture for all approaches, i.e natural, sal and PGD-10 and for SVHN dataset we use WideResNet-40-2 [72] architecture. The perturbation for our training methodology and PGD-n training is l ∞ bounded with = 8./255 for all datasets. We use λ = 0.5 , a = 3 and β = 50 for all the experiments in this paper. We use SGD optimizer while training with a step wise learning rate schedule. More details about the dataset and training can be found in appendix A.
Evaluation: To evaluate attributional robustness of models, we perform attribution attack using formulation of Ghorbani et al. [23] for fair comparison with [14] . The attack objective is as follows:
Here, I(x, f (x) i * ) is the attribution map calculated using Integrated Gradient [59] method and B is the set of top-k indices of attribution map of image x. We optimize for the above objective using iterative projected gradient descent method. We set k in top-k as 1000 for flower dataset and 100 for the rest of the datasets following [14] . All other hyper-parameters used in evaluation are also same as [14] .
Similairty measure: For assessing similarity between attribution map of x andx we use the following three metrics as metrics as mentioned in [14] : Top-k intersection (IN); Kendall's tau coefficient (K); and Spearman correlation (S). Kendall's tau and Spearman correlation are a measure of similiarity in ordering when ranked by the values and therefore are suitable metrics for attribution maps. Top-k inter- We compare the robustness measure across different datasets and training approaches and report it in table 1. Our proposed approach achieves state of the art attributional robustness on the above explained metrics when compared with baseline and [14] . We also observe that our method shows improvement in adversarial robustness than that of naturally trained model.
Weakly Supervised Image Localization
This task relies on the saliency map obtained from the classification model to estimate a bounding box for objects. We compare our approach with ADL [15] 1 on CUB dataset which has ground truth bounding box of 5794 bird images.
We adopt a similar approach as ADL for extracting bounding boxes except that we use gradient attribution map ∇ x (f (x) y ) instead of CAM [82] . As a post-processing step, we convert the attribution map to grayscale, normalize it and then apply a mean filtering of 3 × 3 kernel over it. Then a bounding box is fit over this heatmap to localize the object. We perform experiments on Resnet-50 [26] and VGG [54] architecture and report the results in Table 2 . We use the same evaluation metrics as used in [15] i.e. classification accuracy (Top-1 Acc) : Localization accuracy when ground truth is known (GT-Known Loc), i.e when intersection over union (IoU) of estimated box and ground truth bounding box>0.5; Top-1 localization accuracy, i.e. when prediction is correct and IoU of bounding box>0.5 (Top-1 Loc). Model trained with our approach results in highest GT-Known Loc and Top-1 Loc for both Resnet-50 and VGG-GAP [15] model with gradient saliency method [53] . We use l ∞ bound of = 2./255 for our training methodology and PGD-7 training on CUB dataset. We also show a qualitative evaluation comparing the bounding box estimated by our approach with [15] in figure 3 . More examples images are shown in Appendix A For training the models, we use a SGD optimizer with a step-wise learning rate schedule as mentioned in [15] .
Discussion and Ablation Studies
To understand the scope and impact of the proposed approach, we perform various experiments and report these findings in this section. We choose CIFAR-10 as the primary dataset for the following experiments.
Robustness to targeted attribution attack In targeted attribution attack, the aim is to calculate perturbations that minimize the dissimilarity between the attribution maps of given two images. We evaluate the attributional robustness of our proposed model in targeted attribution attack setting [18] using the attribution method [59] . For getting targeted attribution map we randomly shuffle a batch of 1000 test set examples and evaluate our method and PGD-10 trained model on this set. The kendall's tau coefficient and top-k intersection similarity measure of original and perturbed image on our model was 64.76 and 70.64 as compared to 36.29 and 31.81 on PGD-10 model. The higher correlations for model trained via our approach reflects the efficacy of our approach in targeted attribution attack setting.
Image Segmentation Image segmentation is an important vision task for which collecting training data annotations can easily prove to be time-consuming and costly. Therefore, recent works [33, 64, 65, 30, 44, 77, 43] in weakly supervised segmentation are focusing on training models using weaker annotations like image labels instead of ground-truth segmentation masks. We show that as the model becomes robust to adversarial and attributional attacks, the saliency maps can act as a better prior for segmentation masks. We show this on flower dataset where we have access to ground-truth segmentation masks of 849 images. We evaluate our results using Top-1 Seg metric which is analogous to the Top-1 Loc metric used in weakly supervised localization in Section 4.1.1. Top-1 Seg considers an answer as correct when the model prediction is correct and the IoU of ground-truth mask and estimated mask is atleast 50%. We compare our approach against natural and PGD-7 trained models using three different saliency methods: gradients [53] , Integrated Gradients [59] and GradCAM++ [13] in table 3. Saliency maps are converted into gray-scale heatmap and a smoothing filter 2 is applied as a post-processing step. Example images of weaklysupervised segmentation masks generated by above models and explanation methods can be seen in figure 4 . From table Robustness to various common perturbation [27] and spatial adversarial perturbation [20] . We compare our proposed model with PGD-10 on the common perturbations dataset released by Hendrycks et al. [27] for CIFAR-10. The dataset consists of perturbed images with 75 commonplace visual perturbations at varying intensity levels. Our model achieves better generalization than other models on almost all perturbations as shown in table 4. We also perform comparison on spatial attack by Engstrom et al. [20] and observe robustness of 11.13% and 6.76% for our model and PGD-10 trained model respectively.
Robustness to stronger attacks To show the absence of gradient masking and obfuscation [10, 7] , we evaluate our model on a gradient free adversarial optimization algorithm [63] and a higher iteration PGD attack. We observe similar adversarial robustness when we increase the number of steps in PGD-attack. For 100 step and 500 step PGD attack we achieve 37.42 % and 37.18 % accuracy respectively. On SPSA [63] attack our model and PGD-10 trained model obtains 46.7 and 55.61 adversarial accuracy respectively. We report the SPSA [63] attack results over 1000 random samples from test set.
Effect of β and λ on Performance We fix the values of λ to 0.5, a to 3 (best-performing values) and train the model for different values of β. The left plot in Fig 5 shows the influence of the β in the performance (i.e. Test Accuracy and Adversarial accuracy on PGD-40 perturbations) of the model. It can be observed from the plot that initially, adversarial accuracy increases with increasing β, but the trend reverses for higher values of β. However, the test accuracy increases with increasing β. The left plot in Fig 6 shows attributional robustness of models with varying β. Here, we observe a similar trend that initially the attributional robust- Figure 7 : Qualitative examples of gradient attribution map [53] for different models on CIFAR-10. Top to bottom: Image; attribution map for Natural model; PGD-10 trained model; model trained using our approach ness increases till β = 100 and then decreases. To examine the role of soft-margin triplet loss on the proposed training methodology, we fix β to 50, a to 3 and train the model for different values of λ. The hyperparameter λ controls the ratio of weight assigned to the classification loss and the softmargin triplet loss. The middle plot in Fig 5 and 6 show the results of this experiment. We find that the attributional and adversarial robustness of model increases with increasing λ and saturates at 0.75. However, we observe that the test accuracy starts to suffer as the magnitude of λ increases.
Effect of a on Performance
We analyze the effect of attribution attack steps a for our proposed training methodology. We fix λ to 0.5, β to 50 and vary attack steps a to examine the performance. We find that the performance in terms of test accuracy, adversarial accuracy and attributional robustness saturates or decreases after a = 3 as showed in the right plot of Fig 5 and 6 .
Qualitative evaluation of attribution maps We observe that the proposed model shows visually semantic attribution map obtained via [53] in figure 7 . We note that, similar remarks were also made for adversarially trained models in [61] . In Fig 8, we show the variance box plot of attributional robustness measure on Kendall Correlation and Top-k Intersection for naturally trained, our model and adversarially trained PGD-10 [37] model. The configuration for evaluating the attributional robustness is same as mentioned in [14] .
Attributional Robustness
Evaluation of Cosine between x and ∇ x f (x) y In Fig 9, we show the statistics of the cosine of x and ∇ x f (x) y on the test set for CIFAR-10 for different models. We observe that our proposed approach has the highest alignment between the image x and its saliency map [53] . For naturally trained model, the cosine measure is particularly low when compared with adversarially trained (PGD-10) [37] and our model.
Using L attr + L ce to calculate attribution distorting examplesx With the motive to combine the benefits from attributional and adversarial robust model, we augment the loss function our approach with adversarial loss [37] also. We observe that the model achieves an adversarial accuracy of 52.31 with test accuracy of 85.33. However, the attributional robustness measure of Top-k intersection and kendall correlation using integrated gradients decreases to 74 and 77 from 92.9 and 91.76 respectively.
Conclusion
We observed that increasing the alignment between the input and the saliency map generated from the network's prediction leads to improvement in the attributional robustness. We empirically showed this for both un-targeted and targeted attribution attacks over several benchmark datasets. We showed that the attributional robustness also brings out other improvements in the network, such as reduced vulnerability to adversarial attacks and common perturbations. For other vision tasks such as weakly supervised object localization and segmentation, our attributionally robust model achieves a new state-of-the accuracy even without being explicitly trained to achieve that objective. Furthermore, given the improvements in other vision tasks, we believe that attributional robustness is an essential area of research in computer vision domain, and we hope that our work can open a discussion around this broader notion of robustness.
