Abstract: This paper reviews the basics and recent researches of computer-aided diagnosis (CAD) systems for assisting neuroradiologists in detection of brain diseases, e.g., asymptomatic unruptured aneurysms, Alzheimer's disease, vascular dementia, and multiple sclerosis (MS), in magnetic resonance (MR) images. The CAD systems consist of image feature extraction based on image processing techniques and machine learning classifiers such as linear discriminant analysis, artificial neural networks, and support vector machines. We introduce useful examples of the CAD systems in the neuroradiology, and conclude with possibilities in the future of the CAD systems for brain diseases in MR images.
Introduction
A number of institutions perform special medical checks for brain, known as "Brain Dock" in Japan, by using advanced imaging techniques like computed tomography (CT), magnetic resonance imaging (MRI) and positron emission CT (PET), because the Japanese are also keen in preventing various neurological conditions including stroke, dementia, etc. The purpose of the Brain Dock is to detect asymptomatic brain diseases in their early stages, e.g., asymptomatic lacunar infarction, unruptured intracranial aneurysms, dementia, and to prevent such cerebral disorders [1] . As for stroke, for instance, the asymptomatic lacunar infarction and unruptured intracranial aneurysms should be
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detected for the prevention of cerebral infarction and subarachnoid hemorrhage (SAH), respectively. Furthermore, dementing disorders such as Alzheimer's disease (AD) and vascular dementia are major public health problems in countries with greater longevity, such as in Japan, where the average life expectancy was 82 years in 2004 [2] . For the detection of the AD, neuroradiologists attempt to evaluate the degree of cerebral atrophy subjectively based on cortical thicknesses in the temporal lobe or parietal lobe, sizes of hippocampus and entorhinal cortex, and expansion of lateral ventricles. On the other hand, multiple sclerosis (MS) is one of the most serious neurological disorders, which develops in young adults. Multiple sclerosis is a progressive neurological disorder, which is caused by the structural damage of axons and their myelin sheathes in the central nervous system. The progression of the MS lesions shows considerable variability and MS lesions present temporal changes in shape, location, and area between patients and even in the same patient [3] [4] [5] [6] . However, it would be very difficult to detect the lesions among a great number of images or a small number of patients out of many healthy people. It is possible for radiologists to miss the lesions of patients, because of their heavy workloads. Therefore, radiologists would need to experience a number of training sessions to detect the lesions of patients correctly and efficiently. In addition, the number of images, which neuroradiologists have to diagnose, has increased rapidly, because MRI has shifted from twodimensional (2D) imaging to 3D imaging, and the resolution as well as signal-to-noise ratio has become higher. Consequently, neuroradiologists have been demanding the new approach of "computer-aided diagnosis (CAD)" due to their heavy workloads in the field of neuroradiology.
CAD has become one of the major research subjects in medical imaging and diagnostic radiology. The basic concept of CAD was proposed by The University of Chicago, in the mid-1980s, whose idea it was to provide a computer output as a "second opinion" to assist radiologists in interpreting images, so that the accuracy and consistency of radiological diagnosis could be improved, and also the image reading time could be reduced [7] [8] [9] . Since then, a number of researchers have developed computeraided diagnostic CAD schemes for detection and classification of various kinds of abnormalities such as microcalcifications and masses in mammograms [10] [11] [12] [13] , pulmonary nodules and diffuse lung diseases in CT [14] [15] [16] [17] [18] , and colonic polyps in CT colonography [19] [20] [21] [22] . Besides, the clinical usefulness of CAD schemes has been studied by performing the receiver operating characteristic (ROC) analysis in experiments similar to clinical situations [10, 16, 23, 24] . However, it has been said that it would be arduous to develop CAD systems using MRI, because the image quality of MR images including specific artifacts and image noise could vary with imaging sequences and patients.
In recent years, various kinds of CAD methods have been developed in the neuroradiology using MR images [25] [26] [27] [28] [29] [30] [31] . Radiologists expect that CAD systems can improve their diagnostic abilities based on synergistic effects between the computer's and radiologist's high abilities by using the information analysis including the medical images. For instance, Figure 1 shows an illustration of the output by a CAD system for detection of intracranial aneurysms in MR angiography (MRA) images. In this review paper, we describe the basics and the recent researches of CAD systems for brain diseases in the field of neuroradiology. In Section 2, the fundamental techniques used for CAD systems for neuroradiology are explained, including image processing and pattern recognition. Several application examples of CAD approaches are introduced in Section 3, including detection of abnormalities, e.g., aneurysms in MRA images, white matter hyperintensities (ischemic lesions and lacunar infarction), Alzheimer's disease, MS lesions, and classification of brain tumors in MR images. In Section 4, we conclude with possibilities in the future of CAD systems.
Figure 1.
An illustration of the output by a CAD system for detection of intracranial aneurysms in MRA images [25, 26] .
Basics of CAD systems

CAD systems and pattern recognition
In general, radiologists carefully look into medical images, and diagnose a patient's disease by obtaining useful information and interpreting medical images with their experience, knowledge, and wisdom. For the purpose of attaining a correct diagnosis, radiologists need to learn and archive a huge number of cases with various types of diseases in their own mind according to their specialty. A good radiologist does not need to have a particularly good eye, but rather a sensible ability to identify precisely what he or she is looking at when looking at medical images. Thus, it can be said that good radiologists have high and flexible abilities of learning and pattern recognition. Since CAD systems provide radiologists with a "second opinion" for assisting them in the diagnosis of patients' diseases, it entails the CAD system to have similar abilities as the radiologists in terms of learning and pattern recognition, even though good CAD systems cannot reach radiologists' high diagnostic abilities. Consequently, machine learning and pattern recognition techniques are substantially important in developing CAD systems.
Pattern recognition is the act of extracting features from some objects in raw data and making a decision based on the classifier output such as classifying each object into one of the possible categories of various patterns [32] . In general, there are two types of CAD systems. One CAD system is for classifying all candidates into abnormal and normal candidates such as intracranial aneurysms or white matter hyperintensities in MR images, i.e., two-class categorization system. The other is a CAD system for classification of unknown cases into several types of abnormalities, which are more than two, i.e., multi-class categorization system. For instance, one CAD system would be for the classification of brain tumors into high grade glioma, metastatic brain tumor, low grade glioma, malignant lymphoma, etc. Figure 2 shows the difference between a general pattern recognition system and a CAD system. Basically, both systems consist of preprocessing, feature extraction, and classification. However, there is one difference between the two systems. The CAD systems would suggest a "second opinion" to radiologists, not an output "decision," which should be made by the radiologists using the CAD systems. Nevertheless, algorithms of major CAD systems have been developed by using techniques and theories developed in the pattern recognition field, and thus we believe that a computer-aided diagnosis is academically included as one of the pattern recognition fields. The techniques of the CAD systems on preprocessing, feature extraction, and machine learning classification are described in the subsequent sections. Figure 2 . Difference between (a) a general pattern recognition system and (b) a computeraided diagnosis system. Note that the scheme of Feature extraction step is described in Figure 3 .
Preprocessing
Preprocessing of images is essential for reducing the complexity and computation time of the CAD algorithms. Since the image quality of the MR images depends on patients and/or MR imaging sequences, there is much variability in the pixel value range, noise level, and background level. Therefore, the normalization of pixel values, some smoothing filters for reducing noise, background correction, etc., should be performed prior to input into the feature extraction. For instance, in accurate segmentation of anatomical regions such as white matter and gray matter regions, the edge preserving smoothing (EPS) filters [33, 34] would be useful for preserving the boundary contrast between anatomical regions as well as for reducing the noise.
As for another important preprocessing, the region of interest (ROI) for searching abnormalities should be segmented for reducing the computation time, taking into account anatomical regions, where abnormalities could be located. For example, a search region was determined by dilation of major vessels in a CAD system for detection of aneurysms in MRA [25] . In a CAD system for detection of white matter hyperintensities or MS lesions in MR images, the brain regions were segmented as search regions by using basic statistical quantities of tissue peaks in a pixel-value histogram in the original MR images. Also, the spatial position corrections for the head displacement and inclination are important for determination of a reference point or an origin in each patient. Furthermore, the coordinate system in the brain such as Talairach coordinates [35] is often necessary for considering the functional area such as Brodmann area.
Feature extraction
The feature extraction is one of the main steps for CAD systems, but there is no "royal road" to extracting features in the CAD field as well as the pattern recognition field. That is because each method for feature extraction depends on each object (lesion) in each medical image. Consequently, a number of feature extraction methods have been developed for specific lesions. Figure 3 shows a scheme of feature extraction in a CAD system. At first in preparation for easily detecting initial lesion candidates at the next step, the object should be enhanced by some methods, as shown in Figures 4 and 5. Then, the candidate regions are extracted by some segmentation methods. Finally, image features are calculated as inputs for a classifier. The details of each step are described in the following subsections. If the gray-level spatial distribution within the object is known, the enhancement filter could be developed. For example, small intracranial aneurysms, which are imaged by MR scanners, could be enhanced by using an enhancement filter for a 3D Gaussian shape, because the shapes of the aneurysms are similar to 3D Gaussian function. Therefore, several enhancement filters for specific lesions have been developed in the CAD field [36] [37] [38] [39] [40] [41] [42] . Giger et al. developed a difference image technique for the detection of lung nodules in radiographs, based on the subtraction of the objectsuppressed image using a ring filter from the object-enhanced image using an object-matched filter [36, 43] . Arimura et al. applied the difference image technique to the automated detection of lung nodules in low-dose CT [44] . Yamamoto et al. developed a morphological filter (Quoit filter) to extract the isolated nodules, and they applied the filter to automatic detection of lung nodules in CT images [37] . Sato et al. proposed a three-dimensional (3D) filters based on a combination of the eigenvalues of the Hessian matrix of the 3D image for enhancement of specific 3D structures, which are line-like, sheet-like, and blob-like structures corresponding to items such as cerebral vessels, vessel walls, and aneurysms, respectively [38, 39] . By using the same theory as Sato et al., Li et al. developed selective enhancement filters for dot (=blob), line, and plane (=sheet) objects [40] . In the neuroradiological CAD field, Arimura et al. applied selective enhancement filters for detection of unruptured intracranial aneurysms in MRA images [25, 26] . Figure 4 shows the effect of a dotenhancement filter for an MRA image with an unruptured intracranial aneurysm．The balloon-like aneurysms are well enhanced by the dot-enhancement filter. Hayashi et al. proposed a curvature-based enhanced display system for detecting cerebral aneurysms in MR angiography [41] . Yamamoto and Arimura et al. proposed a simple method for enhancing MS lesions in 2D fluid-attenuated-inversionrecovery (FLAIR) images by subtracting the background image approximated by the first order polynomial in a brain parenchymal region [30, 31] . Figure 5 shows the effect of the background subtraction image on enhancement of MS lesions. Relatively low-contrast MS lesions are well enhanced by suppressing the background in the brain parenchyma. However, one of the problems caused by such kinds of enhancement filters is that the filter induces enhancement of the lesion-like normal structures as well. Consequently, we have to reduce numerous false positives by obtaining a number of image features of the candidate regions enhanced by the filter. To overcome the issue, Suzuki et al. attempted to develop a supervised filter for enhancement of lesions by use of a massivetraining artificial neural network (MTANN) in a CAD scheme for detection of lung nodules in CT [42] . The MTANN filter is trained with actual lesions in CT images to enhance the actual patterns of the lesions, not lesion-like normal structures. This supervised filter could be promising for developing CAD systems in the neuroradiological field. 
Detection of initial lesion candidates
Although a number of methods for initial detection of lesions have been developed in the CAD field, basic simple thresholding techniques for outputs of enhancement filters or pixel values in the object-enhanced images have been employed for initial identification of lesions. As a unique method, Lee et al. developed an initial detection method of lung nodules using two template matching techniques based on a genetic algorithm and cross-correlation coefficient [45] . Furthermore, although it may not be directly related to the initial lesion detection, a method based on probabilistic atlases has been developed for determination of some anatomical regions such as cerebral cortical regions [46, 47] . Probabilistic atlases could store information on anatomic and functional variability in a population. We have applied a multiple-gray level thresholding technique developed by Giger et al. [21, 43] to the neuroradiological CAD field, for detection of initial aneurysm candidates, white matter hyperintensities (WMHs) and MS candidates in MR images as the points with local maximum pixel values in candidate regions [25, 26, 28, 30, 31] . Figure 6 shows a FLAIR image including initial MS candidate points (white dots) obtained by the multiple gray level thresholding technique, and a brain image with initial candidate regions (white solid lines) segmented by the region growing technique [30, 31] . A number of segmentation methods have been proposed for extraction of lesion candidate regions or target anatomical regions, followed by image feature extraction. Major segmentation methods are based on region growing techniques [25, 48] , watershed algorithm [49] , snake algorithm [50] , and level set method [51] . In the image processing field of neuroradiology, the level set methods have been widely used for segmentation of anatomical regions such as brain parenchyma, white matter, and cerebral cortical regions [51] [52] [53] [54] . First, a level set function  was determined as a signed distance function from the contour of the initial white matter regions, which was the zero level in the level set function. Second, the level set function  was solved according to the following partial differential equation:
where t is the time and F is the speed function. While updating the level set function, the zero level set  = 0 moves according to the speed function in the higher dimensional level set function. Here, the zero level set is called as "moving front". Finally, the update of the level set function was stopped if some conditions are satisfied. Figures 7(a) and 7(b) show the illustrations of an original T2-weighted image and white matter regions segmented by a level set method, respectively [55] . 
Image feature extraction
The goal of the feature extraction is to characterize an object to be recognized by measurements whose values are very similar to those for objects in the same category, but very different from those for objects in different categories [32] . The accuracy of the subsequent classification would depend on the variability in the feature values for objects in the same category (intraclass variability) relative to the difference between feature values for objects in different categories (interclass variability). In addition, features should be invariant to irrelevant transformations of the inputs such as translation, rotation, and scale [32] . However, the problem is how to determine the image features to characterize the objects. Let us consider characterizing MS lesions as a simple example. According to Figure 6 , the shapes of the MS lesions look like circles or ellipsoids, and the MS lesions seem to be located near to the lateral ventricles or within white matter regions. However, a majority of false positives would be very small and linear, and be located far from the center of the brain or in gray matter regions. Therefore, as image features to characterize MS lesions, we chose the circularity and the distance between centroids of each candidate and a brain region, which are invariant to translation, rotation, and scale. Note that the distance should be normalized by patient-specific values such as the anteriorposterior distance of each brain region. Figures 8(a) and (b) show the relationships between the circularity and the distance between two centroids of each candidate and a brain region, for true MS regions and false positive regions, respectively [30, 31] . These relationships back up the assumption derived from our observation in Figure 6 . Many image features have been designed for characterizing specific lesions or diseases in the neuroradiological CAD system [25] [26] [27] [28] [29] [30] [31] 41] .
Effective features for detecting specific objects (lesions) should be selected by discussing with radiologists. By taking sufficient time and a careful look at images, CAD researchers should learn how the lesions look like. This activity would be to determine a model for the object such as a spherical shape for aneurysms. From the point of view of reducing false positives, several models for false positives should be determined such as a cylinder shape for vessel. Then, many features based on the models can be chosen such as effective diameter, sphericity, irregularity, slenderness. [30, 31] . The dotted lines indicate a threshold value of 0.6 for dividing all MS candidate regions into two groups with higher and lower circularities.
Classification process
In the classification process for CAD systems, the feature vector of each lesion candidate provided by a feature extractor is used for assigning the candidate to one of the possible categories (e.g. lesion or normal tissue) according to the output of a classifier. Prior to the practical test, the classifier should be designed by inputting feature values from training cases, and teaching the classifier true category labels (e.g., one or zero). This learning method is called, "supervised learning." In general, the unsupervised learning method, which does not need training data, has not been adopted so often in the CAD research fields, because the practical CAD systems should be "educated" or trained based on the clinical truth or evidence.
In order to improve generalization and robustness of a CAD system, the CAD system should be designed using a sufficient number of training cases. However, if a CAD system is trained by a small number of cases, the system may allow perfect classification of the training cases, but it is not likely to correctly classify unknown cases. This situation is known as overtraining. According to Qaing Li's report [56] , the generalization accuracy (higher than 80%) of a CAD system saturated from 150 test cases using a leave-one-out test method. Moreover, we should consider the curse of dimensionality, which causes the problem that classification performances of the CAD systems could deteriorate if the ratio of the number of training cases to that of features used for the classifier is relatively small [57] . A ratio of more than 5 or 10 would be better for avoiding the curse of dimensionality [57] .
Major machine learning classifiers, which have been used for CAD systems, are linear discriminant analysis (LDA), quadratic discriminant analysis (QDA), artificial neural network (ANN), support vector machine (SVM), Bayesian-based classifier, etc. In a CAD system for Alzheimer's disease (AD) from Arimura et al. [27] , AD cases were identified by using an SVM classifier, which was trained by atrophic image features (e.g., cortical thickness and cerebrospinal fluid (CSF) volume) of AD and non-AD cases, and then an unknown case was classified into either AD or non-AD category based on an SVM model. The reasons why we employed the SVM as a classifier were high generalization ability, avoiding local minimum traps, and overcoming the curse of dimensionality [58, 59] .
In the CAD system for classification of cerebral tumors, the ANN was designed to differentiate among 4 categories of tumors (high-grade gliomas, low-grade gliomas, metastases, and malignant lymphomas) with use of 2 clinical parameters (age and history of malignant tumor) and 13 radiologic findings (e.g., location, signal intensity on T2-wieghted images) in MR images [60] . Figure 9 shows an ANN classifier for differentiating cerebral tumors into 4 categories, which was composed of 15 input units and 4 output units. In many CAD systems, at first, simple rule-based methods have been used for reducing "obvious false positive outliers", and then the subsequent machine learning classifier for removing various kinds of many false positives including "fake positives", i.e., lesion-like false positives. The rules for removing false positive outliers are based on some simple threshold values, such as the minimum and maximum threshold values determined by a mean value ± a few times standard deviation of the feature values of all true positive regions [30, 31] .
Evaluation of CAD systems
The performance of CAD systems is evaluated by similar test methods to the general pattern recognition systems. The purpose of the test is to assess the generalization and robustness of the systems. The major test methods are resubstitution test, k-fold cross-validation test, and bootstrap method [57] . The resubstition test would be an initial test for the CAD system, where the training data is the same as the test data. In the k-fold cross-validation test, all lesion candidates or cases are randomly split into k datasets. The k-1 datasets are used for training of the CAD system, and one dataset is used for testing. The training and testing are repeated by k times. When the number of k is equal to the number of candidates or cases, we call the test a leave-one-out test. The leave-one-out 'by patient' test method is often used in the CAD field. All lesion candidates except for the candidates obtained from the same patient were used for training, and the one candidate left out was used for testing with the CAD system. However, either large bias or large variance could be included in the cross-validation test methods. To reduce the bias or variance, the bootstrap method has been used [61] , where a number of fake data sets of the same size were generated as the given training set, and the data sets were used for estimation of pattern recognition systems' performances [57] .
Prior to the evaluation test, the lesion candidates should be separated into the true positives and false positives by using a criterion based on "truth". For instance, in the CAD system for detection of intracranial aneurysms, we used a criterion such that an aneurysm was considered correctly detected if the pixel with the maximum voxel value in the candidate region was located within the diameter of the aneurysm, which was measured by neuroradiologists, for aneurysms smaller than 7.0 mm, and within the diameter of 7.0 mm for aneurysms larger than 7.0 mm [25] . Another example of a criterion is that if the centroid of a candidate region was in a "truth" region determined by neuroradiologists, the candidate region would be classified into a true positive [28] . Otherwise, the candidate region was considered as a false positive.
The free-response receiver operating characteristic (FROC) and ROC curves are used for evaluation of the overall performance of the CAD systems for various operating points. The FROC curve shows the relationship between the sensitivity and the number of false positives, which can be obtained by thresholding a certain parameter of the CAD system or the output of the classifier. Figure 10 shows the FROC curve for the overall performance of a scheme from Arimura et al. [26] for a database by use of LDA with the leave-one-out-by-patient test method. The SBDI is the shape-based difference image. From Figure 10 , we can evaluate that the CAD system with the SBDI features is better than that without the features.
It is very important for some CAD systems to evaluate not only the sensitivity of lesions, but also the accuracy of lesion segmentation. For example, MS lesions present temporal changes in the shape, location, and area between patients [3] [4] [5] [6] . Therefore, neuroradiologists need to know the differences in the shape, location, and area between two studies, which should be provided by the CAD systems for the MS. For such CAD systems, the segmentation accuracy should be evaluated by using some indicators such as overlap measure [63] , which means the degree of coincidence between the candidate region obtained by a method and the gold standard region by a manual method, as follows:
where T was the gold standard region manually determined by radiologists, C was the region automatically determined by using a method, n(T  C) was the number of logical OR pixels between T and C, and n(T  C) was the number of logical AND pixels between T and C. In addition, the following similarity index is also used for evaluation of segmentation accuracy:
where n(T) was the number of the gold standard region and n(C) was the number of the candidate region.
Moreover, it is essential for us to assess the radiologist's performance as well as the CAD performance itself. By use of the ROC curve based on an observer test, we can quantitatively estimate the potential of the CAD system that can improve the radiologist's performance, although the observer test is performed in the laboratory. The effects of the CAD systems on the radiologist's performance have been investigated by using the ROC analysis, which was described in Refs. 23,24,63. Figure 10 . FROC curve for the overall performance of a scheme from Arimura et al. [26] for a database by use of LDA with the leave-one-out-by-patient test method. The SBDI is the shape-based difference image.
Application examples of CAD for brain diseases
Intracranial aneurysm
One of the purposes of the medical checks for brain is to detect asymptomatic unruptured aneurysms using the MR angiography (MRA) [1] . Ruptures of intracranial aneurysms cause subarachnoid hemorrhage (SAH), which kills more than 10,000 persons each year in North America [64] . People who have a family history of aneurysms or who have polycystic kidneys, coarctation of the aorta, or collagen vascular disease, could be put at an increased risk for aneurysms. In those people, it is very important to detect unruptured aneurysms as early as possible and to treat or follow up the aneurysms. However, it is difficult and time consuming for radiologists to detect small aneurysms, because of their overlap with adjacent vessels or unusual locations in maximum intensity projection (MIP) images of MRA. Therefore, a number of CAD systems have been developed for assisting radiologists in detection of intracranial aneurysms [25, 26, 41, 65, 66] . Table 1 shows a comparison of methods and results of CAD systems for detection of intracranial aneurysms using MRA. Kobashi et al. [66] proposed a CAD system for detecting intracranial aneurysms in MRA images based on estimation of the fuzzy degrees for each aneurysm candidate, which denoted whether a candidate is an aneurysm. Hayashi et al. [41] developed a curvature-based display system that shows volume-rendered images with overlaid curvature indices determined from MRA images. However, neuroradiologists should identify aneurysm candidates by using color-coded curvatures corresponding to the degree of aneurysm, because the system did not automatically detect intracranial aneurysms. Uchiyama et al. [65] developed an automated detection system for aneurysms based on a gradient concentrate filter, which was applied to segmented vessels for enhancement of aneurysm. Arimura et al. developed a CAD system for detection of intracranial aneurysms using MRA images [25, 26] . The selective enhancement filters for dots [40] , which can enhance dot-like objects, were applied to isotropic 3-D MRA images. Useful image features related to small protrusions were extracted from the shape-based difference (SBD) regions obtained by the SBD image technique. A protrusion of a SBD region could be a small aneurysm, but a thin or very small region of a SBD region could be a false positive. Figure 11 shows the illustrations of images produced in each step of the SBD image technique. We tested the computerized scheme on 53 cases with 61 aneurysms and 62 non-aneurysm cases based on a leave-one-out-by-patient test method. As a result, the CAD system achieved a high sensitivity of 97% with 3.8 false positives per patient by use of the SBDI technique. 
White matter hyperintensities in vascular dementia
Subcortical vascular dementia (VaD) is a neurodegenerative vascular disorder that leads to a progressive decline in memory and cognitive functioning, and is considered the second most common cause of dementia in Japan. The prevalence of the VaD in people older than 70 years in Japan is around 27% including mix dementia of Alzheimer's disease and VaD [67] . Ischemic lesions in VaD patients show hyperintense regions in the cerebral white matter, i.e., periventricular hyperintense (PVH) regions and white matter hyperintense (WMH) regions, on FLAIR images or T2-weighted images at MR imaging. It has been reported that the degree of the symptom of the VaD correlated with an area ratio of WMH region to the whole brain region (WMH region ratio) [68] [69] [70] [71] , which could provide diagnostic information for the treatment of VaD. Thus, it is very important to estimate the WMH region ratio for evaluating the degree of the VaD. Although neuroradiologists attempt to manually evaluate the WMH regions, it is very laborious and demanding in routine clinical practice. Therefore, investigators have reported CAD systems for detection of WMH including lacunar infarct using MR images [28, [72] [73] [74] [75] [76] . Mohamed et al. [72] developed a segmentation method for white-matter lesions including VaD, multiple sclerosis, and lacunar infarcts based on a modified k-mean-neighbor method using three-dimensional (3D) MR images. Anbeek et al. [73] presented a method for automated segmentation of WMHs in MR images by using a k-nearest neighbor method, which builds a feature space from voxel intensity features and spatial information. Admiraal-Behloul et al. [74] proposed a automatic segmentation method of WMHs based on a fuzzy C-mean algorithm using three different MR images: proton density, T2-weighted, and FLAIR images. Uchiyama et al. [75] developed a computerized scheme for detection of lacunar infarct by using a rule-based method and an SVM. Their method detected 96.8% of lacunar infarct with 0.76 false positives. Zhiqiang et al. [76] suggested an approach for segmentation of white-matter lesions related to cerebrovascular disease based on a SVM on a 3D MR image. On the other hand, for assisting neuroradiologists in the diagnosis of VaD, Yamashita et al. [28] developed an automated method for detecting and segmenting WMH regions based on conventional MR images (T1-weighted, T2-weighted, and FLAIR images). Their method attained a sensitivity of 90% with 4.0 false-positives per slice in detection of WMH regions. Table 2 shows a comparison of methods and performance of CAD systems for segmentation of WMH using MR images. This table does not include the results of Mohamed et al., Uchiyama et al., and Zhiqiang et al., because they did not explicitly state the similarity index in their papers. According to Table 2 , the sensitivities and similarity indices were higher than 90% and 74%, respectively. The researchers of CAD systems for detection of WMHs focus on segmentation accuracy, because the neuroradiologists should measure the WMH areas in MR images for diagnosis and follow-up of patients. In a method of Yamashita et al. [28] , many false-positives were removed based on the outputs of four ANNs, which were considered the possibility of the WMH regions. Figure 12 shows the illustrations of (a) an original T1-weighted image, (b) an original FLAIR image with hyperintense regions, (c) a FLAIR-T1 subtraction image. As shown in Figure 12 , a majority of WMH regions are in the periventricular region, which was divided into the anterior horn, posterior horn, and the periventricular body [77] . The left and right horns were located about 45°, 135°, 225°, and 315° from the centroid of a brain. Therefore, each brain was divided into four quarters (90°) based on this clinical evidence. Four ANNs were constructed for four divided brain regions. Input features for the ANN were mean, maximum, and minimum pixel values of a candidate in T1-weighted, T2-weighted, FLAIR images, and the FLAIR-T1 subtraction images, effective diameter, circularity, and the distance between a candidate and the centroid of a brain region. 
Alzheimer's disease
Alzheimer's disease (AD) is an irreversible, progressive dementing disorder, which slowly deteriorates memory and thinking skills [78] . Since the incidence of the AD is strongly linked to the age, the AD is one of the major public health problems in countries with the longer life expectancy. According to recent estimates, as many as 2.4 million to 4.5 million Americans and 1.8 million Japanese have AD [78, 79] . AD is associated with the atrophy of gray matter in the cerebral cortex, which leads to a volume decrease of the cerebral cortex or a volume increase of cerebrospinal fluid (CSF) in cerebral sulci and lateral ventricles (LVs), which can be measured in magnetic resonance (MR) images. In order to provide appropriate care for AD patients, it is very important to quantitatively evaluate the degree of the atrophy in the cerebral cortex in the early stages of AD. Neuroradiologists attempt to estimate the degree of atrophy by capturing atrophic image features on MR images, but it is very difficult and time consuming in routine clinical practice. Therefore, a number of automated methods have been studied for identification of AD patients among the large number of patients with dementia [27, [80] [81] [82] [83] . In recent years, a whole-brain unbiased objective technique, known as voxel-based morphometry (VBM) [84] , has been developed for characterizing differences in the local composition of brain tissue using MR images, and can objectively map gray matter loss on a voxel-by-voxel basis. Hirata et al. [80] developed a software based on the voxel-based specific region analysis for Alzheimer's disease (VSRAD), which can automatically analyze 3D T1-weighted MRI data as a series of segmentation, anatomical standardization and smoothing using a VBM software (statistical parametric mapping: SPM) and Z-score analysis. The averaged value of positive Z-scores with respect to the volumes in the specific region of interest in a Z-score map was as the threshold for classifying AD cases and non-AD cases. Li et al. [81] employed a SVM for characterization of the hippocampal volume changes in AD and differentiation of AD patients from healthy control subjects. Klöppel et al. [82] also used linear support vector machines to classify the gray matter segment of T1-weighted MR scans from AD patients and normal elderly individuals. In their method, MR images were segmented into gray matter (GM), white matter and CSF using SPM. Colliot et al. [83] developed an automated segmentation method for hippocampal volumetry to help distinguish between patients with AD, patients with mild cognitive impairment (MCI), and elderly controls, by using established criteria for patients with AD and MCI as the reference standard. Table 3 shows the comparison of methods and performances of CAD systems for Alzheimer's disease using MR images. The accuracy for classification of AD patients ranges from 82.7% to 89.6%, which seems to be relatively high accuracy.
We attempt to develop a CAD system for identification of patients with cerebral atrophy due to Alzheimer's disease based on a pattern recognition technique using 3-D MR images. Our CAD system consists of determination of atrophic image features and identification of AD patients. First, brain, white matter and gray matter regions were determined based on a level set method. Second, CSF regions in cerebral sulci and LVs were extracted by wrapping the brain with a level set function. Third, the cerebral cortical thickness was measured based on normal vectors as a distance from the white matter surface to the brain surface. To select mean cortical thicknesses in the most effective subregions for distinguishing AD patients from non-AD patients, we employed a Golub statistic [85, 86] , which can be interpreted as the degree of separation between the two classes. Finally, AD cases were classified from non-AD cases based on a support vector machine (SVM) classifier, which learned atrophic image features, i.e., white matter and gray matter volumes, CSF volume, and cerebral cortical thickness. The SVM classifier was constructed with a Gaussian kernel exp (−γ||x−y|| 2 ) by using an open source software SVM light [87] . Figure 13 shows the segmentations of brain regions (outer white line) and white matter regions (inner white line) obtained by the proposed method from a non-AD patient in multiple coronal planes. As a result, the area under a ROC curve (Az value) obtained by the CAD system was 0.909 based on a leave-one-out test in identification of AD patients among 54 cases. The preliminary results showed that the proposed method may be promising for identification of AD patients. Figure 13 . Segmentations of brain regions (outer white line) and white matter regions (inner white line) obtained by the proposed method from a non-AD patient in multiple coronal planes [27] .
Multiple sclerosis
Multiple sclerosis (MS) is a progressive neurological disorder, which is caused by structural damages of axons and their myelin sheathes in the central nervous system. MS lesions present temporal changes in shape, location, and area between patients, and thus it is necessary for radiologists to accurately detect and evaluate MS lesions [3] [4] [5] [6] . However, the accurate assessment of each lesion in magnetic resonance (MR) images would be a demanding and time-consuming task, and also a manual measurement could be subjective and have poor reproducibility. Therefore, a number of semiautomated or automated methods have been proposed for identifying and/or segmenting MS lesions based on two or three-dimensional (3-D) MR images. Alfano et al. [88] proposed an automated approach based on relaxometric and geometric features for classification of MS lesions in 1.5 Tesla 3-D MR images. Boudraa et al. [89] applied the FCM algorithm to 1.5 Tesla two-dimensional (2-D) MR images for classifying normal and abnormal brain structures. Leemput et al. [90] proposed an automated method by using an intensity-based tissue classification and a stochastic model for detection of MS lesions in 1.5 Tesla 3-D images. Zijdenbos et al. [91] developed an automated framework for the pipeline analysis of MS lesions in MRI data. Khayati et al. [92, 93] developed an automated method for segmentation of MS lesions in brain MR FLAIR images using an adaptive mixture method and a markov random field model in 1.5 Tesla 3-D MR images. Their proposed approach was based on a Bayesian classifier to obtain and upgrade the class conditional probability density function and a prior probability of each class. Table 4 shows the comparison of methods and results of CAD systems for detection of MS in MR images. The researchers for MS CAD systems are not likely to present the sensitivity and the number of false positives except for our group. Instead, they reported the similarity indices, which range from 0.51 to 0.75. We are developing a CAD system for detection of MS lesions in brain 3.0 Tesla two-dimensional MR images based on a level set method [30, 31] . In the proposed method, the level set method was employed for reduction of false positives as well as accurate segmentation of MS lesions. A number of false positive candidate regions were removed according to the output of an SVM, which was learned with image features and tested based on a leave-one-candidate-out test method. We applied the proposed method to 49 slices selected from 6 studies of three MS cases including 168 MS lesions. As a result, the sensitivity for detection of MS lesions was 81.5 % with 2.9 false positives per slice based on a leave-one-candidate-out test, and the degree of coincidence between MS lesions detected by the proposed method and two neuroradiologists was 0.768 on average. These results indicate the proposed method would be useful for assisting neuroradiologists in assessing MS in clinical practice.
Brain glioma
Accurate noninvasive radiologic diagnosis of brain tumors is desirable for appropriate treatment planning. The diagnosis of brain tumors is usually made subjectively using MR imaging, and its accuracy may be limited by the presence of atypical cases or by a radiologist's insufficient clinical experience. A computerized method that is capable of providing objective information about an image may assist radiologists in the classification of brain tumors. ANNs have been reported to improve the diagnostic performance of radiologists in several fields [94] [95] [96] [97] [98] [99] [100] [101] [102] . A few groups applied ANNs including a self-organizing maps (SOMs) to classify intracranial diseases including brain tumors, pituitary adenoma, craniopharyngioma, and Rathke's cleft cyst. Vijayakumar et al. [103] designed a computer-assisted method to perform segmentation of brain tumor on apparent diffusion coefficient (ADC) images and evaluate its grade (malignancy state), using a mixture of unsupervised ANN and hierarchical multiresolution wavelet. As a result, the average sensitivity and the specificity for high or low grade tumor, edema, necrosis, CSF and normal tissue are observed to be 0.86 and 0.93, respectively. Kitajima et al. [104] applied an ANN for differential diagnosis among pituitary adenoma, craniopharyngioma, and Rathke's cleft cyst with MR images and retrospectively evaluate the effect of ANN output on radiologists' performance. The ANN showed high performance in differentiation among the three lesions (AUC=0.990). The average AUC for all radiologists for differentiation among the three lesions increased significantly from 0.910 to 0.985 (P = 0.0024) when they used the computer output. We also constructed an ANN for the differential diagnosis of intra-axial cerebral tumors on MR images and evaluated the effect of ANN outputs on radiologists' diagnostic performance [60] . The radiologists collected MR images of 126 patients with intra-axial cerebral tumors (58 high-grade gliomas, 37 low-grade gliomas, 19 metastatic tumors, and 12 malignant lymphomas). We constructed a single 3-layer feed-forward ANN, as shown in Figure 9 , with a Levenberg-Marquardt algorithm. The ANN was designed to differentiate among 4 categories of tumors (high-grade gliomas, low-grade gliomas, metastases, and malignant lymphomas) with use of 2 clinical parameters and 13 findings in MR images. Subjective ratings for the 13 findings were provided independently by 2 attending radiologists. Originally, the rating scores were integer, nominal values depending on grade or location, but all inputs used in this study for the ANN were linearly normalized from -0.9 to 0.9. All 126 cases were used for training and testing of the ANN based on a leave-one-out-by-case method.
In the observer test, MR images were viewed by 9 radiologists, first without and then with ANN outputs. Each radiologist's performance was evaluated through a ROC analysis on a continuous rating scale. The averaged area under the ROC curve for ANN alone was 0.949. The diagnostic performance of the 9 radiologists increased from 0.899 to 0.946 (P <0.001) when they used ANN outputs. The ANN can provide useful outputs as a second opinion to improve radiologists' performance in the differential diagnosis of intra-axial cerebral tumors seen on MR imaging.
Conclusions
This review paper describes CAD systems from the basics to several applications of the CAD for brain diseases in neuroradiology. However, a number of researchers including our group have just begun researching various kinds of CAD systems for brain diseases. Neuroradiologists expect that the CAD systems can assist them in diagnosing brain diseases by providing useful information. CAD researchers attempt to develop very useful CAD systems, which can improve neuroradiologist's abilities to diagnose patients based on a synergistic effect between the computer and neruroradiologists. Many advanced countries with a long life expectancy such as Japan and the United States are moving toward an aging society, and thus the number of patients with brain diseases including some dementing disorders will increase with the rise in average life expectancy. Therefore, the CAD systems for brain diseases will become more essential for neuroradiologists in clinical practice in the near future.
