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Abstract. The object of investigation in nanodosimetry is the physical characteristics of the microscopic
structure of ionising particle tracks, i.e. the sequence of the interaction types and interaction sites of a
primary particle and all its secondaries, which reﬂects the stochastic nature of the radiation interaction.
In view of the upcoming radiation therapy with protons and carbon ions, the ionisation structure of
the ion track is of particular interest. Owing to limitations in current detector technology, the only way
to determine the ionisation cluster size distribution in a DNA segment is to simulate the particle track
structure in condensed matter. This is done using dedicated computer programs based on Monte Carlo
procedures simulating the interaction of the primary ions with the target. Hence, there is a need to
benchmark these computer codes using suitable experimental data. Ionisation cluster size distributions
produced in the nanodosimeter’s sensitive volume by monoenergetic protons and alpha particles (with
energies between 0.1 MeV and 20 MeV) were measured at the PTB ion accelerator facilities. C3H8 and N2
were alternately used as the working gas. The measured data were compared with the simulation results
obtained with the PTB Monte-Carlo code PTra [B. Grosswendt, Radiat. Environ. Biophys. 41, 103 (2002);
M.U. Bug, E. Gargioni, H. Nettelbeck, W.Y. Baek, G. Hilgers, A.B. Rosenfeld, H. Rabus, Phys. Rev. E
88, 043308 (2013)]. Measured and simulated characteristics of the particle track structure are generally
in good agreement for protons over the entire energy range investigated. For alpha particles with energies
higher than the Bragg peak energy, a good agreement can also be seen, whereas for energies lower than the
Bragg peak energy diﬀerences of as much as 25% occur. Signiﬁcant deviations are only observed for large
ionisation cluster sizes. These deviations can be explained by a background consisting of secondary ions.
These ions are produced in the region downstream of the extraction aperture by electrons with a kinetic
energy of about 2.5 keV, which are themselves released by ions of the “primary” ionisation cluster hitting
an electrode in the ion transport system. Including this background of secondary ions in the simulated
cluster size distributions leads to a signiﬁcantly better agreement between measured and simulated data,
especially for large ionisation clusters.
1 Introduction
Radiation-induced damage to tissue is strongly inﬂuenced
by the pattern of inelastic interactions in sub-cellular tar-
gets, especially in the DNA, which is carrying the genetic
information. An accumulation of damage, such as that
caused by ionisation, in such a short DNA segment leads
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to a complex double-strand break (DSB). The larger the
number of additional strand breaks within the DNA seg-
ment, the more diﬃcult is the repair of the resulting break,
and often this repair is error-prone. An irreparable dam-
age to the DNA leads to a programmed cell-death, while
in case of misrepair a mutation of the genetic material
can occur, which can lead to the generation of radiation-
induced cancer [1,2]. For an assessment of the biological
eﬀectiveness of ionising radiation, the track structure of
ionising particles within a target volume of the size of a
DNA segment is of particular importance, in particular
in view of the upcoming radiation therapy with light ions
like protons and carbon ions.
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Owing to limitations in current detector technology,
the only way to determine the ionisation cluster size dis-
tribution in a DNA segment is to simulate the particle
track structure in condensed matter. This is done using
dedicated computer programs based on Monte Carlo pro-
cedures, which simulate each individual interaction of the
primary ions as well as any secondary electrons gener-
ated [3–5]. In these simulations, the DNA is modelled as
a cylindrical target volume comprising water with dimen-
sions corresponding to those of the aforementioned short
DNA segment [3,6,7]. Hence, there is a need to benchmark
these computer codes using suitable experimental data.
A characteristic parameter for the track structure of
an ionising particle is the statistical distribution of the
number of ionisations which are produced when a par-
ticle traverses a volume element ﬁlled with matter. This
quantity, referred to as the ionisation cluster size distribu-
tion, is amenable to measurement and therefore suitable
for benchmarking the aforementioned computer codes. Ex-
perimental data for the ionisation cluster size can be ob-
tained with an ion-counting nanodosimeter, which consists
basically of a gas-ﬁlled counter operated at low pressure.
The measurement procedure for detecting ionisation
clusters in diluted gases in coincidence with the original
primary particles [8,9] and the development of dedicated
Monte Carlo codes for complete particle track structure
simulation are the two pillars on which nanodosimetry is
based.
2 Nanodosimetric characteristics of particle
track structure
In nanodosimetry, the ionisation component of the parti-
cle track structure is of particular importance, since it is
experimentally accessible. It is characterised by the rela-
tive frequency distribution of the ionisation cluster size.
The ionisation cluster size is deﬁned as the number of
ionisations ν generated in a target volume by a primary
particle and its secondary electrons. For reasons of sim-
plicity, this target volume is often chosen to be cylindrical
with dimensions comparable to a short segment of DNA
as shown in Figure 1.
A primary particle of radiation quality Q can either
traverse the target volume or pass it at a distance d with
respect to the longitudinal axis of the cylinder. The ion-
isation cluster size generated in the target can then be
obtained using the superposition of the ionisation com-
ponent of the particle track and of the geometric charac-
teristics of the target volume. The ionisation cluster size
distribution is characterised by the statistical distribution
of the probabilities Pν(Q,d) that exactly v ions are cre-
ated in the target volume. The probability distribution is
normalised according to equation (1).
∞∑
ν=0
Pν(Q, d) = 1. (1)
For the characterisation of the particle track, however, the
statistical moments of the probability distribution are also
Fig. 1. Schematic representation of the formation of an ionisa-
tion cluster by an ionising particle which passes by a cylindrical
target volume of diameter D at a distance d from the cylin-
der axis. In the shown segment of the particle track, the solid
circles represent the locations of ionisation interaction.





Of particular interest is the ﬁrst moment of the distribu-
tion, that is the mean ionisation cluster size M1 (Q, d),





The ionisation cluster size distribution Pν(Q,d) depends
on the radiation quality Q (i.e. on the type of the primary
particle and its energy) as well as on the geometry of the
target volume and its material composition and density.
3 Setup of the experiment
The ion-counting nanodosimeter [10] described in Figure 2
comprises an interaction region ﬁlled with a rareﬁed tar-
get gas, an electrode system to extract ions from the in-
teraction region, an evacuated acceleration stage with an
ion-counting detector at its end, and a primary particle
detector.
The actual setup of the experiment allows the measure-
ment of nanodosimetric quantities for primary ion beams,
which pass through the sensitive volume perpendicular to
its central axis (d = 0) as depicted in Figure 1. In the no-
tation of the quantities Pν (Q, d = 0) and M1 (Q, d = 0),
the index d = 0 will henceforth be omitted.
The interaction region of the nanodosimeter, which is
located between the electrodes of a plane parallel plate
capacitor, is ﬁlled with the target gas at a pressure in the
order of approximately 1 mbar. An ion entering the inter-
action region through the entrance aperture and travers-
ing it parallel to the two electrodes is registered behind the
exit aperture in a semiconductor detector. The positively-
charged ionised gas molecules generated by this primary
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Fig. 2. Schematic representation of the ion-counting nano-
dosimeter (adapted from [10]). A charged particle passing
through the interaction volume (IV) creates ions in the target
gas, which are drifted towards the bottom electrode due to the
electric ﬁeld Ed. Only ions created within the sensitive volume
(SV) are extracted via a small aperture in the bottom elec-
trode. These ions are then focused and accelerated via the elec-
trodes A1–A4 into the ion counter (IC), where charge pulses
are generated by secondary-electron multiplication. Note that
both of the SV and δ-electron track are schematic representa-
tions and not to scale.
particle and its secondaries drift towards the lower elec-
trode due to the electrical ﬁeld, which is applied across the
plane parallel plate capacitor. The electrical ﬁeld strength
between the electrodes is selected in such a way that nei-
ther the ionised gas molecules nor the electrons originat-
ing from the ionisation events generate additional ions.
Ions generated in the interaction region’s sensitive vol-
ume, right above a small aperture in the lower electrode,
are extracted from the ionisation region through the lower
electrode. They are subsequently transported through an
ion optics to an ion-counting secondary electron multi-
plier, where they are then detected. Prior to detection, the
ions are accelerated to a kinetic energy of about 8 keV,
since the detection probability of the secondary electron
multiplier amounts to almost 100% for ions of this en-
ergy originating from the applied target gases [11]. The
shape and size of the sensitive volume are deﬁned by the
spatial distribution of the eﬃciency for detecting the gen-
erated ions, which is primarily determined by the electri-
cal ﬁeld strength as well as the target gas and its pres-
sure. Repeated measurement of the generated ions for a
large number of single primary particles (of radiation qual-
ity Q), yields the relative frequency distribution Pν (Q) of
the ionisation cluster size ν of detected ions.
Figure 3 shows the general setup of the PTB nan-
odosimeter for carrying out measurements at an ion accel-
erator. To reduce the primary particle rate, the ion beam
hits an exchangeable thin gold foil mounted in the scatter-
ing chamber at the front of the nanodosimeter. For par-
ticle energies below 3 MeV, the foil thickness is approx-
imately 100 nm, whereas for higher particle energies, a
foil thickness of about 500 nm is used. Due to Rutherford
Fig. 3. Schematic setup of the PTB ion-counting nanodosime-
ter for measurements at an ion accelerator [12].
scattering, a small number of ions is scattered horizontally
at an angle of 45◦ (relative to the incident beam) towards
the entrance aperture of the nanodosimeter or at an angle
of –45◦ towards a semiconductor detector which monitors
the spectrum of the scattered particles. The unscattered
beam is stopped in an absorber, and the primary particles
scattered at other angles are absorbed within the walls of
the scattering chamber.
A 1.2 μm-thick Mylar foil (mounted on a 3 mm-
diameter aperture) separates the high vacuum of the scat-
tering chamber from the nanodosimeter, thus serving as an
entrance window. In order to approximate narrow beam
geometry, the diameter of the primary beam is further
reduced by a 1 mm aperture at the entrance of the inter-
action volume of the nanodosimeter, which is ﬁlled with
the target gas under investigation.
4 Data acquisition and evaluation
Measurements of the ionisation cluster size distributions
were carried out with the nanodosimeter operated in
pulsed mode [10]. To overcome the counting losses, the
data acquisition system described in reference [10] was re-
placed by a digital storage oscilloscope. This oscilloscope
was used to record the waveforms of the collected ions
from the ion counter and the charge pulse of the primary
particle from the trigger detector. Typical waveforms cre-
ated by a single primary particle are shown in Figure 4.
These waveforms were saved and were then evaluated after
the measurements, preserving the correlation between the
primary particle and any associated ions that it created.
The pulse height of the charge pulse of the primary
particle was determined numerically according to the dig-
ital pulse processing algorithm described by Jordanov
et al. [13], which allows to use the nanodosimeter’s trigger
detector as a spectrometer. The waveform of the collected
ions from the ion counter was discriminated with a neg-
ative voltage threshold to suppress the noise, and the
number of ions was determined using a peak detection
algorithm.
Using the trigger detector of the nanodosimeter as a
spectrometer is advantageous as it allows storage of both
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Fig. 4. Measured waveforms of an ionisation cluster of size
ν = 20 generated by an 241Am alpha particle in 1.2 mbar
propane (C3H8) [12]. The upper waveform shows the signal of
the charge-sensitive pre-ampliﬁer which is connected to the pri-
mary particle detector. The lower waveform shows a sequence
of short pulses each of which corresponds to one detected in-
dividual ion. As shown in the insert in the lower panel, not all
ion pulses can be resolved by eye due to the short time interval
between some successive target gas ions.
the energy of the primary particle and the corresponding
ionisation cluster size it generated. In the subsequent oﬀ-
line data analysis, a software single channel analyser can
then be applied to the energy of the primary particle to
discriminate contributions to the cluster size distribution
in the case of a mixed ﬁeld containing particles of diﬀerent
energies.
Recording the waveform of the ion counter instead of
only discriminating and counting the pulses allows the cre-
ation of a pulse height spectrum for the pulses from the
secondary electron multiplier. As any loss of gain due to
the ageing of the multiplier leads to a shift of the pulse
height spectrum towards lower pulse heights, ageing ef-
fects can be compensated by increasing the operating volt-
age of the multiplier in due time.
To investigate the dependence of the ionisation cluster
size distribution on the beam quality, the energy of the
primary particles when traversing the sensitive volume
must be known. At energies below 0.5 MeV for protons
or 2 MeV for alpha particles, the energy loss experienced
by the primary particle in the Mylar foil and on its way
from the vacuum window to the sensitive volume in the
target gas is no longer negligible. By operating the trig-
ger detector as a spectrometer, the energy loss of particles
traversing the gas between the vacuum window and the
detector can be determined experimentally. By operating
the nanodosimeter in the absence of the target gas, an
energy calibration of the spectrometer was performed us-
ing the pulse height spectra of the primary particles after
passing through the gold and Mylar foils. The energy of
the primary particles leaving the Mylar foil was calculated
with SRIM [14].
For each primary particle, the number of generated
ions and their arrival times were recorded relative to
Fig. 5. Measured drift time distribution of the ionisation clus-
ters generated in the nanodosimeter in 1.2 mbar C3H8 [12].
the detection time of the primary particle. It is impor-
tant that the ionisation cluster created by a primary par-
ticle is fully registered before the next primary particle
traverses the ionisation chamber. If a primary particle is
detected before the counting of the ions of the previous
primary particle has been completed, both events are not
taken into account in the evaluation. The acquisition of
the ions belonging to a speciﬁc primary particle is consid-
ered as completed, when the probability of detecting an
ion in a speciﬁc time interval has dropped to the base line
in the drift time distribution. In the distribution shown
in Figure 5, the acquisition ends after 70 μs. The genera-
tion of ionisation clusters is measured for a large number
(≈5× 105) of primary particles of the same type and en-
ergy in order to obtain statistical frequency distributions
for the cluster size and the drift time. The drift time dis-
tributions show distinct maxima at positions independent
of the type and energy of the primary particles. In order to
reduce the background, only those ions with drift times ly-
ing within a deﬁned time window around their maximum
are taken into account in the evaluation.
5 Extraction eﬃciency
Besides the detection probability of the secondary elec-
tron multiplier for ions, the measured ionisation cluster
size distribution is also inﬂuenced by the probability with
which the generated ions are extracted from the ionisation
chamber, which is dependent on the site of generation.
The spatial distribution of this extraction probability de-
ﬁnes the sensitive volume. A complex interaction of sev-
eral factors deﬁnes this distribution, namely (i) the form
of the electrical ﬂux lines in the vicinity of the extrac-
tion aperture, (ii) the transport properties of the ionised
gas molecules which are carried along by the electrical
ﬁeld in the (mostly) neutral gas in the interaction re-
gion, and (iii) the gas density and ﬂow conditions in the
surroundings of the extraction aperture. The spatial dis-
tribution of the extraction probability is determined by
means of the commercial program package SIMION2 8.0,
1 http://www.gab.com.au/.
2 http://www.simion.com/.
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Fig. 6. Screen shot of the gas density in the surroundings of
the extraction aperture for the target gas C3H8 with a pressure
of 1.2 mbar in the interaction volume, modelled using the code
DS2V451.
which was developed for the simulation of electrically-
charged particle transport in electrical ﬁelds. With addi-
tional code, the user can extend SIMION 8.0 to integrate
non-implemented transport phenomena. Such an exten-
sion was done for the nanodosimeter by including a Monte
Carlo simulation of the gas density and ﬂow conditions in
the surroundings of the extraction aperture as well as the
drift of ionised gas molecules in the neutral gas at a con-
stant pressure. Collisions between the ionised and neutral
gas molecules were modelled as elastic hard-sphere col-
lisions. Charge transfer between the ionised and neutral
gas molecules was not taken into account, since the sim-
ulations did not show signiﬁcant diﬀerences between the
absence of charge transfer and maximum charge trans-
fer, i.e. charge transfer occurring in every collision. The
gas density (Fig. 6) and ﬂow conditions in the surround-
ings of the extraction aperture were modelled using the
code DS2V453. In the transport simulation of the ionised
gas molecules, it was found to be necessary to follow the
history of the ionised gas molecule until it reached the en-
trance aperture of the secondary electron multiplier. Ter-
minating its history when the ionised gas molecule had
passed the extraction aperture was insuﬃcient owing to
the loss of ionised gas molecules due to scattering with
the neutral gas molecules in the eﬀusive jet downstream
of the extraction aperture.
The calculated extraction probabilities reveal a signif-
icant dependence on the applied electrical ﬁeld, gas type
and gas pressure (see Fig. 7). The position of the primary
particle beam is indicated by the dashed white line at a
height h of 16.25 mm. For the experimental veriﬁcation
of the spatial distribution of the extraction probability,
a spatially resolving detector will be used to detect pri-
mary particles, thus allowing the determination of ionisa-
tion cluster size distributions as a function of the primary
particle’s point of impact.
3 http://www.gab.com.au
Fig. 7. Calculated extraction probability η for nitrogen (N2)
(top) and propane (C3H8) (bottom) with gas pressures of
0.6 mbar and 1.2 mbar as a function of the radial and ver-
tical distance (i.e. height) from the centre of the extraction
aperture [12]. The dashed white line at a height of 16.25 mm
indicates the position of the primary beam. The labels inside
the plots denote the values of η.
Figure 8 shows the mean ionisation cluster size M1(p)
produced by alpha particles from an 241Am source for
both nitrogen (N2) and propane (C3H8) at diﬀerent target
gas pressures p ranging from 0.2 mbar to 1.2 mbar. The
measured and the simulated data agree within ±9% for
C3H8, and for N2 the data agree within the experimen-
tal uncertainties in the pressure range between 0.8 mbar
and 1.2 mbar, whereas for lower pressures the simulation
deviates from the measurement by up to 53% at 0.2 mbar.
The overall good agreement indicates the validity of the
simulation model for the extraction probability. Addition-
ally, the ﬁgure shows the relative extraction probability η
for the ionised gas molecules integrated along the pri-
mary particle trajectory between a radius r = ±2 mm
at a height h = 16.25 mm multiplied with the target
gas pressure p, p ∫ η (h = 16.25 mm, p) dr. This integral
contains exclusively the contribution to the mean cluster
size of those “onside” ionisations occurring precisely on
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Fig. 8. Measured (EXP) and simulated (PTra) mean ionisation cluster sizes M1(p) and the integrated extraction probability
p ∫ η (h = 16.25 mm, p) dr (SimIon8) of alpha particles from an 241Am source for C3H8 (left) and N2 (right) at diﬀerent target
gas pressures p ranging from 0.2 mbar to 1.2 mbar.
the primary particle’s trajectory, i.e. due to direct inter-
action of the primary particle with the target, thereby ig-
noring any surrounding “oﬀside” ionisations, i.e. not along
the primary particle’s trajectory, such as those due to in-
teractions of secondary particles. However, Monte Carlo
simulations with PTra reveal that the diﬀerence in the in-
tegrated eﬃciency is less than 8.5% and 9% for N2 and
C3H8, respectively, when comparing the integrated eﬃ-
ciency for onside and oﬀside ionisations with respect to
the primary particle’s trajectory. Therefore, the extraction
probability η integrated along the primary particle tra-
jectory multiplied with the target gas pressure represents
a quantity closely proportional to the mean cluster size
M1 (p). This can be seen in Figure 8, where the slope of
the integrated extraction probability coincides with that
of the mean ionisation cluster sizes.
6 Secondary ionisations
Transport simulations of the ionised gas molecules re-
vealed a loss of ions due to scattering of the ionised gas
molecules with the neutral gas molecules in the eﬀusive jet
downstream of the extraction aperture. These scattered
ions were found to impinge on the surfaces of the dif-
ferent electrodes downstream of the extraction aperture
which are to guide and accelerate the ions towards the
secondary electron multiplier. The dominating fraction of
the scattered ions was found to hit a cone-shaped electrode
(electrode A4 in Fig. 2) with a potential of about –2.5 kV,
thus having an energy of about 2.5 keV. Ions of this energy
create a substantial number of secondary electrons when
impinging on a surface. These electrons, created at a po-
tential of –2.5 kV, are accelerated upstream towards the
extraction aperture, which is at ground potential. Thus,
these electrons gain an energy of up to 2.5 keV in the re-
gion immediately downstream of the extraction aperture,
where the gas density of the eﬀusive jet is maximal. The
accelerated electrons are therefore able to create a sig-
niﬁcant number of additional ions from the neutral gas
molecules forming the eﬀusive gas jet. These additional
ions add to the ionised gas molecules originating from
ionisation events by the primary particle, thereby increas-
ing the size of the ionisation cluster as contributions from
primary ions cannot be distinguished from those of sec-
ondary ions. Consequently, the resulting ionisation cluster
size comprises a background contribution from secondary
ions.
However, since the production of both secondary elec-
trons by ions impinging on a surface and secondary ions
by secondary electrons in an extremely inhomogeneous gas
target depend on a large number of unknown parameters,
a detailed description of the production of secondary ion
background is not feasible. Instead, a Poisson distribu-
tion was used to describe this background contribution of
the secondary ions to the ionisation cluster created by the
primary particle. Since the production of secondary ions
depends on the eﬀusive gas jet properties and the geom-
etry and potentials of the ion optics downstream of the
extraction aperture, the relative contribution of the sec-
ondary ion background is independent of ionisation clus-
ter formation and therefore independent of the radiation
quality of the primary particle. Thus, for a given target gas
and pressure, the secondary ion background can be char-
acterised using two parameters. These are the expectation
value λ of the Poisson distribution describing the produc-
tion of the secondary ions, and the probability ε for an
ionised gas molecule from an ionisation cluster to hit the
cone shaped electrode after passing through the extraction
aperture. Since the secondary ion background is indepen-
dent of the radiation quality of the primary particle, each
of the two parameters ε and λ must have the same value
for each cluster size distribution measured with primary
particles of any radiation quality for a speciﬁc target gas.
7 Uncertainties
The uncertainties in the experimental data have ef-
fects on the mean ionisation cluster size M1 (Q) and
the energy determination of primary particles entering
the nanodosimeter’s sensitive volume. The uncertainties
stated in the following are referring to a coverage factor
k = 1 [15].
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7.1 Ionisation cluster size
Measured mean ionisation cluster sizes M1(Q) are deter-
mined from an ionisation cluster size distribution, which is
the sum of individual cluster size distributions measured
for the same target and radiation quality in diﬀerent mea-
surement shifts. The uncertainties of the total mean ion-
isation cluster size M1(Q) take into account several con-
tributions: (i) the statistical variation of the mean cluster
sizes M1(Q) of the individual cluster size distributions;
(ii) the uncertainties of the individual probabilities due to
counting statistics; (iii) the uncertainty due to the deter-
mination of the target gas density (temperature and pres-
sure measurement) and (iv) an uncertainty contribution
related to repeatability determined from constancy mea-
surements carried out repeatedly over a long time period.
The individual contributions to the uncertainty of the
mean ionisation cluster size are determined as follows:
Contribution (i): Pν(Q) is calculated from the mea-
sured data as Pν(Q) = Nν/Ntot, where Nν is the number
of events producing an ionisation cluster of size ν and
Ntot is the total number of recorded events. With n data
sets from diﬀerent measurements using the same radiation
quality Q and target, a number of n mean cluster sizes is
obtained with M1,k(Q) being the mean cluster size of the
kth data set, k = 1, . . . , n. With M1(Q) being the mean
of n values for M1,k(Q), the deﬁnition of the mean cluster

















































and Nk,ν is the number of events producing an ionisa-
tion cluster of size ν of the kth data set. From equa-
tion (4), the amount of contribution (i) to the uncertainty











Contribution (ii): according to the deﬁnition of the
mean cluster size via the measured number of events
(see left hand side of Eq. (4) before the second equals
sign), uncertainties of the individual probabilities arise
due to counting statistics. This leads to an uncertainty
u(ii)(M1(Q)) given by:






























using the aforementioned quantities and the uncertainty




Contribution (iii): the uncertainty in the determination
of the target gas density consists of two components: the
uncertainty in the pressure measurement and the uncer-
tainty in the operating temperature of the nanodosimeter.
The temperature during the operation of the nanodosime-
ter was not monitored. However, the experimental hall at
the PTB accelerator facilities is temperature stabilised to
within ±1 ◦C. The uncertainty of the pressure measure-
ment is estimated to be ±1% (see discussion in Sect. 7.3
target gas pressure). Using the pressure dependence of the
mean cluster size (Fig. 8), which represents in fact the sen-
sitivity coeﬃcient related to the uncertainty in determin-
ing the target gas density, the 1.06% uncertainty estimate
of the gas density transforms into a contribution to the un-
certainty of the mean cluster size, which amounts to 1.6%
for 1.2 mbar of C3H8 and N2, respectively, and to 1.9%
for 0.425 mbar and 0.46 mbar of C3H8.
Contribution (iv): from constancy measurements
carried out repeatedly over a long period of time, an ad-
ditional 6.9% uncertainty contribution was taken into ac-
count in the determination of the uncertainty of the mean
cluster size.
7.2 Primary particle energy
The uncertainty in the primary particle energy comprises
not only the FWHM of the primary particles’ peak in the
energy spectrum recorded with the trigger detector, but
also the uncertainty due to statistical variation of par-
ticle energy and thickness of Mylar and gold foils. The
uncertainty due to statistical variation in measuring the
particle’s energy according to the aforementioned energy
calibration procedure for the same target and radiation
quality in diﬀerent measurement shifts was calculated in
a similar way to that of u(i)(M1(Q)) in equation (5). The
uncertainty in energy loss is due to the uncertainty in
the thickness of the Mylar and gold foils, each of which is
estimated to be 10% of the nominal thickness. The eﬀect of
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this uncertainty on the uncertainty in energy loss was de-
termined via calculation of the corresponding energy loss
with SRIM [14]. The amount of this contribution strongly
depends on the radiation quality, since the stopping power
depends on both the type and energy of the primary ions.
Thus, for alpha particles with a primary energy of 1 MeV,
the uncertainty in the thickness of the foils leads to an en-
ergy of 370 keV ±8.9% when hitting the trigger detector,
whereas for 3.5 MeV alpha particles it is 3.12 MeV ±0.6%.
In the case of protons, this eﬀect is much less pronounced:
for 350 keV protons, the uncertainty in the thickness of the
foils leads to an energy of 190 keV ±4.8% at the trigger de-
tector, whereas for 1 MeV protons, it is 923 keV ±0.43%.
The uncertainty in the energy of the primary ions due to
the adjustment of the accelerator is less than 0.05% [16],
and hence, it is not taken into account.
7.3 Target gas pressure
The pressure in the interaction region is measured by
means of a capacitance manometer. The point of mea-
surement is not directly in the sensitive volume but at
some distance (∼30 cm) away. The mean free path be-
tween two collisions, however, is in the order of a few
tens of micrometers for both N2 and C3H8 in the pres-
sure range under consideration, and thus, the conditions
of laminar ﬂow are fulﬁlled. Considering the trajectory of
the incident primary particle is located 16.25 mm above
the extraction aperture, and simulations of the gas density
(Fig. 6) and ﬂow conditions in the vicinity of the extrac-
tion aperture showed no substantial changes upstream, no
signiﬁcant diﬀerences are to be expected between the pres-
sure in the sensitive volume and in the point of pressure
measurement.
7.4 Extraction probability
The simulated spatial distribution of the extraction prob-
ability is an input parameter into the Monte Carlo sim-
ulation of the ionisation clusters. For the comparison of
measured and simulated cluster size distributions in the
present work, it does not aﬀect the data evaluation of
the measured ionisation clusters, only the data evalua-
tion of simulated cluster size distributions is aﬀected. It
is diﬃcult to estimate the uncertainty associated with the
spatial distribution of the extraction probability due to
the unknown uncertainties of the transport model imple-
mented in the user code for SIMION 8.0. Nevertheless, it
is possible to investigate the eﬀect of varying input pa-
rameters for the simulation of this spatial distribution of
the extraction probability. A variation of ±5% in the den-
sity of the target gas leads to a change in the product
of pressure and eﬃciency integrated along the primary
particle trajectory of ±6.7% and ±6.8% for 1.2 mbar of
C3H8 and N2, respectively, and ±8.1% for 0.425 mbar
and 0.46 mbar of C3H8. Another input parameter for the
simulation is the cross section for the collision between
the ionised and neutral gas molecules. This parameter is
chosen in such a way that the drift time of the ionised
gas molecules in the simulation matches the drift time
measured in the experiment. A variation in the collision
cross section of ±5% leads to a change in the product
of pressure and eﬃciency integrated along the primary
particle trajectory of ±1.0% and ±1.1% for 1.2 mbar of
C3H8 and N2, respectively, and of ±3.0% for 0.425 mbar
and 0.46 mbar of C3H8. The statistical uncertainty in
the respective calculations was 0.27%. Nevertheless, the
measured and simulated mean cluster sizes M1(p) in N2
and C3H8 for diﬀerent target gas pressures (Fig. 8) agree
mostly within the experimental uncertainties. For C3H8,
deviations were less than ±9%. For N2, on the other hand,
the data agree within the experimental uncertainties in
the pressure range between 0.8 mbar and 1.2 mbar, but
for lower pressures, the simulation deviates from the mea-
surement by as much as 53% at 0.2 mbar. The overall good
agreement is an indication of the quality of the spatial
distribution of the extraction probability and the under-
lying simulation model. Nevertheless, investigations are in
progress to improve the description of the spatial distri-
bution of the extraction probability.
8 Basic check
The correct operation of the nanodosimeter needs to be
veriﬁed using a check procedure that is independent of
simulation and which can be traced back to fundamen-
tals. A suitable check procedure is based on the slowing
down of charged particles in matter. The inelastic cross
sections of a substance depend on the type, charge state
and energy of the ionising particle being stopped. For par-
ticle velocities that are large compared with the velocities
of electrons bound in atoms, the inelastic cross sections
of ions are identical for diﬀerent ions of the same charge
and velocity according to Bethe’s theory [17]. The ﬁrst
moment of the frequency distribution of the number of
ionisations, that is the mean ionisation cluster size M1(Q)
(given by Eq. (1)), is proportional to the cross section
for ionisation by ions. The extraction eﬃciency η is only
dependent on the transport properties of the target gas
ions in the neutral target gas, and thus, does not depend
on how the target gas ions are produced. M1(Q) should
therefore be identical for primary particles which are iso-
topes (i.e. identical atomic number Z, but diﬀerent mass
number A) if the charge states and particle velocities are
the same.
Figure 9 shows the comparison of the mean cluster
sizes M1(v) as a function of the primary particle velocity
v for protons and deuterons in 1.2 mbar N2 and 1.2 mbar
C3H8. For identical velocity v, the mean ionisation clus-
ter size M1(v) for protons and deuterons agree within the
experimental uncertainties for both target gases, thus ver-
ifying the correct basic operation of the nanodosimeter.
9 Scaling procedure
Nanodosimetric quantities cannot bemeasured directly in
a biological target. This is also true for water, which is
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Fig. 9. Comparison of the mean cluster sizes M1(v) as a
function of the primary particle velocity v for protons and
deuterons in 1.2 mbar C3H8 (left) and 1.2 mbar N2 (right).
commonly used as a “biological” reference material for
deﬁning nanodosimetric quantities related to radiation
quality [3,7]. Experimentally, ionisation cluster size dis-
tributions can be assessed using a nanodosimeter, which
basically comprises a gas ﬁlled counter operating at low
pressure. The issue of relating ionisation cluster size dis-
tributions of diﬀerent materials has been addressed by
Grosswendt [18], who proposed a simple scaling procedure
to relate ionisation cluster size distributions measured in
a macroscopic gas target with those calculated by Monte
Carlo simulations for nanometric water targets. With this
scaling procedure, the gas pressure in the nanodosimeter





where Dρ is the mass per area, λion is the ionisation mean
free path of radiation with quality Q, and ρ is the mate-
rial density. In order to have uniquely deﬁned dosimetric
quantities, equation (7) should be valid irrespective of ra-
diation quality and selected materials. Thus, an important
step towards the direct measurement of cluster size distri-
butions expected in a DNA segment is to test experimen-
tally the scaling procedure deﬁned by equation (7). The
validation of equation (7) can be done by comparing mea-
surements with the nanodosimeter for at least two diﬀer-
ent target gases, which has already been investigated [19].
The aforementioned measured data were used to bench-
mark the PTra Monte Carlo code (see Fig. 12).
Ionisation cluster size distributions were measured
with the nanodosimeter for mono-energetic proton and al-
pha particle beams with energies ranging from 0.1 MeV
to 20 MeV using C3H8 and N2 as target gases. These mea-
sured distributions were then compared to those obtained
from simulations carried out with PTra. Due to the limi-
tations of the vacuum system and the vacuum measuring
system, the maximum pressure which can be applied in the
ionisation volume is 1.2 mbar. According to the mean free
path calculated from cross sections used in PTra [20,21],
equivalent cluster size distributions for protons and alpha
particles in both media should be obtained for pressures
of 0.34 mbar C3H8 and 1.2 mbar N2. However, since the
spatial distribution of the extraction eﬃciency (see Fig. 7)
changes such that with increasing pressure of the target
gas, the extraction eﬃciency increases for points of ioni-
sation events having the same height above the extraction
aperture. Therefore, for C3H8 the pressure has to be in-
creased in order to obtain cluster size distributions equiv-
alent to those measured for 1.2 mbar N2. This can be
seen in Figure 8, where experimental data of the mean
ionisation cluster size M1(p) for 241Am alpha particles
as a function of the pressure reveal, that a pressure of
about 0.46 mbar for C3H8 yields the same mean ionisa-
tion cluster size as 1.2 mbar N2. This is in accordance
with the extraction eﬃciency η integrated along the par-
ticle track between the radius r = ±2 mm at a height
h = 16.25 mm (i.e. η = ∫ η (h = 16.25 mm, p)dr), which
is 0.23 for 1.2 mbar N2 and 0.17 for 0.46 mbar C3H8. For
identical η, identical M1(p) would be achieved for 1.2 mbar
N2 and 0.34 mbar C3H8, however, for the aforementioned
values of η, identical M1(p) are expected for 1.2 mbar N2
and (0.23/0.17) 0.34 mbar = 0.46 mbar C3H8.
10 Comparison of measured
and simulated data
The simulated ionisation cluster size distributions were
obtained using the PTra Monte Carlo code. The code and
the models, which it contains, were described in refer-
ences [3,21], and in particular the cross sections imple-
mented in the code and the extensions to the models
to simulate the radiation transport in the vicinity of the
Bragg peak were discussed extensively in reference [21].
Measured and simulated mean ionisation cluster sizes
M1(Q) for protons of diﬀerent kinetic energy T in 1.2 mbar
N2 and 1.2 mbar C3H8 have been compared by Bug
et al. [21]. Further comparison appears in Figures 10
and 11 of this present work for measured and simulated
ionisation cluster size distributions Pν(Q) for protons and
alpha particles of two diﬀerent energies in 1.2 mbar N2
and 1.2 mbar C3H8. For both types of primary parti-
cles and for both gases, the measurements and simula-
tions agree well for small ionisation clusters having a high
probability of occurrence, which dominate both the mean
and distribution of ionisation cluster sizes. The agreement
is noticeably less for larger ionisation clusters which occur
with low probability, thereby rendering them more suscep-
tible to background eﬀects (i.e. electronic noise and/or ad-
ditional secondary ions). This discrepancy between mea-
sured and simulated large cluster sizes is more pronounced
for C3H8 than for N2.
In Figure 12, the measured and simulated mean ioni-
sation cluster sizes M1(T ) for protons and alpha particles
of diﬀerent kinetic energy T measured in N2 and C3H8
are shown. For the measurements, the pressures were cho-
sen according to those which yielded the best agreement
in the mean ionisation cluster size for the two target
gases, namely 1.2 mbar for N2 and 0.46 mbar for C3H8
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Fig. 10. Measured (EXP) and Monte Carlo simulated (MC)
ionisation cluster size distributions for protons of two diﬀerent
energies in 1.2 mbar N2 (top) and 1.2 mbar C3H8 (bottom).
in case of alpha particles and 0.425 mbar for protons.
For both primary particle types, the mean ionisation clus-
ter sizes show the same energy dependence. For protons,
the mean ionisation cluster sizes agree with each other
within the experimental uncertainties over the entire en-
ergy range investigated. For alpha particles with energies
above about 0.7 MeV, which is just higher than the Bragg
peak energy, the measured and simulated mean ionisation
cluster sizes generally agree well within the experimental
uncertainties. Below this energy, the simulated data devi-
ate from the measured values by as much as 25% which
is more than the experimental uncertainties. This devi-
ation may be due to the poor knowledge of the ionisa-
tion and charge transfer cross sections used in the simula-
tions for energies around and lower than the Bragg peak
energy [21].
Ionisation cluster size distributions for protons and
alpha particles of diﬀerent kinetic energy in 1.2 mbar
N2 and 0.425 mbar C3H8 (protons) and in 1.2 mbar N2
and 0.46 mbar C3H8 (alpha particles) are plotted in Fig-
ure 13. The cluster sizes for the diﬀerent radiation quali-
ties Q (i.e. protons and alpha particles) show almost iden-
tical distributions Pν(Q) for the diﬀerent combinations
of gases and pressures, when considering measured and
simulated ionisation cluster size distributions separately.
However, the deviation between measured and simulated
values still exists for larger ionisation clusters.
Fig. 11. Measured (EXP) and Monte Carlo simulated (MC)
ionisation cluster size distributions for alpha particles of two
diﬀerent energies in 1.2 mbar N2 (top) and 1.2 mbar C3H8
(bottom).
Fig. 12. Measured (EXP) and Monte Carlo simulated (MC)
mean ionisation cluster size M1(T ) for protons (left) and alpha
particles (right) of diﬀerent kinetic energy T in 1.2 mbar N2
and 0.425 mbar C3H8 (protons) and 0.46 mbar C3H8 (alpha
particles).
11 Eﬀect of secondary ionisations in the
comparison of measured and simulated data
As mentioned earlier, during the transport of ions created
by the primary ionising particle, secondary ions are pro-
duced within the ion transport optics due to scattering
downstream of the extraction aperture. The simulations,
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Fig. 13. Measured (EXP) and Monte Carlo simulated (MC)
ionisation cluster size distributions for protons (top) and alpha
particles (bottom) of diﬀerent kinetic energy in 1.2 mbar N2
and 0.425 mbar C3H8 (protons) and 1.2 mbar N2 and 0.46 mbar
C3H8 (alpha particles).
however, do not include these secondary ions. For the pur-
pose of comparison with measured data, the simulated
ionisation cluster size distributions need to be adjusted
by taking into account these secondary ionisations.
The inclusion of secondary ionisations into the simu-
lated ionisation cluster size distributions is a multi-step
process. The ﬁrst step is to split the simulated cluster size
distribution into two distributions according to the prob-
ability ε for an ionised gas molecule from an ionisation
cluster to hit the cone-shaped electrode after passing the
extraction aperture. The ﬁrst distribution represents the
ions which reach the secondary electron multiplier directly
without being scattered. The second one represents those
ions which are scattered in the jet of neutral gas molecules
downstream of the extraction aperture and which conse-
quently hit the cone-shaped electrode. The latter distri-
bution is, in the next step, convoluted with a Poisson
distribution using an assumed expectation value λ rep-
resenting the secondary ions created by a single ionised
target gas molecule hitting the cone-shaped electrode. The
result of this convolution describes the total distribution of
secondary ionisations. Since the secondary ions are created
in the vicinity of the extraction aperture, it has to be taken
into account, that these secondary ions also can be scat-
tered by neutral gas atoms downstream of the extraction
aperture and have a probability ε of striking the cone-
shaped electrode. The distribution resulting from the con-
volution itself has to therefore undergo the same process
of splitting and convolution as described above. This iter-
ative procedure is continued until convergence is reached,
that is until the increase in the amount of secondary ion-
isations becomes insigniﬁcant. Finally, the distributions
from the splitting processes of all iterations representing
the ions reaching the secondary electron multiplier with-
out scattering and the total distribution of secondary ions
of the last iteration step are convoluted. At the conclu-
sion of this process, the simulated distribution includes
the contribution of secondary ionisations, which can now
be compared with the measured data.
In order to quantify the degree of agreement between
measured and simulated data, a quantity R(Q) was ap-
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where PEXPν (Q) and PMC+SECν (Q) are the measured
and background-corrected simulated data, respectively.
The sum includes only those summands where both
PEXPν (Q) > 0 and PMC+SECν (Q) > 0, and n is the num-
ber of data points, for which both PEXPν (Q) > 0 and
PMC+SECν (Q) > 0. W
EXP
ν describes the weight of the cor-




if NEXPν > 0, (9)
where NEXPν is the number of measured ionisation clusters
of size ν. As previously mentioned, for a given target gas
at a given pressure, the two parameters λ and ε describ-
ing the background of secondary ions, and therefore also
the position of the minimum of R as a function of λ and
ε, must be identical for each ionisation cluster size distri-
bution measured with primary particles of any radiation
quality for a speciﬁc gas target.
Figure 14 shows the contour plots for R, which is the
mean of R(Q), averaged over the R(Q)values of all ener-
gies for a given particle type and a given target, as a func-
tion of λ and ε for the data sets obtained with 1.2 mbar
of the target gases N2 (left column) and C3H8 (middle
column) for protons (top row), alpha particles (middle
row) and for the combination of both particle types (bot-
tom row). In addition, R is plotted for the data set ob-
tained with protons in 0.425 mbar C3H8, alpha particles
in 0.46 mbar C3H8 and the combination of the two (right
column).
For all data sets, the minimum of R stretches along a
long and narrow valley whose length diﬀers between N2
and C3H8 (note the diﬀerent scaling on the ε-axis for N2
and C3H8). Furthermore, the eﬀect of changing the pres-
sure of C3H8 from 1.2 mbar to 0.46 mbar or 0.425 mbar
is practically negligible. As expected, the minima of R for
the data sets of protons and alpha particles for both the
same target gas and pressure almost coincide. It is there-
fore suﬃciently justiﬁed to combine the two data sets for
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Fig. 14. Contour plots for R as a function of expectation value λ and probability ε for the data sets obtained with 1.2 mbar
N2 (left column) and 1.2 mbar C3H8 (middle column) for protons (top row) and alpha particles (middle row) and for the
combination of both particle types (bottom row). Also shown are the data set obtained with protons in 0.425 mbar C3H8, alpha
particles in 0.46 mbar C3H8 and the combination of the two (right column).
Fig. 15. Simulated background-corrected ionisation cluster size distributions Pν(Q) for protons (left) and alpha particles (right)
of diﬀerent kinetic energy in 1.2 mbar N2. The background correction was carried out for diﬀerent λ and ε values as given in
the legend, which also includes the resulting mean ionisation cluster size M1.
determining λ and ε for a common minimum of R. The val-
ley bottom is orientated in such a way that an increase in
λ corresponds with a decrease in ε and vice versa. Thus, a
deviation of one of the two parameters from the value lead-
ing to a minimum of R can be compensated to some extent
by a deviation of the other parameter in the opposite di-
rection. This compensation eﬀect is shown in Figure 15 for
protons (left) and alpha-particles (right) in 1.2 mbar N2.
Each plot shows simulated ionisation cluster size distribu-
tions calculated for two diﬀerent primary particle energies,
where each cluster size distribution has been background
corrected with respect to secondary ions using diﬀerent
combinations of parameters λ and ε. The three combina-
tions of λ and ε were chosen to be located at the centre
and either end of the valley describing the minimum values
of R. For all three combinations of λ and ε, the simulated
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Fig. 16. Ionisation cluster size distributions measured (EXP) and Monte Carlo simulated with and without background correc-
tion (MC and MC + SEC, respectively) for protons (top) and alpha particles (bottom) of two diﬀerent energies in 1.2 mbar N2.
and background-corrected cluster size distributions are al-
most identical and the mean cluster sizes M1 show only
slight diﬀerences. Therefore, the following discussion will
be limited to the simulated cluster size distributions which
have been background-corrected with the λ and ε param-
eter set located in the centre of the valley denoting the
minima of R (i.e. λ = 3.2 and ε = 0.045 for 1.2 mbar N2;
λ = 15 and ε = 0.0065 for 1.2 mbar C3H8; and λ = 7.5
and ε = 0.0035 for both 0.425 mbar C3H8 and 0.46 mbar
C3H8).
The comparison of measured ionisation cluster size
distributions with those simulated with and without
background correction is shown in Figure 16 for pro-
tons (top) and alpha particles (bottom) of two diﬀer-
ent energies in 1.2 mbar N2. Due to the small value of
ε = 0.045, the main contribution of secondary ions is to
larger ionisation clusters. In all four cases, the simulated
background-corrected cluster size distributions agree sig-
niﬁcantly better with the measured data than the cor-
responding simulated “uncorrected” distributions which
have not been subject to background-correction. Since
the background correction almost only contributes to the
larger clusters which have a low probability of occurrence,
its eﬀect on the mean cluster sizes M1(T ) is comparatively
small (see Fig. 17), resulting in an increase of only a few
percent.
The comparison of measured ionisation cluster size dis-
tributions with those simulated with and without back-
ground correction for two diﬀerent energies of protons
(top) and alpha particles (bottom) in 1.2 mbar C3H8
shows Figure 18. When compared to the corresponding
distributions in 1.2 mbar N2 (see Fig. 16), the contribu-
tion of secondary ions is more pronounced in 1.2 mbar
C3H8 than in 1.2 mbar N2, despite the value of ε being
signiﬁcantly smaller (i.e. 0.0065 and 0.045 in C3H8 and
N2, respectively). This is due to the larger value of λ = 15
for 1.2 mbar C3H8 compared to λ = 3.2 for 1.2 mbar N2,
and hence, a greater number of large background clus-
ters in the distribution of secondary ions. Consequently,
a greater increase in the amount of large ionisation clus-
ters is observed for 1.2 mbar C3H8 than for 1.2 mbar N2.
Furthermore, in all four cases of 1.2 mbar C3H8, a signiﬁ-
cantly better agreement can be seen between the measured
and simulated background-corrected cluster size distribu-
tions than for the measured and simulated uncorrected
cluster size distributions. However, at small cluster sizes
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Fig. 17. Mean ionisation cluster size M1(T ) measured (EXP) and Monte Carlo simulated with and without background correc-
tion (MC and MC + SEC, respectively) for protons (left) and alpha particles (right) of diﬀerent kinetic energy T in 1.2 mbar N2.
well below the mean, the deviation between measured and
simulated background-corrected cluster size distributions
for 0.38 MeV alpha particles in 1.2 mbar C3H8 persists and
cannot be explained by a background of secondary ions.
Also, the eﬀect of the background correction on the mean
cluster sizes M1(T ) is comparatively small (see Fig. 19).
While the increase in mean cluster sizes for 1.2 mbar C3H8
is somewhat larger than that for 1.2 mbar N2, it is of the
same order of magnitude, namely a few percent.
Figure 20 compares measured ionisation cluster size
distributions with those simulated with and without
background-correction for two diﬀerent energies of protons
in 0.425 mbar C3H8 (top) and alpha particles in 0.46 mbar
C3H8 (bottom). Since both ε and λ parameters describing
the contribution of secondary ions are lower for 0.425 mbar
and 0.46 mbar C3H8 (ε = 0.0035 and λ = 7.5) than
for 1.2 mbar C3H8 (ε = 0.0065 and λ = 15), the contri-
bution of the secondary ions in 0.425 mbar and 0.46 mbar
C3H8 is less pronounced than that for 1.2 mbar C3H8. In
all four cases, as seen in Figure 18, the agreement between
measured ionisation cluster size distributions and those
simulated with background correction is signiﬁcantly bet-
ter than the agreement between measured and simulated
uncorrected cluster size distribution. Again, the eﬀect
of the background correction on the mean cluster sizes
M1(T ) is small (see Fig. 21). The increase in mean clus-
ter sizes for 0.425 mbar and 0.46 mbar C3H8 is smaller
than that for 1.2 mbar C3H8 and 1.2 mbar N2, due to the
smaller contribution of the secondary ions.
Finally, as discussed earlier, the two parameters de-
scribing the secondary ionisations, λ and ε, were deter-
mined by minimising the deviation between the measured
and simulated background-corrected cluster size distribu-
tions. Checking the plausibility of ε, which is a parame-
ter determined by ion transport properties in the ion op-
tics, is not feasible. λ, on the other hand, is primarily
determined by the ionisation cross sections for electrons
and the target gas density downstream of the extraction
aperture. Assuming similar characteristics for 1.2 mbar
C3H8 and 1.2 mbar N2, with respect to the gas density
for the eﬀusive gas jet downstream of the extraction
aperture, the diﬀerence in λ should be dominated by
the diﬀerence in the ionisation cross sections for elec-
trons. For 2.5 keV electrons, which are responsible for
the aforementioned production of secondary ions, the ra-
tio of ionisation cross sections of C3H8 and N2 as used in
PTra [21] is σC3H8/σN2 ∼= 3.4, resulting in λ values of 10.9
and 3.2 for 1.2 mbar C3H8 and 1.2 mbar N2, respectively.
The λ value for C3H8 agrees quite reasonably with that
of λ = 15 previously determined for 1.2 mbar C3H8. The
diﬀerence in λ between 1.2 mbar and 0.425 or 0.46 mbar
C3H8 should correspond to the ratio of diﬀerent gas den-
sities, which in turn should correspond to the diﬀerent
gas pressures. With a ratio of 2.7 for the diﬀerent gas
pressures, the value of λ for 0.443 and 1.2 mbar C3H8
becomes 7.5 and 20.3, respectively, which also agrees rea-
sonably with the previously determined value of λ = 15
for 1.2 mbar C3H8. Thus, the ratio of diﬀerent λ val-
ues obtained by minimising the deviation between mea-
sured and simulated background-corrected data corre-
spond quite well with those obtained using the ionisation
cross sections for electrons and the target gas densities.
12 Conclusions
Measured and simulated ionisation cluster size distribu-
tions Pν(Q) for protons and alpha particles of diﬀerent
energies in 1.2 mbar N2, 0.425 mbar C3H8 (protons only),
0.46 mbar C3H8 (alpha particles only) and 1.2 mbar C3H8
were compared in order to benchmark the PTra Monte
Carlo code. To the best of our knowledge, a comparison
of both, in such detail and in an energy range extending
down to an energy close to the Bragg peak energy in the
case of protons and down to energies even lower than the
Bragg peak energy in the case of alpha particles, was car-
ried out for the ﬁrst time. Furthermore, the background
of secondary ionisations, which are produced in the ion
optics, for the ﬁrst time is taken into account explicitly in
this comparison.
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Fig. 18. Ionisation cluster size distributions measured (EXP) and Monte Carlo simulated with and without background correc-
tion (MC and MC + SEC, respectively) for protons (top) and alpha particles (bottom) of two diﬀerent energies in 1.2 mbar C3H8.
A good agreement, well within the experimental un-
certainties, was observed for mean ionisation cluster sizes
M1(T ) of alpha particles with energies greater than
about 0.7 MeV, which is just higher than the Bragg peak
energy. For energies around and lower than the Bragg peak
energy, the simulated data deviate by up to 25% from the
measured values by more than the experimental uncer-
tainties. The agreement between measured and simulated
mean ionisation cluster sizes M1(T ) was better for protons
than for alpha particles. Measured and simulated cluster
size distributions Pν(Q) for protons and alpha particles of
diﬀerent energies agree well for small ionisation clusters,
which have a high probability of occurrence. Signiﬁcant
deviations are only observed for large ionisation cluster
sizes. These deviations can be explained by a background
of secondary ions, which are produced in the region down-
stream of the extraction aperture by 2.5 keV electrons
released by ions of the “primary” ionisation cluster hit-
ting an electrode in the ion transport system. Including
this background of secondary ions in the simulated clus-
ter size distributions leads to a signiﬁcantly better agree-
ment between measured and simulated data. However, for
small cluster sizes well below the mean, the deviation
between measured and simulated background-corrected
cluster size distributions persists and cannot be explained
with a background of secondary ions, but may be at-
tributed to the poor knowledge of ionisation and charge
transfer cross sections for particles with low energies used
in the simulations.
Since the production of secondary ions depends on the
eﬀusive gas jet properties as well as the geometry and
potentials of the ion optics downstream of the extraction
aperture, the relative contribution of the secondary ion
background is independent of the creation of the ionisation
cluster and therefore independent of the radiation quality
of the primary particle. Thus, each of the two parameters
λ and ε, which describe the background of secondary ions,
must have the same value for each cluster size distribution
measured with primary particles of any radiation quality
for a speciﬁc gas target. λ and ε were therefore deter-
mined by minimising the deviation between measured and
simulated background-corrected cluster size distributions.
Checking the plausibility of ε, which is a parameter deter-
mined by the ion transport properties in the ion optics,
is not feasible. However, since λ is mainly determined by
the ionisation cross sections for electrons and the target
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Fig. 19. Mean ionisation cluster size M1(T ) measured (EXP) and Monte Carlo simulated with and without background
correction (MC and MC + SEC, respectively) for protons (left) and alpha particles (right) of diﬀerent kinetic energy T
in 1.2 mbar C3H8.
Fig. 20. Ionisation cluster size distributions measured (EXP) and Monte Carlo simulated with and without background cor-
rection (MC and MC + SEC, respectively) for two diﬀerent energies of protons in 0.425 mbar C3H8 (top) and of alpha particles
in 0.46 mbar C3H8 (bottom).
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Fig. 21. Mean ionisation cluster size M1(T ) measured (EXP) and Monte Carlo simulated with and without background
correction (MC and MC + SEC, respectively) for protons in 0.425 mbar C3H8 (left) and alpha particles in 0.46 mbar C3H8
(right) of diﬀerent kinetic energies T .
gas densities downstream of the extraction aperture, the
ratios of λ values correspond quite reasonably with those
of the ionisation cross sections for electrons and the target
gas densities.
Basically, the quantity R(Q) deﬁned in equation (8)
represents the average relative deviation of PEXPν (Q) and
PMC+SECν (Q) from the arithmetic mean of P
EXP
ν (Q) and
PMC+SECν (Q), weighted with a function of the number of
measured ionisation clusters of size ν. However, due to its
construction, the eﬀect of the weighting function (Eq. (9))
is mostly limited to very small numbers of measured ion-
isation clusters at the large cluster size tail of the clus-
ter size distribution. Therefore R, which is the mean of
R(Q), averaged over the R(Q)values of all energies for a
given particle type and a given target, can serve to some
extend as a measure to quantitatively estimate the degree
of agreement between measurement and simulation. Us-
ing the values of R for the combination of λ and ε leading
to the best agreement between measurement and simula-
tion, it is found, that for all particle types and targets, the
average relative deviation of PEXPν (Q) and P
MC+SEC
ν (Q)
from their arithmetic mean ranges between 15% and 17%,
except for alpha particles in 1.2 mbar C3H8, where the
average relative deviation of PEXPν (Q) and P
MC+SEC
ν (Q)
from their arithmetic mean is about 23%. In view of this
overall good agreement between measured and simulated
data, the PTra Monte Carlo code can be regarded as suc-
cessfully benchmarked with respect to the models used
in the simulation of the track structure of light ions in
gaseous media and also with respect to the cross sections
used for N2 and C3H8. The energy range of the ions, in
which the PTra Monte Carlo code was benchmarked suc-
cessfully, ranges down to energies close to the Bragg peak
energy in the case of protons and down to energies even
lower than the Bragg peak energy in the case of alpha
particles.
For the comparison with measured cluster size
distributions, the simulation results were corrected for
the spatial distribution of the extraction probability and
the production of secondary ions, which inﬂuence the mea-
surements. While this procedure is justiﬁed for such a
comparison, it cannot be applied in a situation when either
cluster size distributions or derived quantities obtained
from measurements are required. Instead, a deconvolution
procedure needs to be applied to the measured data to
remove the eﬀects of the spatial distribution of the ex-
traction eﬃciency and the background due to secondary
ionisations. The development of such a procedure is the
subject of further investigation.
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