[~9]
[30] [31] [32] [33] [34] [35] [36] [37] [38]
Cancellirtg: principles and applications," Proc. IEEE, vol. 63, pp. 1692 -1716 1975. T. P. I)aniell, "Adaptive estimation with mutually correlated training sequences," Js5. EE Trans. Sw[. Sci. Cybern., vol. SSC-6, pp. 12-19, Jan. 1970 . D. C. Fasden, J. C. Goding, and K. Sayood. "On the 'desired behavior' of adaptive signaf processing algorithms," in Proc. Int.
$$ A court., Speech, Signal Processitlg, Washington, DC, Apr.
L".Ljung, "Analysis of recursive stochastic algorithms," IEEE Trans. Automut. Corw., VOLAC-22, pp. 551-575, Aug. 1977 CA, 1979 . R. R. Bitmead, "Convergence properties of LMS adaptive estimators with unbounded dependent inputs," in Proc. 20(h IEEE Con/. Decision Contr., San Diego, CA, 1981, pp. 607-612 . W. Phillip, "The centrat limit problem for mixing sequences of random v~riables," Z. lYcl/trsclzeitl [icllheirs/lleorieund wnu. Geb., VOI.12. pp. 155-171, 1969. [39] D. Gmupe and E. Fogcl. "A unified sequential identification structure based on convergence considerations," A u [omutrco, vol. 12, linear in both the unknown parameters 8 and the states of the plant x~, it is not surprising that consistent estimation of 0 from the measurements demands that the states be persistently exciting in some sense [1] . Since the plant states x~cannot be manipulated directly, but only via the plant inputs tf~, it is important to translate "persistency of excitation" conditions on the states of the plant, to "persistence of excitations" or "sufficiently rich" conditions on the plant inputs and noise. In extended least squares, when state estimates are empIoyed in lieu of the states, then the "persistency of excitation" conditions for consistent estimations are given in terms of the state estimates [2] . Again, it is important to translate these into conditions on the plant inputs and noise.
Consistent parameter estimation is obviously important in the case of plant identification. It is less obviously important in the case of N-step-ahead prediction or in closed-loop least-squares tracking error control. Prooj Follows from Theorem 3.1 of [2] . The result (2.1 1) requires, in the notation of [2], the selection YA=~= k-' as suggested from the work of [9] . Note that with this yk selection, (2.10) ensures that the conditions for the Theorem 3.1 of [2] are satisfied. Vvv Remarks: 1) The above results extend, as in [2] , to the N-step-ahead prediction case. Details are not included here.
2) The result (2.7) can be strengthened in the absence of persistence of excitation using a more sophisticated~s election-as for adaptive control in Section IV.
3) The result (2.6a) and Assumption (2.8) in effect bounds the condition member of }k.
4) The specific yk, dk selection in the above proof and persistence condition (2.10) is not studied in [2], but is motivated here by the desire to exploit the advantages of sufficiently rich inputs. Thus, the specific results of the above theorem are novel, although they are derived using essentially the same techniques as in 
2.13)
Proof: From (2.6), application of the Kronecker lemma [12] gives Iim l/kX~lli,112 = O as. Also, adding (i+ i)(.?
Taking limits, the results (2. 12) follows. Likewise, since .i = .Y -i, then~1.i\12 < 211~112 +211i112and thus,
14)
The last inequality follows from (2.6) and the lemma assumption. Now applying (2.8), then for some K >0 k- '.i;~~jk < Kjj-('+') [l,i,[12, o 0 From (2.14), the result (2.13b) follows.
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theory and indeed appears more concise than the scalar variable theory of [5], [6], [8] .
2) The following lemma is useful when [here are stochastic inputs such as WAin model (2.3).
Lemma 3.3; The "sufficiently rich" conditions on the plant inputs and noise are implied as follows: Thus, the contributions of Uk and Wkto E[ F~fi~lFk_,] are disjoint so that the contribution of w~and Uk can be studied separately. Thus, consider the case when all the states are controllable through the input w~and we can apply the theory above with v~= wk. Then a sufficient condition for persistence is that WAbe "white" zero-mean noise with a nonsingular covariance, or, more precisely, that and zero otherwise. (3.11) For the case of periodic or almost periodic inputs, Uk, then it is well known [7] that if there are a sufficient number2 of frequencies present, the inputs UA are persistent in the required sense.
2) The above lemmas and remarks, and those in Section II, allow the persistence conditions on the state estimates .i~for~he schemes of sections II, namely, (2.8), to be translated to conditions on the plant inputs u~and noise wk. For the related condition (2. 10), then Lemma 2.2 suggests that we seek bounds on the control u~and noise Wkto achieve the state bound as in the following lemma.
3) Although the derivations of the above lemma apply standard arguments, there are, to our knowledge, no such results in the literature and yet the need for such is clear as noted in the above remarks.
2The number is the smallest integer bounded below by n/2 where )1is the dimension of XL. 
fi,,(k+])-1/2(l+d Ak-ii]/2(1+')11<~lj/!]lk-i <K<ĩ -O i-O
for some K and all k. Vvv Extended Least Squares: Summarizing the above results for the extended least-squares schemes of Section 11 gives an extension to Theorem 2.1 as follows.
Theorem 3.1: Consider the scheme of Theorem 2.1, namely, models (2. 1)-(2.3) and estimation scheme (2.4), (2.5) with~k = 1. Then: i) sufficiently rich inputs Uk and noise Wk to achieve persistence of excitation of the state estimate as in (2.8), and consequently the consistency result (219) ii) with persistence conditions (3. 12) and (3. 13) on the plant inputs and noise satisfied, the persistence condition (2.10) on the state estimates and consequent results (2.11) are satisfied.
Remarks: 1) To our knowledge, these are the first results translating extended least-squares persistence conditions on the state estimates to sufficiently rich conditions on the noise and plant inputs.
2) It is important to stress that persistence of excitation gives stronger guaranteed convergence rates of prediction t's before, U: = [ u~o~+, """uj+._l] , but now with uk, in terms of z~, w~rather than in terms of Uk,wk. This gives sufficiently rich conditions on z~, w~to assure persistence of the states Xk and thereby those on the state estimates ik of (2.8).
The next step is to translate the sufficiently rich conditions on z~, Wk to sufficiently rich conditions of z:, w~. There is no corresponding step required for the open-loop case. The key obsemation is that the adaptive scheme of [2] guarantees from (2.7), the Kronecker lemma, and the fact (hat z; = 2k,k_,. &@~~llzk -z: -~kll' = O as.
( 4.10) Consequently, z; can be used in lieu of (zk -Wk) in the sufficiently rich conditions guaranteeing the persistence condition (2.8). To see this, and to clarify the above approach, let us consider special cases.
Special Care: Consider the signal model (2.3). If now u~= O, then Xk can be generated from Zk via an inverse system
This system has the structure of (3.1) with ok= Zk so that applying the theory of Section 111, if Zk is "sufficiently rich," then Xk is "persistently exciting." More generally, when UL* O, a recursion on (2.3) gives
+G4)(7']xk+(?'G3uk
+fV(G2+G4)wk+wk+,.
To keep the ideas simple, let @'G~be full rank; otherwise further recursions will be involved. Now observe that an inverse system can be designed to generate (xk} driven by {zk} rather than {u~} as follows: This system has the structure of (3.1) with definitions for u~in terms of (zk+, -Wk+ I) and wk, rather than in terms of Uk and Wkas in Section HI. Let us define such that Xk are the states of an inverse system driven by ok. Moreover, z; can be used in lieu of (Zk -w~).
Remarks:
1) The results of this section can be extended via the theory of [1] to adaptive control of nonminimum phase plants.
2) The above adaptive control results are dual in some sense to the open-loop estimation results of Section III. The interpretation of the condition (4.11) for the control case is more difficult than for the open-loop case.
3) It might be argued that z: is a desired trajectory and is thus not available for manipulation so as to improve convergence rates (or robustness) as suggested is possible in the results of this section. This may be so, but then the possibility of adding to the specified z; a dither signal which is not objectional in its effects could be explored. A tradeoff may be necessary between tracking error for the nominal model structure (perhaps partly due to an added dither signal) and its robustness (enhanced by a dither signal addition).
4) For the control of known linear plants, the separation theorem is a powerful tool. When the plant parameters must be identified on lie as here, this theorem does not apply and there is inevitably a tradeoff between quaiity of state and parameter estimation, and the achievement of the control objectives. Also included in the tradeoffs can be robustness of the algorithm to cope with real plants having possibly higher dirnensionality than the model, and/or time delays and nonlineanties. There has been built up over the years some theory, much empirical wisdom, and certain notions supported by simulation experience to assist in such tradeoffs. The results of this paper serve only to give aspects of this accumulated "knowledge" a firmer theoretical base. NJ: Prentice-Hall, 1971 and 1979, respectively) .
Simultaneous Identification and Adaptive
Control of Unknown Systems Over Finite Parameter Sets
p. R. KUMAR, MEMBER, IEEE
Ahrtract -The problem considered is one of simrrftammusly identifying an unknown system while adequately controlling it. The system can be any fairly general discrete-time system and the cost criterion can be either of a discounted type or of a long-term average type, the chief restriction being that the unknown parameter lies in a finite parameter set. For a previously introduced scheme of identification and control based on "biased" maximum tiketiiood ewimat~it is shown that 1) every Cesaro-limit point of the parameter estimates is "closed-loop equivalent" to the unknown parasneteq 2) for both the discounted and long-term average cost criteri~the adaptive control law Cesaro-converges to the set of optimal control laws; and 3) in the case of the long-terms average cost criterion, the actual cost incurred by the use of the adaptive controller is optimat and cannot he bettered even if one tinew the vaJrseof the unknowm parameter at the start.
I. INTRODUCTION w E CONSIDER
the problem of simultaneously identifying an unknown system while controlling it adequately. The significant features are as follows. i) There is a finite set of possible values that the unknown parameter in the system may assume;
ii) the state and control spaces are Polish spaces; and iii) the underlying cost criterion can be either a discounted cost criterion or a long-term average cost criterion. The systems studied here are thus fairly general and subject mainly to restriction [i] . As shown in the section on applications, two examples of systems covered are: a) Nonlinear stochastic systems of the type ) X,+, =f(X,, U,,a)+ U(Xrj~rja w with observations of the complete state x,. b) Markoo chain models with countable or finite state spaces.
We focus our attention on a -particular simultaneous identification and control scheme of the "certainty-equivalence" type where, periodically, an "estimate" of the unknown parameter is made, and a control corresponding to the "estimate" is then applied to the unknown system. The criterion used in selecting the estimate is, as in [1], [2], a particular modification of the likelihood function which is well suited to situations where interest centers not only on 00 18-9286/83/0 100-0068$01.00
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