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Complete Abstract: 
One view of computational learning theory is that of a learner acquiring the knowledge of a teacher. We 
introduce a formal model of learning capturing the idea that teachers may have gaps in their knowledge. 
The goal of the learner is still to acquire the knowledge of the teacher, but now the learner must also 
identify the gaps. This is the notion of learning from a consistently ignorant teacher. We consider the 
impact of knowledge gaps on learning, for example, monoton DNF and d-dimensional boxes, and show 
that leraning is still possible. Negatively, we show that knowledge gaps make learning conjunctions of 
Horn clauses as hard as learning DNF. We also present general results describing when known learning 
algorithms can be used to obtain learning algorithms using a consistently ignorant teacher. 
































