Abstract: An inverse spectral problem for some integro-differential operator of fractional order α ∈ (1, 2) is studied. We show that the specification of the spectrum together with a certain a priori information about the structure of the operator determines such operator uniquely. The proof is constructive and provides a procedure for solving the inverse problem.
Introduction
Let D α be the Riemann-Liouville fractional differential operator and let M be the integral operator of the form
M(x − t, t)f(t) dt,
where M(η, ξ) = N(η)p(ξ), (η, ξ) ∈ Π = {η, ξ ≥ 0, η + ξ ≤ 1}, p is a strictly positive continuous function, and N ∈ L ∞ (0, 1).
We consider the inverse problem of recovering the integro-differential fractional-order operator while the function p is assumed to be known a priori.
Inverse problems of spectral analysis consisting in recovering operators from their spectral characteristics often appear in mathematics, mechanics, physics and other branches of natural sciences and engineering. The greatest success in inverse problem theory has been achieved for Sturm-Liouville operators and afterwards for differential operators of an arbitrary (integer) order.
Inverse problems for integro-differential operators were found to be essentially more difficult. The "nonlocal" nature of such operators is an insuperable obstacle for classical methods of inverse problem theory. The sporadic results obtained in this direction (see [4, 6-8, 11, 12] ) do not form a comprehensive picture.
Most deep and nontrivial results were obtained in the special (and important) case of the inverse problems consisting in recovering the convolution perturbation of a (a priori known) differential operator [2, 3, 12] (see also [1] ). In [12] , it was shown that the Dirichlet spectrum of the operator
(where q is a priori known) determines uniquely the convolution kernel M( ⋅ ). The further development was provided in [3] , where the constructive procedure for solving the inverse problem was presented.
In this paper, we use the results obtained previously by the author [5] to provide further development of the method presented in [3] . Namely, we show that the fractional-order operator (1.1) is determined uniquely by the specification of the spectrum of the boundary value problem (1.2) provided that the function p( ⋅ ) is a priori known; the function N( ⋅ ) can be recovered by solving some nonlinear (uniquely solvable) equation.
Construction of the transformation operator
Let y(x, λ) be the solution of the following Cauchy problem:
where δ j,k denotes the Kronecker delta. It is clear that the spectrum of problem (1.1)-(1.2) coincides with the set of roots of the characteristic function ∆(λ) :
Letỹ (x, λ) be the solution of the "simplest" Cauchy problem
Then forŷ := y −ỹ one has
where J α denotes the Riemann-Liouville fractional integration operator. Acting with the operator D α−1 , we obtain finally the following integral equation with respect to ψ(x, λ):
where
Using the successive approximation method, we obtain a solution of (2.1) as a sum of the following series:
The main technical tools for our further considerations are contained in the following two lemmas which can be obtained by repeating the arguments of [5] .
Lemma 2.1. For x, y > 0, λ ∈ ℂ, the following relation holds:
Lemma 2.2. Suppose that the function f(x, λ) can be expressed as
f(x, λ) = x ∫ 0 F(x − t,
t)φ(t, λ) dt with some F ∈ C(Π). Then the function h
Using the assertions of Lemmas 2.1 and 2.2, we obtain for φ 1 (x, λ), φ 2 (x, λ), . . . successively the representations
Using the recurrent formulas (2.2)-(2.4), we can obtain the estimates
with some constant C that does not depend on η, ξ and N( ⋅ ). Thus, defining the function
we arrive at the following assertion. 
where the constant C does not depend on T or N,Ñ.
Proof. From the recurrent formulas (2.2)-(2.4) we obtain the estimates
Taking into account the estimate
we can obtain the desired estimate from (2.6) and (2.7) via direct calculation.
Fix an arbitrary T ∈ (0, 1). Define
Lemma 2.5. The following representation holds:
K(N; η, ξ) = K(N − ; η, ξ) + η ∫ 0 A(N − ; η, ξ, τ)N + (τ) dτ, (η, ξ) ∈ Π T . Here A(N − ; η, ξ, τ) is an L ∞ function on S T := {(η, ξ, τ) : (η, ξ) ∈ Π T , τ ∈ [0, η]}. Moreover, A(N − ; η, ξ, τ) depends on N − ( ⋅ ), but does not depend on N + ( ⋅ ).
Proof. Using again the recurrent formulas (2.2)-(2.4), we observe that
8)
From (2.9) one can obtain the estimate
with some absolute constant C 0 . Using this, (2.8), (2.5) and (2.10), by induction we deduce the estimate
where the series on the right-hand side converges uniformly on S T by virtue of (2.11), we obtain the required representation.
Inverse problem
We start with some preliminary considerations. First we note that φ(t, λ) can be expressed in terms of MittagLeffler functions as φ(t, λ) = E 1/α (λt α ; 1). Therefore, we can use the representations from [10] to obtain the following:
2)
Here the function g( ⋅ , ⋅ ) is the same as in Lemmas 2.1 and 2.2, and q(x, y) = sin απ π x α−1 y α x 2α + 2x α y α cos απ + y 2α .
Further, from Theorem 2.3 the representation
follows, where ∆ 0 (λ) := φ(1, λ) − 1 is a characteristic function corresponding to the "simplest" operator with N = 0. Using (3.1)-(3.3) and repeating standard arguments based on the Rouche theorem, we conclude that the characteristic function ∆(λ) has infinitely many roots and these roots (being counted with their multiplicities) {λ k } ∞ k=−∞ admit the asymptotics
Thus, we can formulate the inverse problem as follows.
In our solution of the inverse problem we note first that the characteristic function ∆(λ) is uniquely determined be the (given) spectrum {λ k } 
In order to recover the constant C in (3.4), we notice that ∆(λ) → −1 as λ → −∞ by virtue of (3.2) and (3.3) . This yields
Our next step consists in recovering the function w(t) := N(t)p 1 (1 − t) + K(N; t, 1 − t) from (the already known) ∆( ⋅ ). We rewrite (3.3) as follows: 6) and recall that φ(t, λ) = E 1/α (λt α ; 1). We consider the left-hand side of (3.6) as an (particular case of) integral transform with kernel of Mittag-Leffler type. The corresponding inversion formula (see, for instance, [9, Theorem 2]) yields
The final step in our procedure is recovering N( ⋅ ) from the given function
We consider (3.8) as a nonlinear equation with respect to N( ⋅ ). 
is a contraction mapping of the ball ‖f‖ ≤ R in L ∞ (0, T) for all T < T 0 (R). This proves the assertion of the theorem for all sufficiently small T > 0. Now suppose T ∈ (0, 1) is arbitrary and m ∈ ℕ is such that equation (3.8) is uniquely solvable in L ∞ (0, δ), where δ := 2 −m T. Denote the solution by y 0 (t) and set
where y 1 (t), t ∈ [δ, 2δ) will be chosen below. By virtue of Lemma 2.5, for η ∈ (0, 2δ) we have
where we assume y 0 (t) := 0, t ∈ [δ, 2δ) and y 1 (t) := 0, t ∈ (0, δ). In particular, we have K(y; t, 1 − t) = K(y 0 ; t, 1 − t) + Then the function y(t), t ∈ (0, 2δ), defined via (3.9) is a (unique) solution of (3.8) in L ∞ (0, 2δ). Proceeding in a similar way, we establish the required solvability of equation (3.8) subsequently on the intervals (0, 4δ), . . . , (0, Funding: This work was supported by the Russian Science Foundation (project no. 17-11-01193).
