Abstract. As part of the study of correspondence functors, the present paper investigates their tensor product and proves some of its main properties. In particular, the correspondence functor associated to a finite lattice has the structure of a commutative algebra in the tensor category of all correspondence functors.
Introduction
In recent papers [BT2, BT3, BT4] , we developed the theory of correspondence functors, namely functors from the category C of finite sets and correspondences to the category k-Mod of all kmodules, where k is a commutative ring. This theory turns out to be very rich and we describe here another piece of structure. We introduce the tensor product of any two correspondence functors (Section 3) and analyse its main properties, such as projectivity, finite generation, and behaviour under induction (Section 5).
Whenever M and M ′ are correspondence functors, we not only define their tensor product M ⊗ M ′ , but also their internal hom H(M, M ′ ), which satisfies the usual adjointness property (Section 6). The constructions and its properties depend on the symmetric monoidal structure on C given by the disjoint union of finite sets. We also show that our construction turns out to be an instance of the general construction known as Day convolution.
A main instance of correspondence functors is the functor F T associated to a finite lattice T , as defined in [BT3] . We prove in Section 4 that F T ⊗ F T ′ ∼ = F T ×T ′ . Finally, in Section 7, we show that F T carries the additional structure of a commutative algebra in the tensor category F k of all correspondence functors. We prove conversely that, over a field k (or more generally if Spec(k) is connected), any commutative algebra in the tensor category F k is isomorphic to F T for some finite lattice T , provided it satisfies two additional conditions, one of them being of an exponential nature (see Theorem 7.4). A few small examples are discussed in Section 8.
Throughout this paper, k denotes a fixed commutative ring and all modules are left k-modules.
Correspondence functors
In this section, we recall the definitions and basic properties of correspondence functors. We refer to Sections 2-4 of [BT2] and Section 2 of [BT3] for more details. We denote by C the category of finite sets and correspondences. Its objects are the finite sets and the set C(Y, X) of morphisms from X to Y (using a reverse notation which is convenient for left actions) is the set of all correspondences from X to Y , namely all subsets of Y × X. Given two correspondences V ⊆ Z × Y and U ⊆ Y × X, their composition V U is defined by V U := { (z, x) ∈ Z × X | ∃ y ∈ Y such that (z, y) ∈ V and (y, x) ∈ U } .
The correspondence ∆ X = {(x, x) | x ∈ X} is a unit element for this composition. A correspondence from X to X is also called a relation on X. In particular,
is a k-algebra, the algebra of the monoid of all relations on X. For our fixed commutative ring k, we let kC be the k-linearization of C. The objects are again the finite sets and kC(Y, X) is the free k-module with basis C(Y, X). A correspondence functor over k is a k-linear functor from kC to the category k-Mod of all k-modules. We let F k be the category of all correspondence functors over k (for some fixed commutative ring k).
If M is a correspondence functor and U ∈ C(Y, X) is a correspondence, then U acts as a linear map M (U ) : M (X) → M (Y ) and we simply write U for this left action. In other words, for any m ∈ M (X), we define U m := M (U )(m) ∈ M (Y ) . In particular, we have (V U )m = V (U m) for any correspondence V ∈ C(Z, Y ).
The following examples have been introduced in [BT2] and [BT3] respectively.
2.1. Example. For any finite set E, the representable functor kC(−, E) is a projective correspondence functor by Yoneda's lemma. More generally, for any left R E -module W , there is a correspondence functor L E,W defined by 3.1. Definition. Let M and M ′ be correspondence functors over k. The tensor product of M and M ′ is the correspondence functor M ⊗ M ′ defined as follows. For any finite set X,
If Y is a finite set and U ∈ C(Y, X), then U acts as a k-linear map
The properties of this tensor product use the symmetric monoidal structure on C given by the disjoint union of finite sets, which we write ⊔ throughout this paper. More precisely, if X, X ′ , Y, Y ′ are finite sets, and if U ∈ C(X ′ , X) and
We will represent this correspondence in the matrix form
This yields a bifunctor C × C → C, still denoted by a disjoint union symbol. We also use the following matrix notation. If U ∈ C(X ′ , X) and V ∈ C(X ′′ , X), then
denotes the obvious subset of (
denotes the obvious subset of X × (X ′ ⊔ X ′′ ).
where k is the constant functor introduced in Example 2.2.
Proof : (a) This is a straightforward consequence of the usual properties of tensor products.
(b) For any finite set X, the standard k-linear isomorphisms
are clearly compatible with the action of correspondences.
There is also a connection between tensor product and bilinear pairings. If M , M ′ , and M ′′ are correspondence functors over k, the k-module of bilinear pairings M ′ × M → M ′′ is the k-module of natural transformations from the bifunctor
to the bifunctor
Proof : Given a morphism of correspondence functors ψ :
with the property that, for any finite set Z and any correspondence U ∈ C(Z, X), the diagram
is commutative. If X and Y are finite sets, we define a map
as the following composition
If X ′ and Y ′ are finite sets, if U ∈ C(X ′ , X) and V ∈ C(Y ′ , Y ), then we claim that the diagram
is commutative. The left hand side square is commutative because
and similarly
The right hand side square is commutative by the defining property of the morphism ψ :
so that the family of maps ψ X,Y define a natural transformation from the bifunctor (X,
, in other words a bilinear pairing ψ :
such that, for any finite set X ′ and any correspondences U ∈ C(X ′ , X) and
is commutative. In particular, for X = Y , we have a map η X,X :
given by the action of the correspondence (∆ X , ∆ X ) ∈ C(X, X ⊔ X), to get a map
If Z is a finite set and U ∈ C(Z, X), we claim that the diagram
is commutative. The commutativity of the left hand side square is a special case of the commutativity of the diagram (3.4). The right hand side square is commutative because
and therefore the family of maps η X define a morphism of correspondence functors η from M ′ ⊗ M to M ′′ . The constructions ψ → ψ and η → η are k-linear and we need to prove that they are inverse to each other.
Let ψ : M ′ ⊗ M → M ′′ be a morphism of correspondence functors. For any finite set X, we have
′′ be a bilinear pairing. For any finite sets X and Y , the definition of ψ X,Y applied to ψ = η and the definition of η X⊔Y yield
the latter equality coming from the commutative diagram (3.4) for the sets X ′ = Y ′ = X ⊔ Y and the correspondences U = ∆X ∅ and V = ∅ ∆Y . Now it is easy to check that
and this acts as the identity on M ′ (X) ⊗ k M (Y ). Therefore η X,Y = η X,Y , as was to be shown.
Theorem 3.3 shows that our construction of tensor product is a special case of the general construction due to Day, known as Day convolution [Da] .
Lattices
We want to apply the tensor product construction to functors of the form F T , where T is a finite lattice, as defined in Example 2.3. As in [BT3] , we define the category kL of finite lattices as follows. Its objects are the finite lattices and Hom kL (T, T ′ ) is the free k-module with basis the set of all join-morphisms from T to T ′ . The direct product T × T ′ of two lattices is defined using componentwise operations. Our next lemma shows that there is also a direct product for morphisms in kL.
denote the first projection of A (respectively the second projection). Then
as required. The second assertion follows by bilinearity.
Theorem. The bifunctors
Proof : Let T and T ′ be finite lattices. For any finite set X, there is a unique isomorphism of
′ is a join-morphism, by Lemma 4.1. Moreover, we claim that the diagram
is commutative, where σ : F S ⊗ F S ′ → F S×S ′ denotes the corresponding isomorphism for the lattices S and S ′ . This is because, for any finite set X, any map ϕ : X → S, and any map
It follows that the family of isomorphisms τ yields an isomorphism between the two bifunctors of the statement.
4.3. Corollary. If E and E ′ are finite sets, then
Proof : This follows from Theorem 4.2 applied to the lattice T of subsets of E and the lattice T ′ of subsets of E ′ . Then F T ∼ = kC(−, E) and
, because a map from X to T corresponds to a subset of X × E. Moreover T × T ′ is isomorphic to the lattice of subsets of E ⊔ E ′ .
More properties of tensor product
We first discuss projectivity. Recall that any correspondence functor M is isomorphic to a quotient of i∈I kC(−, E i ) where each E i is a finite set and I is some index set. This is because
Choosing a set {m i | i ∈ I} of generators of M , the sum of the morphisms ψ i yields a surjective morphism i∈I kC(−, E i ) → M , as required. In particular, any projective correspondence functor is isomorphic to a direct summand of a direct sum of representable functors. 
It should be observed that, since k⊗M ∼ = M for any correspondence functor M (Proposition 3.2) and since k is projective (Example 2.2), tensoring with a projective functor does not yield a projective functor in general, contrary to the case of finite group representations.
Next we consider the functors L E,V introduced in Example 2.1, where E is a finite set and V is an R E -module. Recall that R E := kC(E, E). There is an induction procedure
by the definition of L E,V .
Theorem. Let E and F be finite sets and let
which we need to described explicitly. For a finite set X,
It is easy to check that the morphism Φ X maps the element
Conversely, there is a morphism
defined as follows. For any P ∈ C(X, E), v ∈ V , Q ∈ C(X, F ), and w ∈ W , it maps the element
where (P, Q) ∈ C(X, E ⊔ F ), and where
Moreover, if Y is a finite set and U ∈ C(Y, X), then
It follows that the maps Ψ X define a morphism of correspondence functors
so ΦΨ is equal to the identity morphism.
so ΨΦ is also equal to the identity morphism.
Finally we consider finite generation. Recall from [BT2] that a correspondence functor M has bounded type if there is a finite set E such that M is generated by M (E), that is, M (X) = kC(X, E)M (E) for every finite set X. Moreover, M is finitely generated if there is a finite set E and a finite subset A of M (E) such that M is generated by A, that is, M (X) = kC(X, E)A for every finite set X (see Proposition 6.4 in [BT2] ). Proof : (a) Let E and F be finite sets such that M is generated by M (E) and N is generated by N (F ). Then the counit morphisms
is generated by its evaluation at G, so is M ⊗ N .
(b) Assume now that M is generated by a finite subset A of M (E) and N is generated by a finite subset B of N (F ). In particular, M (E) is generated by A as an R E -module and N (F ) is generated by B as an R F -module. Therefore, as
, it is also generated by the finite set S. Now M ⊗ N is isomorphic to a quotient of
, so it is generated by the image of S. Thus M ⊗ N is finitely generated.
Internal hom
In this section, we use the symmetric monoidal structure of the category C to define an internal hom in the category F k of correspondence functors. We first introduce a useful construction.
6.1. Definition. Let E be a finite set and let M be a correspondence functor over k.
(a) We let t E : kC → kC be the endofunctor defined on objects by t E (X) = X ⊔ E and on correspondences U ∈ C(Y, X) by
(b) We denote by M E the correspondence functor obtained from M by precomposition with the endofunctor t E : kC → kC. (c) Let F be a finite set and V ∈ C(F, E). We define M V : M E → M F to be the morphism obtained by precomposition with the natural transformation id ⊔V : t E → t F .
Explicitly, we see that
is given by the action of the correspondence 
Proof : This is straightforward.
Now we prove the basic adjointness property which shows that H(M, M ′ ) is an internal hom in the category F k .
6.4. Theorem. There are isomorphisms of k-modules
In particular, for any correspondence functor M ′ over k, the endofunctor
is left adjoint to the endofunctor
′′ be a morphism of correspondence functors. By Theorem 3.3, we get a bilinear pairing M ′ × M → M ′′ , hence, for any finite sets X and Y , a k-linear map
Moreover, for any finite set X ′ and any U ∈ C(X ′ , X), the commutative diagram (3.4), for Y ′ = Y and V = ∆ Y , becomes
. Therefore, for a fixed set Y and a fixed m ∈ M (Y ), the maps ψ Y,X (m) define a morphism of correspondence functors
. Allowing m to vary, we obtain a k-linear map
Now if Y
′ is a finite set and V ∈ C(Y ′ , Y ), the commutative diagram (3.4), for X ′ = X and U = ∆ X , becomes
and it follows that the maps ψ Y define a morphism of correspondence functors ψ :
for all finite sets X. We claim that the family of maps
defines a bilinear pairingξ :
We must show that, for any finite sets X, Y, X ′ , Y ′ and any correspondences U ∈ C(X ′ , X) and
is commutative. First observe that we have
, which is in turn the action of V within the correspondence functor H(M ′ , M ′′ ). Therefore we obtain
using the fact that ξ : M → H(M ′ , M ′′ ) is a morphism of correspondence functors. This proves the claim.
By Theorem 3.3, the pairingξ defines a morphism of correspondence functorš
Now it is straightforward to check that the maps ψ → ψ and ξ →ξ are inverse isomorphisms between Hom
In the case of a representable functor kC(−, E), there is the following useful isomorphism.
6.5. Proposition. Let E be a finite set and N a correspondence functor over k. There is an isomorphism of correspondence functors H kC(−, E), N ∼ = N E .
Proof : Let X be a finite set. By Yoneda's lemma, we get
It is straightforward to check that the resulting isomorphism
is compatible with correspondences, so that it yields an isomorphism of correspondence functors H kC(−, E), N ∼ = N E .
6.6. Corollary. Let N be a correspondence functor over k. There is an isomorphism of correspondence functors H(k, N ) ∼ = N .
Proof : Take E = ∅ in Proposition 6.5. Then kC(−, ∅) ∼ = k because C(X, ∅) is the set of subsets of ∅, which is a singleton. On the other hand we clearly have N ∅ = N .
Taking the constant functor k in the second variable, we obtain a quite different result.
Proposition. Let M be a correspondence functor over k. There is an isomorphism of correspondence functors
H(M, k) ∼ = k ⊗ k M (∅) ♮ where M (∅) ♮ = Hom k M (∅), k .
In particular, if k is a field and if M (∅) is finite-dimensional, H(M, k) is isomorphic to a direct sum of dim M (∅) copies of k.
Proof : Let E be a finite set. It is straightforward to see that k E ∼ = k. Therefore
It is then easy to check that the action of a correspondence U ∈ C(F, E) yields the identity endomorphism of M (∅) ♮ , so that we get the constant functor tensored with M (∅) ♮ . If k is a field and if M (∅) is finite-dimensional, it follows that H(M, k) is isomorphic to a direct sum of copies of k, their number being dim M (∅)
In the same vein as in Theorem 5.3, we now consider bounded type and finite generation.
6.8. Theorem. Let M and N be correspondence functors over k.
(a) Let E and F be finite sets. If M is generated by M (E), then M F is generated by M F (E).
Therefore, if M has bounded type, so has M F . If M is finitely generated, so is M F . (b) Assume that the ring k is noetherian. If M is finitely generated and if N has bounded type (respectively is finitely generated), then H(M, N ) has bounded type (respectively is finitely generated).
Therefore M (X ⊔ F ) is k-linearly generated by the elements V W (m), where V ∈ C(X, E), W ∈ C(F, E), and m ∈ M (E), because any correspondence in C(X ⊔ F, E) can be written V W .
But we have
and this is the image of
as was to be shown. The other two assertions follow immediately.
(b) Since M is finitely generated, there is a finite subset A ⊆ M (E) such that M = kC(−, E)A, so M is isomorphic a quotient of the finite direct sum a∈A kC(−, E) of representable functors. Since H(−, N ) is exact by Lemma 6.3, we deduce an embedding
using also Proposition 6.5. If N has bounded type, then N E has bounded type, by (a), so the finite direct sum a∈A N E also has bounded type. Therefore H(M, N ) is isomorphic to a subfunctor of a functor of bounded type. Since k is noetherian, this implies that H(M, N ) has bounded type, by Corollary 11.5 in [BT2] . The same argument with "bounded type" replaced by "finitely generated" goes through, completing the proof.
Algebra functors
For any finite lattice T , the functor F T has more structure, namely it is a commutative algebra in the tensor category F k of all correspondence functors. This section is devoted to a closer analysis of this additional structure. By a k-algebra, we always mean an associative k-algebra with an identity element.
Definition. An algebra correspondence functor over k is a correspondence functor A with values in the category k-Alg of k-algebras satisfying the following two conditions. For any finite sets X and Y , and for any correspondence U ∈ C(Y, X), the diagrams
are commutative, where µ X : A(X) ⊗ k A(X) → A(X) denotes the multiplication map of the kalgebra A(X) and ε X : k → A(X) denotes the map λ → λ · 1 A(X) . An algebra correspondence functor A is called commutative if A(X) is a commutative k-algebra for any finite set X.
The commutativity of all the diagrams in the definition can be interpreted in two different ways :
The family of multiplication maps µ X defines a morphism of correspondence functor µ :
A ⊗ A → A and the family of maps ε X defines a morphism of correspondence functors ε : k −→ A, where k denotes the constant functor of Example 2.2. In other words, the triple (A, µ, ε) is an algebra in the tensor category F k .
7.2. Lemma. Let A be an algebra correspondence functor, let µ : A⊗A → A be the multiplication map, let µ : A × A → A be the associated pairing (see Theorem 3.3), and let X and Y be finite sets. ∆Y is an algebra homomorphism and, whenever A is commutative, so is the multiplication µ X⊔Y .
(c) Using (a), we obtain
We consider now the functor F T of Example 2.3, associated to a finite lattice T .
Proposition. Let T be a finite lattice and let0 be its least element.
(a) Commutative algebra. F T is a commutative algebra correspondence functor, with respect to the multiplication maps
where X is a finite set and ϕ, ψ : X → T are maps. Here ϕ ∨ ψ : 
associated with µ is an isomorphism of k-modules.
More precisely, for any maps ϕ : X → T and ψ :
Proof : (a) We claim that the map
is a join-morphism. Given a subset C ⊆ T × T , let A ⊆ T be its first projection and B ⊆ T its second projection. Then
proving the claim. By Example 2.3, the map υ induces a morphism
For any finite set X, the map
is easily seen to be the map of the statement. Clearly µ X is associative and commutative and the constant map onto0 is an identity element. We obtain in this way an algebra correspondence functor F T because µ : F T ⊗ F T → F T is a morphism of functors, and so is ε : k → F T .
(b) One checks easily that ∆X ∅ ϕ is the function from X ⊔ Y to T equal to ϕ on X, and to0 on Y . Similarly (c) Since • has cardinality one, F T (•) is a free k-module with basis
where g t : • → T is defined by g t (•) = t (with • being also the unique element of the set •). Moreover, on restriction to this basis, the multiplication map corresponds to the map υ of the beginning of the proof, namely g t g t ′ = g t∨t ′ . In that case, there is a standard procedure for finding another k-basis consisting of orthogonal primitive idempotents f t ∈ T whose sum is the identity element (namely0). These primitive idempotents are defined by
where χ(t, s) denotes the Möbius function of the poset T (see the appendix in [BT1] ). Then we obtain isomorphisms of k-algebras
Our next main result asserts that, with a small assumption on k, the converse of Proposition 7.3 holds. 
Theorem. Assume that k does not contain a nontrivial idempotent (i.e. Spec(k) is connected). Let
is an isomorphism of k-modules (hence an isomorphism of k-algebras, by commutativity of A). Moreover, A(∅) ∼ = k. 
Then there exists a finite lattice T such that A ∼ = F T (isomorphism of algebra correspondence functors).
We need a preliminary lemma.
Lemma. With the assumptions above, define a comultiplication
as the composition of the action of (c) We compute
(d) A special case of diagram (3.4) yields the commutative diagram
and it easy to check that the bottom composite is the identity id A(•) . We deduce the commutative diagram
and since the composite of the first row is equal to δ • , we obtain that (η • ⊗ ∆ • )δ • is the identity id A(•) , as required for a counit.
Proof of Theorem 7.4 : By the splitting property, the k-algebra A(•) contains a k-basis
consisting of orthogonal idempotents such that t∈T f t = 1 A(•) , where T is a finite index set. Our first aim is to show that T has a lattice structure. Now
, so we can write
. Therefore λ a,b is an idempotent of k, hence λ a,b ∈ {0, 1} by our assumption on k, and
where B t is a subset of T × T . Since the idempotents f t are orthogonal and sum to 1 A(•) , the idempotents δ • (f t ) are orthogonal and sum to 1 A(•) ⊗ 1 A(•) . This shows that B s ∩ B t = ∅ for any pair (s, t) of distinct elements of T , and that t∈T B t = T × T . Hence we can define a operation ∧ on T by a ∧ b = t ⇐⇒ (a, b) ∈ B t . In other words, for any t ∈ T ,
Since δ • is coassociative by Lemma 7.5, this operation ∧ is associative. Similarly, since δ • is cocommutative, ∧ is commutative. Finally, by Lemma 7.5 again, for any t ∈ T , we have
It follows that t ∧ t = t for any t ∈ T . Hence T is a commutative idempotent semigroup. Equivalently, if we define a relation ≤ on T by
we get an order relation on T , and any pair {a, b} of elements of T has a greatest lower bound a ∧ b. Thus T is a meet semilattice. Since the counit η • : A(•) → k is an algebra homomorphism by Lemma 7.5 and since the only idempotents of k are 0 and 1, we have η • (f t ) ∈ {0, 1} for any t ∈ T . Moreover
Moreover, since η • is a counit, we have, for any t ∈ T ,
and it follows that u ∧ t = t, hence t ≤ u. Therefore T is a meet semilattice with a greatest element u, so it is a lattice. We write ∨ for its join operation and0 for its least element. Now, for any t ∈ T , we define
The elements {g t | t ∈ T } form another basis of A(•), because the transition matrix is unitriangular. Now for any t, t ′ ∈ T , we have
This means that the map t → g t , from T to A(•), induces an algebra homomorphism
and this is an isomorphism because it maps a basis to a basis. Whenever we have a disjoint union X = W ⊔ Z, there is a bilinear pairing
which is an isomorphism by the exponential property. Decomposing X as a union of singletons, we obtain by induction an isomorphism of k-algebras µ :
By part (a) of Lemma 7.2, the isomorphism µ maps x a x to the product x∈X C x a x , where
We then obtain a sequence of isomorphisms of k-algebras
It is easy to check that the first isomorphism µ −1 maps a function ϕ : X → T to the element
, which in turn maps to x∈X C x g ϕ(x) via the third isomorphism µ. Therefore we get the composite isomorphism of k-algebras
We are going to show that the isomorphisms λ X are compatible with the action of correspondences, but we first need a lemma.
7.6. Lemma. Let Y be a finite set and let W and Z be subsets of Y × •. Let t ∈ T and let g t ∈ A(•) as defined above. Then, in the k-algebra A(Y ), we have an equality
Proof : By (3.4), there is a commutative diagram
and we compute the image of g t using both paths. For the top path, the definition of δ • gives
For the bottom path, we first have
and this is mapped to W g t ⊗ Zg t by the vertical map W ⊗ Z. Since the composition of the two bottom maps is (
This completes the proof of the lemma. Now we return to the proof of the theorem and we let U ⊆ Y × X and ϕ ∈ T X . Since (U ϕ)(y) = x∈X (y,x)∈U ϕ(x) and since g a∨b = g a g b , ∀a, b ∈ T , we obtain This proves that λ : F T → A is an isomorphism of algebra correspondence functors.
7.7. Remark. In Theorem 7.4, the algebra structure on A(X) is uniquely determined from that of A(•). More precisely, if A and A ′ are correspondence functors satisfying the three properties of Theorem 7.4 and if A(•) ∼ = A ′ (•), then A ∼ = A ′ . This follows from the proof, because the lattice T is uniquely determined by the algebra structure of A(•).
7.8. Remark. The assumption on k is necessary in Theorem 7.4. Let k = k 1 × k 2 be the direct product of two nontrivial rings and, for i = 1, 2, let F (ki) Ti be the functor over k i associated to a lattice T i , but viewed as a functor over k (with the other factor k 3−i acting by zero). It can be shown that, if T 1 and T 2 have the same cardinality but are not isomorphic, then F satisfies the three assumptions of Theorem 7.4 but is not isomorphic to F T for any lattice T .
Examples
Finding the decomposition of tensor products is not straightforward, due in particular to fast increasing dimensions. We only give here a few small examples, based on [BT3] and [BT4] . We refer to those two papers for details. For simplicity, we assume that k is a field.
For any n ∈ N, we let [n] = {1, 2, . . . , n} and n = {0} ⊔ [n]. Then n is a totally ordered lattice and [n] is its subset of irreducible elements. There is a simple correspondence functor S n introduced in Section 11 of [BT3] . It appears as a direct summand of the functor F n associated to the lattice n.
8.1. Example. When n = 0, then F 0 = S 0 is the constant functor k of Example 2.2. For any correspondence functor M , we have S 0 ⊗ M ∼ = M , by Proposition 3.2.
8.2. Example. When n = 1, we have F 1 ∼ = S 0 ⊕ S 1 , by Theorem 11.6 of [BT3] . Moreover, by Theorem 4.2, we know that F 1 ⊗ F 1 ∼ = F 1×1 = F ♦ , where ♦ := 1 × 1 denotes the lattice of subsets of a set of cardinality 2. Applying Example 8.1, we obtain
On the other hand, by Example 8.7 of [BT4], there is a direct sum decomposition
where S •• is the fundamental functor associated to the poset •• of cardinality 2 ordered by the equality relation. We now have two expressions for F ♦ and we apply the Krull-Remak-Schmidt theorem, which holds by Proposition 6.6 in [BT2] . It follows that
8.3. Example. When n = 2, we have F 2 ∼ = S 0 ⊕ 2S 1 ⊕ S 2 , by Theorem 11.6 of [BT3] . Moreover, by Theorem 4.2, we know that
where P := 1 × 2. Applying the previous two examples, we obtain
On the other hand, by Example 8.11 of [BT4], there is a direct sum decomposition We now have two expressions for F P and it follows from the Krull-Remak-Schmidt theorem that
We note that both S 1 and S 2 are projective functors, hence so is S 1 ⊗ S 2 by Proposition 5.1.
