This work is concerned with investigating whether or not nonlinear predictor networks can be used to improve the performance of high resolution surveillance radars which are wed to detect targets on, or neal; the sea surface. Prediction and detection results are presented for new sea clutter data sets.
Introduction
The performance of surveillance radars used in marine environments is limited by sea clutter, the unavoidable radar returns from the sea surface. Low resolution clutter returns are widely accepted to have Gaussian statistics. However, the statistics of high resolution sea clutter deviate from the Gaussian case. These non-Gaussian clutter returns are often characterised by frequently occurring large signal values (or spikes), which can be mistaken for target signals.
The traditional approach to clutter modelling and detector design has been to use a stochastic process to model sea clutter. Evidence has suggested that the process which best models sea clutter is the compound K-distribution [l].
However, research has been carried out which suggests that sea clutter is not in fact a stochastic process, but rather, it is a chaotic process [2-4]. It should be noted that the categorisation of sea clutter as a chaotic process, using the techniques described in [3,4], has been questioned by other researchers [5,6].
A nonlinear predictor-detector has been shown to perform better than a standard detector in [3], although no linear predictor-detector comparison was carried out in that study.
The purpose of this paper is to investigate whether nonlinear predictor networks can be used to improve high resolution radar detection of targets on, or near, the sea surface. This will be done using the sea clutter data sets described in section 2. If sea clutter is chaotic, then nonlinear predictors will be able to exploit this property. If it is not then nonlinear predictors may be able to exploit the widely accepted non-Gaussian nature of high resolution sea clutter.
Sea clutter data
Sea clutter data sets have been collected using stationary, land-based radars that operate in a dwelling mode, that is, with the antenna pointing towards a patch of the sea surface along a fixed direction.
Wavetank data
Several sea clutter data sets have been collected for this analysis, in a wavetauk. The wavetank allows data to be collected during a range of controlled wind speeds. The length of the wavetank is 50m: the first 20m were used to develop the waves, the remaining 30m were used as the data collection area The wind direction, used for all data sets collected, was towards the radar. The data was collected in 32 range cells. Pulse compression was used to achieve a range resolution of 0.3m. D a t a was collected during wind speeds of 4rns-I through to 12nas-' in steps of 1ms-l. Pulse to pulse transmit polarisation agility was used. The radar had a dual-polarisation receive capability. Only the transmit horizontal, receive horizontal 0 data sets have been analysed in this paper. The effective pulse repetition frequency (PRF) of the radar was 1kHz. The grazing angle and beamwidth were 6" and 5", respectively. There were 30,000 complex samples collected in each range cell, for each wind speed data set. Results for the non-coherent' samples are presented in this paper.
Dawberdata
The other two data sets analysed in this paper were collected at s e a Both of these data sets were collected using a radar that did not employ pulse compression or polarisation agility. For both data sets the radar range resolution was 150m, and the PRF was 20kHz. The first data set, Dawber-W, was collected using vertical polarisation on transmit and receive, during a wind speed of 12.8ms-l. The second data set, Dawber-HH, was collected using horizontal polarisation on transmit and receive, during a wind speed of 15.4ms-l.
The grazing angle and beamwidth used in each case were 0.12O and 6 O , respectively. There were 25,600 complex samples collected in each data set: these samples correspond to the temporal signal collected in one range cell, at a distance of 4km from the radar. Results for the non-coherent samples are presented in this paper.
Prediction
The radial basis function (RBF) network and the Volterra series network have been chosen to implement the nonlinear predictors. These networks are briefly discussed below.
Prediction problem
A prediction problem is based on a time series {~( n ) } .
Given a vector ~( n )
from this time series, with an embedding dimension N and an embedding delay r, i.e.
an estimate e(n + I) of the next data sample, z(n + I), is formed by constructing a predictor function f(), where
RBFpredictor
An RBF network can be used to find the predictor function discussed above. The structure of an RBF network is shown in Figure 1 . It consists of N source nodes, M centres (or hidden units), and M weights. function (or kernel), 11. 11 is a distance measure, ci is the position of the ith centre in N-dimensional space, and wi is the weight at the output of the ith centre.
The nonlinear kernel chosen for this work was the Gaussian function, which is symbolised in Figure 1 by the bell-shaped curves in the hidden layer. Normalised [7] as well as unnormalised Gaussian kernels have been used. The distance measure used was the Euclidean distance. The positions of the centres were selected at random from the training data 3 3 RBF embedding dimension and embedding delay
In order to reconstruct the dynamics of the clutter data, (assuming that the clutter data is the result of a nonlinear dynamical process), it is necessary to choose an appropriate number of RBF source nodes, N, usually termed the embedding dimension, and also an appropriate embedding delay.
I Correlation dimension
An embedding dimension, N, should be chosen [8] such that:
where d is estimated using the correlation dimension [9] . If the correlation dimension estimate of d is not an integer value, it should be rounded up to the next integer value. For the analysis in this paper, the maximum likelihood correlation dimension, DML, [9] was used to estimate d.
Average mutual information
To determine the embedding delay of the clutter data, the average mutual information [lo] was used. It has been suggested [ 111 that the optimum embedding delay is at the first minimum of the average mutual information, I(T). The average mutual information between z(n) and z(n + T) is defined as:
The RBF predictor function is given by,
i=l where M is the number of centres, q5() is some non-linear
where P(z(n),z(n+T)) isthejointprobabilitydensityfor measurements z(n) and z(n + 2').
Volterra series predictor
The truncated Volterra series (5) can also be used to find the predictor function discussed above.
The truncated Volterra series expansion is given above, for a zero mean process. N is the embedding dimension, L is the order of the Volterra series, and h( .) is known as a Volterra kernel.
Prediction performance assessment
The prediction performance measure that has been used for this study is the normalised mean square error (NMSE, which is defined as:
where y(k) is the desired predictor output, ,(k) is the predictor's estimare of y(k), and U; is the variance of y over J. Prediction results were obtained by using training, testing and validation data sets. If the training data length was selected to be J samples, the next J samples immediately after the training data were selected as the testing data set.
The next J samples immediately after the testing data set were selected as the validation data set.
Prediction of the wavetank data
The temporal signals in each range cell, for each wind speed data set, were analysed using a linear predictor and the nonlinear predictors described in section 3.
Prediction of the temporal signal in range cell 14 of the 12rns-~ data set
The criteria discussed in section 3.3 were used as a starting point to choose the RBF embedding dimension and embedding delay. For range cell 14 of the 12ms-1 data set, DML = 4.19. An embedding dimension of 12 was chosen.
A plot of the mutual information for range cell 14 is given in Figure 2 . As can be seen there are no obvious minima, the mutual information curve is monotonically decreasing. What is immediately noticeable from Figure 3 is that the simple 10 tap linear predictor always does at least as well as the nonlinear predictors. This suggests that the predictor function for this sea clutter data set is linear. The cubic Volterra series predictor converges upon the linear solution at around about a training length of 4000 samples. The NRBF predictor displays difficulty in approximating the linear predictor function, showing approximately a 4dB performance loss relative to the linear predictor after a training length of 10,000 samples.
The effect of increasing the embedding delay for each predictor is shown in Figure 4 . As can be seen, increasing the embedding delay does not improve the prediction perform-i -1s 1 Figure 4 Validation data set NMSE vs embedding delay for range cell 14 of the 12ms-1 data set. Results are shown for a 10 tap linear predictol; a cubic (order=3) Volterra series predictor with an embedding dimension of 10, and a NRBF with an embedding dimension of 12 and 100 centres.
A training length of 6000 samples was wed by all predictors.
ance of any of the predicton. The results in sections 4.1 and 4.2 suggest that the predictor function of the 12ms-1 data is linear. In fact, this result was found for each of the different wind speed data sets. Additionally, it was found that, in general, the clutter samples collected during higher wind speeds were more predictable than those collected during lower wind speeds. However, there was also found to be a variation in predictability across range cells, which appeared to be dependent on the number and distribution of clutter amplitude spikes. Figure 6 shows the results for a linear predictor for all 32 range cells of several wind speed data sets. 
Prediction of the Dawber data
As in section 4.1, the criteria discussed in section 3.3 were used as a starting point to choose the NRBF embedding dimension and embedding delay. For the Dawber-W data a value of DML = 3.48 was estimated, and an embedding dimension of 10 was chosen. For the Dawber-HH data a value of DML = 7.57 was estimated and an embedding dimension of 17 was selected. A plot of the mutual information of both Dawber data sets is given in Figure 7 . There are no obvious minima in the mutual information plots. An embedding delay of 1 sample, for each data set, was therefore selected as a starting point. embedding dimension of 10, and a NRBF with an embedding dimension 0 f 2~ & 100 embeding delay of 1 sample and a training length of l0, OOO samples were used by all the predictors. Figure 8 shows the prediction performance of the nonlinear and linear predictors On both the Dawber data sets. As was found in section 4 of this paper for the wavetank data, the predictor function of the Dawber data sets appears to be linear. Interestingly, the Dawber-W data is more predictable than the Dawber-HH data despite the fact that it was collected during a lower wind speed. This is an area of ongoing research. Figure 9 shows that increasing the embedding delay does not improve the prediction performance of the linear predictor or of the nonlinear predictors for either Dawber data set.
Detection strategies
A fixed threshold detector and a linear predictor-detector have been used to compare the performance of the nonlinear predictor-detectors.
False alarm rate and detector design
A false alarm refers to noise or clutter being mistaken for a target signal. In a radar detector design, the aim is to fix the probability of false alarm, Pfa , and maximise the probability of detection, Pd. The ideal situation would be if PIa = 0, and Pd = 1. This would mean no false alarms, and if a target were present, it would always be detected. Receiver operating C W~S (plots of Pfa versus Pd) can be used to assess detection performance.
Fixed threshold detector
A threshold was set for this detector using a small set of clutter-only data to form a clutter amplitude histogram. The histogram was used to determine a threshold level that would result in a tolerable number of false alarms.
Predictordetectors
The predictor (linear, RBF, or Volterra series) was trained using a small set of clutter-only data. After training, the free parametem of the predictor were fixed. Another small set of clutter-only data was then passed through the predictor, and the errors produced were used to form a histogram, which was used to set an error threshold for a desired Pfa. The idea is that during training the predictor should learn to recognise the clutter. Therefore, if clutter-only data is present at the input, the predictor w i l l produce a small error. If a target as well as clutter is present at the input, then the predictor will produce a large emor.
Detection results
As the prediction results for both the wavetank and Dawber data sets have been shown to have linear predictor functions, detection results are only presented for the wavetank data. for range cell 16 of the 12ms-1 and 4ms-I data sets, respectively. In each case a Swerling [I21 (fluctuating Rayleigh) target was used, and the signal to clutter ratio was set to 0.2dB. Small signal to clutter ratios are of particular interest in practice. In both plots an embedding dimension of 10, an embedding delay of 1, and a training length of 6000 samples were used for both the Volterra, and the linear predictor-detectors.
As expected from the prediction results in section 4, the linear and Volterra series predictor-detector results are very similar. The predictor-detectors perform better than the fixed threshold detector, (for low probabilities of false alarm), on the 12ms-1 data, which has a correlation length of approximately 170 samples. The fixed threshold detector performs better than the predictor-detectors on the 4712s-l data, which is uncorrelated from sample to sample.
Conclusions
Prediction results have been presented for new non-coherent sea clutter data sets, which show no evidence of nonlinear predictability. However, the pulse compression used in the collection of the wavetank data, and the fairly low resolution of the Dawber data could be responsible for the lack of nonlinear predictability. Therefore, whilst the use of nonlinear predictordetectors could not be justified to improve the performance of a radar detector for any of the clutter data sets analysed in this paper, this is not to say that this is the case for sea clutter in general.
Linear predictor-detectors may be used to improve detection performance, relative to a fixed threshold detector, as long as the clutter data concerned has a sufficiently long correlation length.
