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a b s t r a c t
The half-linear dynamic equation on time scales(
r(t)|y1|α−1 sgn y1)1 + p(t)|yσ |α−1 sgn yσ = 0, α > 1,
is here considered, under the condition
∫∞ r1/(1−α)(s)1s <∞. Twonewcharacterizations
of nonoscillation to this equation are provided, namely in terms of solvability to a related
weighted integral Riccati type inequality and in terms of the convergence of a certain
function sequence involving the coefficients r and p. These relations are then applied
to obtain new oscillation criteria and a comparison theorem, which extend the results
known from the continuous or the linear case. The results are new even in the well-
studied difference equation setting. A basic classification of nonoscillatory solutions to the
equation is also presented. The paper is concluded by indicating somedirections for a future
research.
© 2010 Elsevier Ltd. All rights reserved.
1. Introduction
Consider the half-linear dynamic equation(
r(t)Φ(y1)
)1 + p(t)Φ(yσ ) = 0, (1)
on a time scale T, where Φ(u) = |u|α−1 sgn u with α > 1. This equation is assumed to have the coefficients r(t) and p(t)
defined on a time scale interval [a,∞)with 1/r(t) > 0 and p(t) being rd-continuous on [a,∞). Equation (1) can be viewed
as a generalization of the well-studied Sturm–Liouville differential equation
(r(t)y′)′ + p(t)y = 0, (2)
t ≥ a. Indeed, if T = R and α = 2, then (1) reduces to (2). It is known that most of the results concerning oscillation
or asymptotic behavior of (2) can be derived from those of the simpler equation y′′ + a(t)y = 0, through suitable
transformations (see for instance [1]). However, the transformations which are needed or use a chain rule for computation
of derivative of composed functions, tool which is not at disposal at a proper form in time scale calculus, or are heavily
dependent on the linearity of the solution space, and thus they do not apply to the half-linear case. These transformations can
be used also in more general cases than (2), but only partially. Indeed, the transformation s = ∫ ta r1/(1−α)(s) ds, x(s) = y(t),
transforms the differential equation (r(t)Φ(y′))′ + p(t)Φ(y) = 0 into the equation dds (Φ( ddsx))+ p˜(s)Φ(x) = 0. Moreover,
if
∫∞ r1/(1−α)(s) ds = ∞, then an unbounded interval [a,∞) is transformed into the interval [0,∞), which is of the same
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form as [a,∞). Such a transformation however does not work in a general time scale case. Further, with the assumption∫∞ r−1(s)1s < ∞, the change of dependent variable y(t) = u(t) ∫∞t r−1(s)1s transforms the linear dynamic equation
(r(t)y1)1 + p(t)yσ = 0 into the equation (r˜(t)u1)1 + p˜(t)uσ = 0, where ∫∞ r˜−1(s)1s = ∞. Such a transformation
however does not work in a general half-linear case. Another tool useful in studying properties of solutions of (2) is the
reciprocity principle, a transformation which somehow interchange the role of the coefficients in (2), and requires in a time
scale case commutativity of delta derivative and jump operator. This property of commutativity holds only for some special
(having a constant graininess) time scales and, moreover, it does not always give the desired result. All these observations
show that in the time scale setting, Eq. (1) is a significant generalization of the equation (Φ(y1))1 + p(t)Φ(yσ ) = 0, and
in studying nonlinear equation (1) we have to distinguish the cases
∫∞ r1/(1−α)(s)1s = ∞ and ∫∞ r1/(1−α)(s)1s < ∞.
Indeed, the approaches in the cases of divergence or convergence of the delta integral of r can substantially differ and,
moreover, the latter case is usually more difficult.
The principal aim of this paper is to establish the so-called function sequence technique for (1) under the condition∫ ∞
r1−β(s)1s <∞ (3)
where 1/α+1/β = 1. Thismethod,which is based on the Riccati type transformation, offers a very useful tool for examining
oscillatory properties of (1) provided (3) holds. We present also some of its applications and point out some ideas and open
problems; in particular, this method appears to be useful to establish an extension of known (non)oscillation criteria in the
cases where existing ‘‘continuous or linear’’ approaches fail to hold. The main results are new also in the classical discrete
case (i.e., T = Z). Since this technique can be understood also as a characterization of nonoscillation, in Section 5 we give a
basic classification of nonoscillatory solutions of (1) under condition (3).
Some fundamental properties of (1) were studied in [2,3]. Monograph [4] presents a systematic and compact treatment
of the qualitative theory of half-linear differential equations, i.e., for equations of the form (1) with T = R. The function
sequence techniques and related topics for those equations with
∫∞ r1−β(s) ds = ∞were studied in [4–6], while the case∫∞ r1−β(s) ds <∞was discussed in [7,8]. The function sequence technique for (1) under the condition∫ ∞
r1−β(s)1s = ∞ (4)
was established in [9], for applications see [9,10].
We assume that the reader is familiar with the notion of time scales. Thus note just that T, σ , f σ , µ, f 1 and
∫ b
a f (s)1s
stand for time scale, forward jump operator, f ◦ σ , graininess, delta derivative of f , and delta integral of f from a to b,
respectively. Recall that, for instance, f 1(t) = f ′(t) when T = R, f 1(t) = 1f (t) when T = Z, and f 1(t) = Dqf (t) when
T = {qk : k ∈ N0} with q > 1, where Dq denotes the Jackson derivative. See [11], which is the initiating paper of the time
scale theorywritten by Hilger, and themonograph [12] by Bohner and Peterson containing a lot of information on time scale
calculus. If it is not said otherwise, thereinafter by intervals we mean time scale intervals.
The paper is organized as follows. In the next section we recall the so-called Riccati technique, and prove its refinement
under condition (3): Nonoscillation of (1) is expressed in terms of solvability to a certain Riccati integral equation/inequality
with weights. Another characterization of nonoscillation of (1), in terms of the convergence of a certain function sequence,
is presented in Section 3. As applications of these techniques, in Section 4 we prove oscillation criteria and an integral
comparison theorem for Eq. (1) under condition (3). In Section 5 we discuss a basic classification of nonoscillatory solutions
of (1) satisfying (3). The paper is concluded by indicating some directions for a future research.
Throughout this paper we assume (3), if it is not said otherwise, and we denote R(t) := ∫∞t r1−β(s)1s.
2. Riccati type integral inequality
Along with Eq. (1), consider the generalized Riccati dynamic equation, obtained from (1) by the substitution w =
rΦ(y1/y),
w1 + p(t)+ S(w, r)(t) = 0 (5)
where
S(w, r) = lim
λ→µ
w
λ
(
1− r
Φ(Φ−1(r)+ λΦ−1(w))
)
,
and Φ−1 stands for the inverse of Φ , i.e., Φ−1(u) = |u|β−1 sgn u, β being the conjugate number to α. At a right-dense t we
have S(w, r)(t) = (α − 1)r1−β(t)|w(t)|β .
A (nontrivial) solution to (1) is said to be nonoscillatory if it is eventually of one sign and it is said to be oscillatory
otherwise. Thanks to the Sturm type separation theorem, see [3], either all (nontrivial) solutions of (1) are oscillatory or
all nontrivial solutions of (1) are nonoscillatory. Hence the equation can easily be classified as oscillatory or nonoscillatory,
similarly as in the linear theory.
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A basic statement on the relation between (1) and (5), referred to as the Riccati technique, reads as the following
Theorem 1. We stress that conditions (3) or (4) need not to be assumed; even the condition r(t) > 0 can be relaxed to
r(t) 6= 0 (but then we need to adjust the definition of (non)oscillation, for details see [3]).
Theorem 1 ([3]). The following statements are equivalent:
(i) Equation (1) is nonoscillatory.
(ii) There is a functionw satisfying (5) and
{Φ−1(r)+ µΦ−1(w)}(t) > 0 (6)
for large t.
(iii) There is a functionw satisfying w1 + p(t)+ S(w, r)(t) ≤ 0 and (6) for large t.
Under stronger assumptions, nonoscillation of (1) can also be expressed in terms of a Riccati integral equation/inequality,
as the following theorem shows. We remark that this relation is closely related to the function sequence technique for (1)
when (4) is satisfied, see [9].
Theorem 2 ([9]). Let (4) hold and
∫∞ p(s)1s converge. Assume that ∫∞t p(s)1s ≥ 0(6≡ 0) for large t. Then (1) is nonoscillatory
if and only if there is a (positive) function w satisfying w(t) ≥ ∫∞t p(s)1s+ ∫∞t S(w, r)(s)1s for large t (the statement holds
also when the inequality is replaced by the equality). If, in addition, p(t) ≥ 0, then w(t) ≤ ∫ tT r1−β(s)1s for t > T , where T is
large.
The remaining statements of this section are new, and can be understood as a complement to the previous theorem, now
dealing with the case (3). In particular, we obtain characterization of nonoscillation of (1) in terms of Riccati type integral
inequality involving weight functions which depend on r . Similarly as in the previous case, also in this case a close relation
to the modified function sequence technique will be revealed, see the next section. Recall that R(t) = ∫∞t r1−β(s)1s.
Theorem 3. (i) Assume
∞ >
∫ ∞
t
p(s)(Rσ (s))α1s ≥ 0 for large t.
If there is a functionw satisfying w(t) ≥ −R1−α(t) and Rα(t)w(t) ≥ T (w)(t) for large t, where
T (w)(t) =
∫ ∞
t
p(s)(Rσ (s))α1s−
∫ ∞
t
w(s)(Rα(s))11s+
∫ ∞
t
S(w, r)(s)(Rσ (s))α1s,
then (1) is nonoscillatory.
(ii) Assume p(t) ≥ 0 for large t. Let (1) be nonoscillatory and y be a nontrivial solution of (1). Set w = rΦ(y1/y). Then y and
Rα−1w are bounded withw(t) ≥ −R1−α(t) for large t and
lim sup
t→∞
Rα−1(t)w(t) ≤ 0. (7)
Moreover,
∫∞
a p(s)(R
σ (s))α1s <∞ and Rα(t)w(t) = T (w)(t) for large t.
Proof. (i) First note that Φ−1(r) + µΦ−1(u) > 0 for any u satisfying u ≥ −R1−α . Indeed, we have 0 < Rσ = R − µr1−β ,
i.e., rβ−1 > µR−1. Hence rβ−1 + µΦ−1(u) ≥ rβ−1 − µR−1 > 0. Set v = R−αT (w). Differentiating the identity Rαv = T (w)
we get
(Rαv)1 = −p(Rσ )α + w(Rα)1 − S(w, r)(Rσ )α. (8)
We claim that the mapping u 7→ T˜ (u), where T˜ (u) = −u(Rα)1 + S(u, r)(Rσ )α , is increasing for u ≥ −R1−α . Indeed, at
a right-dense t , T˜ (u)(t) = αr1−β(t)u(t)Rα−1(t) + (α − 1)r1−β(t)|u(t)Rα−1(t)|β and the monotonicity follows from the
monotonicity of x→ αx+ (α − 1)|x|β for x ≥ −1. At a right-scattered t , we have (for convenience we skip the argument t
sometimes in the computations)
∂ T˜ (u)
∂u
= −(Rα)1 + (R
σ )α
µ
− (r
β−1)α(Rσ )α
µ(rβ−1 + µΦ−1(u))α
= − (R
σ )α
µ
+ R
α
µ
+ (R
σ )α
µ
− (r
β−1)α(R− µr1−β)α
µ(rβ−1 + µΦ−1(u))α .
The latter expression is nonnegative if and only if rβ−1R+µΦ−1(u)R ≥ rβ−1R−µ, i.e, u ≥ −R1−α . Thereby themonotonicity
follows. Further note that from Rαv = T (w) ≤ Rαw, we have v ≤ w, and so to claim that T˜ (v) ≤ T˜ (w), it remains to show
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that v ≥ −R1−α . The last inequality is equivalent to T (w) ≥ −R, or∫ ∞
t
p(s)(Rσ (s))α1s+
∫ ∞
t
(
r1−β(s)+ T˜ (w)(s)
)
1s ≥ 0. (9)
Now we prove (9). We have T˜ (w) ≥ T˜ (−R1−α). This yields, at a right-dense t ,
T˜ (w) ≥ αr1−β(−R1−α)α−1 + (α − 1)r1−β | − R1−αRα−1|β = −r1−β ,
while at a right-scattered t ,
T˜ (w) ≥ R1−α(Rα)1 + S(−R1−α, r)(Rσ )α
= 1
µ
(
R1−α(Rσ )α − R− R1−α(Rσ )α + rR
1−α(Rσ )α
(rβ−1 − µR−1)α−1
)
= 1
µ
(
−R+ rR
1−α(R− µr1−β)α
rR1−α(R− µr1−β)α−1
)
= 1
µ
(−R+ R− µr1−β) = −r1−β .
Since
∫∞
t p(s)(R
σ (s))α ≥ 0, we get (9). Thus we have proved T˜ (v) ≤ T˜ (w), and so from (8) we obtain
0 = (Rα)1v + (Rσ )αv1 + p(Rσ )α + T˜ (w)
≥ (Rα)1v + (Rσ )αv1 + p(Rσ )α − v(Rα)1 + S(v, r)(Rσ )α
= (Rσ )α(v1 + p+ S(v, r)),
or v1 + p+ S(v, r) ≤ 0. Since from v ≥ −R1−α we haveΦ−1(r)+ µΦ−1(v) > 0, (1) is nonoscillatory by Theorem 1.
(ii)Without loss of generalizationwe can assume y(t) > 0 for t ∈ [a,∞). From (1), the function rΦ(y1) is nonincreasing.
Hence, y1 is eventually of constant sign, i.e., either y1(t) > 0 for t ≥ a or there is t0 ≥ a such that y1(t) < 0 for t ≥ t0.
Further, rβ−1(s)y1(s) ≤ rβ−1(t)y1(t), s ≥ t . Dividing this inequality by rβ−1(s) and integrating it over [t, τ ], we obtain
y(τ ) ≤ y(t)+ rβ−1(t)y1(t)
∫ τ
t
r1−β(s)1s. (10)
If y1(t) > 0 for t ≥ a, then from (10), y(τ ) ≤ y(t) + rβ−1(t)y1(t)R(t), and so y is bounded on [a,∞). If y1(t) < 0 for
t ≥ t0, then y is clearly bounded and letting τ →∞ in (10), we obtain 0 ≤ y(t)+ rβ−1(t)y1(t)R(t). In either case we have
R(t)rβ−1(t)y1(t)/y(t) ≥ −1, i.e., Rα−1(t)w(t) ≥ −1. Inequality (7) trivially holds if y1(t) < 0, sincew(t) < 0. If y1(t) > 0,
then there existM > 0, N > 0 such that y(t) ≥ M and r(t)Φ(y1(t)) ≤ N for t ≥ a. This implies 0 ≤ w(t) ≤ NM1−α , t ≥ a.
Since R(t)→ 0 as t →∞, we conclude limt→∞ Rα−1(t)w(t) = 0.
Nextwe show
∫∞
a p(s)(R
σ (s))α1s <∞ andRα(t)w(t) = T (w)(t) for large t . Nonoscillation of (1) implies thatw satisfies
(5) with (6) for large t . Multiplying (5) by (Rσ )α and using the formula for a delta derivative of a product of functions, we get
(wRα)1 + p(Rσ )α − w(Rα)1 + S(w, r)(Rσ )α = 0.
Integration from t to τ yields
w(τ)Rα(τ )− w(t)Rα(t) = −
∫ τ
t
p(s)(Rσ (s))α1s+
∫ τ
t
w(s)(Rα(s))11s−
∫ τ
t
S(w, r)(s)(Rσ (s))α1s. (11)
Since Rα−1w is bounded, we have Rα(t)w(t) = R(t)Rα−1(t)w(t)→ 0 as t →∞. Further, since R ≥ Rσ , we have∣∣∣∣∫ ∞w(s)(Rα(s))11s∣∣∣∣ ≤ ∫ ∞ |w(s)(Rα(s))1|1s ≤ α ∫ ∞ |w(s)|Rα−1(s)r1−β(s)1s <∞.
Now we prove that
∫∞
a p(s)(R
σ (s))α1s <∞. In the previous part of the proof we showed that w ≥ −R1−α . From the part
(i) we know that u 7→ T˜ (u) is increasing for u ≥ −R1−α . Hence, from equation (11) we have
w(t)Rα(t) =
∫ τ
t
p(s)(Rσ (s))α1s+
∫ τ
t
T˜ (w)(s)1s+ w(τ)Rα(τ )
≥
∫ τ
t
p(s)(Rσ (s))α1s+
∫ τ
t
T˜ (−R1−α)(s)1s+ w(τ)Rα(τ )
=
∫ τ
t
p(s)(Rσ (s))α1s−
∫ τ
t
r1−β(s)1s+ w(τ)Rα(τ ).
S. Matucci, P. Řehák / Computers and Mathematics with Applications 60 (2010) 1421–1429 1425
Letting τ tend to∞, we get R(t)+w(t)Rα(t) ≥ ∫∞t p(s)(Rσ (s))α1s. From (11) we find that also ∫∞a S(w, r)(s)(Rσ (s))α1s <∞, and thus (11) yields Rα(t)w(t) = T (w)(t). 
Remark 1. (i) In [3] it was proved the following auxiliary result, which plays an important role in applying the so-called
generalized Picone identity: For any wˆ such thatΦ−1(r)+ µΦ−1(wˆ) > 0 and any delta-differentiable h it holds
Q(h, wˆ) := r|h1|α − wˆ(|h|α)1 + S(wˆ, r)|hσ |α ≥ 0. (12)
It is interesting to observe that (9) can alternatively be seen from the above result. To show (9), first note that Φ−1(r) +
µΦ−1(w) > 0 since w ≥ −R1−α . Further, set h = R. Then |h1|α = r−α/(α−1), and so r1−β + T˜ (w) = Q(R, w) ≥ 0,
from which (9) follows since H(t) ≥ 0. Note that inequality (12) does not require r(t) > 0, or a kind of monotonicity, or
w ≥ −h1−α (viewed as a generalization ofw ≥ −R1−α).
(ii) We conjecture that in the part (ii) of the theorem, the condition p(t) ≥ 0 can be relaxed to lim infτ→∞
∫ τ
t p
(s)(Rσ (s))α1s ≥ 0 for large t .
(iii) In the next section we present an alternative way to show (i) of the theorem. The result arises out as a by-product
when deriving the function sequence technique.
Theorem 3 yields the following characterization of nonoscillation of (1) in terms of solvability of an integral Riccati type
inequality.
Corollary 1. Assume p(t) ≥ 0 for large t. Eq. (1) is nonoscillatory if and only if ∫∞a p(s)(Rσ (s))α1s <∞ and there is a function
w such that Rα−1w is bounded, Rα−1(t)w(t) ≥ −1 and Rα(t)w(t) ≥ T (w)(t) for large t.
3. Function sequence technique
We are in a position to establish the function sequence technique for (1) under condition (3). Denote
H(t) = R−α(t)
∫ ∞
t
p(s)(Rσ (s))α1s,
G(u)(t) = R−α(t)
∫ ∞
t
(−u(s)(Rα(s))1 + S(u, r)(s)(Rσ (s))α) 1s.
Since G(u) = R−α(t) ∫∞t T˜ (u)(s)1s, we have that u 7→ G(u) is increasing for u ≥ −R1−α , see the proof of Theorem 3(i).
Further, as easily seen, H + G(u) = R−αT (u) and G(−R1−α) = −R1−α . Define the sequence {ϕk(t)} by
ϕ0 = −R1−α, ϕk+1 = H + G(ϕk), k = 0, 1, 2, . . . .
Since G(ϕ0) = ϕ0, H ≥ 0, and G is increasing, we have ϕk+1 ≥ ϕk, k = 0, 1, 2, . . ..
Theorem 4. Let p(t) ≥ 0 for large t. Equation (1) is nonoscillatory if and only if there exists t0 ∈ [a,∞) such that
limk→∞ ϕk(t) = ϕ(t) for t ≥ t0, i.e., {ϕk(t)} is well defined and pointwise convergent.
Proof. Only if part. If (1) is nonoscillatory, then, by Theorem 3, there is w satisfying w(t) ≥ −R1−α(t) and Rα(t)w(t) =
T (w)(t) for large t , say t ≥ t0. For convenience we again skip the argument t sometimes in the computations. Since
w ≥ −R1−α , we have w ≥ ϕ0. Further, −R1−α = ϕ0 ≤ ϕ1 = H + G(ϕ0) ≤ H + G(w) = R−αT (w) = w. Similarly,
w = R−αT (w) = H + G(w) ≥ H + G(ϕ1) = ϕ2, and so ϕ1 ≤ ϕ2 ≤ w. By induction, ϕk(t) ≤ ϕk+1(t) ≤ w(t),
k = 0, 1, 2, . . . , t ≥ t0. Thus limk→∞ ϕk(t) = ϕ(t).
If part. Let limk→∞ ϕk(t) = ϕ(t). From themonotonicity of {ϕk(t)}wehave−R1−α ≤ ϕk ≤ ϕ for k = 0, 1, 2, . . .. Applying
the Lebesgue type monotone convergence theorem, see e.g. [13], to the equation ϕk+1(t) = H(t)+ G(ϕk)(t)we get ϕ(t) =
H(t) + G(ϕ)(t), i.e., Rα(t)ϕ(t) = T (ϕ)(t), which is equivalent, after delta differentiating, ϕ1(t) + p(t) + S(ϕ, r)(t) = 0.
Since ϕ ≥ −R1−α , we have rβ−1 + µΦ−1(ϕ) ≥ rβ−1R−1Rσ > 0. Hence, (1) is nonoscillatory by Theorem 1. 
Remark 2. (i) In the if part of Theorem 4, p(t) ≥ 0 can be relaxed to the condition ∫∞t p(s)(Rσ (s))α1s ≥ 0.We conjecture
that this is possible also in the only if part in the sense of assuming lim infτ→∞
∫ τ
t p(s)(R
σ (s))α1s ≥ 0 for large t .
(ii) A closer examination of the proof of the only if part of Theorem 4 shows that the same conclusion holds if, instead of
the equality Rα(t)w(t) = T (w)(t), we take the inequality Rα(t)w(t) ≥ T (w)(t). Thus, as a by-product, we obtained
another proof of Theorem 3(i). Indeed, if w satisfies w ≥ −R1−α and Rαw ≥ T (w), then limk→∞ ϕk(t) = ϕ(t), which
implies nonoscillation of (1).
(iii) The approximating sequence {ϕk} is not the only one that is available. Another possibility is, for instance, the sequence
{ψk}, defined by ψ0 = G(H − R1−α) and ψk+1 = G(H + ψk).
1426 S. Matucci, P. Řehák / Computers and Mathematics with Applications 60 (2010) 1421–1429
Corollary 2. Let p(t) ≥ 0 for large t. Eq. (1) is oscillatory if and only if either
(i) there is m ∈ N such that ϕk is defined for k = 1, 2, . . . ,m− 1, but ϕm does not exists, i.e.,∫ ∞
a
[−ϕm−1(s)(Rα(s))1 + S(ϕm−1, r)(s)(Rσ (s))α]1s = ∞,
or
(ii) ϕk is defined for k = 1, 2, . . ., but for arbitrarily large t0 ≥ a, there is t∗ ≥ t0 such that limk→∞ ϕk(t∗) = ∞.
4. Applications
The following criterion is an immediate consequence of Corollary 1.
Theorem 5. Assume p(t) ≥ 0 for large t. If ∫∞a p(s)(Rσ (s))α1s = ∞, then equation (1) is oscillatory.
As an application of the function sequence technique we get the following oscillation criterion.
Theorem 6. Let p(t) ≥ 0 for large t. If
lim sup
t→∞
R−1(t)T (ϕk)(t) > 0
for some k ∈ N ∪ {0}, then (1) is oscillatory.
Proof. If (1) is nonoscillatory, then, see the proof of Theorem 4, we have ϕk(t) ≤ w(t), k = 0, 1, 2, . . ., for large t . Moreover,
R−1(t)T (w)(t) ≤ Rα−1(t)w(t) and lim supt→∞ Rα−1(t)w(t) ≤ 0 by Theorem 3. Hence,
lim sup
t→∞
R−1(t)T (ϕk)(t) ≤ lim sup
t→∞
R−1(t)T (w)(t) ≤ lim sup
t→∞
Rα−1(t)w(t) ≤ 0,
which contradicts the assumption. 
Taking k = 0 in the previous statement, we get the following Hille–Nehari type criterion, which was established in [7]
in the continuous case, i.e., T = R.
Corollary 3. Let p(t) ≥ 0 for large t. If
lim sup
t→∞
R−1(t)
∫ ∞
t
p(s)(Rσ (s))α1s > 1,
then (1) is oscillatory.
Proof. We have T (ϕ0) = T (−R1−α) = RαH+RαG(−R1−α) = RαH−R. Hence, R−1T (ϕ0) = R−1
∫∞
t p(s)(R
σ (s))α1s−1. 
As another application we prove a Hille–Wintner type comparison theorem. Along with (1) consider the equation
(r(t)Φ(x1))1 + p˜(t)Φ(xσ ) = 0, (13)
t ∈ [a,∞), p˜ being rd-continuous on [a,∞). A classical comparison result of the Sturm type deals with two equations
where the coefficients at the second term are compared pointwise. Here we offer an integral comparison, where a weight
function depending on r occurs.
Theorem 7. Let p(t) ≥ 0 and∫ ∞
t
Rα(s)p(s)1s ≥
∫ ∞
t
Rα(s)p˜(s)1s ≥ 0 (14)
for large t. If (1) is nonoscillatory, then (13) is nonoscillatory.
Proof. If (1) is nonoscillatory, then {ϕk} is well defined and limk→∞ ϕk(t) = ϕ(t) for t ≥ t0 by Theorem 4. The following
computations hold for large t , say w.l.o.g. for t ≥ t0. From condition (14) we have H(t) ≥ R−α(t)
∫∞
t R
α(s)p˜(s)1s =: H˜(t).
Then ϕ1(t) = H(t) + G(ϕ0)(t) ≥ H˜(t) + G(ϕ0)(t) =: ϕ˜1(t). Clearly, ϕ˜1(t) ≥ ϕ0(t) =: ϕ˜0(t). By induction, ϕk+1(t) ≥
H˜(t) + G(ϕ˜k)(t) =: ϕ˜k+1(t), k = 0, 1, 2, . . .. Moreover, ϕ˜k(t) ≤ ϕ(t) and ϕ˜k(t) ≤ ϕ˜k+1(t), k = 0, 1, 2, . . .. Consequently,
(13) is nonoscillatory by Theorem 4. 
Remark 3. For the case T = R this theorem was established in [7] by direct using the Riccati technique, under additional
condition p˜(t) ≥ 0; see also [4].
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5. Basic classification of nonoscillatory solutions
Some aspects of the asymptotic behavior nonoscillatory solutions of (1) and its delta derivative have already been pointed
out in Theorem 3. In this section we offer more systematic view on a description of nonoscillatory solutions to (1) under
the assumption that p(t) ≥ 0, p(t) 6≡ 0 for large t . Recall that we assume condition (3), which plays a crucial role
in asymptotic theory. We make an a priori classification of nonoscillatory solutions and discuss existence in each class,
following an approach developed in the time-continuous and time-discrete case in [14–16], see also the references therein
and the book [4].
Let (1) be nonoscillatory and let y be any its nontrivial solution. Since y1 is nonoscillatory too (see the proof of part (ii)
in Theorem 3), then necessarily y belongs to one of the following classes
M+ = {y solution of (1) : ∃Ty ∈ T, s.t. y(t)y1(t) > 0 for t > Ty}
M− = {y solution of (1) : ∃Ty ∈ T, s.t. y(t)y1(t) < 0 for t > Ty}.
Both classesM+ andM− can be a priori divided into the following subclasses, taking into account the limit value of ywhen
t →∞
M+∞ = {y ∈ M+ : limt→∞ |y(t)| = ∞}
M+B = {y ∈ M+ : limt→∞ y(t) = Cy, 0 < |Cy| <∞}
M−0 = {y ∈ M− : limt→∞ y(t) = 0}
M−B = {y ∈ M− : limt→∞ y(t) = Cy, 0 < |Cy| <∞}.
Clearly,M+ = M+∞ ∪M+B , andM− = M−0 ∪M−B .
Now we examine the problem of (non-)emptiness of the above introduced classes of solutions, where we will see that
the convergence or divergence of the delta integral of p plays an important role.
Theorem 8. The following hold
(i) M+∞ = ∅, i.e., M+ = M+B .
(ii) If
∫∞ p(s)1s = ∞, thenM+B = ∅, i.e. M+ = ∅.
(iii) If
∫∞ p(s)1s <∞, thenM+B 6= ∅ andM−0 6= ∅.
Proof. (i) This statement has already been proved in Theorem 3, part (ii).
(ii) Assume that (1) is nonoscillatory and let y be an eventually positive solution of (1), y ∈ M+. Then y1 is eventually
positive too. Let T ∈ T be such that y(t)y1(t) > 0 for every t > T . Integrating (1) over [T , t] and taking into account
that yσ is increasing for t > T we obtain
r(t)Φ(y1(t)) ≤ r(T )Φ(y1(T ))− Φ(yσ (T ))
∫ t
T
p(s)1s.
Letting t →∞, from the above inequality we get y1(t)→−∞, which is a contradiction.
(iii) By means of a fixed point approach, we first prove the existence of a positive increasing solution and then of a positive
decreasing solution with zero limit.
(a) Existence of a solution inM+B . Let A, L > 0 be fixed constants. By (3), and taking into account that
∫∞ p(s)1s <∞, there
exists t0 ∈ T sufficiently large such that∫ ∞
t0
p(s)1s ≤ A
Lα−1
,
∫ ∞
t0
r1−β(s)1s ≤ L
(2A)β−1
. (15)
LetX = CB[t0,∞] be the Banach space of all bounded rd-continuous functions defined on the time scale interval [t0,∞),
endowed with the supremum norm, and let Ω = {u ∈ X : 0 ≤ u(t) ≤ L for all t ≥ t0}. Let F : Ω → X be the operator
defined by
(Fu)(t) = L−
∫ ∞
t
(
r1−β(s)Φ−1
(
A+
∫ ∞
s
p(τ )Φ(uσ (τ ))1τ
))
1s.
Clearly, if F has a fixed point y inΩ , then y is a positive increasing solution of (1), such that limt→∞ y(t) = L and therefore
y ∈ M+B . Since F(u)(t) ≤ L and using (15)
(Fu)(t) ≥ L−
∫ ∞
t
(
r1−β(s)
(
A+ Lα−1
∫ ∞
t0
p(τ )1τ
)β−1)
1s
≥ L− (2A)β−1
∫ ∞
t0
r1−β(s)1s ≥ 0
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for every u ∈ Ω , then F maps Ω into itself. The continuity of the operator F simply follows from the Lebesgue dominated
convergence theorem on time scale (see for instance [13]). In order to apply Schauder’s fixed point theorem, it remains to
prove that F(Ω) is relatively compact in X. Following the time scale version of Ascoli–Arzelà theorem (see for instance
[2, Lemma 2.6]), we need to show that F(Ω) is bounded, it is uniformly Cauchy and it is made of locally equicontinuous
functions. Since F(Ω) ⊆ Ω , the boundedness of F(Ω) immediately follows. Further, fixed ε > 0, let t¯ ≥ t0 be sufficiently
large such that
∫∞
t¯ r
1−β(s)1s < ε(2A)1−β . Then, for every u ∈ Ω and t1, t2 ≥ t¯ we have
|(Fu)(t1)− (Fu)(t2)| ≤
∫ ∞
t¯
r1−β(s)
(
A+ Lα−1
∫ ∞
s
p(τ )1τ
)β−1
1s
≤ (2A)β−1
∫ ∞
t¯
r1−β(s)1s < ε
which proves that F(Ω) is uniformly Cauchy. Finally, the convergence of the integral in (3) implies the local equicontinuity
of the functions in F(Ω), since
|(Fu)(t1)− (Fu)(t2)| ≤ (2A)β−1
∫ t2
t1
r1−β(s)1s
for every t2 > t1 ≥ t0 and every u ∈ Ω .
(b) Existence of a solution inM−0 . Let t0 ∈ T be sufficiently large such that(∫ ∞
t0
p(s)1s
)(∫ ∞
t0
r1−β(s)1s
)α−1
≤ 1
2
. (16)
Fixed a positive constant A, letX = CB[t0,∞] and letΩ = {u ∈ X : 0 ≤ u(t) ≤ (2A)β−1
∫∞
t r
1−β(s)1s, for all t ≥ t0}. Let
F : Ω → X be the operator defined by
(Fu)(t) =
∫ ∞
t
(
r1−β(s)Φ−1
(
A+
∫ s
t0
p(τ )Φ(uσ (τ ))1τ
))
1s.
The proof that F has a fixed point inΩ is analogous to the one of the previous case (a). In particular, notice that (Fu)(t) ≥ 0
and from (16)
(Fu)(t) ≤
∫ ∞
t
[
r1−β(s)
[
A+ 2A
[∫ ∞
t0
p(τ )1τ
][∫ ∞
t0
r1−β(τ )1τ
]α−1]β−1]
1s
≤ (2A)β−1
∫ ∞
t
r1−β(s)1s
which implies F(Ω) ⊆ Ω . Clearly, if y is a fixed point of F in Ω , then y is a positive decreasing solution of (1), such that
limt→∞ y(t) = 0 and therefore y ∈ M−0 . 
From the above theorem it immediately follows
Corollary 4. (i) Assume that (1) is nonoscillatory, and let
∫∞ p(s)1s = ∞. ThenM− 6= ∅.(ii) Let ∫∞ p(s)1s <∞. Then (1) is
nonoscillatory.
6. Open problems and perspectives
In some of the results in Sections 2 and 3 the assumption p(t) ≥ 0 can be relaxed to ∫∞t p(s)(Rσ (s))α1s ≥ 0; this
concerns Theorem 3 (i) and the if parts of Corollary 1 and Theorem 4. We conjecture that this relaxation (even in the sense
of lim infτ→∞
∫ τ
t p(s)(R
σ (s))α1s ≥ 0 all large t) can be done also in the other parts of these statements, i.e., in Theorem 3(ii)
and in the only if parts of Corollary 1 and Theorem 4. Consequently, Theorems 5–7, and Corollary 3 then can properly be
generalized. This would be new also in the continuous case.
A closer observation of the results in Sections 2–4 shows that the expression R(t) = ∫∞t r1−β(s)1s can be viewed as
playing a role of a weight function. We conjecture that the results can be generalized in the sense of replacing R by a more
general delta-differentiable function h. See e.g. Remark 1 (i) or try to proceed similarly as in the proof of Theorem3 (ii),where
instead of (11), whichwas obtained from (5)multiplying by (Rσ )α and integrating from t to τ , consider the integral equation
which is the result of multiplication (5) by (hσ )α and integration from t to τ . This would be new also in the continuous case.
In the continuous case, see [7] (or [4]), under the condition corresponding to (3), it is proved the following Hille–Nehari
type (non)oscillation result: Assume p(t) ≥ 0 for large t and ∫∞a Rα(s)p(s) ds <∞.
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(i) If lim inft→∞ R−1(t)
∫∞
t R
α(s)p(s) ds > β−α , then (1) is oscillatory. (ii) If lim supt→∞ R−1(t)
∫∞
t R
α(s)p(s) ds < β−α ,
then (1) is nonoscillatory. In this result, the constant β−α is the same in the oscillatory as well as in the nonoscillatory part,
and thus it is the best possible; the proof is based on the knowledge of oscillation behavior of a certain generalized Euler
differential equation, Hille–Wintner type comparison theorem, and a transformation of independent variable. This approach
however cannot be used in a time scale case (or even in a discrete case) since the behavior of a related Euler type equation
is unknown and the transformation is not available. However, in [10] it is proved that the function sequence approach is
useful in the case (4), to obtain analogous criteria with the sharp constant. It is also interesting that the value of this constant
depends on the graininess. These criteria are also used in [10] to obtain a Kneser type result and a Hardy type inequality
with the best possible constant. We conjecture that the function sequence technique here developed could be used to prove
similar results also in the present context, in which (3) is assumed.
In the previous section we provide basic classification of nonoscillatory solutions to (1). Both in the discrete and in the
continuous case, see e.g. [15,16] for the general quasilinear case, amore refined classification canbemade taking into account
the asymptotic behavior both of the solution and of its quasiderivative, and the existence of solutions in each subclasses is
completely characterized by double-integral conditions. We do not want to discuss this problem here in detail, since the
principal aim of our paper was somehow different. But, for a future study, it is surely important to have such a detailed
description.
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