Despite the many protein structures solved successfully by nuclear magnetic resonance (NMR) spectroscopy, quality control of NMR structures is still by far not as well established and standardized as in crystallography. Therefore, there is still the need for new, independent, and unbiased evaluation tools to identify problematic parts and in the best case also to give guidelines that how to fix them. We present here, quantum chemical calculations of NMR chemical shifts for many proteins based on our fragment-based quantum chemical method: the adjqstable density matrix assembler (AD MA). These results show that BC chemical shifts of reasonable accuracy can be obtained that can already provide a powerful measure for the structure validation. IH and even more J5N chemical shifts deviate more strongly from experiment due to . the insufficient treatment of'sol~ vent effects and conformational averaging.
INTRODUCTION
Knowledge about the three-dimensional (3D) structure (in atomic resolution) of proteins as well as protein-protein and protein-ligand complexes is a precondition for the indepth understanding of biological processes and rational manipulations of these. 3D structure determination by nuclear magnetic resonance (NMR) is well established and an emerging alternative to X-ray crystallography even for larger proteins. Advantages are that sometimes very time-consuming search for optimal crystallization conditions can be skipped and that structures in solution and not in an "artificial" crystal environment are obtained, For protein structure calculation, distance restraints derived from nuclear Overhauser enhancement (NOE) data still play the key role. Additionally, angle restraints derived from experimental and/or statistical data as well as orientational information from residual dipolar couplings (RDC), chemical shift anisotropy (CSA), or heteronuclear relaxation parameters can be used.I,2 The task to find the best structure or the best structures consistent with the derived restraints is highly supported by computational methods in which a global optimization procedure is applied using an objective function to score different structures against each other. Objective functions as implemented, for example, in the programs, DYANA,3 CYANA,4 or XPLOR,5 comprise terms that score the different restraint violations as well as terms that reflect a reasonable covalent geometry and are usually optimized by simulated annealing by molecular dynamics calculations in either Cartesian 5 or torsion-angle space. 3 -5 These methods usually have to deal with ambiguous and/or erroneous data. Especially, the assignment of NOE crosspeaks often results in highly ambiguous distance constraints. Thus, 3D protein structure determination is a very complex optimization problem in which the atomic positions as well as the NOE assignments have to be determined simultaneously.
Despite the many successfully solved protein structures described in the literature and obtainable from the Protein Data Bank,6 there is still debate about the reliability of these models as in some cases wrong folds were proposed as highlighted in a recent paper. 7 Even if in this publication extreme cases are described, smaller errors in local regions are probably present in many other published structures resulting from insufficient experimental data, as a consequence of an insufficient optimization procedure, or because of human bias during chemical shift assignment and/or structure calculation, As subtle changes can have a strong influence, for example, on protein-protein or protein-ligand interactions, wrong conclusions could be drawn from these almost correct structures. However, quality control of NMR structures is by far not as well established and standardized as in crystallography not to the least because NMR structures are inherently underdetermined such that Rfree-calculations are not possible with similar statistical relevance as for X-ray structures. 8 Therefore, there is still the need for new, independent, and unbiased evaluation tools to identify problematic parts and in the best case also to give guidelines that how to fix them. NMR chemical shifts are predestined for this purpose as usually these are only indirectly used during structure determination. The comparison of experimental with theoretically calculated values, as an independent quality measure, can be used to identify inconsistency in the protein models. The advantages of chemical shifts are that they are very sensitive to structural changes and that they not only give an evaluation of the global structure but also give information on the spatial distribution of good and bad agreement.
Chemical shifts have served as input for the structure calculation and the validation since many years; however, established methods rely on statistical data derived from a limited set of high-quality 3D structures (TALOS,9 TALOS+ 10 PREDITOR 11) and, in part, make use of empirical or semiempirical equations to account for the nonsequential environment (SHIFTX,12 SHIFTX2,13 SHIFTS,14,15 and SPARTA + 16). These methods are usually quite successful in predicting backbone chemical shifts, which are nicely sensitive to the local secondary structure but are not so well suited to predict effects of the tertiary structure to assess the 3D packing and distinguish solvent exposed from core regions.
On the one hand, NMR calculations for small molecules are nowadays done on a routine basis. For good agreement with experiment, large basis sets and high levels of theory are needed. On the other hand, calculations for proteins are still out of reach for standard methods due to their sheer size. Even if the first trials to calculate chemical shifts of proteins using quantum mechanical methods on small model systems started relatively early,17-19 only the more recent publications are really relevant for the work proposed here. Scheraga and coworkers 20 -24 developed a method for protein NMR structure determination, refinement, and validation based on quantum chemical 13C" chemical shifts calculated for a large number of different conformations of the central residues in tripeptides. These shifts are mainly dependent on the secondary structure so that the inclusion of additional parts of the mole'cule is not that important. Jacob and Visscher 25 calculated NMR chemical shifts with the frozen-density embedding (FDE) scheme originally introduced by Wesolowski and WarsheI.26 FDE is based on a partitioning into separate subsystems, which are independently calculated, with an effective embedding potential modeling the effects of the other, frozen subsystems. Linear combinations of the relevant derivatives of the energies of smaller fragments are used in the approach of Lee and Bettens. 27 Johnson and DiLabio applied their mixed quantum mechanical/molecular mechanical (QM/ MM) algorithm (B3LYP density functional, aug-cc-pVTZ basis set, and quantum capping potentials) to calculate chemical shifts of the single amino acid gly39 of the fungal dockerin domain. 28 Even though they get good agreement with the full quantum chemical calculations of this small protein, the results are very far to the experiment. But as only four values were compared, the statistical significance is questionable. In contrast, He et al. 29 published a very similar method, which they called automated fragmentation quantum mechanics/molecular mechanics (AF-QM/MM), which was able to give excellent agreement with the full calculations and also a good correlation with experimental values. As the name already implies, the fragmentation is done automatically, which is a great advantage for out-of-the-box usage. Especially, the success of this latter method gave us confidence that it may be very useful to apply our knowledge also in fragment-based quantum chemistry to NMR calculations. Therefore, we will present here quantum chemical calculations of NMR chemical shifts for many proteins based on our fragment-based quantum chemical method: the adjustable density matrix assembler (ADMA).3 0 -36 These results show that 13C chemical shifts of reasonable accuracy can be obtained that can already provide a powerful measure for the structure validation. 1 Hand even more 15N chemical shifts deviate more strongly from experiment for reasons that will be discussed. Future directions and developments will be highlighted.
MATERIALS AND METHODS
Ab initio calculations of chemical shifts, mainly done for small molecules, are based on the chemical shielding tensor that describes the relative change in the local magnetic field at the nucleus position relative to the external magnetic field. 37 The components of the tensor are given as the mixed second derivative of the total electronic energy of the molecule with respect to the external magnetic field B and the magnetic moment of the nucleus of interest J.l.
(1) Using perturbation theory, these values can be calculated with a large number of theories including HartreeFock (HF) and post-HF methods as well as density functional theory (DFT). One problem occurring because only a finite basis can be used in the expansion of the wave function or electron density is the lack of gauge invariance of the calculated chemical shieldings, the so-called gauge problem. Different approaches have been developed to overcome this problem. For a description of ,these, we refer to Refs. 37, 66 and references therein. In this work, we will only use the GIAO (gauge invariant or including atomic orbitals) approach.
The chemical shift tensor S is then defined by S = lcriso -cr (2) where cr is the chemical shielding tensor, is the unit matrix, and criso is the isotropic value or trace of the chemical shielding of the standard reference used in the NMR experiment, which is obtained from a separate calculation of the reference, for example, tetramethylsilane. The isotropic chemical shift comparable with the experimental spectra is given as the trace of the chemical shift tensor.
To do such calculations for proteins, the system has, as outlined in the "Introduction" section and the publications cited therein, to be subdivided into smaller parts that resemble the complete protein as good as possible but can be treated by standard quantum chemical calculations in reasonable time. In recent years, we developed and optimized a fragment-based quantum chemical approach, called ADMA,30-36 which is exactly designed to combine these two features. The theory of ADMA and the enhanced field-adapted ADMA (FA-ADMA) and applications to different physicochemical properties are described elsewhere 30 -36 , and we will give only a short summary here. An ADMA calculation is started with the subdivision of the target molecule into a set of m mutually exclusive families of nuclei defining the molecular fragments. For each of these, a parent molecule is constructed by surrounding the fragments by additional regions, called surroundings in the following discussion, with the same local nuclear geometry as in the macromolecule up to a specified distance d. The accuracy of ADMA is solely determined by this distance. Putting point charges on all atoms not explicitly included in the OM calculations, as done in FA-ADMA, resulted in an extreme increase in the accuracy for highly polar and formally charged molecules. Standard quantum chemical calculations are performed for the parent molecules. Fragment electron density matrices are extracted from these calculations and combined to get an approximation of the complete density matrix of the macromolecule, from which the total energy of the target molecule can be calculated.
To calculate NMR chemical shifts, derivatives of the AD MA energies would have to be calculated, which is impossible for larger proteins. However, the chemical shifts can also be directly taken from the fragment calculations. This is a reasonable approximation, as chemical shifts are mainly influenced by the local surroundings in contrast to the total energy. Thus, for the studies presented here, we took the fragmentation algorithm from the ADMA method and did NMR calculations for the resulting parent molecules as described above. The fragmentation procedure is depicted in Figure 1 . A specific
Figure 1
Schematic 2D representation of the fragmentation procedure. (a) Spheres with a radius d are placed on each of the atoms of a molecular fragment (red part of the molecule). Each atom inside of one of these spheres is selected (blue parts). (b) To get reasonable molecules, the complete side-chain and/or backbone of an amino acid are included in the surroundings if at least one atom is selected in the previous step (blue and green parts). Additionally, the CO group of the previous and the NH group of the following amino acid are also added (magenta parts). (c) The rest of the molecule is cut off and the broken bonds are saturated by hydrogen capping atoms resulting in the parent molecule is shown. fragment is composed of the backbone or the side chain atoms of one amino acid. On each of these atoms) a sphere with a radius corresponding to the distance criterion d is placed. All atoms lying inside of at least one of these spheres are added to the surroundings. In a second step) complete side chains or backbones of single amino acids) with at least one atom (side-chain or backbone atom) respectively) already part of the surroundings from the first round) are included. Additionally) the CO group of the previous and the NH group of the following amino acid are also added to each continuous backbone piece. All other parts are removed from the parent molecule of the specific fragment and the broken bonds are saturated with capping hydrogen atoms. Please note that the distance criterion is calculated not only along the bonding network but also through space as the Euclidean distance to the closest fragment atom. In this way) parent molecules can be composed of multiple disconnected molecular parts. This is especially important for NMR calculations as aromatic systems have a large impact on the chemical shifts even if they are separated in sequence but close in space. For the parent molecules) NMR calculations are performed using the GIAO method 38 -42 within the Gaussian03 program package. 43 If not otherwise stated) DFT with the B3LYP functional 44 and the 6-31g(d) basis set 34 ,45-52 were used. The partial charges representing the additional part of the molecule in FA-ADMA were generated with the Gasteiger-Huckel method. 53 -56 To include polarization effects of the surrounding water) some calculations were repeated with an implicit solvent model (IEF-PCM57-59) based on the self-consistent reaction field (SCRF). Tetramethylsilane for IH and l3C and ammonia for 15N calculated at the same level of theory were taken as reference. From each parent molecule calculation) the chemical shifts of the atoms of the central fragment are collected. As each atom is included in just one fragment) exactly one value is obtained for each atom) which can then be compared with the calcu-2192 lations carried out with the entire protein (if these full calculations are possible as in small peptides) and with experiments.
RESULTS ANO OISCUSSION Trp-cBge mini protein
The first calculations presented here are performed on the artificially designed trp-cage miniprotein (PDB entry 2JOF).60 This eicosapeptide (DAYAQWLKDGGPSSGR PPPS) adopts (despite its small size) a well-defined 3D structure) which was determined by NMR spectroscopy. Therefore) it is the perfect test example as full quantum chemical calculations are possible) which can be compared with the fragment-based calculations as well as to the experiment) and was already used in the study by He et al. 29 For this small peptide) first a calculation of the full protein and then fragment calculations with varying distance criteria from 3 to 7 A with the same level of theory (HF/6-31g(d)) were performed. The results are summarized in Figure 2 . These results clearly demonstrate that) as expected) with increasing radius of the surroundings better and better agreement with the quantum chemical calculation of the full protein is obtained. Especially) the maximum error for l3C chemical shifts drops dramatically when going from 5 to 6 A to just above 2 ppm. Figure 3 Average and maximum errors of calculated 'H chemical shifts of the trp·cage miniprotein compared with experiment: Results for the full QM calculation using HF theory (Iabeled HF) and the fragment·based calculations with different distance criteria (3.0-7.0 HF) are shown. Additionally, the results using DFT without (B3LYP) and with (solv.impl) an implicit solvent model for the full protein are given. As hydrogens bound to nitrogen give very large errors due to the missing hydrogen network with water molecules, the values are also shown excluding these hydrogens.
Resonance Data Bank 61 (BMRB, Entry 15169) and, thus, we can only compare our calculations to these. In Figure 3 , the average and maximum errors are given. The comparison reveals unexpectedly high deviations from experimental values. However, as the full calculations have similar large errors, the failure cannot be explained by the fragment-based approach. Having a closer look, hydrogen atoms bonded to nitrogen can be identified as causing the major problems. This can easily be explained: the chemical shift of these atoms is highly dependent on the presence of the hydrogen-bonding network and on the degree of the individual H-bridge being formed. Yet our calculations are performed in vacuo in contrast to the experimental measurement in aqueous solution. As no explicit solvent is present, this network cannot be correctly predicted, and we neglect these chemical shifts in the following. For the remaining hydrogens, a reasonable agreement between experiment and calculation can be obtained (Fig. 4) . It is interesting to note that increasing the distance criterion and even doing the calculations on the complete protein does not reduce the deviation to the experiment. Thus, different reasons than the fragmentbased approach are causing the remaining errors.
One possible cause could be the fact that we used HF theory up to now, which neglects electron correlation. Therefore, we switched to DFT using the B3LYP functional. Additionally, polarization effects of the solvents can be approximated by an implicit solvent model. We used here the IEF-PCM model S7 -S9 based on the SCRF approach. The average and maximum errors for the full protein calculations are also given in Figure 3 and show a reduction of the maximum error when including correlation effects and a significant improvement of the average errors when using the implicit solvent model. The spatial distribution of errors in the implicit solvent calculation mapped onto the 3D structure of trp-cage is shown in Figure 5 . The largest errors are located in a few very confined regions. Most of them are solvent exposed so that these are probably caused by insufficient representation of solvent effects. However, one region is centered on the aromatic system (Tyr3) in the upper central part of the figure. As the effect of the ring current in aromatic systems is strongly influencing the chemical shifts and is very position dependent, we tested if slightly changing the orientation of Tyr phenol ring would improve the calculations. For doing so, the ring was Figure 6 . Even by this simplistic approach, the deviation of the atom with the largest error (H&2 of Tyr3) could be lowered from 1.203 to 1.080. However, some deviations increase as a result of this "conformational search." Thus, this simple approach of changing the conformation is not able to improve the overall agreement but a chemical-shift-guided exhaustive optimization of the structure could be advantageous and will be followed soon.
Concluding this first part, we can say that, even if there is space for improvement, the accuracy of the quantum chemical calculations is advancing into areas interesting for practical use. To prove that this performance can also be achieved for larger proteins, we next describe two well-investigated proteins from recent studies in the following sections: YuaF62 and p63 (Enthart et aI., unpublished data).
VuaF
The first larger example is a transmembrane protein from Bacillus subtilis, member of the NfeD-like clan with a potential role in maintaining membrane integrity during cellular stress. 62 Its soluble C-terminal domain consists of 84 residues and was solved by Walker et al. 62 using solution NMR spectroscopy (PDB entry 2K14, BMRB entry 15475). Because of its size, full QM calculations are not feasible in a reasonable amount of time
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and, thus, we only compare our fragment-based calculations to the experimental chemical shift. To increase the speed of the calculations further, mixed basis sets, also called locally dense basis sets in the scope of NMR calculations, were applied with the 6-31g(d) and the 3-21g(d) basis set for the fragment atoms and the surroundings, respectively. Stereo-specific assignments were manually checked and corrected if necessary. The average and maximum errors using HF theory are given in Table 1 . Here, the same effect as for the trp-cage miniprotein can be observed, that is, hydrogens involved in hydrogen bonds have relative large errors and the results are more or less independent of the size of the fragmentation distance (surroundings d) used. If the hydrogens bound to nitrogens are excluded, again a reasonable agreement with experiment can be seen (Fig. 7) . For the 13C, an almost perfect correlation is obtained with a correlation coefficient R2 = 0.9958 and a slope of almost 1.
If the level of theory is switched to DFT, the average and maximum errors listed in Table II are obtained. For hydrogen, very comparable results are obtained when including or excluding correlation effects. In contrast, the results for carbons are not as good with the B3LYP functional compared with HP. This can also be seen in the correlations shown in Figure 8 . Even if the correlation coefficient is similar, the slope is significantly larger than 1. This means that for the carbonyl carbons with their down-field shifted chemical shifts (high ppm values) much smaller values are calculated than the experimentally obtained values. If these were excluded, the slope would be much closer to 1 and the results would again be comparable to HP. Therefore, we conclude here that DFT and especially the B3LYP functional leads to systematic ,errors for carbonyl chemical shifts and probably also other groups with double or triple bonds. This phenomenon was also observed in benchmark calculations on small model systems. 63 By the visualization of the protein with the errors mapped on the corresponding atoms (see Fig. 9 ) as done for the hydrogens in the trp-cage, it is again easily possible to analyze the spatial distribution. In the figure, two large deviations are observed, which are attributed to Cl; of Arg16 and Arg21 residues (for the third Arg23 in YuaF no experimental chemical shift value for this atom is available). Thus, Cs seems to be always badly predicted and the problem with multibonded atoms already observed in carbonyl groups appears to be a general limitation of the B3LYP functional. The other errors are located in highly flexible, solvent-exposed regions for which conformational averaging and solvent effects are relevant. In the Supporting Information, correlations for the solvent-exposed and core carbons are given separately (Supporting Information Fig. S2) , showing better agreement for the latter. The almost perfect reproduction of the experimental values in the structure-determining core is, to our opinion, a very strong support for the published structure. 
Tfb1/p53 complex
To show that intermolecular interactions are also well described, the Tfbl/p53 complex was taken as the next example. The interaction between the transactivation domain (TAD) of p53 and TFIIH is directly correlated with the ability of p53 to activate both transcription initiation and elongation. Di Lello et al. 64 identified a specific region in p53 TAD interacting with the pleckstrin homology domain of the Tfb1 subunit of yeast TFIIH and solved the complex structure by NMR spectroscopy (PDB entry 2GSO, BMRB entry 6225). 
Max.
Aver.
Max. . When looking at the spatial distribution, it becomes evident that the chemical shifts of the solvent-exposed nitrogens are underestimated, whereas the ones of the core nitrogens are overestimated (see Fig. 12 ). The use of implicit solvent results in a slight improvement for the solvent-exposed nitrogens but the values for the core nitrogens do not change significantly (Figs. 11 and 12) . Thus, the underestimation can be explained by missing or insufficiently represented solvent effects. But reasons for the overestimation of the core chemical shifts have still to be found. The second thing we tested on the Tfbl/p53 complex was if some specific structures of the NMR ensemble in 2196 the file from the Protein Data Bank agree better with the experiment than others. The correlations of the I3C chemical shifts for 11 of these structures are shown in the Supporting Information. No significant differences in the correlation coefficients are found. Thus, all structures have to be considered as equally good with respect to their agreement with the NOE distance constraints and our chemical shift calculations. Nevertheless, the largest deviations are seen for different chemical shifts in each model so that local regions are better described in some structures than in others. Combining these better fitting regions could be used to generate a consensus model based on the NMR chemical shifts.
The next step will be to calculate the chemical shift perturbations at amino acids in the binding site of Tfb1 occurring on the binding of the activation domain of p53. If the experimental changes can be reproduced by the difference between the chemical shifts calculated for the free Tfb1 and the complex, our method could probably also be used for the validation of complex structures. Corresponding studies are ongoing. Dynein light chain eA
As described in the "Introduction" section, there are some known cases where wrong folds have been proposed by NMR spectroscopy, deposited in the PDB, and that were replaced by corrected versions only after some years and after new experimental information became available. One extreme example is the light chain 2A of the protein dynein, which was misinterpreted to be a monomeric protein domain (obsolete PDB entry ITGQ) ~~AmW~lWtlWtlW% _ _ _ ~~mlW' _ _ lWj_l _ _ lWjIWIIW;lWmw _ _ _ _ _ ~g',
Figure 9
Spatial distribution of the errors in the Uc chemical shifts of YuaF calculated using DFT (B3LYP): the values are coded by the size of the spheres representing the atoms (larger spheres correspond to larger errors). Red and blue represent overestimations and underestimations of the calculated shifts relative to the experimental ones, respectively. [Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com. ] during the first structure determination. This first structure was replaced by the structure of the dimer 17 months later (PDB entry 2B95; Liu et al., unpublished data). Nabuurs et al.7 demonstrated that the publication of the wrong structure could have been avoided if a combination of validation criteria had been applied even if no single criterion was able to detect the error on its own. Therefore, we will try here as the last example if the comparison of experimental and calculated chemical shifts would be "able to identify the correct structure. For PDB entry 2B95, only backbone assignment is available. But for an independently solved dimeric structure of the same protein (PDB entry 1Z09,65 BMRB entry 6527), the full set of chemical shifts can be downloaded, and we use these shifts for comparison with the calculations of the monomeric and dimeric structures. For the carbonyl carbons, the same problems described above are observed. Additionally, the C-terminal residue shows extreme deviations from the experiment if the 1 TGO structure is used to calculate the chemical shifts. Because these deviations cannot be explained by the misinterpretation as a monomeric protein (the C-terminus is relative flexible and not involved in the dimer formation) and are probably caused by convergence problems of the quantum chemical calculations due to local distortion in the structure, we removed them from the analysis. The correlation between the calculated and experimental chemical shifts in the range between 0 and 100 ppm is shown in Figure 13 . Even if both models (monomeric and dimeric) show relatively large errors, the chemical shifts of the monomer scatter more than the ones of the dimer resulting in a lower correlation coefficient. Looking at the spatial distribution of the errors (see Fig. 14) , the major deviations in the dimeric structure are again in solvent-exposed, flexible regions. In contrast, in the monomeric structure, they are located in the core and especially in the regions of the alpha helix strongly distorted to fulfill the NOE constraints intramolecularly, which connect the two monomers in the correct structure. Thus, by inspecting the deviations between calculated and measured shifts, the wrong structure would have been identified on the basis of localized, very strong deviations in regions of a structure that is normally predicted with relatively high accuracy.
As described above, the PDB entry for the monomeric structure was replaced by a dimeric one in PDB entry 2B95. To see if this structure also agrees to the experimental data, the chemical shifts for this structure were also calculated. An overlay of the two structures as well as the correlation with experiment for 2B95 is given in the Supporting Information. Both dimeric structures show the same secondary structure elements but with slight differences in their relative orientation resulting in a Ca root mean square deviation of 2.7 A.. ppm are very comparable for both dimeric structures, so that they, with respect to chemical shifts, conform to the experimental data to the same degree, which isa little bit unexpected regarding the large Co: RMSD. Thus, the calculations prefer the correcf dimeric structure over the wrong monomeric one. But perhaps there are still some minor problems in both dimeric structures leading to the relatively weak correlation in comparison with the other test examples of this publication.
CONCLUSIONS
In this study, we performed quantum chemical calculations of NMR chemical shifts for many proteins. These show that our fragment-based ADMA approach is well suited to reproduce experimental values even for large proteins and protein-protein complexes at least for !.lC and can be used to evaluate protein structures determined by NMR spectroscopy. However, empirical methods for the prediction of chemical shifts still give better results especially for backbone atoms, and in a more time-efficient way, so that they are still the methods of choice for application where large data sets are available for parameterization. In contrast, quantum chemical cal-culations will be more important in cases in which an empirical parameterization provides ambiguous results or where it is not possible at all due to the lack of experimental data. For example, due to the multitude of different kinds of interactions and chemical groups involved, the prediction of chemical shift perturbations resulting from the formation of protein-protein or protein-ligand complexes is very challenging. Additionally, the assignment of chemical shifts, if a crystal or a homology structure of the protein is available, could be guided by quantum chemical calculations. The latter is important when additional studies on the dynamics of a protein are to be performed using NMR methods.
Obviously, there is still place for improvement. The B3LYP functional seems to have problems to describe atoms with double and triple bonds such as carbonyl carbons or the C~ of Arg. Thus, different levels of theory (e.g., post-HF methods) or different density functionals in combination with larger basis sets should be tested to see their influence on the calculated values. Additionally, the introduction of partial charges to describe additional parts of the macromolecule in the parent molecule calculations could be beneficial. For IH and 15N, the results are not satisfactory at the moment. For this and also for the remaining errors of I3C, the missing or insufficient treatment of solvent effects and conformational averaging was identified as possible reasons. An implicit solvent model was able to partly account for the first but some effects, such as the hydrogen-bonding network with water molecules, can only be treated with explicit solvents. And last but not least, a reason for the overestimation of the 15N chemical shifts in the core region of the protein has still to be found. Research in these directions is also on its way.
