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Introduzione
La statistica stellare può essere considerata una delle più antiche, se non la
più antica, applicazione della statistica alle scienze naturali. Già nel XVIII
secolo gli studi in ambito astronomico hanno portato all’introduzione di fon-
damentali concetti come ad esempio i minimi quadrati e la teoria degli errori.
Nel corso del XIX secolo il ruolo della statistica in astronomia è stato gra-
dualmente sostituito dalla fisica.
Negli ultimi trent’anni vi è stata però una ripresa nelle relazioni tra l’a-
stronomia e la statistica, dovuta principalmente ai notevoli miglioramenti
tecnologici nella raccolta dei dati da analizzare.
I progressi tecnologici hanno permesso alla comunità scientifica di tentare
in modo concreto di dare risposta ad alcune di quelle domande che da sem-
pre l’uomo si pone. In particolare negli ultimi 15 anni numerose missioni
spaziali cercano di capire quali siano le condizioni che possono portare alla
formazione di sistemi planetari nell’Universo. Oltre a questo primo aspetto,
numerosi telescopi puntati verso diverse costellazioni tentano di individuare
pianeti extrasolari orbitanti attorno alle stelle, nella speranza di scovare un
pianeta che per caratteristiche orbitali e proprietà sia simile alla Terra. La
speranza è quella di poter trovare, in un futuro non troppo lontano, altre
forme di vita nell’Universo.
Tenendo conto del fatto che gli strumenti che la tecnologia mette a dispo-
sizione non consentono, eccetto alcuni casi fortuiti, l’osservazione diretta di
pianeti extrasolari, la loro individuazione viene operata in maniera indiretta.
Appare dunque evidente come sia necessario accompagnare le rilevazioni che
vengono effettuate dal telescopio o dall’osservatorio astronomico con delle
analisi statistiche.
Comprendere se i dati che vengono raccolti segnalano la presenza di uno o
più pianeti extrasolari costituisce una sfida stimolante, anche a causa delle
perturbazioni stellari che risultano difficilmente prevedibili e modellabili e i
cui studi costituiscono uno dei maggiori interessi attuali in astronomia.
L’obiettivo di questa tesi, data l’attualità dell’argomento, è quello di uti-
lizzare i dati che vengono raccolti per ricercare pianeti extrasolari e analizzar-
li con diverse tecniche al fine di comprendere se una sia preferibile rispetto
all’altra. In particolare si costruiranno dei modelli utilizzando l’approccio
frequentista (o neo-fischeriano) e quello bayesiano.
1
2 Introduzione
Nel primo capitolo, dopo una breve introduzione di carattere storico,
vengono introdotti i metodi utilizzati in astronomia per individuare pianeti
extrasolari.
Il secondo capitolo è dedicato alla costruzione di modelli statistici basati
sulla teoria della verosimiglianza e il criterio dei minimi quadrati non lineari,
volti a stimare i parametri orbitali di un pianeta extrasolare, assumendo che
si sia in presenza di un sistema binario.
Sempre assumendo che il sistema che viene analizzato sia binario, nel
capitolo 3 si utilizza l’approccio bayesiano per la stima dei parametri orbitali
del pianeta extrasolare.
Con questo studio si spera di aver portato un contributo ad una campo
che è ancora in netta espansione. Numerosi approfondimenti possono essere
eseguiti in futuro (come ad esempio estendere i modelli presentati in questa
tesi al caso di un sistema multiplo) e la speranza è quella che, non appena
il progresso tecnologico sarà in grado di fornire strumenti migliori, nuove
tecniche e nuovi modelli vengano realizzati per la ricerca di pianeti simili
alla nostra Terra nell’Universo.
Capitolo 1
Identificazione di pianeti
extrasolari
Questo primo capitolo si propone di introdurre il concetto di pianeta extraso-
lare, focalizzandosi in particolare sui metodi che ne consentono la rilevazione.
Dopo una breve introduzione, volta a spiegare l’interesse scientifico suscitato
dalla ricerca di esopianeti, vengono descritti i metodi che permettono l’indi-
viduazione di pianeti extrasolari, focalizzandosi, in particolare, su vantaggi
e limiti di ciascun metodo.
1.1 Breve storia dei pianeti extrasolari
Un pianeta extrasolare (o esopianeta) è un pianeta che non appartiene al
nostro sistema solare, orbitante cioè attorno ad una stella diversa dal Sole
oppure non gravitazionalmente legato ad una stella, ma libero di ruotare su
una propria orbita galattica (in questo caso si parla di pianeti di campo).
Fino al 1992, anno della scoperta del primo pianeta extrasolare attorno
alla pulsar PSR B1257+12, era opinione comune il fatto che i pianeti com-
ponenti il Sistema Solare fossero oggetti unici in un Universo largamente
costituito da stelle. La scoperta di un pianeta extrasolare ha però rivoluzio-
nato tale concetto. Nell’ultimo ventennio sono stati fatti notevoli progressi
tecnologici e la ricerca di esopianeti è diventata uno degli obiettivi principali
in campo astronomico. Numerose missioni spaziali, tra le quali la più im-
portante è Kepler, iniziata nel 2009, hanno l’obiettivo di individuare pianeti
extrasolari.
La ricerca di pianeti extrasolari suscita grande interesse negli astronomi
in quanto l’individuazione di tali oggetti è strettamente legata alla questione
ancora irrisolta riguardante la presenza di altre forme di vita nell’Universo.
Ciò che affascina e motiva gli studiosi nella ricerca, è pertanto la possibilità
di trovare, al di fuori del nostro sistema solare, un pianeta non dissimile dalla
Terra e quindi adatto ad ospitare la vita. Sfortunatamente i metodi cono-
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sciuti per la ricerca di pianeti extrasolari funzionano bene nell’individuazione
di esopianeti gassosi molto grandi e molto vicini alla stella che li ospita, i
quali non soddisfano le condizioni necessarie allo sviluppo di forme di vita.
Nonostante la tecnologia attuale favorisca l’individuazione di questa speci-
fica categoria di pianeti, si pensa che solo nella nostra galassia, vi possano
essere 17 miliardi di pianeti simili alla Terra. Al fine di individuare pianeti
in grado di ospitare la vita secondo quelle che sono le nostre conoscenze cir-
ca le condizioni che non possono mancare affinchè ve ne sia, è stato creato
un indice, l’ESI (Earth Similar Index ). Tale indice tiene conto di numerosi
aspetti, quali la distanza dell’esopianeta dalla stella, le proprietà della stella
che vanno a determinare la cosiddetta zona abitabile (l’intervallo entro il
quale l’esopianeta non è nè troppo vicino nè troppo lontano dalla stella) e
altre proprietà del pianeta extrasolare. E’ infatti risaputo che la stella deve
essere di tipo spettrale avanzato in modo che i suoi tempi evolutivi siano
lunghi e ciò garantisca il tempo-scala necessario per lo sviluppo della vita.
Inoltre la distanza stella-pianeta deve comportare una temperatura media
che garantisca acqua allo stato liquido ed un’escursione termica non supe-
riore a qualche decina di gradi centigradi attorno allo zero.
Nel caso del Sistema Solare la classe spettrale del Sole è G (cui corrisponde
una massa nel range 0.8-1-05 Ms ed una temperatura effettiva tra i 5000 e i
6000 ◦K) e la zona abitabile si colloca tra 0.95-1.15 UA.
Oltre alla grande quantità di elementi del gruppo CHON e naturalmente del-
l’acqua, l’ambiente planetario deve infatti essere caratterizzato da variabili
termodinamiche che varino in un intervallo ristretto, affinchè da strutture
semplici si formino materiali organici complessi. E’ inoltre opportuna una
collocazione in una zona periferica della Galassia, affinchè eventi quali ad
esempio le esplosioni di supernovae non causino variazioni climatologiche o
destabilizzino il clima. L’ambiente planetario deve essere infine protetto dalla
radiazione cosmica galattica e dal bombardamento cometesimale. Nel caso
della Terra la protezione dalla radiazione cosmica galattica avviene grazie
all’eliosfera, mentre Giove, Saturno, Urano e Nettuno forniscono uno scudo
dal bombardamento cometesimale.
Ad oggi si contano 1491 pianeti extrasolari confermati e ben 3704 candida-
ti (la maggior parte risultanti dalla missione Kepler); tali risultati hanno
portato ad un rapido cambio di prospettiva, conducendo gli astronomi ad af-
fermare che la formazione dei sistemi planetari è un fenomeno strettamente
legato alla formazione delle stelle e che la presenza di esopianeti è un fatto
comune nell’Universo. Con l’avanzamento tecnologico inoltre ci si aspetta
che vengano proposti nuovi metodi che aiutino nell’indentificazione di eso-
pianeti simili alla Terra oppure che i metodi attualmente utilizzati diventino
ancora più efficaci.
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1.2 Metodi per l’individuazione di pianeti
extrasolari
L’individuazione di pianeti extrasolari è un processo complesso. Vi sono
sicuramente tre tipologie di problematiche che appaiono evidenti:
1. La luminosità dell’esopianeta è molto più debole di quella della propria
stella. Il rapporto tra la luminosità della stella e quella del pianeta nel
visibile è in media dell’ordine di 109.
Tale contrasto dipende dalle caratteristiche fisiche della stella e del
pianeta e, naturalmente, dalla regione spettrale in cui vengono fatte le
osservazioni.
2. La distanza tra la stella e l’esopianeta ospitato è molto minore rispetto
alla distanza che separa questo sistema binario dall’osservatore. La
nostra tecnologia ci permette di osservare fino a qualche centinaia di
parsec1, mentre la distanza stella-esopianeta è dell’ordine al massi-
mo di qualche decina di unità astronomiche. Ciò rende difficoltosa la
misurazione della distanza angolare tra la stella e il pianeta.
3. La massa del pianeta extrasolare è molto piccola se rapportata a quella
della stella e pertanto il moto della stella attorno al centro di massa
del sistema è difficilmente rilevabile.
Basti pensare che se il rapporto tra le due masse è pari a 1000 (come
si verifica nel caso del Sole e di Giove) allora l’orbita, gli spostamenti
e la velocità della stella saranno 1000 volte più piccoli rispetto a quelli
del pianeta.
Inoltre, il quadrato del rapporto tra il raggio del pianeta e quello della
stella determina l’attenuazione della luminosità della stella durante il
transito del pianeta, qualora quest’ultimo sia osservabile. Pertanto,
minore è tale rapporto e più difficile sarà rilevare il transito.
Nel corso degli anni sono stati sviluppati metodi per l’individuazione
di pianeti extrasolari. Solitamente viene operata una distinzione in due
categorie: metodi diretti e metodi indiretti.
Sia i metodi diretti che quelli indiretti nascono come una naturale esten-
sione del processo utilizzato per individuare i sistemi binari stella-stella.
1.2.1 Metodi diretti
L’obiettivo di questa prima classe di metodi è ottenere delle immagini di-
rette dell’esopianeta orbitante attorno alla stella. Segue solitamente l’analisi
1Un parsec (pc) è la distanza dalla Terra (e dal Sole) di una stella che ha una parrallasse
annua di 1 secondo d’arco. E’ cioè la distanza sotto la quale l’UA viene vista dalla stella
secondo un angolo di 1 secondo arco.
1 parsec = 206.265 UA
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spettroscopica per determinare la composizione dell’atmosfera dell’esopiane-
ta. Le problematiche descritte nel paragrafo precedente rendono i metodi
diretti difficilmente applicabili alla luce dello sviluppo tecnologico attuale.
Un ulteriore problema nel caso si vogliano utilizzare metodi diretti per
individuare pianeti extrasolari è la presenza di polveri attorno alla stella o,
addirittura, di “debris disks”, ossia dischi di polvere e detriti.
L’emissione di questi dischi è visibile soprattutto nell’infrarosso, dove
è massima anche l’emissione dai pianeti. Qualora presenti in un sistema
stella-pianeta, la superficie emittente dai dischi di polvere rappresenterebbe
dunque una sorgente di disturbo nella ricerca di esopianeti.
1.2.1.1 Coronografia ottica
La coronografia ottica è una tecnica che blocca la luce della stella usando
un particolare strumento chiamato coronografo. Tale strumento può essere
posto internamente al telescopio oppure esternamente. La seconda modalità
è però possibile solamente nello spazio, usando un primo veicolo come tele-
scopio ed un secondo, posto a migliaia di chilometri di distanza dal primo,
come coronografo.
Appare evidente come sia un metodo operativamente molto difficile, soprat-
tutto se si utilizza la versione spaziale che è qualitativamente migliore.
1.2.1.2 Tecniche interferometriche
Le tecniche interferometriche sono utili nei casi in cui la coronografia ottica
diventa poco efficacie, cioè nella banda infrarossa media (tra i 60 e i 20 µ).
Il metodo consiste nella raccolta, da parte di due o più telescopi posti a
distanze controllate, di fotoni emessi da una sorgente lontana. I risultati
ottenuti vengono successivamente ricombinati al fine di ottenere figure di
interferenza: affinchè queste si formino è necessario porre i due telescopi a
grandissima distanza e ciò è possibile solamente operando nello spazio.
La principale applicazione è il “nulling interferometry” dove si elimina
la luce proveniente dalla stella e ci si concentra su quella proveniente da un
possibile esopianeta. L’idea di base è quella di introdurre uno sfasamento
nella luce che entra in uno dei telescopi generando un’interferenza distruttiva
nell’elemento centrale, ossia la stella. Ciò però non dovrebbe verificarsi per il
pianeta extrasolare, se presente, in quanto la sua posizione sarà leggermente
sfasata rispetto alla stella, permettendone l’identificazione.
Con questo metodo è stato individuato l’esopianeta Fomalhaut b (Figura
1.1), il cui periodo di rivoluzione attorno alla propria stella Fomalhaut è
stimato pari a 876 anni, il più lungo conosciuto.
Alla base delle tecniche interferometriche ci sono due progetti spaziali,
Darwin dell’ESA e Terrestrial Planet Finder Interferometer della NASA. Il
loro inizio è però previsto non prima del 2015.
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Figura 1.1: L’esopianeta Fomalhaut b, scoperto attraverso tecniche in-
terferometriche. Nei due anni in cui è stato monitorato, si no-
ta come l’esopianeta si stia muovendo lungo un’orbita kepleriana.
[http://spacetelescope.org/images/html/heic0821a.html]
1.2.2 Metodi indiretti
Data la scarsa applicabilità dei metodi diretti per l’individuazione di pianeti
extrasolari, sono stati proposti dei metodi cosiddetti indiretti, in quanto
l’esopianeta non viene direttamente osservato, ma si deduce la sua presenza
attraverso gli effetti che esso induce sulla stella che lo ospita.
In particolare, il metodo della velocità radiale, quello astrometrico e il
pulsar timing si basano sugli effetti dinamici indotti sulla stella: essi rilevano
il moto della stella rispetto al comune centro di massa stella-pianeta.
Il metodo del transito e quello del gravitational lensing, invece, si focalizzano
sulle variazioni fotometriche della stella.
Dei quasi 1500 pianeti extrasolari conosciuti, nel 97% dei casi la scoperta
deriva dall’utilizzo di metodi indiretti.
1.2.2.1 Metodo della Velocità Radiale
Il metodo della velocità radiale (o dell’effetto Doppler) misura le variazioni
della velocità radiale della stella (ossia la velocità lungo la direzione dell’os-
servatore) indotta dalla presenza di un pianeta, che porta la stella a muoversi
secondo una piccola orbita, in generale ellittica, il cui fuoco coincide con il
centro di massa stella-pianeta. La rilevazione viene fatta valutando le oscil-
lazioni periodiche delle linee spettrali della stella dovute all’effetto Doppler.
In base a tali spostamenti si è in grado di ipotizzare la presenza o meno di
un pianeta extrasolare che causa il cambiamento della velocità radiale della
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stella. Tale metodo di rilevazione deriva direttamente da quello utilizzato
per individuare stelle binarie spettroscopiche.
Per effetto Doppler si intende il cambiamento apparente della lunghezza
d’onda percepita da un osservatore in moto rispetto alla sorgente delle onde.
E’ ciò che si verifica, per esempio, quando sentiamo la sirena di un’ambulanza
muoversi dapprima verso di noi e successivamente allontanarsi. Se il suono si
muove verso di noi, le frequenze si alzano e corrispondentemente la lunghezza
d’onda si comprime. Quando invece il suono si allontana da noi si verifica
esattamente il contrario, cioè le frequenze si abbassano e la lunghezza d’onda
si dilata.
Tale fenomeno è valido anche per le onde elettromagnetiche e pertanto
per la luce. In particolare, il metodo della velocità radiale sfrutta il fatto che
la lunghezza d’onda emessa dalla sorgente (nel nostro caso la stella) che si
allontana risulta maggiore di quella che si misurerebbe se non ci fosse mo-
to relativo tra sorgente e ricevitore. Si parla dunque di redshift, in quanto,
utilizzando uno spettrografo2 emerge come le linee spettrali appaiano spo-
state verso il rosso. Al contrario, quando la stella si avvicina all’osservatore,
la lunghezza d’onda emessa risulta minore di quella che si misurerebbe in
assenza di moto relativo tra sorgente e osservatore. Si osserva un blueshift
avendosi uno spostamento delle linee spettrali verso il blu. La Figura 1.2
mostra quanto descritto.
L’entità degli spostamenti dipende dalla velocità radiale con cui la stella
si muove rispetto a noi secondo la relazione:
∆λ
λ
=
vsrad
c
. (1.1)
dove c indica la velocità della luce, che nel vuoto vale 299792458 m/s. La
(1.1) spiega perchè è del tutto equivalente definire il metodo come quello della
velocità radiale oppure dell’effetto Doppler (Spectroscopic Doppler Effect).
Prendendo ad esempio il nostro Sistema Solare è possibile calcolare gli
spostamenti massimi nelle linee spettrali indotti dai pianeti sul Sole. La Ter-
ra imprime al Sole una velocità pari a 0.09 m/s ed induce uno spostamento
relativo massimo delle sue linee spettrali pari a 2.98 × 10−10. Nel caso di
Giove, si ha che esso imprime al Sole una velocità pari a 12.47 m/s, cau-
sando uno spostamento relativo delle linee spettrali della nostra stella pari
a 4.158× 10−8.
2Lo spettrografo permette di capire se la stella è soggetta allo “star’s wobble”. Trami-
te un prisma, la luce emessa da una stella viene separata nei colori, o meglio lunghezze
d’onda, costituenti. Tali lunghezze d’onda vengono poi poste in un grafico che va dal blu
(sinistra) al rosso (destra) che prende il nome di spettro. Nello spettro di luce vengo-
no evidenziate le linee spettrali, dalle quali è possibile ricavare la composizione chimica
dell’atmosfera stellare. Spostamenti periodici verso il blu e verso il rosso delle linee spet-
trali sono imputabili allo “star’s wobble”; l’applicazione del metodo dell’effetto Doppler
permette la caratterizzazione dei pianeti extrasolari responsabili del fenomeno.
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Figura 1.2: Rispetto alla situazione iniziale, il redshift si manifesta
con uno spostamento sistematico delle linee spettrali della stella ver-
so il rosso dello spettro, mentre il blueshift con uno verso il blu.
[http://www.astro.cornell.edu
Questo esempio fornisce un’idea di quanto sia complicato individuare eso-
pianeti e di come gli strumenti utilizzati debbano essere stabili e precisi nelle
rilevazioni.
Per comprendere in pieno il ragionamento riportato sopra è necessario
approfondire il concetto di “star’s wobble”. Se la stella non ospita esopianeti
allora essa ruoterà su se stessa intorno al proprio centro di massa coincidente
con il centro geometrico della stella stessa. Nel momento in cui però sono
presenti pianeti extrasolari, l’intero sistema stella-pianeti ruoterà attorno
al comune centro di massa. Il movimento periodico della stella attorno al
centro di massa del sistema prende il nome di “star’s wobble” e, seppur
piccolo (a causa delle differenti masse tra la stella e i pianeti), è il fenomeno
che consente di utilizzare l’effetto Doppler al fine di verificare la presenza di
pianeti extrasolari. Essi, dunque, non vengono direttamente osservati, ma
provocando lo “star’s wobble” manifestano la loro presenza (Figura 1.3).
Affinchè la velocità radiale di un corpo rispetto all’osservatore sia diversa
da zero (condizione necessaria per l’applicabilità del metodo della velocità
radiale) deve valere una condizione geometrica (Figura 1.4).
Sia i l’angolo tra il piano orbitale del pianeta e il piano del cielo, ossia il piano
tangente alla sfera celeste passante per il centro di massa del sistema stella-
pianeta, e quindi perpendicolare alla linea di vista. Ora, se l’inclinazione è
pari a 90◦ ciò che si verifica è che la linea di vista passa per il piano orbitale
e l’eventuale effetto Doppler dovuto allo “star’s wobble” è visibile e rilevabile
in massima misura. Al contrario, se i=0, la linea di vista è perpendicolare
al piano orbitale e ciò implica che la velocità radiale della stella sarà sempre
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Figura 1.3: Attraverso l’analisi spettroscopica è possibile individuare una
periodica fase di blueshift alternato a refshift di cui è responsabile lo “star’s
wobble”. Da ciò si deduce la possibile presenza di un pianeta extrasolare
orbitante attorno alla stella. [http://exoplanets.org/doppler.html]
nulla agli occhi dell’osservatore. In questo caso il metodo non produce alcun
risultato. In generale, il metodo della velocità radiale non permette di risalire
al valore dell’inclinazione del piano orbitale i.
Per una trattazione completa sull’analisi geometrica necessaria per poter
applicare non solo il metodo della velocità radiale, ma tutti quelli indiretti
qui presentati, si rimanda a Vanzani (2010).
Sempre facendo riferimento alla Figura 1.4 si possono introdurre altre
grandezze rilevanti nel calcolo della velocità radiale.
In primo luogo occorre definire la direzione di riferimento (γ). Essa defi-
nisce la direzione dell’asse a partire dal quale valutare, procedendo in senso
antiorario, un angolo sul piano del cielo e due angoli sul piano orbitale. Si
tratta di una scelta arbitraria ma che viene solitamente fatta coincidere con
l’asse delle ascisse in un piano cartesiano.
Una volta scelta la direzione, vengono ricavati gli angoli Ω, ω e ν. Ω è
l’angolo che viene calcolato a partire dalla retta che determina γ e fornisce
informazioni circa la longitudine del nodo ascendente. Si tratta dell’ango-
lo che descrive la rotazione dell’orbita nel piano del cielo. L’argomento del
periastro ω è l’angolo calcolato partendo dalla linea dei nodi al semiasse
maggiore. Esso individua il punto in cui il pianeta ha la minima distanza
dalla stella. L’angolo più importante è però l’anomalia vera ν, ossia l’angolo
che descrive, partendo dal periastro, la posizione del pianeta extrasolare nel
tempo.
Il risultato del metodo della velocità radiale è un grafico che valuta il
cambiamento della velocità radiale della stella nel tempo (Figura 1.5). La
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Figura 1.4: Condizione geometrica affinchè il metodo della velocità radiale
possa essere utilizzato per ricercare pianeti extrasolari. Per i=90◦ l’orbita è
vista di taglio e la velocità radiale oscilla tra vs e - vs, passando due volte
per lo zero ad ogni ciclo orbitale. Per i=0 invece l’orbita è vista di faccia e,
pertanto, la velocità radiale della stella appare sempre nulla all’osservatore.
[Lasunncty]
variazione della velocità radiale che ci si aspetta in presenza di un esopianeta
è periodica. Velocità radiali superiori allo 0 indicano una fase di redshift,
mentre velocità radiali inferiori allo 0 evidenziano un blueshift.
Dall’analisi grafica si possono ricavare due quantità:
• Periodo di rivoluzione della stella, e quindi dell’esopianeta.
• Ampiezza della variazione in velocità radiale.
Da un punto di vista formale, al fine di ricavare espressioni analitiche per
le due quantità riportate sopra, è preferibile dapprima distinguere il caso in
cui la stella ospiti un solo esopianeta e le orbite siano circolari.
Successivamente si passerà ad una generalizzazione in cui le orbite possono
essere eccentriche e il sistema non più binario bensì multiplo.
Sistema binario stella-pianeta con orbite circolari L’ampiezza della
variazione della velocità radiale è:
∆vsrad = vs sin i− (−vs sin i) = vs sin i+ vs sin i = 2vs sin i = 2Kc.
e si ripete ad ogni periodo orbitale3.
3La formula che definisce l’ampiezza della variazione della velocità radiale è il risultato
di alcune considerazioni geometriche verificabili guardando la Figura 1.4. Occorre pertanto
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Figura 1.5: Velocità radiale della stella 51 Pegasi, depurata dalle fluttuazioni
sistematiche degli strumenti di misurazione. Dall’ispezione di questo grafico
è possibile ricavare immediatamente il periodo orbitale, l’ampiezza e i valori
massimi e minimi della velocità radiale della stella. [www.exoplanets.org]
Lo spostamento massimo delle linee spettrali verso il redshift ed il blue-
shift corrisponde alla variazione massima, rispettivamente, positiva e nega-
tiva, della velocità radiale della stella in accordo con la legge (1.1).
Coerentemente con quanto riportato sopra, si ha quindi che ∆λ > 0 per
vsrad>0 e ciò implica che la stella è in allontanamento rispetto all’osservato-
re (redshift). Al contrario ∆λ < 0 per vsrad<0 e ciò segnala che la stella è in
avvicinamento rispetto all’osservatore (blueshift).
Da considerazioni di meccanica celeste è possibile esprimere la semiampiezza
Kc:
Kc =
(
2piG
P
) 1
3 Mp sin i
(Ms +Mp)
2
3
, (1.2)
dove P e Mp indicano rispettivamente il periodo orbitale (espresso in giorni)
e la massa del pianeta extrasolare (espressa in masse gioviane),Ms è la massa
stellare (espressa in masse solari) ed infine G è la costante di gravitazione
universale4.
trovare le due situazioni estreme in cui la velocità radiale assume valore massimo e valore
minimo. Tali situazioni avvengono quando la stella ha la massima inclinazione rispetto
al piano del cielo, ossia quando essa transita rispettivamente al nodo ascendente e a
quello discendente. L’inclinazione i del piano orbitale rispetto al piano del cielo spiega la
presenza, eccetto il caso in cui i=90◦, della quantità sin i nella formula.
4G = 6.67× 10−11Nm2/kg2
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La semiampiezza è quindi funzione del periodo di rivoluzione, della massa
stellare, della massa planetaria e dell’inclinazione del piano orbitale. Misura-
to P e notaMs, questo metodo non consente di ricavare la massa del pianeta
in quanto l’inclinazione del piano orbitale non è nota. Esso fornisce solamen-
te un limite inferiore per la massa del pianeta che coincide con la massa reale
solo nel caso in cui i = 90◦.
Dato che il metodo consente di ricavare il periodo orbitale della stella (e
quindi del pianeta extrasolare) ed è possibile ricavare in maniera indipenden-
te dal metodo la massa della stella, si puo stimare, derivando la terza legge
di Keplero, il valore della distanza orbitale.
Sfruttando il fatto che l’orbità sia circolare, nel caso in cui i = 90◦, vale
l’uguaglianza:
D3 =
G(Ms +Mp)
4pi2
P 2. (1.3)
dove D è la distanza orbitale e P il periodo orbitale. Ms indica la massa
stellare. Data solitamente l’impossibilità di assegnare un valore alla massa
del pianeta extrasolare, si suppone che essa sia trascurabile, se rapportata a
quella stellare.
Sistema multiplo ed orbite eccentriche Procedendo per gradi di dif-
ficoltà, conviene prima considerare ancora un sistema binario stella-pianeta
in cui però l’orbita non è più circolare bensì eccentrica. In questo caso entra
in gioco un nuovo parametro, l’eccentricità orbitale e che varia tra 0 e 1 (per
e = 0 si ritorna alla casistica di orbite circolari riportata sopra).
Si dimostra che la semiampiezza in questo caso può essere calcolata come:
K = Kc
1
(1− e2) 12
. (1.4)
Inoltre viene generalizzata anche la formula per il calcolo della velocità
radiale, che vale
vsrad = K(cos(ν + ω) + e cos(ω)), (1.5)
dove ν indica l’anomalia vera e ω l’argomento del periastro.
Il confronto tra un’orbita circolare ed una eccentrica, fissato per entrambe
un periodo di rivoluzione uguale, è immediato. L’ampiezza 2K della velocità
radiale della stella generata da un pianeta su un’orbita eccentrica è maggiore
rispetto al caso nel quale l’orbita del pianeta sia circolare. Mentre nel caso
di pianeta con orbita circolare la forma della velocità radiale della stella
appare simmetrica, nel caso di orbita eccentrica la curva continua a rimanere
periodica, ma viene introdotta un’asimmetria nei punti in cui la velocità
radiale varia più velocemente a causa dell’eccentricità.
Dall’ispezione grafica della velocità radiale è pertanto possibile reperire
non solo il periodo di rivoluzione della stella (e del pianeta) e la semiampiezza
della velocità radiale, ma anche il valore dell’eccentricità.
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Considerando, infine, un sistema multiplo stella-pianeti con orbite ec-
centriche, le leggi si possono facilmente ricavare estendendo quelle sopra ri-
portate trascurando le mutue perturbazioni planetarie, ossia assumendo che
ciascun pianeta abbia la propria orbita kepleriana.
La velocità radiale della stella sarà la somma delle velocità radiali indotte
su di essa dai singoli pianeti, ossia la somma di N termini periodici, ciascuno
con la propria semiampiazza Ki:
vsrad '
N∑
i=1
Ki[cos(vi + wi) + ei cos(wi)]. (1.6)
e
Ki =
(
2piG
P
) 1
3 1
(1− e2i )
1
2
Mi sin ii
(Ms)
2
3
. (1.7)
Comunque, nel caso in cui la stella ospiti più esopianeti, non è immedia-
to ricavare N funzioni periodiche, ciascuna con il proprio periodo orbitale,
che sommate forniscano il risultato congiunto ottenuto applicando il metodo
della velocità radiale.
In definitiva il metodo della velocità radiale consente di ricavare, partendo
dal periodo orbitale e dalla semiampiezza della velocità radiale, l’eccentri-
cità dell’orbita e, se nota Ms, un limite inferiore per la massa del pianeta
(Mp sin i) e il semiasse maggiore dell’orbita planetaria.
La massa stellare, la temperatura ed altre importanti proprietà possono es-
sere ricavate indipendentemente dal metodo della velocità radiale, ispezio-
nando, ad esempio, il diagramma H-R (Hertzsprung-Russell)5.
Il concetto di semiasse maggiore è strettamente collegato a quello di zona
abitabile, cioè quella zona, calcolata in base alle proprietà della stella (deri-
vabili utilizzando lo spettrografo), dove, in linea teorica, vi sono le condizioni
per lo sviluppo della vita. In pratica, si tratta di quella zona in cui è possibile
che vi sia acqua allo stato liquido, elemento fondamentale per la vita.
Il metodo non consente invece di ricavare la massa del pianeta extrasolare
ma solo un limite inferiore per tale parametro. E’ tuttavia interessante il fat-
to che, come apparirà evidente quando si introdurrà il metodo del transito,
la combinazione dei due metodi permetterà di ricavare un valore puntuale e
non solo un limite inferiore per la massa dell’esopianeta.
La missione HARPS (High Accuracy Radial Velocity Searcher) dell’A-
genzia Spaziale Europea, in Cile, utilizza questo metodo per la ricerca di
pianeti extrasolari, con una precisione massima nella rilevazione della velo-
cità radiale della stella di 0.97 m/s.
Le missioni future dovranno possedere una precisione nella rilevazione della
5Il diagramma Hertzsprung-Russell è uno strumento teorico che mette in relazione
la temperatura effettiva di una stella (e quindi la sua classificazione spettrale) con la
sua magnitudine assoluta. Dalla magnitudine assoluta è poi possibile risalire alla massa
stellare: L 'M3.4s .
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velocità radiale dell’ordine del cm/s al fine di poter individuare esopianeti di
tipo terrestre.
Concludendo, il metodo della velocità radiale è risultato essere il più effi-
cace nell’individuazione di pianeti extrasolari. In particolare si deve ad esso
la scoperta, nel 1995, del primo esopianeta (51 Pegasi b) orbitante attorno
ad una stella paragonabile al nostro Sole (per la massa e per il fatto che sia
nella sequenza principale).
I parametri calcolati per 51 Pegasi b escludono categoricamente la pre-
senza di forme di vita sull’esopianeta. Il suo periodo di rivoluzione intorno
alla propria stella è infatti di appena 4.23 giorni con un conseguente semiasse
maggiore pari a 0.053 UA. Il limite inferiore della massa del pianeta è pari
a 0.47 masse gioviane. 51 Pegasi b rappresenta il prototipo di una classe
di pianeti che sembra essere molto frequente nell’Universo: gli Hot Jupiters.
Per questa tipologia di pianeti extrasolari, inoltre, sembra valere l’assunto
secondo il quale l’orbita sia pressoché circolare (e = 0), fornendo quindi una
valida applicazione del caso trattato ad inizio paragrafo che non costituisce
quindi solo una semplificazione matematica.
1.2.2.2 Metodo del Transito
Il metodo del transito si basa sulla rilevazione dell’attenuazione periodica del
flusso luminoso in arrivo da una stella, che si presenta se un pianeta transita
davanti al suo disco. Al pari degli altri metodi esposti in precedenza, anche
il metodo del transito fonda le sue origini nella ricerca di un sistema binario
stella-stella. In particolare, si parla di stelle binarie fotometriche, in quanto
il metodo ricorre a misure fotometriche per dedurre le diminuzioni periodiche
del flusso luminoso del sistema dovuto ad eclissi mutue tra le due stelle.
Affinchè si possa osservare un transito occorre che sia verificata una con-
dizione geometrica. Sempre utilizzando come riferimento la Figura 1.4, il
transito risulta osservabile se il piano orbitale è inclinato rispetto alla linea
di vista di un angolo φ così piccolo che vale la disuguaglianza:
h = a sinφ ≤ Rs. (1.8)
dove a è la misura del semiasse maggiore e Rs il raggio della stella.
Sfruttando il fatto che l’angolo φ = pi2 −i è il complementare dell’inclinazione
tra il piano orbitale e quello del cielo, si ha che vale anche l’uguaglianza:
h = a cos i.
La Figura 1.6 sintetizza quest’ultimo aspetto.
Per poter applicare tale metodo è necessario introdurre il concetto di
probabilità di transito. Assumendo che l’inclinazione del piano orbitale del
pianeta rispetto al piano del cielo sia regolato da una variabile casuale uni-
forme, si ha che la probabilità che un pianeta extrasolare transiti davanti ad
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Figura 1.6: L’asse y rappresenta il piano del cielo mentre la circonferenza
è la stella. Sia a il semiasse maggiore del pianeta e i l’inclinazione del pia-
no orbitale rispetto al piano del cielo. Il transito del pianeta extrasolare è
osservabile, indirettamente, purchè h sia minore di R, il raggio della stella.
una stella è:
Prtr =
Rs
a
.
dove Rs è il raggio stellare ed a il semiasse maggiore.
Ad esempio, la probabilità di osservare il transito di un pianeta posto alla
medesima distanza dalla Terra dal Sole davanti ad una stella con le medesime
caratteristiche di quest’ultimo è pari a 4.7×10−7. Nel caso si consideri invece
la probabilità che un osservatore possa osservare il transito di Giove (che si
trova a circa 5 UA dal Sole), tale valore è pari a circa 9× 10−4.
Considerata la curva di luce di una stella, cioè un grafico avente in ascissa
il tempo ed in ordinata il flusso della stella, ossia il numero di fotoni emessi
che investono l’unità di area del detector nell’unità di tempo, in presenza di
un oggetto che transita davanti alla stella si avrà una periodica attenuazione
del segnale, come presentato in Figura 1.7.
Dall’analisi grafica emergono due quantità di interesse:
• La profondità del transito
• La durata del transito
La profondità del transito, rilevabile utilizzando una strumentazione fo-
tometrica, dipende dai raggi di stella ed esopianeta. Infatti vale la legge:
∆Fs
Fs
=
(
Rp
Rs
)2
. (1.9)
dove ∆Fs è la diminuzione del flusso rispetto al valore in assenza di transito,
Rp e Rs sono i raggi rispettivamente di pianeta e stella.
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Figura 1.7: Il transito di un pianeta provoca un’attenuazione nel flusso di
fotoni emessi dalla stella. [www.cnes.fr]
La diminuzione frazionale del flusso luminoso Fs in arrivo dalla stella
durante il transito è dovuta alla riduzione della superficie stellare radiante
pari a
(
Rp
Rs
)2
.
La durata del transito del pianeta extrasolare si ricava da considerazioni
geometriche. Nel caso in cui l’orbita sia circolare e la massa planetaria sia
trascurabile rispetto a quella stellare, si ha che la durata massima vale:
τmax ' 2Rs
(
P
2piG
) 1
3
.
dove Rs, P e G indicano rispettivamente il raggio della stella, il periodo
orbitale (direttamente osservabile dal transito) e la costante di gravitazione
universale.
Il primo parametro che il metodo del transito permette di ricavare è il
raggio Rp del pianeta extrasolare, ricavabile dalla (1.9) ammesso sia noto Rs.
Analizzando invece la periodicità con cui avviene l’attenuazione frazionale
del flusso, è possibile ricavare il periodo orbitale del pianeta, da cui si deduce
il semiasse maggiore dell’orbita ammettendo di conoscere Ms.
Similmente agli altri metodi, il raggio e le caratteristiche stellari devono
essere noti per altra via.
Il metodo del transito consente inoltre di ricavare l’inclinazione i dell’or-
bita planetaria rispetto al piano del cielo, che peraltro, considerazioni di tipo
geometrico suggeriscono essere prossima a 90◦. Per la precisione, l’inclina-
zione sarà compresa tra arccos(Rsa ) e 90
◦. Ciò sta a significare che, qualora
sia possibile un’analisi che utilizzi congiuntamente il metodo del transito e
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quello della velocità radiale, si potrà determinare non solo un limite inferiore
per la massa dell’esopianeta bensì un valore puntuale.
Una volta noti la massa e il raggio del pianeta extrasolare, è possibile
ricavare la sua densità media e pertanto ottenere informazioni sulla compo-
sizione chimico-mineralogica e sullo stato fisico interno. L’analisi spettro-
scopica nella fase in cui ha inizio il transito è inoltre in grado di rivelare la
composizione atmosferica del pianeta, per operare ipotesi circa la possibilità
che esso ospiti o possa in linea teorica ospitare delle forme di vita.
A tal proposito occorre senza dubbio tener conto dell’effetto distorsivo dovuto
alla presenza di metalli alcalini nell’analisi fotometrica. Qualora l’esopiane-
ta sia composto da metalli alcalini si ha che questi ultimi possono infatti
assorbire una parte della luminosità della stella, non sufficiente ad impedi-
re l’individuazione di un transito, ma sufficiente ad esempio a causare una
distorsione nella misurazione del raggio del pianeta.
Il metodo del transito è in grado di produrre candidati ma è necessario
utilizzare altri metodi, solitamente quello delle velocità radiali, per conferma-
re la scoperta di un nuovo pianeta extrasolare. Il motivo di questo processo
di convalida sta nel fatto che il metodo del transito, a causa della debole
attenuazione nel flusso luminoso osservabile, non distingue con facilità un
transito planetario da falsi transiti oppure fenomeni stellari intrinseci.
Nel 2009 la NASA ha dato il via alla Missione Kepler, la quale utiliz-
za un fotometro per individuare candidati esopianeti. In particolare viene
monitorata costantemente la luminosità di oltre 145000 stelle di sequenza
principale nel campo di vista fissato per la ricerca, presso le costellazioni
del Cigno, della Lira e del Drago. Dato il successo della missione, la finestra
temporale inizialmente prevista di 4 anni, è stata raddoppiata; il programma
terminerà pertanto nel 2016.
Il 26 febbraio 2014 la NASA ha rilasciato la notizia che, utlizzando i
dati raccolti da Kepler tra il 2009 e il 2011, sono stati candidati e succes-
sivamente confermati ben 715 pianeti extrasolari, raddoppiando di fatto in
una volta sola il numero totale di esopianeti conosciuti (ottenuti utilizzando
quasi esclusivamente il metodo della velocità radiale).
Altre numerose missioni utilizzano il metodo del transito, come ad esempio
il telescopio OGLE, in Cile, e CoRoT (una missione spaziale con flusso di
dati continuo e analisi fotometrica più precisa che nel passato).
1.2.2.3 Metodo Astrometrico
Al pari del metodo della velocità radiale, il metodo astrometrico sfrutta
lo “star’s wobble” per rilevare la presenza di uno o più pianeti extrasolari.
In origine questo metodo veniva utilizzato quando si era in presenza di un
sistema binario stella-stella, ma solo una era osservabile direttamente, mentre
la seconda era derivata dal moto oscillatorio di quella visibile sul piano del
cielo (binarie astrometriche).
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Il metodo astrometrico si basa su misure molto accurate delle posizioni
delle stelle, rispetto ad un sistema di riferimento fisso, per individuare l’ef-
fetto che la presenza di pianeti induce sul moto proprio della stella che si sta
analizzando.
A differenza del metodo dell’effetto Doppler, che misura le variazioni della
velocità radiale della stella nella direzione dell’osservatore, il metodo astro-
metrico cerca di osservare sul piano del cielo il moto stellare indotto dal
pianeta attorno al centro di massa del sistema. Appare dunque evidente
come i due metodi siano complementari.
La quantità che è di interesse calcolare è l’ampiezza ∆θ dello spostamento
angolare della stella, causato dalla presenza di un pianeta extrasolare, che
risulta essere:
∆θ ' as
D
=
ap
D
Mp
Ms
, (1.10)
dove as indica il semiasse maggiore dell’orbita baricentrica stellare proiettata
sul piano del cielo e D la distanza della stella dall’osservatore.
Una volta ricavata l’ampiezza, nota D e misurato il periodo orbitale del
pianeta (che è pari al periodo osservato di oscillazione della stella) è possibile
ricavare la massa di quest’ultimo. Prima di poter eseguire questa operazione
occorre stimare in maniera indipendente la massa della stella.
Il metodo astrometrico è efficiente per ricercare pianeti extrasolari in stelle
vicine.
Si supponga ad esempio che un osservatore distante 10 parsec dal nostro
Sistema Solare voglia utilizzare il metodo astrometrico al fine di stabilire se
il Sole ospita pianeti.
Nel caso della Terra si ha che as = MsMp × 1UA = 3 × 10−6UA. Ora occorre
calcolare l’ampiezza indotta dalla Terra sul Sole in arcosecondi, il che avviene
usando la (1.10): ∆θ = 3×10
−6
206265UA/pc
1
10pc206265
′′/rad = 0.3 × 10−6arcsec.
che corrisponde allo spostamento angolare massimo indotto dalla Terra sul
Sole. Nel caso di Giove si ha uno spostamento angolare massimo pari a
0.5 × 10−3 arcsec . La Figura 1.8 evidenzia gli spostamenti del Sole sotto
l’influenza dei pianeti che compongono il Sistema Solare.
Il 19 dicembre 2013 l’ESA ha ufficialmente dato il via alla missione GAIA
lanciando in orbita il satellite che si pone l’obiettivo di ricercare pianeti
extrasolari usando il metodo astrometrico con una precisione dell’ordine del
micro arcosecondo.
La NASA ha in programma una missione spaziale simile a GAIA, denominata
SIM (Space Interferometry Mission) il cui inizio è previsto per il 2015.
1.2.2.4 Metodo del Gravitational Lensing
Il metodo della lente gravitazionale può essere utilizzato anche per indivi-
duare pianeti extrasolari molto distanti. Il metodo sfrutta la teoria generale
della relatività ed in particolare la curvatura della luce in presenza del campo
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Figura 1.8: Spostamento del Sole nel piano del cielo, dovuto all’azione dei
pianeti che compongono il sitema planetario. [Solarysystembarycenter.gif]
gravitazionale prodotto da un corpo.
Presa a riferimento una stella molto lontana, essa è per noi fissa nel cielo
e presenta una determinata luminosità apparente. Nel momento in cui una
seconda stella più vicina transita davanti a quella lontana, si dice che la stella
transitante funge da lente gravitazionale poichè il campo gravitazionale da
essa prodotto curva la traiettoria dei raggi luminosi della stella più lontana
e, quale effetto complessivo, ciò ne amplifica la luminosità. Nel caso in cui
la stella transitante ospiti un pianeta, non si avrà solamente una lente gra-
vitazionale (quella primaria, cioè la stella), ma anche una secondaria, cioè
l’esopianeta.
In un grafico con in ascissa il tempo ed in ordinata la luminosità della stel-
la lontana, si presenterà una asimmetria nella curva di amplificazione del-
la luminosità, il che indica appunto la presenza di un secondo corpo che
accompagna la stella transitante (Figura 1.9).
Affinchè il metodo della lente gravitazionale abbia successo occorre che
la stella lontana presa a riferimento, il sistema stella-pianeta e l’osservatore
siano allineati. Questo evento non solo si verifica raramente, ma qualora si
verifichi è irripetibile. Inoltre, la stella candidata ad ospitare pianeti extra-
solare non può essere troppo distante dall’osservatore, in quanto è necessario
che presenti un moto proprio tale da permettere le analisi.
La missione spaziale OGLE utilizza come metodo di ricerca di esopianeti
il gravitational lensing.
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(a) Gravitational Lensing. (b) Identidicazione di un esopiane-
ta.
Figura 1.9: A sinistra si nota come la stella che transita in corrispondenza di
quella presa a riferimento funzioni come una lente. Nel caso in cui la stella
ospiti un esopianeta, non vi è solo un effetto primario, ma anche uno secon-
dario, evidenziato dal picco che rende la funzione del flusso di luminosità
asimmetrica (b). [www.eso.org]
1.2.2.5 Metodo Pulsar Timing
Il metodo della temporizzazione dei segnali provenienti da una Pulsar osser-
va eventuali ritardi o anticipi nei tempi d’arrivo dei segnali radio emessi da
una stella Pulsar6. Questi eventuali ritardi o anticipi possono essere la ma-
nifestazione dell’effetto Doppler, risultato del moto baricentrico della Pulsar
indotta dalla presenza di esopianeti. Essi dunque, turbano periodicamente
il periodo estremamente regolare con cui una Pulsar emette i segnali radio.
Da un punto di vista storico, vale la pena sottolineare che i primi pianeti
extrasolari scoperti nel 1992 orbitano attorno alla pulsar PSR B1257+12.
Dal punto di vista operativo, sebbene il metodo Pulsar Timing sia più
accurato e preciso di altri, sono state scoperte sino ad ora appena 550 Pulsar,
il che rende molto limitata la ricerca di esopianeti con questo metodo. Inoltre
l’ambiente attorno alle Pulsar è decisamente inospitale e pertanto la scoperta
di esopianeti non può essere correlata alla presenza di vita.
6Una Pulsar è una stella di neutroni rapidamente rotante avente un campo magnetico
molto elevato il cui asse è generalmente inclinato rispetto a quello di rotazione. Quale
risultato può succedere che ad ogni periodo di rotazione l’asse del campo magnetico si
orienti secondo una linea di vista ed in tal caso un fascio collimato di onde radio raggiunge
l’osservatore a Terra secondo impulsi estremamente regolari aventi lo stesso periodo del
periodo di rotazione. Quando una stella di grande massa finisce la sua vita l’inviluppo
è soggetto ad un’esplosione di supernova e ciò che resta è un residuo compatto. Questo
residuo è la stella di neutroni, un corpo di massa poco superiore di quella solare e di raggio
pari a circa 10 km.
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1.2.2.6 Confronto tra i metodi indiretti
Tra tutti i metodi descritti nei paragrafi precedenti, quello che ha ottenuto
più successo e che viene normalmente utilizzato per convalidare la presen-
za di un pianeta extrasolare è il metodo della velocità radiale. Il metodo
astrometrico non ha ancora prodotto risultati poichè è necessario poter ap-
prezzare spostamenti angolari estremamente piccoli, tuttavia su di esso si
riversano diverse speranze per il futuro grazie ai progressi tecnologici. Il me-
todo del transito, invece, è molto usato ma, fino allo scorso febbraio, gli era
stata attribuita la cattiva fama di trovare molti candidati, pochi dei quali,
però, risultavano essere effettivamente esopianeti. Naturalmente il fatto di
aver in un colpo solo raddoppiato il numero di pianeti extrasolari conosciuti,
passando da 765 a 1491, ha rafforzato la posizione del metodo del transito
nell’individuazione di esopianeti. Resta comunque vero il fatto che il metodo
del transito non sia definitivo, ma occorre verificarne i risultati utilizzando
il metodo della velocità radiale.
Vi sono infine ulteriori tre limiti operativi che si presentano indipenden-
temente dal metodo utilizzato per la ricerca di pianeti extrasolari:
1. La finestra temporale di osservazione
Per poter individuare un pianeta extrasolare è necessario che la fine-
stra temporale di osservazione sia almeno pari al periodo orbitale del
pianeta, anche se, per produrre risultati scientificamente rilevanti e
conclusivi sulla reale esistenza di un esopianeta, la durata dell’indagi-
ne deve essere molto più lunga.
Per quanto riguarda, ad esempio, il metodo del transito, è opportuno
che il tempo di osservazione per candidare un corpo ad esopianeta sia
almeno 5 volte il periodo di rivoluzione di quest’ultimo attorno alla
propria stella. Ciò significa che per pianeti con periodo orbitale simile
alla Terra, occorrerebbe una rilevazione di almeno 5 anni.
Vengono pertanto individuati quasi esclusivamente pianeti il cui perio-
do orbitale è corto e, date le attuali possibilità tecnologiche, solamente
quei pianeti che sono molto grandi. Pertanto la presenza di molti Hot
Jupiters tra i pianeti extrasolari scoperti non deve stupire in quan-
to i metodi usati e le finestre temporali ridotte favoriscono la loro
individuazione.
2. Massa della stella
Per ottenere le quantità di interesse, occorre stimare in maniera accu-
rata la massa stellare. Tale stima avviene in maniera indipendente dal
metodo di ricerca dell’esopianeta. Una possibilità è quella di derivare
dall’analisi spettrale la composizione chimica della stella e da quest’ul-
tima stabilirne il tipo spettrale. Dedotto a questo punto il valore per
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la luminosità della stella, si potrà sfruttare la relazione tra quest’ulti-
mo parametro e la massa stellare valida in prima approssimazione per
stelle di massa solare. Lo studio delle caratteristiche stellari è ad ogni
modo un argomento molto attuale in astronomia e si confida che nel
futuro nuovi metodi per determinare i parametri di interesse vengano
scoperti.
3. Moto terrestre
Ci sono almeno due validi motivi per i quali è preferibile che la rileva-
zione non avvenga da terra, bensì dallo spazio.
Il primo motivo (valido quando si applica il metodo della velocità ra-
diale) è che occorre operare una correzione a causa del moto orbitale
terrestre (30 km/s) e la sua rotazione (0.5 km/s).
Il secondo motivo (valido quando si applica il metodo del transito),
ancora più importante, riguarda il pericolo di distorsione del segnale
fotometrico dovuto all’atmosfera.
Basti pensare che ad esempio, con il metodo del transito, da terra si
apprezza una variazione relativa del flusso stellare dell’ordine di 10−3,
sufficiente a scoprire pianeti giganti (le cui attenuazioni sono dell’or-
dine di 10−2). Dallo spazio la capacità di rilevazione cresce di due
ordini di grandezza arrivando, alla luce degli ultimi progressi tecnolo-
gici, ad un valore che consente l’individuazione di possibili esopianeti
terrestri (10−5) più consoni a soddisfare le condizioni secondo le quali
può esserci vita.
A conclusione di questo capitolo introduttivo, la Tabella 1.1 stila una ra-
pida lista di vantaggi e svantaggi dei 3 metodi indiretti più utilizzati. Resta
ad ogni modo sempre valido il fatto che, quando possibile, è buona norma
utilizzare tutti i metodi conosciuti congiuntamente al fine di reperire quan-
te più caratteristiche del sistema stella-pianeta nella maniera più accurata
possibile.
Il metodo della velocità radiale è comunque il metodo di riferimento, in
quanto è d’ausilio a quello del transito nella convalida di pianeti extrasolari
che quest’ultimo candida. Il metodo astrometrico, che è complementare a
quello della velocità radiale, non può ad oggi fornire risultati apprezzabili.
Alla luce delle considerazioni tratte, nella restante parte della tesi, le
analisi verranno condotte utilizzando i dati forniti dalle missioni che fanno
uso del metodo della velocità radiale al fine di scovare pianeti extrasolari.
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Metodo Vantaggi Svantaggi
Velocità radiale E’ il metodo più usato,
funziona bene nell’indivi-
duazione di Hot Jupiters e
di esopianeti con orbita ec-
centrica. E’ preferibile che
la stella analizzata sia di
classe F , G o K. La se-
miampiezza K non dipen-
de dalla distanza da cui si
osserva la stella.
Ha un cattivo comporta-
mento per stelle di classe
O, B o A. Quando il piano
orbitale giace sul piano del
cielo il metodo fallisce, os-
sia la velocità radiale della
stella è ai nostri occhi sem-
pre nulla. Il metodo con-
sente solo di ricavare un li-
mite inferiore per la massa
dell’esopianeta.
Transito Funziona bene nella ricer-
ca di Hot Jupiters e per-
mette di ricavare il valo-
re per il raggio del pianeta
(purchè noto quello stella-
re). Consente di ricavare
l’inclinazione del piano or-
bitale rispetto al piano del
cielo.
Non è un metodo definiti-
vo, ma può proporre solo
candidati a causa della fa-
cilità con cui può abbat-
tersi in falsi positivi. Il
transito è visibile solo se
l’inclinazione i è prossima
a 90◦.
Astrometrico Funziona bene per eso-
pianeti massicci e distanti
dalla loro stella.
Non consente la ricerca
di pianeti extrasolari per
stelle lontane e, in genera-
le, la precisione strumen-
tale richiesta affinchè ven-
ga apprezzato lo sposta-
mento angolare ∆θ è mag-
giore di ciò che la tecnolo-
gia attuale può offrire.
Tabella 1.1: Confronto tra i tre metodi maggiormente utilizzati per
l’individuazione di pianeti extrasolari.
Capitolo 2
Stima dei parametri orbitali di
pianeti extrasolari
L’obiettivo di questo capitolo è quello di stimare i parametri orbitali di un
pianeta extrasolare nel caso in cui si sia in presenza di un sistema binario
stella-pianeta.
Nella prima parte del capitolo vengono introdotte ulteriori nozioni di
carattere geometrico ed astronomico indispensabili per rendere operativo il
modello teorico della velocità radiale.
Alla luce delle considerazioni emerse, la seconda parte del capitolo si
concentra sull’implementazione dei modelli per raggiungere l’obiettivo.
Data la natura non lineare del modello teorico della velocità radiale della
stella, si farà ampio uso della teoria riguardante la regressione non lineare, i
cui fondamenti sono presentati in Appendice A.
La costruzione dei modelli statistici segue le varie casistiche trattate
quando, nel primo capitolo, si è introdotto il metodo della velocità radia-
le. Inizialmente si considera il caso in cui i dati provengono da una stella
che ospita un solo pianeta extrasolare e la cui orbita è circolare. Il secondo
modello proposto prevede ancora un sistema binario stella-pianeta, in cui
però questa volta l’orbita del pianeta extrasolare può essere eccentrica.
Si tralascia la costruzione del modello sottostante il caso di un sistema
multiplo stella-pianeti, in quanto si tratta di una semplice estensione del
secondo modello presentato.
Le analisi verranno svolte utilizzando l’ambiente R (www.r-project.org)
ed il pacchetto nlreg, il quale utilizza la teoria della verosimiglianza per
stimare i parametri di interesse.
2.1 L’anomalia vera
Come anticipato nel capitolo 1, nel caso generale in cui il pianeta extrasolare
abbia un’orbita eccentrica, la velocità radiale teorica esibita dalla stella è
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data dalla (1.5). Nel caso in cui la stella ospiti più esopianeti, assumendo
che le orbite siano kepleriane, la (1.5) può essere facilmente estesa nella (1.6).
I parametri presenti nel modello teorico della velocità radiale sono in-
nanzitutto il periodo orbitale P, l’eccentricità orbitale e, la semiampiezza
della variazione in velocità radiale K, il tempo di passaggio al periastro t0
e l’argomento del periastro ω. Più precisamente, la velocità radiale stellare
dedotta dall’analisi spettroscopica contiene anche il contributo costante della
velocità di recessione V0 del sistema stella-pianeta.
La (1.5) diventa, per ogni istante di tempo t considerato:
vt = V0 +K(cos(νt + ω) + e cos(ω)). (2.1)
Il modello fisico della velocità radiale è funzione di una variabile che pren-
de il nome di anomalia vera (νt). Come già anticipato l’anomalia vera è
l’angolo, misurato sul piano orbitale, compreso tra il pericentro dell’orbita
e la posizione del corpo orbitante all’epoca t. L’anomalia vera è quindi una
quantità che, individuando la posizione del pianeta, varia col tempo anche se
non è direttamente esprimibile in funzione di quest’ultimo. Eccetto il caso
particolare in cui il valore dell’eccentricità dell’orbita del pianeta extrasolare
è pari a 0, l’impiego del modello della velocità radiale richiede preliminar-
mente ulteriori considerazioni sia di carattere geometrico che di carattere
astronomico.
Prima di entrare nel dettaglio, può essere innanzitutto di aiuto mostrare
come si presentano i dati raccolti attraverso il metodo della velocità radiale.
2.1.1 La matrice di dati
Una tipica matrice di dati risultante dall’utilizzo del metodo della velocità
radiale è riportata in Tabella 2.1.
La prima colonna indica l’epoca in cui è stata effettuata la rilevazione. In
astronomia l’unità di misura temporale frequentemente utilizzata è il giorno
giuliano (JD), ossia il numero di giorni trascorsi dal mezzogiorno di lunedì
primo gennaio 4713 a.C. Esistono numerose alternative nella definizione delle
epoche passando attraverso i giorni giuliani; quella spesso utilizzata quando
si lavora con le velocità radiali è il giorno giuliano ridotto (RJD), definito
come RJD = JD - 2400000 oppure versioni leggermente diverse che verran-
no opportunamente segnalate quando necessario.
La seconda e la terza colonna individuano, all’epoca corrispondente, la mi-
sura della velocità radiale della stella e l’errore di misurazione dovuto allo
strumento utilizzato.
Oltre alla misurazione della velocità radiale della stella (accompagnata
dal corrispondente grado di imprecisione) si dispone dunque dell’epoca in cui
è avvenuta la rilevazione.
Come anticipato ad inizio capitolo, il modello fisico della velocità radiale
non è direttamente funzione del tempo, bensì dell’anomalia vera, la quale
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Misure della velocità radiale per 51 Pegasi
Epoca (JD-2450000) Velocità Radiale (m/s) SQM (m/s)
2.67365 −40.87 3.3
2.80873 −46.96 3.6
2.95979 −47.39 4.5
3.62695 −19.85 2.9
3.73265 −13.47 2.6
3.90077 −5.782 3.0
4.60753 49.41 2.2
4.78429 58.66 2.5
4.90699 63.20 3.2
5.60503 45.60 2.7
. . . . . . . . .
Tabella 2.1: Classici dati disponibili su una stella quando il metodo utilizzato
è quello della velocità radiale.
cambia nel tempo, ma non è direttamente esprimibile in funzione di esso.
Per risolvere questo problema si rendono necessarie le definizioni di ulteriori
angoli e relazioni ricavabili da considerazioni di meccanica celeste.
2.1.2 L’equazione di Keplero
Oltre all’anomalia vera, è possibile definire altri due angoli utili ad essa
collegati, ossia l’anomalia media e l’anomalia eccentrica.
Per definire e visualizzare graficamente le anomalie media ed eccentrica
è necessario innanzitutto tracciare la circonferenza il cui centro coincide con
il centro dell’orbita ellittica ed avente per raggio il semiasse maggiore del-
l’orbita (cerchio ausiliario). Con riferimento alla Figura 2.1, sia c il centro
dell’orbita ellittica, s il fuoco dell’ellisse (dove si trova la stella), z il peria-
stro e p la posizione del pianeta lungo l’orbita. Se x è il punto in cui la
perpendicolare al semiasse maggiore condotta per p interseca il cerchio au-
siliario, allora l’anomalia eccentrica Et è l’angolo che ha per vertice il centro
dell’ellisse e per lati le direzioni del periastro z e di x. Invece, l’anomalia
media Mt = ˆzcy, dove y è quel punto appartenente alla circonferenza tale
che l’area del settore circolare zcy vale Ac = abAe (dove a e b sono i semiassi
maggiore e minore dell’ellisse, mentre Ae è il settore ellittico zsp).
In altre parole l’anomalia media Mt è l’angolo che ha per vertice il centro
dell’ellisse e i cui lati sono la direzione del periastro e la direzione di quel
corpo ideale che si muove attorno alla stella con velocità angolare costante
e con periodo uguale al pianeta oggetto di studio.
In accordo con la seconda legge di Keplero tale corpo avrà necessariamente
un’orbita circolare e pertanto:
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Figura 2.1: L’anomalia vera νt ha per vertice la stella s e per lati la direzione
del periastro e la posizione p del pianeta lungo l’orbita. L’anomalia mediaMt
ha per vertice il centro dell’orbita e per lati cz e cy. L’anomalia eccentrica Et
ha per vertice ancora il centro dell’orbita e per lati cz e cx. [web.nmsu.edu]
Mt =
2pi
P
(t− t0), (2.2)
dove t0 è una costante a meno di un multiplo di P , la quale individua l’epoca
di passaggio del pianeta extrasolare al periastro.
L’anomalia vera νt segue la relazione:
tan
νt
2
=
(
1 + e
1− e
) 1
2
tan
(
Et
2
)
. (2.3)
Appare dunque evidente dalla (2.3) come l’anomalia vera νt sia legata al-
l’anomalia eccentrica Et, la quale è a sua volta legata all’anomalia media
attraverso l’equazione di Keplero:
Mt = Et − e sinEt. (2.4)
Dalla (2.4) si nota subito come tale equazione non sia risolvibile in manie-
ra esplicita, ma occorrerà utilizzare un metodo numerico, quale ad esempio
quello di Newton-Raphson, al fine di ottenere una stima per Et.
Si dice che l’anomalia eccentrica Et gioca il ruolo di valore angolare au-
siliario usato per correlare l’anomalia vera, cioè quella osservata, con quella
media Mt, cioè quella calcolata. Ciò risulta di fondamentale importanza in
quanto l’anomalia media Mt è una funzione che dipende direttamente dal
tempo, secondo la (2.2).
Utilizzando l’anomalia media e quella eccentrica, è possibile risolvere il pro-
blema legato all’impossibilità di esprimere l’anomalia vera direttamente in
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funzione del tempo. Si nota fin da ora che tutte le equazioni presentate sono
funzione dell’eccentricità orbitale e, la quale non è solitamente nota a priori.
Nel caso in cui l’orbita del pianeta extrasolare sia circolare (e = 0) si ha
banalmente che l’anomalia vera, quella media e quella eccentrica coincidono
e il modello teorico della velocità radiale della stella risulta essere:
vt = V0 +K
[
cos(
2pi
P
(t− t0))
]
. (2.5)
Nel caso di orbita circolare si perde il concetto di periastro, trovandosi il
pianeta sempre alla stessa distanza dalla stella. Quale punto di riferimento
lungo l’orbita si può allora adottare, ad esempio, il nodo ascendente Ω e
pertanto t0 indicherà l’epoca di passaggio per Ω. Le ragioni di tale scelta
diverrano chiare quando si analizzeranno le velocità radiali della stella 51
Pegasi al fine di individuare la presenza di un pianeta extrasolare orbitante
attorno ad essa.
I parametri da stimare nella (2.5) risultano solamente quattro: la velocità
di recessione costante del sistema V0 (qualora i dati raccolti non ne siano
gia stati depurati), la semiampiezza K, il periodo orbitale P e il momento
del passaggio per il nodo ascendente da parte del pianeta extrasolare, che in
questo caso è t0.
Per una trattazione rigorosa e completa sull’equazione di Keplero, si
rimanda a Vanzani (2010).
2.2 Il modello statistico di partenza
Una volta adottati tutti gli accorgimenti che rendono possibile l’impiego
del modello fisico della velocità radiale, in accordo con i dati raccolti dagli
osservatori astronomici, si procede alla definizione del modello statistico.
Al fine di utilizzare anche i dati relativi all’incertezza che accompagna
ogni misurazione fisica, è stata specificata una funzione eteroschedastica
per la varianza. Il modello in questo caso utilizzato è stato, per ciascuna
misurazione effettuata dall’osservatorio:
yi = vi + δi, (2.6)
dove yi è la misurazione della velocità radiale all’epoca i, vi la corrispondente
previsione del modello fisico e δi si distribuisce come una variabile casuale
normale con media nulla e varianza var(δi) = s2 · (1 + σ2i ), con s2 ignoto e
σ2i noto.
Le assunzioni di indipendenza tra le varie misurazioni sembrano ragio-
nevoli e pertanto yi è una generica determinazione da una variabile casuale
Yi ∼ N(vi, var(δi)).
Definire una funzione della varianza eteroschedastica, che sfrutta la cono-
scenza sull’errore di misurazione dovuto allo strumento utilizzato, è cruciale
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in ambito fisico. In particolare, modellare tutti quei fenomeni distorsivi che
accompagnano le rilevazioni è di fondamentale importanza in quanto la sti-
ma della varianza s2 può fornire delle indicazioni sul tipo di attività stellare
oppure sulla possbile presenza di ulteriori pianeti extrasolari.
La (2.6) permette di utilizzare tutte le informazioni che sono disponibili
quando i dati vengono raccolti utilizzando il metodo della velocità radiale.
2.3 Un primo modello: sistema binario stella-pianeta
con orbita circolare
Il caso più semplice che si può incontrare è quello di un sistema binario in
cui la stella di cui si raccolgono le velocità radiali alle diverse epoche ospita
un solo pianeta extrasolare e l’orbita che quest’ultimo compie attorno alla
stella è circolare. Non si tratta di una mera semplificazione matematica, in
quanto, come accennato nel primo capitolo, un vasto gruppo di esopianeti,
tra cui parecchi Hot Jupiters, compiono effettivamente un’orbita circolare
attorno alla stella che li ospita.
In questo caso il modello teorico della velocità radiale segue la (2.5), in cui
la dipendenza della velocita radiale dal tempo t è esplicita e diretta.
Data la facilità con cui il metodo della velocità radiale individua gli Hot
Jupiters, in letteratura sono presenti molti esempi di pianeti extrasolari ap-
partenenti ad un sistema binario ed aventi un’orbita circolare.
Per motivi essenzialmente storici, si è deciso di stimare i parametri orbitali
del pianeta extrasolare 51 Pegasi b, partendo da 102 misurazioni della velo-
cità radiale della stella 51 Pegasi effettuate tra l’ottobre del 1995 e l’agosto
del 1996 dall’osservatorio Lick, in California. 51 Pegasi b è stato il primo
pianeta extrasolare scoperto attorno ad una stella di tipo spettrale G, che è
lo stesso a cui appartiene il Sole. Scoperto nel 1995, questo prototipo della
famiglia degli Hot Jupiters ha rappresentato un punto di svolta nella storia
dell’astronomia. La sua scoperta ha infatti dato il via alla ricerca massiccia
di pianeti extrasolari che ad oggi conta oltre 1400 esopianeti identificati.
E’ utile ricordare che il metodo della velocità radiale non permette di
ricavare un valore per la massa del pianeta extrasolare, ma solamente un suo
limite inferiore. Qualora nelle analisi seguenti le considerazioni di natura fisi-
ca richiedano un valore per la massa planetaria, si assumerà che quest’ultima
sia trascurabile se rapportata alla massa stellare.
2.3.1 Stima dei parametri orbitali del pianeta extrasolare 51
Pegasi b
Essendo nell’ambito della regressione non lineare, il primo passo per stimare
i parametri orbitali del pianeta 51 Pegasi b, in accordo con la (2.5), consiste
nel recuperare un set di valori iniziali buoni per i parametri da stimare.
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La prima informazione che fornisce delle indicazioni circa la possibile pre-
senza di un pianeta extrasolare è il risultato dell’analisi del periodogramma
di Lomb-Scargle, descritto nell’Appendice C. L’analisi del periodogramma è
indispensabile se si vogliono individuare delle periodicità nei dati raccolti at-
traverso il metodo della velocità radiale. Il primo passo, dopo aver raccolto
i dati con lo spettrografo, consiste nel contare il numero di picchi significa-
tivi che vengono registrati dal periodogramma. Ad ogni picco corrisponde
infatti un probabile periodo orbitale P (nel caso dello studio di un pianeta
extrasolare) e ad ogni periodo orbitale P può essere associata la presenza di
un pianeta extrasolare.
Il periodogramma di Lomb-Scargle per stimare il valore iniziale del pe-
riodo orbitale di 51 Pegasi b è mostrato in Figura 2.2, dove si nota un unico
picco significativo per il periodo orbitale P pari a 4.23 giorni.
Figura 2.2: Periodogramma di Lomb-Scargle per 51 Pegasi. Dall’analisi
grafica si nota un picco di frequenza poco prima del raggiungimento del
quinto giorno del periodo orbitale.
Per quanto riguarda la semiampiezzaK, sembra ragionevole supporre che
un buon valore iniziale possa essere la massima velocità radiale della stella
registrata, ragionando in termini assoluti.
Per recuperare il valore iniziale dell’epoca di passaggio al periastro t0 del
pianeta extrasolare, nel caso in cui l’orbita sia circolare, si ha che tale scelta è
completamente arbitraria perchè l’esopianeta si trova sempre alla medesima
distanza dalla stella. E’ possibile, ad esempio, considerare come t0 l’epoca in
cui il pianeta transita dal nodo ascendente Ω, che è il punto in cui la velocità
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radiale della stella è per costruzione massima. L’epoca in cui il pianeta fa
registrare la massima velocità radiale va a costituire quindi il valore iniziale
per t0.
Il valore iniziale per V0 è posto infine pari a 0, non essendo possibile
operare delle congetture sulla velocità di recessione.
Una volta fissati i valori iniziali, la stima dei parametri utilizzando il
pacchetto nlreg ha fornito i risultati di seguito riportati, accompagnati dalla
stima per lo scarto quadratico medio e dai relativi intervalli di confidenza
al 95% costruiti con il test radice con segno, nella Tabella 2.2. Occorre
aggiungere che s2 viene trattato dal pacchetto nlreg in scala logaritmica e
pertanto i risultati riportati in 2.2 per la stima dello scarto quadratico medio
sono il risultato di alcune riparametrizzazioni.
Parametri Stima Errore Standard p value I.C. 95 %
P (giorni) 4.23 0.011 2e-16 (4.227; 4.234)
V0 (m/s) 7.50 0.46 2e-16 (6.59; 8.41)
t0 (JD-2450000) 68.52 0.019 2e-16 (68.48,68.56)
K (m/s) 56.38 0.64 2e-16 (55.12; 57.64)
s (m/s) 0.98 0.14 (0.86; 1.13)
−2 log lik 610.89
Tabella 2.2: Parametri orbitali di 51 Pegasi b.
Si nota come tutti e quattro i parametri orbitali siano altamente signifi-
cativi. Ciò fornisce un’importante indicazione in quanto se i parametri che
definiscono la (2.5) non fossero significativi la presenza di un corpo, quale il
pianeta extrasolare che provoca le oscillazioni in velocità radiale della stella,
sarebbe discutibile.
E’ stato eseguito il Test Rapporto di Verosimiglianza per saggiare l’ipotesi
nulla che la stella non ospiti nessun pianeta, ossia le variazioni della velocità
radiale misurate siano dovute solamente al fenomeno della recessione V0 e
all’attività stellare (−2 log lik = 1053.85). Il test ha fornito un valore pari
a 442.96, il quale per un chi-quadro con 3 gradi di libertà risulta altamente
significativo contro l’ipotesi nulla.
Per differenti valori iniziali della velocità di recessione il modello ha
stimato per V0 sempre lo stesso valore.
Il grafico interpolante i valori della velocità radiale della stella 51 Pegasi,
costruito utilizzando le stime dei parametri riportate nella Tabella 2.2, è
presentato nella Figura 2.3:
La Tabella 2.3 confronta i risultati di questo elaborato applicando il mo-
dello della velocità radiale nel caso in cui venga assunta l’orbita circolare con
quelle svolte da Mayor (1995) e da Marcy et al.(1997). Tali studi non usano
la versione del modello semplificata, bensì ricorrono alla (1.5) per la stima
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Figura 2.3: Curva che interpola le misurazioni della velocità radiale di 51
Pegasi, assumendo che l’orbita sia circolare.
dei parametri orbitali del pianeta extrasolare. D’altra parte in entrambi i
lavori precendenti non compare una stima per la velocità di recessione V0
in quanto non si tratta di un parametro direttamente collegato al compor-
tamento del pianeta extrasolare. Tener conto della velocità di recessione è
ad ogni modo indispensabile in quanto i dati non sono depurati da questo
fenomeno.
Parametri Mayor (1995) Marcy (1997) Analisi della tesi
P (giorni) 4.23 4.23 4.23
V0 (m/s) 7.50
K (m/s) 59 55.9 56.38
t0 (JD) 2449797.77 2450203.95 2450068.52
Tabella 2.3: Confronto tra i parametri orbitali di 51 Pegasi b.
Nel caso in cui l’orbita del pianeta extrasolare attorno alla stella che lo
ospita sia circolare, le stime dei parametri del modello (2.5) risultano essere
in accordo con i lavori precedentemente svolti ed in particolare con lo studio
più recente svolto da Marcy et al.(1997). Nonostante all’apparenza il tempo
di passaggio al periastro t0 possa sembrare diverso, non bisogna scordare che
ad ogni periodo orbitale P il pianeta transita per t0. Pertanto, attraverso
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qualche semplice calcolo: t0Marcy−t0Tesi = 135.435 giorni e 135.43/P = 32.00
periodi orbitali. Ciò sta ad indicare che i due risultati identificano lo stesso
punto come tempo di passaggio al periastro t0, solamente che nel caso di
Marcy et al.(1997) il pianeta ha eseguito 32 rivoluzioni in più rispetto al ri-
sultato di questo elaborato. Emerge inoltre come anche nei lavori precedenti,
essendo completamente arbitraria la scelta di t0, è stato scelto il tempo di
passaggio per il nodo ascendente Ω.
Si è analizzata la bontà del modello costruito, analizzando graficamente
il comportamento dei residui (Figura 2.4).
(a) Diagramma di dispersione dei
residui verso i valori predetti.
(b) Diagramma quantile-quantile dei
residui standardizzati.
Figura 2.4: Analisi grafica dei residui.
Dalla Figura 2.4(a) si nota come i residui abbiano media nulla e non
presentino un andamento sistematico. Il diagramma quantile-quantile dei
residui standardizzati (Figura 2.4(b)) non indica scostamenti dalla normalità.
Lo sforzo computazionale richiesto nel caso in cui l’orbita del pianeta
extrasolare sia circolare è infine minimo, al contrario di quanto si verifica
quando si affronta il caso generale in cui occorre assumere che l’eccentricità
orbitale possa essere diversa da 0, rendendo necessario l’utilizzo della (2.1)
per stimare i parametri orbitali dell’esopianeta.
Con riferimento alla Tabella 2.2 è infine interessante notare, sfruttando
l’impostazione di Neyman, che il test di verifica di ipotesi per il parametro
s2 = 1 viene accettato al livello di α = 0.05.
Il risultato conseguito indica che la funzione di varianza è in questo caso
var(δi) = 1 + σ
2
i e pertanto non vi sono perturbazioni stellari significati-
ve e nemmeno indicazioni di una possibile presenza di un secondo pianeta
extrasolare orbitante attorno alla stella 51 Pegasi.
Dalla Figura 2.5, la quale rappresenta i contorni bivariati approssimati,
si nota infine come i parametri presenti nel modello siano tra loro incorrelati,
fatta eccezione per il periodo orbitale P e l’epoca di passaggio al periastro
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dell’esopianeta t0. Si nota anche come i contorni biavariati costruiti usando
la statistica di Wald e la radice con segno siano molto prossimi, indicando
che la funzione di log-verosimiglianza è approssimativamente quadratica.
Da un punto di vista astronomico non è tuttavia possibile spiegare il
motivo della dipendenza tra P e t0.
Figura 2.5: Grafico dei contorni per i parametri V0, K, P , t0 e log(s2) usando
la statistica di Wald (linea tratteggiata), il test radice con segno (linea blu)
e l’approssimazione di Skovgaard (linea rossa).
Prima di concludere questa prima casistica, vi sono ancora due parametri
da stimare.
Il primo è la distanza orbitale del pianeta extrasolare dalla stella 51 Pega-
si. Essendo l’orbita circolare non ha senso parlare di semiasse maggiore in
quanto 51 Pegasi b si trova in ogni istante alla medesima distanza dalla stella
che lo ospita. Per ricavare il valore della distanza orbitale si applica la terza
legge di Keplero, ricorrendo alla (1.3).
Il secondo parametro è il limite inferiore della massa di 51 Pegasi b, che si
ricava invertendo la (1.2).
Dalla letteratura si sa inoltre che la massa della stella 51 Pegasi è pari a
1.054 masse solari.
I risultati sono riassunti nella Tabella 2.4 e sono in accordo con la pub-
blicazione di Marcy et al. - 1997.
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51 Pegasi b Analisi tesi
Limite inferiore della Massa (Masse gioviane) 0.47
Distanza Orbitale (UA) 0.052
Tabella 2.4: Parametri derivati di 51 Pegasi b.
La Tabella 2.4 spiega perchè 51 Pegasi b è considerato il prototipo degli
Hot Jupiters. Si tratta di un pianeta la cui massa è dell’ordine di grandezza
di quella di Giove e la distanza che lo separa dalla sua stella è di appena
0.052 UA. Un valore così piccolo per la distanza orbitale dell’esopianeta
è incredibile, pensando ad esempio che il semiasse maggiore dell’orbita di
Mercurio rispetto al Sole è pari a 0.39 UA.
2.4 Una complicazione: sistema binario stella-pianeta
con orbita eccentrica
Come anticipato nelle pagine precedenti, una volta raccolti i dati della ve-
locità radiale riguardanti una determinata stella, il primo strumento che
viene utilizzato per ipotizzare la presenza di uno o più pianeti extrasolari
è il periodogramma di Lomb-Scargle. In realtà, dato che generalmente il
parametro riguardante l’eccentricità orbitale e non è noto e vi sono ulte-
riori complicazioni di cui l’Appendice C fornisce un rapido accenno, viene
utilizzato il periodogramma di Lomb-Scargle generalizzato. Ogni picco si-
gnificativo presente nel periodogramma individua una periodicità nei dati e
conseguentemente la possibile presenza di esopianeti.
L’informazione che si ricava dall’ispezione del periodogramma riguardan-
te il periodo orbitale P del pianeta extrasolare è di fatto l’unica disponibile.
Non è infatti possibile conoscere a priori il valore dell’eccentricità orbitale e
pertanto nessuna semplificazione della (2.1) è possibile.
All’inizio del capitolo sono state presentate alcune considerazioni che si
rendono necessarie per poter utilizzare la (2.1). Esaminando la (2.2), (2.3)
e (2.4) appare subito evidente che per costruire il vettore che associa ad
ogni epoca t il corrispondente valore dell’anomalia vera νt occorre conoscere
non solo il periodo orbitale P , ma anche l’epoca di passaggio al periastro t0
e l’eccentricità orbitale e. Purtroppo sia per l’eccentricità orbitale che per
l’epoca di passaggio al periastro non è possibile effettuare delle assunzioni a
priori.
Per costruire la variabile indipendente dell’anomalia vera νt, t = 1, 2, . . . , n
e poter stimare i parametri di interesse della (2.1) si è pertanto ricorso ad
un algoritmo i cui passi vengono riportati in seguito.
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1. Utilizzare il periodogramma di Lomb-Scargle generalizzato per ricavare
il valore del periodo orbitale P del pianeta extrasolare.
2. L’eccentricità orbitale e del pianeta orbitale non è nota. Ciò che si sa
è che e ∈ (0, 1). Costruire pertanto un vettore che contenga una serie
di valori candidati per l’eccentricità orbitale e. Il passo con cui viene
costruito il vettore dipende da considerazioni computazionali.
3. Al momento in cui vengono effettuate le rilevazioni non è possibile in
alcun modo conoscere la posizione del pianeta rispetto al periastro e
quindi anche l’epoca di passaggio al periastro non è nota. Ciò che però
si può notare, è che presa una generica epoca ti, all’epoca ti+P , dove P
indica il periodo orbitale, l’esopianeta avrà compiuto un intero periodo
di rivoluzione attorno alla stella e sicuramente, tra i due valori, ci sarà
anche l’epoca di passaggio al periastro t0. Occorre pertanto costruire
un vettore contenente possibili candidati per il tempo di passaggio al
periastro, dove t0 ∈ [t1, t1 + P ] e t1 è la prima epoca considerata nelle
analisi. Il passo scelto per la costruzione del vettore è arbitrario, ma
occorre tener conto sia della stima fornita dal periodogramma di Lomb-
Scargle generalizzato per il periodo orbitale P che di considerazioni di
natura computazionale.
4. Per ogni valore appartenente al vettore di candidati all’epoca di pas-
saggio al periastro, calcolare il corrispondente vettore dell’anomalia
media Mt ricorrendo alla (2.2).
5. Per ogni valore appartenente al vettore di candidati per l’eccentricità
orbitale e per ciascun vettore dell’anomalia mediaMt calcolato al punto
precedente, risolvere la (2.4), ottenendo di volta in volta un vettore per
l’anomalia eccentrica Et per una particolare coppia (e, t0).
6. Risolvere la (2.3) al fine di ottenere per ciascuna coppia (e, t0) il
corrispondente vettore dell’anomalia vera νt.
7. Partendo dalla (2.1), costruire i diversi modelli in cui, di volta in volta,
si fissano il vettore dell’anomalia vera νt e il corrispondente valore
dell’eccentricità orbitale e usato per costruirlo, stimando la velocità di
recessione V0, la semiampiezza K e l’argomento del periastro ω. Per
K il valore iniziale può essere scelto in maniera analoga al caso in cui
l’esopianeta ha orbita circolare, mentre per V0 nessun valore iniziale
è più ragionevole rispetto ad un altro e pertanto occorre provare con
differenti valori iniziali. Per quanto riguarda la scelta del valore iniziale
per ω, si rinvia agli esempi che verranno presentati il modo in cui esso
viene determinato.
8. Per ciascun modello creato calcolare la corrispondente devianza (som-
ma dei residui al quadrato). Il modello con minor devianza è quello che
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si adatta meglio ai dati, ossia alle velocità radiali, e pertanto è possibile
recuperare i valori dei parametri V0, K, ω, e, t0. Il periodo orbitale
P è supposto noto dall’ispezione del periodogramma di Lomb-Scargle
generalizzato.
L’algoritmo appena riportato si presta a qualche commento aggiuntivo.
Dal punto di vista computazionale, sia A la dimensione del vettore conten-
tente i valori candidati dell’eccentricità orbitale e sia B la dimensione del
vettore contenente i valori candidati per l’epoca di passaggio al periastro.
L’algoritmo costruisce A×B vettori dell’anomalia vera νt ed altrettanti mo-
delli. Una volta fissato il passo con cui costruire il vettore delle possibili
epoche di passaggio al periastro, all’aumentare di P , il costo computazionale
cresce di conseguenza. In conclusione, non solo il passo con cui si costrui-
scono i due vettori determinano il costo computazionale dell’algortimo, ma
anche la lunghezza del periodo orbitale P è un fattore molto importante.
Esaminando le equazioni utilizzate nell’algoritmo, emerge come sia sem-
pre presente il parametro riguardante l’eccentricità orbitale e. In particolare
la costruzione della variabile indipendente νt richiede di specificare un valore
per e ed inoltre la (2.1) presenta l’eccentricità orbitale come parametro. Deve
pertanto esserci una corrispondenza tra il valore di e utilizzato per costruire
il vettore dell’anomalia vera νt e quello presente nella (2.1).
Di fatto non è completamente corretto riferirsi a νt come alla variabile indi-
pendente in quanto, come è gia emerso in precedenza, tale variabile è funzione
di P , t0 ed e. Tuttavia ciò che si può dire è che la vera variabile indipenden-
te è il vettore delle epoche in cui sono avvenute le misurazioni. Il modello
teorico della velocità radiale è funzione di una grandezza, l’anomalia vera,
che dipende dal tempo ma gli strumenti matematici a nostra disposizione
non sono in grado di far emergere tale dipendenza in maniera diretta. Dal
momento che la (2.2) contiene il vettore delle epoche in maniera esplicita,
l’algoritmo usato si propone di costruire una serie di vettori dell’anomalia
vera candidati, ma solamente il modello costruito con quel particolare vet-
tore dell’anomalia vera risultante da quell’unica coppia (e, t0) che risulterà
con la devianza minore verrà scelto. A tal proposito è utile aggiungere che la
presenza nella (2.1) del termine e cos(ω) è di fondamentale importanza per
la riuscita dell’algoritmo proposto. Quei modelli che avranno come variabile
indipendente l’anomalia vera costruita utilizzando il valore dell’eccentricità
orbitale e che, inserita nella (2.1), presenteranno uno scarso adattamento ai
dati, verranno eliminati. In definitiva ci sarà un solo modello, a cui corri-
sponde un’unica coppia (e, t0) e di conseguenza un unico vettore dell’ano-
malia vera, che si adatta ai dati meglio degli altri. Tale modello sarà quello
utilizzato per recuperare i parametri orbitali di interesse.
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2.4.1 Analisi per 51 Pegasi b senza assumere la circolarità
dell’orbita
Nel paragrafo precedente sono state analizzate le velocità radiali della stella
51 Pegasi, assumendo che il pianeta da essa ospitato avesse un’orbita circo-
lare. Questa semplificazione, sebbene sia una valida approssimazione della
realtà, è stata utilizzata al fine di introdurre un primo modello semplice in
cui la legge teorica della velocità radiale fosse direttamente funzione delle
epoche in cui sono state raccolte le osservazioni.
In realtà non è mai possibile assumere a priori che l’orbita del pianeta
extrasolare sia circolare e pertanto si è deciso di analizzare nuovamente i
dati raccolti dall’osservatorio Lick per stimare, questa volta utilizzando un
modello di validità generale che non fa alcuna assunzione sull’eccentricità, i
parametri orbitali del pianeta extrasolare 51 Pegasi b.
La prima parte dell’analisi è analoga a quella già presentata in prece-
denza, nella quale si cerca attraverso il periodogramma di Lomb-Scargle ge-
neralizzato una periodicità nei dati. In questo caso, come evidenziato dalla
Figura 2.2, viene individuato un unico picco significativo in corrispondenza
ad un periodo orbitale di circa 4 giorni. Ciò sta ad indicare la possibile
presenza di un sistema binario stella-pianeta, dove il periodo di rivoluzione
dell’esopianeta attorno a 51 Pegasi è di 4.23 giorni.
Seguendo i passi dell’algoritmo proposto per la stima dei parametri or-
bitali del pianeta extrasolare, si procede alla costruzione dei due vettori che
contengono, rispettivamente, i candidati per l’epoca di passaggio al periastro
e per l’eccentricità orbitale.
Essendo il periodo orbitale P molto corto, è stato scelto come passo per
la costruzione del vettore la metà di una giornata. Il vettore dei candidati
per l’eccentricità orbitale è stato invece costruito con passo 0.01.
Una volta costruiti tutti i vettori dell’anomalia vera νt si sono stimati i
corrispondenti modelli seguendo la (2.1) e scegliendo quello che soddisfa il
criterio presentato nell’algoritmo.
La Tabella 2.5 presenta un confronto tra i risultati ottenuti da Marcy et
al.(1997) e quelli ottenuti in questo elaborato.
A differenza dei risultati presentati in precedenza, i quali assumevano che
l’orbita di 51 Pegasi b fosse circolare, si nota come la semiampiezza K sia
leggermente superiore rispetto al documento ufficiale e l’eccentricità delle
analisi di Marcy et al.(1997) sia minore rispetto a quella che risulta in que-
sto elaborato. Le analisi condotte da Marcy et al.(1997) non riportano la
velocità di recessione V0, che nelle analisi di questo elaborato risulta pari a
7.51 m/s.
La diversità riguardante la stima del tempo di passaggio al periastro non
deve ingannare. Infatti, come specificato nell’algoritmo, è stato scelto come
valore iniziale per il vettore dei possibili valori di t0 la prima epoca. Confron-
tando i risultati delle due analisi, emerge come il valore riportato da Marcy
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et al.(1997) di fatto corrisponda a quello risultante in questo elaborato in
quanto non bisogna scordare la natura periodica con cui il pianeta extraso-
lare si muove. Siccome il periodo orbitale P è pari a 4.23 giorni, si ha che il
tempo di passaggio al periastro considerato da Marcy et al.(1997) è lo stesso
riportato su questo elaborato, solo che l’esopianeta ha eseguito 47 rivoluzioni
intorno alla stella.
Per quanto riguarda l’argomento del periastro ω, data la natura quasi circo-
lare dell’orbita di 51 Pegasi b, esso risulta determinabile con difficoltà. Sono
stati provati diversi valori iniziali per ω è ciò che si è notato è che mentre
le stime dei parametri K e V0 rimangono stabili, quella per l’argomento del
periastro cambia in maniera imprevedibile.
Il motivo di questo comportamento sta nell’algoritmo che è stato presentato
nelle pagine precedenti. Occorre infatti ricordare che l’argomento del peria-
stro ω è definito come quell’angolo che ha per vertice il fuoco dell’ellisse in
cui si trova la stella e per lati la direzione del nodo ascendente (quando il
pianeta vi transita la velocità radiale della stella è per costruzione massima)
e il semiasse maggiore, il quale individua sull’orbita il periastro. L’epoca di
passaggio al periastro t0 è costante a meno del periodo orbitale del pianeta
extrasolare P . Nell’algoritmo proposto t0 ∈ (t1, t1 + P ), mentre non è detto
che la velocità radiale massima venga misurata entro tale specifico intervallo.
In conclusione, tra i valori plausibili per t0 è necessario assumere quelli entro
l’intervallo (ti, ti + P ) entro il quale si è rilevata la massima velocità radiale
della stella. Una volta fatto ciò si calcola la differenza tra le due epoche di
interesse e, recuperando la proporzione dell’orbita che viene coperta dall’e-
sopianeta in questo intervallo, si ottiene il valore iniziale per ω, che nel caso
di 51 Pegasi b risulta pari a 0.65 radianti.
Per la la velocità di recessione V0 sono stati provati diversi valori iniziali,
ma i risultati sono stati sempre gli stessi.
Parametri Marcy et al.1997 Analisi della tesi
P (giorni) 4.23 4.23
K (m/s) 55.9 56.60
V0 (m/s) 7.51
t0 (JD) 2450203.95 2450005.67
e 0.012 0.02
ω (rad) undefined 0.91
Tabella 2.5: Confronto tra i parametri orbitali di 51 Pegasi b utilizzando un
modello che non assume che l’orbita del pianeta sia circolare.
Purtroppo, per il modo in cui è costruito l’algortimo, solamente per quan-
to riguarda V0, K ed ω sono disponibili l’errore standard e il test di signi-
ficatività. Tali informazioni sono riportate, accompagnate dalla stima per
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lo scarto quadratico medio s ed ai corrispondenti intervalli di confidenza,
costruiti come nel caso in cui si era assunta l’orbita eccentrica, in Tabella
2.6.
Parametri Stima Errore Standard p value I.C. 95 %
K (m/s) 56.60 0.64 2e-16 (55.33; 57.86)
V0 (m/s) 7.51 0.46 2e-16 (6.61; 8.41)
ω (rad) 0.91 0.011 2e-16 (0.89; 0.93)
t0 (JD) 2450005.67
e 0.02
s (m/s) 0.97 0.14 (0.85; 1.12)
−2 log lik 609.39
Tabella 2.6: Parametri orbitali di 51 Pegasi b.
Il confronto con la Tabella 2.2 è immediato e fornisce una conferma sulla
natura circolare dell’orbita percorsa dal pianeta, soprattutto valutando il
valore della semiampiezza K.
La Figura 2.6 mostra come in questo caso i dati riguardanti la velocità
radiale della stella dipendano in maniera esplicita non più dal tempo, bensì
dal vettore dell’anomalia vera νt selezionato attraverso l’algoritmo presentato
in precedenza.
Anche in questo caso, il modello con un pianeta extrasolare è significati-
vamente migliore rispetto a quello contenente solo la velocità di recessione V0
(−2 log lik = 1053.85). Il Test Rapporto di Verosimiglianza fornisce infatti
un valore pari a 444.45, altamente significativo per un chi-quadro con 4 gradi
di libertà.
I residui risultano inoltre essere omoschedastici a media nulla, come si
vede in Figura 2.7(a). Dal diagramma quantile-quantile dei residui standar-
dizzati (Figura 2.7(b)) non si notano scostamenti dalla normalità.
In analogia con il caso studiato in precedenza, quando si era assunta l’or-
bita circolare per il pianeta extrasolare 51 Pegasi b, la Tabella 2.6 consente
di notare che il test di verifica di ipotesi per il parametro s2 = 1 viene ac-
cettato al livello di α = 0.05, conducendo alle medesime conclusioni operate
in precedenza.
Sono stati calcolati inoltre il limite inferiore per la massa del pianeta
extrasolare 51 Pegasi b e il semiasse maggiore a.
Dato però che il valore dell’eccentricità orbitale è pari a 0.02 i risulta-
ti sono identici a quelli presentati nella Tabella 2.4, giustificando di fatto
l’assunzione secondo la quale l’orbita dell’esopianeta sia con una ragionevole
approssimazione circolare.
Dalla Figura 2.8, la quale rappresenta i contorni bivariati approssima-
ti, si nota inoltre come i parametri stimati massimizzando la funzione di
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Figura 2.6: Curva che interpola le misurazioni della velocità radiale di 51
Pegasi nei corrispondenti valori dell’anomalia vera, assumendo che l’orbita
sia eccentrica.
(a) Diagramma di dispersione dei
residui verso i valori predetti.
(b) Diagramma quantile-quantile dei
residui standardizzati.
Figura 2.7: Analisi grafica dei residui.
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verosimiglianza sono incorrelati tra loro ed incorrelati da log(s2).
Figura 2.8: Grafico dei contorni per i parametri K, ω, V0, e log(s2) usando
la statistica di Wald (linea tratteggiata), il test radice con segno (linea blu)
e l’approssimazione di Skovgaard (linea rossa).
Si riportano infine in Figura 2.9 e Figura 2.10 due serie di grafici che
vogliono mostrare come la devianza dei modelli costruiti ricorrendo all’algo-
ritmo presentato in precedenza aumenti quando si usano coppie (e, t0) che
si adattano male ai dati della velocità radiale della stella. Ci sarà solamente
una particolare coppia (e, t0), che identifica univocamente un unico vettore
dell’anomalia vera νt, che meglio delle altre si adatta ai dati e consente di
recuperare i parametri orbitali del pianeta extrasolare.
I primi due grafici sono stati costruiti utilizzando un sottoinsieme dei
valori del vettore dei candidati per l’eccentricità orbitale e il vettore com-
pleto per le epoche di passaggio al periastro. Una volta notato che il valore
dell’eccentricità orbitale e = 0.02 è quello in cui la devianza dei vari modelli
costruiti è minore, sembra che spostandosi lungo il vettore delle varie epoche
vi siano più minimi. Occorre però considerare sempre la natura periodica
del pianeta extrasolare. Ad ogni periodo orbitale P il pianeta transita per
lo stesso punto e pertanto la devianza del modello cresce quando si consi-
derano epoche che si allontanano dal vero t0 per poi diminuire quando si
utilizzano valori di t0 che si avvicinano a quello corretto. In particolare si
ha che il modello con la devianza massima sarà quello costruito utilizzando
come t0 l’epoca in cui il pianeta extrasolare transita per l’apoastro, ossia il
punto in cui esso è a massima distanza dalla stella. Una volta transitato
per l’apoastro, le epoche successivamente considerate condurranno ad una
devianza minore del corrispondente modello, sino ad avere un “nuovo” punto
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(a) Devianza in corrispondenza delle
coppie (e, t0).
(b) Curve di livello in corrispondenza
delle coppie (e, t0).
Figura 2.9: Analisi grafica della devianza, o somma dei residui al quadrato,
dei modelli costruiti, usando il vettore completo per le epoche di passaggio
al periastro.
di minimo quando viene considerata l’epoca in cui il pianeta transita per il
periastro.
In conclusione la presenza di più minimi rilevabili graficamente dalla Figura
2.9(a) è fuorviante in quanto in realtà il minimo è unico, in corrispondenza
dell’unica coppia (e = 0.02, t0 = 2450005.67) ma data la natura periodica
del fenomeno anche tutte le coppie (e = 0.02, t0 = 2450005.67 + P ) sono
punti di minimo.
Nella costruzione della Figura 2.10 si è utilizzato un sottoinsieme dei
valori disponibili sia per l’eccentricità orbitale che per l’epoca di passaggio
al periastro al fine di rendere il più immediata possibile l’interpretazione
dei grafici ed evitare l’ambiguità presente nella Figura 2.9. Il vettore delle
epoche di passaggio al periastro utilizzato per la realizzazione dei grafici
contiene pertanto i valori che vanno dal periastro all’apoastro e per questo
motivo la funzione della devianza dei diversi modelli costruiti è monotona
crescente.
La Figura 2.10(a) mostra come, tra tutti i modelli calcolati al passo 8
dell’algoritmo proposto, la devianza cala in corrispondenza di quei modelli
che presentano il vettore dell’anomalia vera costruito utilizzando un valore
per l’eccentricità orbitale e pari a 0.02.
Il modello che risulta avere la devianza minore tra tutti quelli costruiti,
è quello che presenta quell’unica coppia (e = 0.02, t0 = 2450005.67) che
individua il punto di minimo, come evidenziato dalle curve di livello in Figura
2.10(b).
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(a) Devianza in corrispondenza delle
coppie (e, t0).
(b) Curve di livello in corrispondenza
delle coppie (e, t0).
Figura 2.10: Analisi grafica della devianza, o somma dei residui al quadrato,
dei modelli costruiti.
2.4.2 Analisi per HD 131496 b
Nel catalogo contenente tutti i pianeti extrasolari sino ad ora scoperti, di-
sponibile al sito www.exoplanets.org, si nota che la maggior parte degli eso-
pianeti posseggono un’orbita circolare o approssimativamente circolare. Non
bisogna dimenticare infatti che il metodo della velocità radiale, per come è
costruito, scova con più facilità pianeti extrasolari gassosi a breve distanza
dalla stella che li ospita e, stanti le intense interazioni mareali stella-pianeta,
in questa circostanza, l’eccentricità orbitale sarà prossima a 0. Ci sono però
delle eccezioni.
Le analisi che seguono sfruttano 41 misurazioni effettuate dal CPS (Ca-
lifornia Planet Survey) sulla stella HD 131496, una stella di classe spettrale
K, una tipologia molto comune nell’Universo. La stella è stata seguita per
4 anni.
In analogia con i passi eseguiti in precedenza, il periodogramma di Lomb-
Scargle generalizzato individua un picco significativo in corrispondenza al
periodo orbitale P = 881 giorni (Figura 2.11).
Essendo il periodo orbitale abbastanza lungo, come passo nella costruzio-
ne del vettore dei possibili valori per l’epoca di passaggio al periastro è stato
scelto 1 giorno. Il vettore dell’eccentricità è stato invece costruito seguendo
la regola generale.
La Tabella 2.7 mostra un confronto tra i risultati ottenuti in questo ela-
borato e quelli prodotti da Johnson (2011). Per quanto riguarda la stima del
periodo orbitale P del pianeta extrasolare, si nota una differenza di 2 gior-
ni tra il valore riportato nel documento ufficiale e quello ricavato in questo
elaborato dall’ispezione del periodogramma di Lomb-Scargle generalizzato.
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Figura 2.11: Periodogramma di Lomb-Scargle generalizzato per HD 131496.
Dall’analisi grafica si nota un picco di frequenza superiore agli 800 giorni per
il periodo orbitale.
Si è provato anche ad utilzzare il periodogramma di Lomb-Scargle, il quale
fornisce un valore per il periodo orbitale pari a 732 giorni. Il cattivo funzio-
namento del periodogramma di Lomb-Scargle può segnalare già in partenza
che l’orbita del possibile pianeta extrasolare non è circolare.
Le considerazioni svolte nel caso delle analisi eseguite su 51 Pegasi b al
fine di recuperare un valore iniziale per ω sono state ripetute ed hanno fornito
un valore iniziale per l’argomento del periastro pari a 0.78 radianti.
Trattandosi di un periodo orbitale piuttosto lungo, la leggera differen-
za tra il valore considerato in questa analisi e quello riportato nel lavoro di
Johnson (2011) non conduce a risultati contraddittori. I valori per la se-
miampiezza K e l’eccentricità orbitale e risultano infatti in accordo con il
lavoro svolto da Johnson (2011).
Anche in questo caso il documento ufficiale non riporta alcun valore per la
velocità di recessione V0.
La Tabella 2.8 sintetizza i risultati ottenuti nella costruzione del modello
utilizzando il pacchetto nlreg.
Anche in questo caso è di interesse costruire il Test Rapporto di Verosi-
miglianza per saggiare l’ipotesi nulla che nessun pianeta venga ospitato dalla
stella (−2 log lik = 364.7). Il test fornisce un risultato pari a 98.1, un valore
altamente significativo contro l’ipotesi nulla per un chi-quadro con 4 gradi
di libertà.
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Parametri Johnson (2011) Analisi della tesi
P (giorni) 883 881
K (m/s) 35.0 34.84
V0 (m/s) 10.81
t0 (JD) 2456040 2464270.79
e 0.163 0.16
ω (rad) 0.38 0.56
Tabella 2.7: Confronto tra i parametri orbitali di HD 131496 b utilizzando
un modello che non assume che l’orbita del pianeta sia circolare.
Parametri Stima Errore Standard p value I.C. 95 %
K (m/s) 34.84 1.79 2e-16 (31.26; 38.44)
V0 (m/s) 10.81 1.09 2e-16 (8.63; 12.98)
ω (rad) 0.56 0.044 2e-16 (0.47; 0.65)
t0 (JD) 2464270.79
e 0.16
s (m/s) 3.96 0.22 (3.24; 5.26)
−2 log lik 266.6
Tabella 2.8: Parametri orbitali di HD131496 b.
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Dalla Tabella 2.8 si nota inoltre come in questo caso la stima per la
varianza s2 sia significativamente diversa da 0. Tale risultato può essere
dovuto alla presenza di un’attività stellare particolarmente intensa oppure
alla possibile presenza di ulteriori pianeti extrasolari, oltre a HD 131496 b,
che orbitano attorno alla stella che si sta analizzando.
La Figura 2.12 mostra la bontà del modello analizzando graficamente
i residui. In particolare si nota dal diagramma quantile-quantile dei re-
sidui standardizzati (Figura 2.12(b)) come non vi siano scostamenti dalla
normalità.
(a) Diagramma di dispersione dei
residui verso i valori predetti.
(b) Diagramma quantile-quantile dei
residui standardizzati.
Figura 2.12: Analisi grafica dei residui.
I contorni bivariati approssimati sono presentati in Figura 2.13. Si nota
che i parametri stimati massimizzando la funzione di verosimiglianza sono
incorrelati tra loro ed incorrelati da log(s2), al pari delle analisi eseguite su
51 Pegasi.
La Figura 2.14 mostra come le velocità radiali della stella misurate nelle
varie epoche si adattino al corrispondente vettore dell’anomalia vera νt che
l’algoritmo ha scelto come il più adatto a descrivere il fenomeno.
Per quanto concerne la stima di quei parametri che vengono derivati
dalla (2.1), ossia il semiasse maggiore a ed il limite inferiore per la massa del
pianeta extrasolare HD 131496 b, si hanno i risultati riportati nella Tabella
2.9, ricordando che la massa della stella è un parametro che va ricavato in
maniera indipendente dal metodo che si sta usando. In questo caso si ha che
la massa di HD 131496 è pari a 1.61 masse solari.
La Figura 2.15 e la Figura 2.16 mostrano infine graficamente quale tra i
diversi modelli costruiti risulta quello preferibile secondo le condizioni spe-
cificate nell’algoritmo presentato. Valendo tutte le considerazioni riportate
in precedenza quando si sono introdotti i grafici per valutare le analisi ese-
guite su 51 Pegasi b, si nota che in corrispondenza della coppia (e = 0.16,
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Figura 2.13: Grafico dei contorni per i parametri K, ω, V0, e log(s2) usando
la statistica di Wald (linea tratteggiata), il test radice con segno (linea blu)
e l’approssimazione di Skovgaard (linea rossa).
HD 131496 b Johnson (2011) Analisi tesi
Lim. inf. Massa (Masse gioviane) 2.27 2.24
Distanza Orbitale (UA) 2.11 2.11
Tabella 2.9: Parametri derivati di HD131496 b.
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Figura 2.14: Curva che interpola le misurazioni della velocità radiale di HD
131496 nei corrispondenti valori dell’anomalia vera, assumendo che l’orbita
sia eccentrica.
t0 = 2464270.79) il corrispondente modello è quello con la devianza minore.
L’andamento parabolico e la difficoltà nell’interpretare le curve di livello nel-
la Figura 2.15 è dovuta, come spiegato in precedenza, alla natura periodica
del fenomeno.
2.4.3 Ulteriori considerazioni sull’algoritmo usato per recu-
perare i parametri orbitali
Nell’ultima parte di questo capitolo l’algoritmo che è stato presentato per
risolvere il problema legato all’impossibilità di esprimere l’anomalia vera di-
rettamente in funzione del tempo e pertanto utilizzare la (2.1) per stimare i
parametri orbitali del pianeta extrasolare è stato provato in alcune situazioni
particolari.
I problemi computazionali sono già stati discussi quando è stato presen-
tato l’algoritmo e nei due esempi notevoli che sono stati trattati nel paragrafo
precedente.
Per quanto riguarda la difficoltà nel recuperare un valore iniziale coeren-
te per l’argomento del periastro ω, scegliendo diversi valori iniziali per tale
parametro si ha che le stime per la semiampiezza K e per la velocità di re-
cessione V0 si mantengono sempre stabili, mentre la stima di ω si comporta
in maniera imprevedibile.
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(a) Devianza in corrispondenza delle
coppie (e, t0).
(b) Curve di livello in corrispondenza
delle coppie (e, t0).
Figura 2.15: Analisi grafica della devianza, o somma dei residui al quadrato,
dei modelli costruiti, usando il vettore completo per le epoche di passaggio
al periastro.
(a) Devianza in corrispondenza delle
coppie (e, t0).
(b) Curve di livello in corrispondenza
delle coppie (e, t0).
Figura 2.16: Analisi grafica della devianza, o somma dei residui al quadrato,
dei modelli costruiti.
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Una volta recuperata l’epoca di passaggio al periastro t0 da parte del pianeta
extrasolare, il fatto che le stime di K e V0 si mantengano stabili indipenden-
temente dal valore iniziale assunto da ω (anche alla luce delle considerazioni
tratte analizzando ad esempio la Figura 2.13) consentono di usare la defi-
nizione fisica di argomento del periastro per ricavare un valore iniziale ed
ottenere una stima coerente con il suo supporto.
Per ω, più che per gli altri parametri di interesse, è di fondamentale
importanza scegliere un buon valore iniziale. La motivazione appare evidente
se si studia la (2.1), la quale mostra una dipendenza fortemente non lineare
dell’argomento del periastro.
Vi sono ulteriori situazioni in cui è di interesse provare l’algoritmo al fine
di verificarne il comportamento.
Un primo aspetto da considerare è quello legato alla presenza di poche
misurazioni della velocità radiale della stella, che possono magari essere an-
che distanti temporalmente.
Sono state svolte le analisi su 24 rilevazioni Doppler eseguite sulla stella HD
108863. La Tabella 2.10 e la Figura 2.17 riassumono i risultati ottenuti. I
parametri stimati sono altamente significativi ed inoltre i risultati sono molto
simili a quelli prodotti da Johnson (2011), evidenziando un buon comporta-
mento dell’algoritmo anche quando le misurazioni della velocità radiale della
stella a disposizione sono poche. Si ha che il semiasse maggiore a vale 1.45
UA, mentre il limite inferiore per la massa del pianeta extrasolare è pari a
2.77 masse gioviane.
Parametri Johnson (2011) Analisi della tesi
P (giorni) 443.4 442
K (m/s) 45.2 45.56
V0 (m/s) 3.11
t0 (JD) 2455516 2464622
e 0.00 0.03
ω (rad) 3.09 3.14
Tabella 2.10: Confronto tra i parametri orbitali di HD 108863.
Nelle pagine precedenti si è accennato all’approssimazione di Skovgaard.
In ambito astronomico, non solo nel caso in cui si misuri la velocità radiale
della stella, potrebbe essere utile in futuro impiegare approssimazioni di or-
dine superiore per piccoli campioni, date le problematiche di rilevazione che
accompagnano gli studi fisici.
Una seconda problematica, in parte collegata alla prima, riguarda il ca-
so in cui l’orbita del pianeta extrasolare sia molto eccentrica. Un esempio
notevole è dato dalle analisi condotte su Iota Draconis b, la cui eccentricità
orbitale recuperata da Johnson (2011) è pari a 0.72.
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Figura 2.17: Curva che interpola le misurazioni della velocità radiale di HD
108863 nei corrispondenti valori dell’anomalia vera.
In questo caso il modello che meglio si adatta ai dati, costruito utilizzando
l’algoritmo proposto in questo capitolo, seleziona come valore dell’eccen-
tricità orbitale e = 0.52. Sono state eseguite ulteriori analisi considerando
pianeti extrasolari con l’orbita particolarmente eccentrica, ma i modelli risul-
tanti sottostimano il valore dell’eccentricità orbitale e quando quest’ultima
è superiore a 0.7.
La problematica relativa al recupero dei parametri orbitali di un pianeta
extrasolare con un’eccentricità orbitale elevata è nota in ambito astronomico
ed è stata approfondita da Cumming (2004).
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Capitolo 3
Approccio bayesiano per la
stima dei parametri orbitali di
un pianeta extrasolare
In questo terzo capitolo viene utilizzato l’approccio bayesiano per ricavare i
parametri orbitali di un pianeta extrasolare.
L’approccio bayesiano è un approccio alternativo rispetto a quello fre-
quentista che si basa sul teorema di Bayes (1763). La prima fondamentale
differenza con l’approccio frequentista è che in ambito bayesiano tutti i pa-
rametri presenti nel modello vengono visti come una variabile casuale con
una distribuzione a priori. La possibilità di specificare una distribuzione a
priori fa emergere un elemento di soggettività nelle analisi.
Il motivo per il quale tale approccio non è stato seguito, se non negli
ultimi decenni, sta nel costo computazionale che esso richiede per ottenere
l’oggetto principale dell’inferenza bayesiana, ossia la distribuzione a poste-
riori. Negli ultimi 30 anni, il miglioramento tecnologico ha però portato
allo sviluppo di alcune tecniche di simulazione note con il termine di Mar-
kov Chain Monte Carlo che permettono di campionare dalla distribuzione a
posteriori e recuperare tutti gli indici di sintesi utili per le analisi.
A seguito dello sviluppo di queste nuove tecniche, l’approccio bayesiano
per recuperare i parametri orbitali di uno o più pianeti extrasolari ha assunto
un’importanza crescente.
I fondamenti dell’inferenza bayesiana e i principali algoritmiMCMC sono
brevemente descritti in Appendice B.
Vi sono alcuni vantaggi, sintetizzati da Gregory (2005), nel cambio di
approccio, che vengono di seguito elencati:
1. Non è strettamente richiesta una buona scela di valori iniziali per il vet-
tore dei parametri ignoti β. Si ha infatti che per i modelli non lineari,
quale ad esempio quello utlizzato nel metodo della velocità radiale,
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una cattiva scelta dei valori iniziali può non portare al raggiungimen-
to del minimo globale nell’algoritmo iterativo che utilizza il criterio
dei minimi quadrati non lineari (per un approfondimento si rimanda
all’Appendice A). Una cattiva scelta dei valori iniziali in ambito baye-
siano non preclude invece il raggiungimento della distrubuzione limite
da parte dell’algoritmo MCMC, ma rallenta semplicemente la velocità
di convergenza alla distribuzione stazionaria.
2. Come anticipato nel primo capitolo, in ambito frequentista, la finestra
temporale deve essere sufficientemente larga per coprire almeno un
intero periodo orbitale del pianeta extrasolare, affinchè quest’ultimo
possa essere individuato. In ambito bayesiano, invece, è possibile iden-
dificare un pianeta extrasolare anche avendo a disposizione solamente
una porzione dell’orbita da esso percorsa.
3. In ambito bayesiano il principio del rasoio di Occam è automaticamente
incluso nel modello da un punto di vista quantitativo in quanto inserire
più parametri del necessario conduce ad un aumento notevole dello
sforzo computazionale richiesto per recuperare le quantità desiderate.
4. Come evidenziato anche da Cumming (2004), l’approccio frequentista
basato sulla teoria della massima verosimiglianza oppure sul criterio
dei minimi quadrati non lineari diventa inefficiente quando il periodo
orbitale è corto e l’eccentricità orbitale del pianeta extrasolare è elevata.
La costruzione dei modelli ricorrendo alla statistica bayesiana segue i
casi trattati nel secondo capitolo. Inizialmente viene considerato un sistema
binario nel quale il pianeta extrasolare compie un’orbita circolare attorno
alla stella che lo ospita. Successivamente viene costruito il modello di un
sistema binario stella-pianeta, in cui l’orbita del pianeta extrasolare può
essere eccentrica.
Al pari del secondo capitolo, anche in questo caso viene tralasciato il caso
in cui la stella di cui si analizzano le velocità radiali alle diverse epoche possa
ospitare più pianeti extrasolari.
Le analisi sono svolte utilizzando l’ambiente R (www.r-project.org) ed
il server Calculus per recuperare i risultati desiderati.
Per poter utilizzare l’approccio bayesiano è stato necessario implementare
l’algoritmo Adaptive Metropolis-Hastings. La natura non lineare del modello
teorico della velocità radiale e la presenza di cinque o sette parametri nel ca-
so, rispettivamente, di orbita circolare o eccentrica rappresentano una sfida
dal punto di vista computazionale e dell’efficienza degli algoritmi MCMC,
dato che alcuni parametri risultano fortemente correlati tra loro. Un’ulte-
riore difficoltà è inoltre rappresentata dal fatto che, nel caso in cui l’orbita
è eccentrica, il modello teorico della velocità radiale della stella è funzione
dell’anomalia vera.
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3.1 Il modello statistico di partenza
Il modello statistico presentato in questo capitolo è leggermente diverso ri-
spetto a quello utilizzato nel capitolo precedente. L’obiettivo è sempre quello
di stimare i parametri orbitali di un pianeta extrasolare valutando le variazio-
ni della velocità radiale della stella. Si vuole anche utilizzare l’informazione
riguardante l’errore di misurazione al fine di isolare il parametro che fornisce
le informazioni circa le attività stellari.
Il modello utilizzato è in accordo con l’approccio seguito da Gregory (2005):
yi = vi + i, (3.1)
dove yi è la misurazione della velocità radiale all’epoca i, vi la corrispondente
previsione del modello fisico, ed i ∼ N(0, σ2i + s2) con σ2i noto dalla Tabella
2.1.
Assumendo l’indipendenza tra gli i, i = 1, 2, . . . , n, si ha che yi è una
generica determinazione da una variabile casuale Yi ∼ N(vi, σ2i + s2).
In questo caso il termine ignoto s2 ha lo scopo di racchiudere solamente
i fenomeni di disturbo dovuti all’attività stellare.
La funzione di verosimiglianza risulta pertanto essere:
p(y|θ) = (2pi)−n2
[
n∏
i=1
(σ2i + s
2)−
1
2
]
exp
[
−
n∑
i=1
(yi − vi)2
2(σ2i + s
2)
]
, (3.2)
dove y è il vettore delle misurazioni effettuate e θ è il vettore dei parametri
ignoti.
Nel caso in cui l’orbita è circolare, in accordo con la (2.5), θ = (V0,K, P, t0, s),
mentre nel caso generale di orbita eccentrica il modello teorico della velocità
radiale segue la (2.1) e θ = (V0,K, P, t0, e, ω, s).
3.2 Sistema binario stella-pianeta con orbita circo-
lare
Come già più volte sottolineato, nel caso in cui il pianeta extrasolare compia
un’orbita circolare attorno alla stella che lo ospita, il modello teorico della
velocità radiale segue la (2.5), la quale è direttamente utilizzabile per ottenere
le stime dei parametri di interesse.
3.2.1 Distribuzioni a priori
La scelta delle distribuzioni a priori per le quantità di interesse è uno dei
primi passi da eseguire quando si vuole utilizzare l’approccio bayesiano.
Nel caso in cui l’orbita del pianeta extrasolare è circolare, si ha che i
parametri di interesse sono la velocità di recessione V0, la semiampiezza K,
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il periodo orbitale P e il momento di passaggio per il nodo ascendente da
parte dell’esopianeta t0.
Nella scelta della distribuzione a priori per i parametri di interesse occorre
mantenere una coerenza con le leggi fisiche. Ad esempio, per quanto riguarda
il periodo orbitale del possibile pianeta extrasolare, si ha che esso non può
essere inferiore a 0.2 giorni per una stella di tipo solare, in quanto, in caso
contrario, il pianeta si troverebbe entro il raggio di Rochè che segna il confine
entro il quale le forze mareali indotte dalla gravità della stella condurebbero
l’esopianeta a disintegrarsi.
Le distribuzioni a priori utilizzate nelle analisi di questo capitolo sono
quelle raccomandate da Gregory (2005), le quali rappresentano un compro-
messo tra aspetti matematici e conformità alle leggi fisiche.
In realtà, nelle considerazioni di carattere astronomico, non bisogna scor-
dare che il metodo della velocità radiale (ed in generale tutti i metodi indiretti
ad oggi applicabili) individua un particolare gruppo di pianeti extrasolari,
gli Hot Jupiters e pertanto le considerazioni che vengono eseguite possono
non essere adeguate per altre tipologie di pianeti extrasolari.
La scelta della distribuzione a priori per la velocità di recessione V0 è del
tipo:
p(V0) ∼ Unif(−2128, 2128).
Per quanto riguarda l’epoca in cui il pianeta extrasolare transita per il
nodo ascendente, viene assunta una distribuzione uniforme.
p(t0) ∼ Unif(t1, tn),
dove t1 e tn individuano rispettivamente la prima e l’ultima epoca considerata
nelle analisi.
Per la semiampiezza K e il periodo orbitale P vengono utilizzate co-
me distribuzioni a priori rispettivamente una Jeffreys modificata1 ed una
Jeffreys2.
1Nel caso generale la priori di Jeffreys Modificata per la variabile X segue la legge:
p(X) =
1
X +X0
· 1
log(1 + Xmax
X0
)
,
con Xmax e X0 opportunamente scelti.
Per X  X0 la distribuzione non informativa di Jeffreys Modificata può essere ricon-
dotta ad una uniforme mentre, qualora X  X0, si ha che essa si comporta similmente
ad una Jeffreys.
Il termine log(1+ Xmax
X0
) assicura che la priori sia normalizzata nell’intervallo (X0, Xmax).
2Nel caso generale la priori di Jeffreys per la variabile X segue la legge:
p(X) =
1
X · log(1 + Xmax
X0
)
,
con Xmax e X0 opportunamente scelti.
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In particolare per la semiampiezza K la distribuzione a priori segue la
legge:
p(K) ∼ModJeff
(
1
log(1 + KmaxK0 )
· 1
K0 +Kmax
)
,
con K ∈ (K0,Kmax), dove Kmax = 2128 m/s (corrispondente alla massima
variazione in velocità radiale fatta registrare da una stella del caso in cui
Mp
Ms
= 0.01) e K0 vale invece 1 m/s. Il valore di K0 funge da limite inferiore
e corrisponde, di fatto, alla minima variazione della velocità radiale ad oggi
rilevabile da uno spettrografo. Viene utilizzata una Jeffreys Modificata in
modo tale da non includere lo 0 nel supporto della distribuzione.
Per il periodo orbitale P si ha che:
p(P ) ∼ Jeff
(
1
log(PmaxPmin )
· 1
P
)
,
con P ∈ (Pmin, Pmax), dove Pmax è pari a 1000 anni e Pmin è pari ad 1 giorno.
Il dover esprimere un’incertezza così elevata derivata da considerazioni di
carattere astronomico. Se si impiegasse una distribuzione a priori uniforme
per il periodo orbitale P , risulterebbe 1000 volte più probabile che il periodo
orbitale del pianeta extrasolare cada nell’ultima decade rispetto alla prima.
Per tale motivo occorre garantire l’invarianza di scala e l’equiprobabilità del
processo, impiegando, appunto, la priori non informativa di Jeffreys.
Per la deviazione standard si sceglie, infine, come distribuzione a priori
una Jeffreys Modificata, dove smax = Kmax ed s0 è pari a 1.
p(s) ∼ModJeff
(
1
log(1 + 1+smaxs0 )
· 1
s+ s0
)
,
La scelta delle distribuzioni a priori sopra specificate hanno validità non
solo quando si considera il caso in cui l’orbita del pianeta extrasolare è circo-
lare, ma anche quando essa è eccentrica. Nel caso generale occorrerà fornire
in aggiunta una distribuzione a priori anche ai due nuovi parametri che il
modello teorico della velocità radiale richiede, ossia l’argomento del periastro
ω e l’eccentricità orbitale e.
In conclusione la distribuzione a priori congiunta è data da:
p(θ|H) = p(V0|H)p(K|H)p(P |H)p(t0|H)p(s|H), (3.3)
assumendo che i parametri siano indipendenti.
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3.2.2 Stima dei parametri orbitali del pianeta extrasolare 51
Pegasi b
In accordo con le analisi eseguite nel secondo capitolo, anche in questo caso
vengono recuperati i parametri orbitali del pianeta extrasolare 51 Pegasi b.
L’oggetto principale dell’inferenza bayesiana è la distribuzione a poste-
riori, la quale, nel caso generale, assume la forma:
p(β|y,H) = p(y|β,H)p(β,H)
p(y|H) . (3.4)
Come anticipato nelle sezioni precedenti, la funzione di verosimiglianza
è definita secondo la (3.2), mentre la distribuzione a priori congiunta segue
la (3.3). Il problema del recupero della distribuzione a posteriori è il calcolo
del denominatore della (3.4) che, in questo caso, richiede la soluzione di un
integrale in 5 dimensioni.
Per il recupero della distribuzione a posteriori è stato implementato
un Adaptive Metropolis-Hastings, il quale generalizza il classico algoritmo
Metropolis-Hastings. La ragione di tale scelta sta nel fatto che, data la
presenza di più parametri, occorre tener conto della possibile correlazio-
ne presente tra questi ultimi affinchè la proposal distribution non proponga
candidati che vengano sempre rifiutati dal passo decisionale dell’algoritmo.
I passi dell’algoritmo Adaptive Metropolis Hastings sono presentati in
Appendice B.
Il modello viene calcolato effettuando 100000 iterazioni, con un burn-in
pari a 20000, necessario per scartare i valori restituiti dai primi passi che
sicuramente non provengono dalla distribuzione limite.
Per inizializzare la catena di Markov, nel caso del periodo orbitale P ,
si è utilizzata l’informazione derivante dal periodogramma di Lomb-Scargle
generalizzato, per la semiampiezzaK la massima variazione in valore assoluto
delle velocità radiali misurate e per t0 l’epoca in cui è stata registrata la
massima variazione in velocità radiale. Per V0 ed s, non potendo assumere
dei valori a priori, sono stati scelti due valori casuali in accordo col supporto
specificato nella definizione delle distribuzioni a priori.
La Figura 3.1 mostra la correlazione tra i parametri presenti nel modello.
In particolare si nota come i parametri siano incorrelati tra di loro, eccezion
fatta per il periodo orbitale P e l’epoca di passaggio al periastro (che in
questo caso coincide col nodo ascendente). Un risultato analogo era già stato
conseguito quando si erano svolte le analisi in ambito frequentista. Appare
infatti immediato confrontare la Figura 3.1 con la Figura 2.5 e notare come
entrambi gli approcci suggeriscano una correlazione rispettivamente tra P e
t0 e Pˆ e tˆ0.
Inizialmente era stato implementato l’algoritmo Metropolis-Hastings ma
la proposal distribution forniva valori candidati che venivano sistematica-
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mente rifiutati. La Figura (3.1) è in grado di spiegare il motivo di tali
rifiuti.
Figura 3.1: Correlazione tra i parametri del pianeta extrasolare 51 Pegasi b
nel caso di orbita circolare.
La prima operazione da eseguire dopo aver costruito il modello consiste
nell’utilizzare gli strumenti di diagnostica che permettono di capire se l’al-
goritmo ha effettivamente raggiunto la distribuzione limite. Uno strumento
grafico molto utilizzato è il traceplot, il quale rappresenta il valore del pa-
rametro ad ogni iterazione. La Figura 3.2 riporta il traceplot per i cinque
parametri del modello, dopo aver gia eseguito il burn-in.
Ciò che si nota ispezionando la Figura 3.2 è che per tutti i parametri non
sono presenti trend significativi.
Una volta appurato che la distribuzione da cui si sta campionando è effet-
tivamente quella limite, può essere utile calcolare degli indicatori di sintesi.
La Tabella 3.1 mostra, per ciascun parametro, la media a posteriori (accom-
pagnata dalla deviazione standard), la moda a posteriori (accomapagnata
dagli intervalli di credibilità HPD al 95%) e la mediana a posteriori (ac-
compagnata dal primo e dal terzo quartile). Nell’ultima colonna vengono
riportate le stime di massima verosimiglianza calcolate nel capitolo prece-
dente. Per il parametro riguardante l’epoca del passaggio al periastro del
pianeta extrasolare, t0, si utilizza la scala dei giorni giuliani JD − 2450000.
Quello che emerge dalla Tabella 3.1 è la concordanza tra le stime di mas-
sima verosimiglianza ottenute nel capitolo precendente e le medie a posteriori
ottenute ricorrendo all’inferenza bayesiana per quanto riguarda i parametri
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Figura 3.2: Traceplot per i parametri del pianeta extrasolare 51 Pegasi b,
nel caso di orbita circolare.
Parametri Media Moda Mediana SMV
V0 (m/s) 7.49± 0.48 7.55+0.60−1.03 7.50+0.31−0.34 7.50± 0.46
K (m/s) 56.37± 0.67 56.52+1.18−1.44 56.38+0.45−0.45 56.38± 0.64
P (giorni) 4.23± 0.0018 4.23+0.0031−0.0031 4.23+0.0012−0.0012 4.23± 0.011
t0 (JDM) 68.52± 0.020 68.52+0.042−0.038 68.52+0.0131−0.0131 68.52± 0.019
s (rad) 0.31± 0.24 0.063+0.72−0.06 0.26+0.18−0.14 0.98± 0.14
Tabella 3.1: Confronto tra gli indicatori di sintesi bayesiani e la stima di
massima verosimiglianza per i parametri orbitali di 51 Pegasi b. Alla media
a posteriori è accompagnata la deviazione standard, alla moda a posteriori
l’intervallo HPD e alla mediana a posteriori il primo e il terzo quartile.
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orbitali di 51 Pegasi b.
Stupisce a questo punto il fatto che la stima del parametro s sia differente.
La media a posteriori per s risulta essere pari a 0.31 m/s e la sua distri-
buzione a posteriori è fortemente asimmetrica, come si capisce utilizzando
come indicatore di sintesi la moda a posteriori (e il relativo intervallo di cre-
dibilità HPD). Diverse distribuzioni a priori sono state provate per s, quali
la Gamma con fattore di posizione 1 e di scala 1100 oppure l’uniforme. I
risultati sono in accordo con quelli riportati in Tabella 3.1.
In Figura 3.3 sono rappresentate le distribuzioni a posteriori dei cinque
parametri. Per quanto riguarda i parametri orbitali del pianeta extrasolare,
si nota come le distribuzioni siano simmetriche.
Per quanto riguarda s, risulta evidente come la distribuzione a posteriori sia
asimmetrica con la coda a destra più lunga.
Figura 3.3: Distribuzione a posteriori per i parametri del pianeta extrasolare
51 Pegasi b, nel caso di orbita circolare.
I parametri derivati da quelli calcolati in questo paragrafo, ossia la di-
stanza orbitale e il limite inferiore per la massa del pianeta extrasolare, alla
luce delle considerazioni tratte nel confronto tra le stime di massima vero-
simiglianza e quelle bayesiane, risultano naturalmente in accordo con quelli
presentati nella Tabella 2.4, così come il grafico che mostra come il modello
si adatta alle velocità radiali misurate (Figura 2.3).
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3.3 Sistema binario stella-pianeta con orbita eccen-
trica
Nel caso generale in cui non si possano operare delle congetture circa la na-
tura dell’orbita del pianeta extrasolare, occorre assumere che essa sia eccen-
trica. Il modello teorico della velocità radiale è descritto allora dalla (2.1), la
quale richiede, dal punto di vista bayesiano, di specificare delle distribuzioni
a priori per l’argomento del periastro ω e l’eccentricità orbitale e. L’evidenza
empirica è sempre definita secondo la (3.2), dove θ = (V0,K, P, t0, e, ω, s).
Il fatto che in questo caso il modello teorico della velocità radiale non sia
più funzione delle epoche in cui avvengono le misurazioni, ma dell’anomalia
vera, rappresenta dal punto di vista computazionale un problema. L’anoma-
lia vera è definita attraverso tre parametri, il periodo orbitale P , l’epoca di
passaggio al periastro t0 e l’eccentricità orbitale e, i quali sono ignoti.
Nelle analisi che seguono si è pertanto deciso, per semplicità, di utiliz-
zare il vettore dell’anomalia vera risultante dalle analisi svolte nel capitolo
precedente. A tale vettore corrisponde una ed una sola terna (P , t0, e).
Il modello bayesiano avrà pertanto 4 parametri: la velocità di recessione
costante del sistema V0, la semiampiezza della variazione in velocità radiale
K, l’argomento del periastro w e la deviazione standard s.
Alla luce delle semplificazioni eseguite, si ha che la (3.2) è ancora valida
ma, ne caso di orbita eccentrica, θ = (V0,K, ω, s).
Per recuperare la distribuzione a posteriori viene sempre utilizzato un
Adaptive Metropolis-Hastings, effettuando 100000 iterazioni, con un burn-in
pari ai primi 20000 passi.
Ci si propone, per il futuro, di implementare un algoritmo che permetta di
utilizzare tutte le quantità che entrano nella (2.1). Per questo motivo nella
seguente sezione verrà definita una distribuzione a priori per il parametro
relativo all’epoca di passaggio al periastro t0, nonostante essa non venga
utilizzata nelle analisi di questo elaborato.
3.3.1 Distribuzioni a priori
Rimanendo valide le distribuzioni a priori per i parametri che descrivono
la velocità di recessione V0, il periodo orbitale P , la semiampiezza della
variazione in velocità radiale K e l’epoca di passaggio al periastro da parte
del pianeta extrasolare t0, nel caso generale occorre fornire una distribuzione
a priori per l’argomento del periastro ω e l’eccentricità orbitale e.
Considerazioni di natura astronomica non permettono di utilizzare delle
priori informative, in quanto non è possibile operare delle congetture sull’ec-
centricità orbitale o anche sull’argomento del periastro. Motivazioni geome-
triche suggeriscono però che l’eccentricità orbitale e deve essere compresa tra
0 e 1, mentre l’argomento del periastro ω può variare tra 0 e 2pi radianti.
La distribuzione a priori per l’eccentricità orbitale è allora:
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p(e) ∼ Unif(0, 1),
mentre per l’argomento del periastro si ha:
p(w) ∼ Unif(0, 2pi).
In conclusione la distribuzione a priori congiunta è data da:
p(θ|H) = p(V0|H)p(K|H)p(P |H)p(t0|H)p(e|H)p(ω|H)p(s|H), (3.5)
assumendo che i parametri siano indipendenti.
Nelle analisi seguenti, date le semplificazioni che si sono rese necessa-
rie alla luce della pecularietà della (2.1), si ha che la distribuzione a priori
congiunta è, assumendo l’indipendenza dei parametri:
p(θ|H) = p(V0|H)p(K|H)p(ω|H)p(s|H). (3.6)
3.3.2 Analisi per 51 Pegasi b senza assumere la circolarità
dell’orbità
Una volta eseguito l’Adaptive Metropolis-Hastings, si è utilizzato il traceplot
per capire se è stata raggiunta la distribuzione limite. La Figura 3.4 non
evidenzia la prensenza di trend significativi.
Gli indicatori di sintesi, costruiti utilizzando la stessa logica seguita quan-
do si sono presentati i risultati nel caso in cui l’esopianeta possieda un orbita
circolare, sono presentati in Tabella 3.2. Occorre tener presente che, date le
semplificazioni adottate, l’eccentricità orbitale è fissata pari a 0.02, il periodo
orbitale vale 4.23 giorni e l’epoca del passaggio al periastro è 68.52 giorni.
Ciò che si nota è l’accordo tra i risultati ottenuti nel capitolo precedente
e quelli riportati in Tabella 3.2.
Confrontando i risultati delle analisi eseguite sulla stella 51 Pegasi, prima
assumendo la circolarità dell’orbita e successivamente utilizzando un modello
di validità generale che tenga conto dell’eccentricità, emerge come l’appros-
simazione circolare per l’orbita che il pianeta extrasolare 51 Pegasi b compie
attorno alla propria stella sia una valida approssimazione della realtà.
La Figura 3.5 mostra infine le distribuzioni a posteriori per i parametri
di interesse. Per quanto riguarda V0, K ed s si nota come esse risultino in
accordo con quelle presentate quando si è assunta la circolarità dell’orbita.
3.3.3 Analisi per HD 131496 b
Le analisi per recuperare i parametri orbitali del pianeta extrasolare HD
131496 b sono state svolte utilizzando il vettore dell’anomalia vera ottenuto
nel capitolo precedente utilizzando la massima verosimiglianza. Esso è in
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Figura 3.4: Traceplot per i parametri del pianeta extrasolare 51 Pegasi b,
nel caso di orbita eccentrica.
Parametri Media Moda Mediana SMV
V0 (m/s) 7.51± 0.48 7.65+0.78−1.13 7.51+0.32−0.33 7.51± 0.46
K (m/s) 56.59± 0.69 56.66+1.26−1.44 56.59+0.46−0.46 56.60± 0.64
w (rad) 0.91± 0.012 0.91+0.022−0.024 0.91+0.0081−0.0079 0.91± 0.011
s (m/s) 0.29± 0.23 0.05+0.70−0.04 0.24+0.18−0.12 0.97± 0.14
Tabella 3.2: Confronto tra gli indicatori di sintesi bayesiani e la stima di
massima verosimiglianza per i parametri orbitali di 51 Pegasi b nel caso
di orbita eccentrica. Alla media a posteriori è accompagnata la deviazione
standard, alla moda a posteriori l’intervallo HPD e alla mediana a posteriori
il primo e il terzo quartile.
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Figura 3.5: Distribuzione a posteriori per i parametri del pianeta extrasolare
51 Pegasi b, nel caso di orbita eccentrica.
corrispondenza con la terna di valori relativi all’eccentricità orbitale e (0.16),
l’epoca di passaggio al periastro t0 (14270.79 RJD) e il periodo orbitale del
pianeta extrasolare P ( 881 giorni).
Anche in questo caso l’ispezione grafica attraverso il traceplot segnala co-
me l’algoritmo Adaptive Metropolis-Hastings abbia raggiunto la distribuzione
limite, come mostrato in Figura 3.6.
La Tabella 3.3 riassume gli indicatori di sintesi ottenuti dalle distribuzioni
a posteriori per i parametri di interesse.
Anche in questo caso gli indici di sintesi della distribuzione a posteriori
dei parametri relativi al pianeta extrasolare risultano coerenti con le stime
di massima verosimiglianza ottenute nel capitolo precedente. Per quanto
riguarda la media a posteriori per la deviazione standard, si ha che essa è
leggermente maggiore della stima di massima verosimiglianza ottenuta per
tale parametro.
A differenza di 51 Pegasi, HD 131496 appartiene ad un tipo spettrale
in cui solitamente l’attività stellare è intensa. Capire pertanto se il valore
della media a posteriori per s indica una semplice attività stellare oppure
la presenza di un secondo pianeta extrasolare orbitante attorno alla stella
rappresenta una sfida per le analisi future.
Si riportano infine in Figura 3.7 le distribuzioni a posteriori per i para-
metri di interesse, le quali risultano unimodali.
68
Approccio bayesiano per la stima dei parametri orbitali di un
pianeta extrasolare
Figura 3.6: Traceplot per i parametri del pianeta extrasolare HD 131496 b,
nel caso di orbita eccentrica.
Parametri Media Moda Mediana SMV
V0 (m/s) 10.82± 1.17 10.90+2.13−2.44 10.81+0.78−0.77 10.81± 1.09
K (m/s) 34.71± 1.93 34.88+3.57−4.03 34.72+1.25−1.27 34.84± 1.79
w (rad) 0.56± 0.046 0.56+0.094−0.089 0.56+0.03−0.03 0.56± 0.044
s (m/s) 5.46± 0.72 5.32+1.72−1.29 5.38+0.55−0.48 3.96± 0.22
Tabella 3.3: Confronto tra gli indicatori di sintesi bayesiani e la stima di
massima verosimiglianza per i parametri orbitali di HD 131496 b nel caso
di orbita eccentrica. Alla media a posteriori è accompagnata la deviazione
standard, alla moda a posteriori l’intervallo HPD e alla mediana a posteriori
il primo e il terzo quartile.
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Figura 3.7: Distribuzione a posteriori per i parametri del pianeta extrasolare
HD 131496 b.
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Conclusioni
In questo elaborato sono stati costruiti dei modelli che hanno l’obiettivo di
recuperare i parametri orbitali di un pianeta extrasolare, partendo dai dati
raccolti utilizzando il metodo della velocità radiale di una stella.
Le analisi sono state eseguite assumendo che, nel caso in cui vi sia un pia-
neta extrasolare orbitante attorno alla stella analizzata, esso sia unico. Il
passaggio da un sistema binario ad uno multiplo non richiede l’introduzione
di nuovi concetti astronomici (eccetto l’assunzione che l’orbita compiuta da
ciascun pianeta extrasolare sia kepleriana), ma rappresenta solamente una
complicazione computazionale.
Sono stati utilizzati due approcci nella costruzione dei modelli per la
stima dei parametri orbitali dell’esopianeta. I modelli presentati trattano
sia il caso generale in cui il pianeta extrasolare possiede un’orbita eccentrica
sia quello specifico in cui è possibile assumere la circolarità dell’orbita.
Nel caso in cui l’eccentricità orbitale del pianeta extrasolare e non è nulla, il
modello teorico della velocità radiale diventa funzione non più del tempo, ma
dell’anomalia vera. L’impossibilità di ottenere una relazione diretta tra la
vera variabile indipendente del modello, l’epoca della misurazione, e quella
richiesta dal metodo della velocità radiale, l’anomalia vera, ha portato alla
costruzione di un algoritmo per poter recuperare i parametri di interesse del
pianeta extrasolare.
I risultati in ambito frequentista costruiti utilizzando la teoria della ve-
rosimiglianza sono in accordo con i dati ufficiali e le analisi conducono a
non rigettare l’ipotesi che le stelle analizzate ospitino almeno un pianeta
extrasolare.
Per quanto riguarda l’approccio bayesiano, la natura non lineare del mo-
dello teorico della velocità radiale e la necessità di dover utilizzare delle
distribuzioni a priori per i parametri di interesse che rispettino delle leggi
fisiche si sono rivelati aspetti difficoltosi per la costruzione dei modelli. Nel
caso in cui l’orbita sia eccentrica, inoltre, la presenza dell’anomalia vera e
la sua dipendenza rispetto a parametri ignoti rappresenta un ostacolo per
le analisi. Per tali motivi i modelli bayesiani sono stati implementati assu-
mendo noti il vettore dell’anomalia vera e l’eccentricità orbitale, utilizzando
quello fornito in ambito frequentista dalla teoria della verosimiglianza.
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Per i futuri lavori, ci sono sicuramente alcuni aspetti che possono essere
approfonditi e migliorati.
Nelle analisi si è assunto noto, utilizzando il periodogramma di Lomb-
Scargle generalizzato, il periodo orbitale P del pianeta extrasolare. Nell’al-
goritmo presentato nel capitolo 2 per ottenere i parametri orbitali dell’eso-
pianeta nel caso di orbita eccentrica, è possibile trattare il parametro P come
l’epoca di passaggio al periastro t0 e l’eccentricità orbitale e. Si tratta allora
di costruire un vettore di candidati per il periodo orbitale P tenendo con-
to dell’informazione fornita dal periodogramma di Lomb-Scargle e ripetere
i passi delineati dall’algoritmo. Trattandosi di una via computazionalmente
molto dispendiosa, si è supposto in questo lavoro noto il periodo orbitale P .
L’algoritmo proposto per il recupero dei parametri orbitali di un pianeta
extrasolare in ambito frequentista non consente di assegnare a quei parametri
che servono per la costruzione dell’anomalia vera un errore standard. Se per
il periodo orbitale P è possibile migliorare il periodogramma di Lomb-Scargle
generalizzato, per quanto concerne l’epoca di passaggio al periastro t0 e l’ec-
centricità orbitale e può essere interessante in futuro cercare di associare alla
stima puntuale anche un’indicazione sull’incertezza che accompagna questi
due parametri.
Il modello costruito massimizzando la verosimiglianza contiene una fun-
zione di varianza eteroschedastica. Per il problema che si è analizzato, l’infor-
mazione sulla varianza residua risulta di fondamentale importanza in quanto
essa fornisce un’indicazione circa la possibilità che la stella di cui si stan-
no analizzando le misurazioni possa ospitare altri pianeti extrasolari, il cui
periodo orbitale è magari sfuggito al periodogramma di Lomb-Scargle gene-
ralizzato. Purtroppo capire se un valore elevato della stima della varianza
sia dovuto ad un’intensa attività stellare oppure alla presenza di ulteriori
pianeti extrasolari rappresenta un ostacolo a livello astronomico molto at-
tuale e di difficile soluzione. Specificare una funzione eteroschedastica per la
varianza che però tenga conto di quei fenomeni che la teoria evolutiva delle
stelle analizza può ulteriormente migliorare il modello.
Per quanto riguarda l’approccio bayesiano, sarà sicuramente necessario
per lavori futuri implementare un algoritmo che tenga conto della relazione
tra le anomalie vera, eccentrica e media al fine di non dover utilizzare co-
me vettore per l’anomalia vera quello risultante dall’analisi frequentista. La
letteratura sul tema suggerisce l’utilizzo di algoritmi di simulazione compu-
tazionalmente molto costosi sia a livello di memoria occupata che di tempo
necessario per il recupero dei parametri di interesse. Trovare il giusto com-
promesso tra velocità di convergenza dell’algoritmo di simulazione e coerenza
fisica del modello (e delle distribuzioni a priori scelte) può rappresentare un
obiettivo per future analisi che fanno uso dell’approccio bayesiano.
Una naturale estensione dei modelli presentati in questo elaborato riguar-
da il caso in cui si sia individuato un primo pianeta extrasolare e si voglia
verificare se è possibile che la stella ne ospiti altri, magari nella zona abi-
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tabile. Il codice può essere facilmente esteso in maniera tale da consentire
di verificare se le velocità radiali che si stanno analizzando siano indicati-
ve circa la presenza di più esopianeti orbitanti attorno alla stella. Rimane
tuttavia sempre vero che, alla luce dei metodi e della tecnologia attuali, è
facile individuare un pianeta extrasolare del tipo Hot Jupiters, ma capire se
oltre ad esso vi siano altri pianeti (magari terrestri e nella zona abitabile)
risulta impegnativo. A tal proposito un’analisi congiunta, ove applicabile,
del metodo della velocità radiale con quello del transito può risultare utile
nella ricerca di pianeti extrasolari di tipo terrestre e situati all’interno della
zona abitabile.
Con questo lavoro si spera di aver dato un contributo ad un campo che è
in piena espansione e di aver gettato le basi per poter implementare in futuro
modelli più sofisticati che generalizzano quelli qui presentati.
L’obiettivo finale è infatti quello di individuare pianeti extrasolari appar-
tenenti ad un sistema multiplo non dissimile dal nostro Sistema Solare e
di poter trovare, in un domani non troppo distante, un pianeta idoneo ad
ospitare la vita.
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Appendice A
Modelli non lineari
In questa appendice vengono introdotti i modelli di regressione non lineari.
L’obiettivo è quello di introdurre gli strumenti necessari per la costruzione
di modelli statistici atti a stimare i parametri orbitali di pianeti extrasolari
quando i dati a disposizione provengono dal metodo della velocità radiale.
Come si è visto nel capitolo 1, la velocità radiale della stella, ad una data
epoca t, può essere misurata ricorrendendo nel caso generale alla (1.5). Ap-
pare subito evidente come il modello fisico sottostante la (1.5) non sia lineare
nei parametri.
E’ necessario pertanto definire il concetto di regressione non lineare, evi-
denziando le diversità e le analogie con i ben più noti modelli lineari ed intro-
ducendo i metodi di stima più frequentemente utilizzati per questa tipologia
di modelli.
A.1 Cos’è un modello non lineare?
Per modello di regressione si intende un modello del tipo
y = f(X;β) + , (A.1)
dove y rappresenta il vettore della variabile risposta (o dipendente), X il
vettore delle variabili esplicative e β il vettore incognito dei parametri del
modello. Con  si identifica l’errore casuale, la cui distribuzione per il mo-
mento non viene specificata. Si assume, invece, che  abbia media nulla e
varianza finita; deve valere inoltre l’ipotesi di omoschedasticità degli errori.
Ciò che viene fatto per il momento è cioè specificare le cosiddette ipotesi
del secondo ordine, in quanto coinvolgono i primi due momenti della varia-
bile casuale . Si assume, inoltre, l’ipotesi di indipendenza stocastica e, di
conseguenza, l’incorrelazione degli errori nelle varie misurazioni.
L’espressione f(X;β) è detta anche componente sistemica ed individua
il modello teorico che sintetizza il fenomeno oggetto di studio, mentre la
presenza del termine di errore  include gli errori dovuti allo strumento di
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rilevazione oppure ad elementi accidentali. La componente accidentale  non
è in alcun modo connessa con le variabili esplicative del modello.
Le considerazioni operate sino a questo momento sono le medesime uti-
lizzate quando si introduce un modello di regressione lineare, nella quale la
(A.1) assume la forma:
y = β0 + β1X1 + · · ·+ βpXp + , (A.2)
dove il vettore dei parametri ignoti β individua la relazione tra la variabile
risposta y e le p variabili indipendenti X.
Per una trattazione completa sui modelli lineari si rimanda ad Azzalini
(2000).
Nelle pagine successive, se non diversamente specificato, quando si indi-
cherà la (A.1), ci si riferirà ad un modello non lineare.
La non linearità del modello è riferita alla non linearità dei parametri.
Ciò significa che almeno una delle derivate parziali calcolate rispetto ai pa-
rametri dipende ancora da questi ultimi, a differenza del caso di un modello
di regressione lineare dove ciò non avviene.
Una seconda differenza che è utile sottolineare è che quando si lavora
con un modello lineare, il numero di parametri (eccetto quando è presente
l’intercetta β0) è uguale al numero di variabili esplicative se esse risultano
tutte significative nello spiegare il fenomeno che si sta studiando. Quando
si tratta con modelli non lineari ciò non è necessariamente vero ed anzi,
trattandosi solitamente di modelli fisici, il numero di parametri spesso non
coincide col numero di regressori.
A.2 Minimi Quadrati non lineari
In analogia con il caso di un modello di regressione lineare, partendo dalle
ipotesi del secondo ordine, si potrebbe pensare di ottenere delle stime per il
vettore dei parametri ignoti β ricorrendo al criterio dei minimi quadrati.
Una prima problematica di natura geometrica che appare subito evidente
è la seguente: quando si tratta con un modello di regressione lineare, la
somma dei residui quadrati genera sempre curve di livello di forma ellittica
con comune centro nel punto che coincide con la stima ai minimi quadrati
dei parametri; la funzione da minimizzare è convessa e vi è un unico punto
di minimo (che naturalmente risulta essere quello globale).
Anche nel caso in cui il modello sia non lineare, si ha che la funzione da
minimizzare è:
Q(β) =
n∑
i=1
[yi − f(Xi;β)]2 , (A.3)
in cui si assume che il numero delle osservazioni n sia maggiore del numero
di parametri oggetto dell’inferenza m.
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Ciò che si verifica è che le curve di livello possono non necessariamente assu-
mere una forma ellittica e la convessità della funzione non è garantita se non
in prossimità del minimo. In altre parole la (A.3) risulta essere una funzione
quadratica rispetto ai parametri solo in prossimità del suo valore minimo.
La non linearità dei parametri ha come conseguenza il fatto che la funzio-
ne da minimizzare può presentare dei minimi locali che rendono difficoltosa
l’individuazione del minimo globale.
Mentre nel caso lineare la ricerca del minimo della (A.3) ammette solu-
zione analitica e dipende linearmente dalle osservazioni, nel caso non lineare
la tecnica con cui si perviene alla stima del vettore dei parametri ignoti β
non può più avvenire in maniera esplicita. La soluzione sta pertanto nell’ap-
plicazione di algoritmi iterativi di minimizzazione numerica che, partendo
da un insieme di valori iniziali per il vettore dei parametri ignoti β, raggiun-
ga il punto di minimo della (A.3) al fine di fornire un’approssimazione per
la stima di β. La scelta dei valori iniziali per i parametri da cui far parti-
re l’algoritmo iterativo è di fondamentale importanza, soprattutto alla luce
delle considerazioni geometriche riportate precedentemente; essi cioè devono
ricadere nella zona di convessità presente intorno al minimo.
Nella parte restante dell’appendice ci si concentra sui metodi comune-
mente utilizzati per risolvere il problema legato alla stima dei parametri di
un modello non lineare utilizzando il criterio dei minimi quadrati. In par-
ticolare si svilupperanno quei metodi che fanno uso del gradiente e della
matrice Hessiana per minimizzare la (A.3). Tutti gli algoritmi presentati si
propongono, basandosi sull’idea di Gauss, di approssimare il modello non
lineare con uno lineare, ridefinendo i parametri di iterazione in iterazione.
In letteratura tali metodi prendono il nome di metodi di discesa al gradiente
(o metodi degli spostamenti lineari).
Prima di fare ciò vale la pena accennare ad un altro metodo per mini-
mizzare la (A.3) che non richiede l’utilizzo del gradiente e dell’Hessiano: il
metodo del setaccio.
Il metodo del setaccio (Nelder and Mead (1965)) rientra nella categoria
dei metodi di ricerca casuale ed è un metodo diretto e di semplice implemen-
tazione, che richiede solamente la conoscenza della funzione da minimizzare
al fine di recuperare il vettore dei parametri β. Si tratta di un metodo itera-
tivo nel quale, dopo aver lasciato al caso la scelta di un insieme di possibili
vettori dei parametri (coerenti con lo spazio parametrico), valuta la funzione
(A.3) in corrispondenza di ciascun candidato e seleziona i vettori con il più
basso valore della Q(β). Si procede dunque ad un aggiornamento iterativo
costruendo casualmente dei vettori dei parametri in un intorno dei candidati
che non sono stati scartati al passo precedente. Il processo iterativo termina
quando i vettori selezionati non differiscono oltre un certo termine di errore
fissato.
Il problema di questo approccio sta nell’esigenza computazionale che esso
richiede per ciascuna iterazione.
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A.2.1 Metodo di Gauss-Newton
Il metodo di Gauss-Newton è uno dei metodi numerici maggiormente utiliz-
zati per trovare le stime dei parametri nell’ambito di regressioni non lineari
e può essere visto come una versione modificata dell’algoritmo di Newton-
Raphson.
Partendo dal modello (A.1), si può indicare con r = y − f(X;β) il vet-
tore dei residui. La funzione da minimizzare secondo il criterio dei minimi
quadrati risulta allora essere:
Q(β) =
n∑
i=1
r2i (yi, β). (A.4)
Derivando Q(β) rispetto alla generica componente del vettore dei para-
metri β si ottiene:
∂Q
∂βm
=
n∑
i=1
2ri
∂ri
∂βm
(A.5)
Successivamente, viene costruito il vettore colonna g(β) contenente le
derivate prime di Q(β) definite secondo la (A.5) e la matrice Jacobiana J(β)
avente le derivate parziali prime della funzione rispetto ai parametri.
g′(β) =
[
∂Q
∂β1
∂Q
∂β2
. . . ∂Q∂βm
]
J(β) =

∂r1
β1
∂r1
β2
. . . ∂r1βm
∂r2
β1
∂r2
β2
. . . ∂r2βm
...
...
. . .
∂rn
β1
∂rn
β2
. . . ∂rnβm

Per ottenere le stime dei parametri secondo il criterio dei minimi quadrati,
occorre trovare per quali β si annulla il gradiente, cioè bisogna risolvere il
sistema:
g(βˆ) = 2J ′r = 0, (A.6)
dove r individua il vettore dei residui. Si dice anche che la (A.6) costituisce
la condizione necessaria affinchè βˆ sia un minimo.
Tale sistema non è solitamente risolvibile in forma chiusa in quanto, data
la non linearità dei parametri, le derivate della (A.5) sono funzione sia delle
variabili esplicative che dei parametri ignoti. Occorre allora utilizzare un
metodo numerico, quale ad esempio Newton-Raphson.
La generica iterazione dell’algoritmo di Newton-Raphson per minimizzare
la f(X;β) è:
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βi+1 = βi −H−1(βi)g(βi),
dove H(·) e g(·) individuano rispettivamente la matrice Hessiana e il gra-
diente della funzione f(X;β).
Può risultare utile notare come il gradiente g(βi) di una funzione individui la
direzione lungo la quale la funzione cresce più rapidamente. Pertanto, come
già suggerito da Cauchy (1847), −g(βi) è la direzione lungo la quale la fun-
zione diminuisce più velocemente e dove ha maggiormente senso muoversi in
quanto direzione più promettente al fine di trovare il minimo della funzione
(si parla anche di direzione di discesa a pendenza massima).
La matrice Hessiana è la matrice contenente le derivate parziali seconde di
Q(β), il cui termine generico vale, prese la j-esima e la k-esima variabile
appartenente al vettore β:
∂2Q
∂βj∂βk
= 2
n∑
i=1
∂ri
∂βj
∂ri
∂βk
+ 2
n∑
i=1
ri
∂2ri
∂βjβk
. (A.7)
Il motivo per il quale si è soliti affermare che il metodo di Gauss-Newton
deriva da quello di Newton-Raphson sta nell’approssimazione seguente:
∂2Q
∂βj∂βk
' 2
n∑
i=1
∂ri
∂βj
∂ri
∂βk
Si assume cioè che il contributo dato dai residui sia molto più piccolo rispetto
al contributo del primo addendo. Ciò solitamente è vero quando ci si trova in
un intorno del minimo e spiega perchè il metodo di Gauss-Newton converge
velocemente quando la scelta dei valori iniziali è buona. Dal punto di vista
computazionale, la possibilità di evitare il calcolo del secondo addendo della
(A.7) risulta un vantaggio notevole rispetto al dover applicare il metodo di
Newton-Raphson.
In conclusione, sfruttando il fatto che la matrice Hessiana è simmetrica (per
il teorema di Schwarz ), si ha che H ' 2J ′J e pertanto la generica iterazione
del metodo di Gauss-Newton risulta pari a
βi+1 = βi − (J ′J)−1J ′r(βi). (A.8)
La (A.8) è la formula che aggiorna le varie iterazioni del metodo di Gauss-
Newton e ricorda la soluzione matriciale della stima dei minimi quadrati
quando il modello di regressione è lineare. Appare inoltre evidente perchè
occorre assumere che il numero delle osservazioni n sia maggiore del nu-
mero di parametri ignoti m. Se così non fosse la matrice J ′J non sarebbe
invertibile, non permettendo di risolvere la (A.8).
Affinchè il punto individuato sia effettivamente di minimo si deve verifi-
care che H(·) sia una matrice definita positiva. Ciò è sempre vero quando
si tratta con modelli lineari e, come gia accennato in precedenza, in tal caso
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Q(β) è una funzione convessa nella quale il minimo che viene trovato è quello
globale (in quanto unico). Qualora però la matrice Hessiana non sia defini-
ta positiva, a causa di una cattiva scelta del valore iniziale del vettore dei
parametri ignoti β, l’algoritmo di Gauss-Newton può portare a conclusioni
errate.
Esistono in letteratura delle varianti all’algoritmo di Gauss-Newton, di
cui in questo elaborato si fornisce solamente un accenno. Si parla di metodo
di Gauss-Newton modificato quando la matrice Hessiana H(·) viene calco-
lata ad ogni iterazione, modificandola se necessario affinchè essa sia definita
positiva. Il metodo di Quasi-Newton consiste invece nell’aggiornamento della
matrice Hessiana ad ogni iterazione sommando a quest’ultima un’opportuna
matrice. A differenza del metodo di Gauss-Newton modificato, dove occorre
ad ogni iterazione risolvere un sistema lineare per il calcolo della matrice
Hessiana, il metodo di Quasi-Newton evita questo calcolo; anche in questo
secondo caso la matrice Hessiana viene modificata in modo da risultare defi-
nita positiva e poter affermare che il punto trovato alla fine dell’algoritmo sia
effettivamente di minimo. Al metodo di quasi-Newton è in seguito dedicato
un breve paragrafo per introdurre i passi fondamentali della procedura.
Per una trattazione completa sugli algoritmi di minimizzazione nel caso
in cui il modello sia non lineare, si rimanda a Bates et al. (1988).
A.2.2 Metodo di Levenberg-Marquardt
Il metodo di Levenberg-Marquardt (oppure damped least-squares) consiste
in una versione modificata del metodo di Gauss-Newton esposto in prece-
denza. In questo caso, sempre partendo dall’obiettivo di minimizzare la
(A.3), l’aggiornamento dei parametri da stimare all’i-esimo passo iterativo è
leggermente diverso rispetto alla (A.8). Infatti:
βi+1 = βi − (J ′J + µkI)−1J ′r(βi), (A.9)
dove µk è uno scalare non negativo, chiamato fattore di condizionamento,
introdotto per evitare il problema legato alla possibilità che la matrice Hes-
siana non sia definita positiva, mentre I è la matrice identità.
Il fattore di condizionamento µk viene aggiornato ad ogni iterazione del-
l’algoritmo. Se Q(β) decresce con rapidità nell’iterazione k -esima, allora
µk risulta essere prossimo a 0, rendendo il metodo di Levenberg-Marquardt
molto simile a quello di Gauss-Newton.
Per la precisione l’equazione (A.9) si riferisce al metodo di Levenberg.
Qualora si utilizzi al posto della matrice identità una matrice diagonale D
si sta invece utilizzando la versione del metodo del gradiente proposta da
Marquardt. Nonostante si tratti di due metodi sviluppati separatamente a
circa 20 anni di distanza l’uno dall’altro, data la loro similitudine, si è soliti
parlare del metodo di Levenberg-Marquardt indipendentemete dalla matrice
utilizzata.
Modelli non lineari 81
A.2.3 Metodo di Quasi-Newton
Il metodo di Quasi-Newton è un algoritmo che consiste nell’approssimare
la matrice Hessiana al generico passo i, H(·)i, con un’opportuna matrice
simmetrica B(·)i.
La matrice B(·)i che approssima quella Hessiana, viene usata al fine di
definire la direzione di per l’i-esimo passo dell’algoritmo iterativo secondo la
relazione:
B(·)idi = −gi. (A.10)
Sia βi il vettore dei parametri ignoti al passo i. Ricorrendo successiva-
mente ad uno sviluppo in serie di Taylor in un intorno di βi si ottiene:
H(·)iδi ∼ g(βi + δi)− g(βi) = g(i+1) − gi, (A.11)
dove g(·) indica come al solito il gradiente, mentre δi è il passo attuale
dell’algoritmo. In particolare si ha che δi = ρidi, ottenuta attraverso una
ricerca lineare lungo di per trovare ρi.
La situazione ideale per lo scopo dell’algortimo sarebbe quella di poter
sostituire, nella (A.11), la matrice Hessiana H(·)i con la sua approssimazione
B(·)i, mantenendo valida la relazione. Purtroppo tale sostituzione non è
possibile in quanto B(·)i è utilizzata nella (A.10) per determinare il passo
i-esimo δi.
Ciò che viene fatto è allora utilizzare la cosiddetta condizione di Quasi-
Newton, scegliendo la matrice B(·)i da sostituire a quella Hessiana in maniera
che valga:
B(·)(i+1)δi = g(i+1) − gi. (A.12)
Per preservare le proprietà di B(·)i viene inoltre costruita un’ulteriore
matrice E(·)i di aggiornamento, tale che:
B(·)(i+1) = B(·)(i) + E(·)i. (A.13)
Esistono diversi modi di costruire la matrice E(·)i; i due più conosciuti
sono quello di Davidon et al.(1959), DFP, e quello più usato di Broyden et
al.(1970), BFGS.
In particolare, utilizzando l’algoritmo BFGS si ha che la (A.13) risulta
valida ed inoltre:
E(·)i = −B(·)
iδiδi
′
B(·)i
δi
′
B(·)iδi +
γiγi
′
γi
′
δi
+ βir
iri
′
, (A.14)
dove βi è il vettore dei parametri ignoti la cui scelta dei valori iniziali è
arbitraria mentre γi = g(i+1) − gi. Per ri vale inoltre la relazione:
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ri = (δi
′
B(·)iδi) 12
(
γi
γi
′
δi
− B(·)
iδi
δiBiδi
)
. (A.15)
Solitamente B(·)1 = Ip e di fatto il primo passo dell’algoritmo corrispon-
de al passo di massima discesa.
Il metodo di Quasi-Newton produce sempre una direzione decrescente e
qualora la scelta dei valori iniziali sia in prossimità di un minimo, la conver-
genza è rapida. Qualora si sia in una regione nella quale la curvatura cambia
rapidamente, oppure in quelle regioni in cui la matrice Hessiana non è defi-
nita, anche il metodo di Quasi-Newton presenta delle difficoltà nel recupero
del minimo della funzione obiettivo.
A.2.4 Convergenza dei metodi del gradiente
Come visto nei paragrafi precedenti, nei metodi di discesa al gradiente la
generica regola di iterazione è, per ciascun passo iterativo i:
βi+1 = βi + αiρi. (A.16)
Nella (A.16), αi è un parametro positivo che prende il nome di lunghezza
del passo mentre il vettore ρi è la direzione di discesa per la funzione obietti-
vo (A.3). Nel caso del metodo del gradiente, la direzione di discesa coincide,
come già sottolineato ad inizio capitolo, con l’opposto del gradiente della fun-
zione obiettivo da minimizzare. La condizione di decrescita della (A.3), ossia
Q(βi+1) < Q(βi), non è in generale sufficiente per garantire la convergenza
dell’algoritmo iterativo. Ciò che viene fatto è utilizzare ulteriori assunzioni
per determinare il parametro αi, definendo le condizioni di Wolfe:{
Q(βi + αiρi) ≤ Q(βi) + c1αiρig′(βi)
pig
′(βi + αiρi) ≥ c2ρig′(βi) (A.17)
con c1 e c2 ∈ (0, 1).
La prima condizione, nota come regola di Armijo, serve per garantire
che αi sia sufficientemente piccolo, affinchè Q(βi +αiρi) sia minore della sua
approssimazione lineare. La seconda condizione serve per impedire che la
lunghezza del passo αi sia eccessivamente ridotta (si parla anche di condizione
della curvatura).
Le due condizioni servono rispettivamente nei casi in cui la (A.3) non decresca
abbastanza rispetto al passo αi oppure i passi siano troppo piccoli rispetto
alla diminuzione di Q(β).
Una volta stabilite le condizioni di Wolfe, è possibile applicare il teorema
di Zoutendijk al fine di definire la convergenza dell’algoritmo.
Teorema di Zoutendijk: Sia dato un metodo di discesa con lunghezza
del passo αi che soddisfa le due condizioni di Wolfe (A.17). Si supponga che
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tale metodo abbia ρi come direzione di discesa. Sia Q : <n → < una funzione
limitata inferiormente in <n e di classe C1 su un aperto D ⊆ <n contenente
l’insieme di livello L = [x ∈ D|Q(β) ≤ Q(β0)], dove β0 è il valore iniziale per
il vettore dei parametri ignoti. Si assuma infine che g(β) sia una funzione
Lipschitziana. Pertanto:
lim
i→∞
‖g(βi)‖ = 0, (A.18)
dove ‖ · ‖ indica la norma euclidea.
Qualora αi soddisfi le condizioni della (A.17) l’algoritmo iterativo con-
verge al minimo della funzione obiettivo.
La (A.18) ha validità generale, indipendentemente dal metodo del gra-
diente utilizzato. E’ ad ogni modo possibile delineare le condizioni affinchè
il metodo di Gauss-Newton converga. Sempre partendo dal teorema di Zou-
tendijk, ricordando la (A.6) e aggiungendo ulteriori restrizioni sulla matrice
Jacobiana J , la (A.18) diviene:
lim
i→∞
‖J ′(βi)r(βi)‖ = 0. (A.19)
A.2.5 Confronto tra i metodi del gradiente e condizioni di
arresto
Come è gia stato sottolineato nelle pagine precedenti, affinchè uno qualsiasi
dei metodi introdotti converga, è necessario che i valori iniziali siano buoni,
ossia siano in prossimità del minimo. La possibile presenza di minimi locali
può infatti risultare un problema per la convergenza del metodo del gradiente
al minimo globale.
In generale, purtroppo, la convergenza al minimo globale non è garantita,
qualsiasi sia l’algoritmo iterativo utilizzato.
Il metodo di Gauss-Newton converge rapidamente nel caso in cui il vet-
tore iniziale sia in prossimità del minimo (in tal caso si ha che la matrice
Hessiana è definita positiva e pertanto la (A.3) diminuisce ad ogni iterazio-
ne), ma presenta delle difficoltà nel caso in cui vi siano più minimi locali.
Inotre il costo computazionale comportato dal dover ricalcolare ad ogni ite-
razione la matrice Hessiana è un fatto da tener presente per la velocità nel
raggiungimento, se possibile, della convergenza.
Il metodo di Levenberg-Marquardt è più robusto di quello di Gauss-
Newton, nel senso che la richiesta di una buona scelta dei valori iniziali per
il vettore dei parametri da stimare è meno stringente per la convergenza
dell’algoritmo. Per una buona scelta dei valori iniziali, il metodo di Gauss-
Newton è però più rapido nel fornire la stima ai minimi quadrati per il vettore
dei parametri ignoti β.
Il metodo di Quasi-Newton presenta il notevole vantaggio di evitare la ri-
soluzione ad ogni iterazione di un sistema di equazioni lineari per determinare
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la matrice Hessiana, la quale viene sostituita da un’opportuna matrice che,
se necessario, viene aggiustata al fine di risultare sempre definita positiva.
Esistono delle regole per la terminazione dell’algoritmo iterativo affinchè
non si generi un ciclo infinito (overflow). In particolare all’inizio della pro-
cedura occorre specificare il numero di iterazioni che verranno eseguite dal
metodo scelto. Sia K tale numero. Se entro K iterazioni il metodo soddisfa
un qualche criterio di arresto, allora viene fornita la stima corrispondente
per il vettore dei parametri ignoti β, altrimenti viene segnalato come non sia
stato possibile raggiungere la convergenza.
La regola solitamente impiegata per attestare la raggiunta convergenza
dell’algoritmo utilizzato, è la seguente:∣∣∣Q(βi+1)−Q(βi)
Q(βi+1)
∣∣∣ < c, (A.20)
per un c fissato sufficientemente piccolo.
Qualora venga soddisfatta la (A.20) l’algoritmo si arresta e la stima dei
parametri risultante è: βˆ = βˆi+1.
Come più volte sottolineato, tutti gli algoritmi descritti non permettono
di affermare che il minimo recuperato sia quello globale. Un modo per perve-
nire a tale informazione consiste nell’inizializzare valori diversi per il vettore
dei parametri iniziali incogniti β e vedere quali valori finali il metodo itera-
tivo scelto determina. Qualora il valore finale per il vettore dei parametri β
sia sempre il medesimo, si può affermare con un ragionevole grado di fiducia
che il punto trovato è quello di minimo globale per Q(β).
Data la natura del modello fisico sottostante il metodo della velocità
radiale, è da aspettarsi la presenza di più minimi locali in quanto la (1.5) è
una funzione trigonometrica.
A.3 Metodo della massima verosimiglianza
Qualora si disponga non solo delle ipotesi del secondo ordine riguardanti il
vettore casuale , ma si abbia anche la sua distribuzione, è possibile ricorrere
alla teoria della verosimiglianza per la stima del vettore dei parametri β.
Come ricordato inoltre da Azzalini (2000), introdurre delle ipotesi circa la
distribuzione di  è necessario quando si vuole passare dal problema di stima
dei parametri a problemi di verifica di ipotesi sul loro valore.
Si assuma quindi che la variabile casuale i abbia distribuzione normale,
con media e varianza in accordo con le ipotesi del secondo ordine specificate
ad inizio capitolo:
i ∼ N(0, σ2). (A.21)
Formalizzando ciò che è stato svolto anche in precedenza, si può affermare
che, siccome i è una variabile casuale, allora anche la singola misurazione
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yi deve essere trattata come la determinazione di una variabile casuale Yi
la cui distribuzione, tenendo conto delle proprietà del valore atteso, della
varianza e della proprietà di chiusura della distribuzione normale rispetto
alle combinazioni lineari è:
Yi ∼ N(f(Xi;β), σ2). (A.22)
L’indipendenza degli i si ripercuote sugli yi; in altre parole le y1, y2, . . . , yn
costituiscono un campione casuale semplice dalla variabile casuale (A.22).
La funzione di densità per la generica componente yi vale:
pYi(yi;β) =
1√
2piσ2
exp
[
− 1
2σ2
(yi − f(Xi;β))2
]
.
La funzione di verosimiglianza risulta allora:
L(β) =
n∏
i=1
1√
2piσ2
exp
[
− 1
2σ2
(yi − f(Xi;β))2
]
.
Similmente, si può pensare di utilizzare la funzione di log-verosimiglianza
l(β) = log(L(β)) che vale:
l(β) = −n
2
log 2pi − n
2
log σ2 − 1
2σ2
n∑
i=1
[yi − f(Xi;β)]2. (A.23)
Si vede subito che, per ottenere la stima del vettore dei parametri ignoti β,
la (A.23) è massima quando
∑n
i=1 [yi − f(Xi;β)]2 è minima; ma tale quantità
è esattamente la Q(β) definita secondo la (A.3). Ciò sta ad indicare che,
anche quando si tratta con modelli di regressione non lineari, il punto di
massimo della (A.23) coincide col punto di minimo globale della (A.3).
In altre parole, quando si assume la distribuzione normale per il termine
di errore , la stima di massima verosimiglianza di β coincide con quella
ottenuta col criterio dei minimi quadrati sia nel caso in cui il modello sia
lineare nei parametri, che nel caso in cui esso non lo sia.
Per quanto riguarda il recupero della stima per la varianza σ2 il proce-
dimento è del tutto analogo a quanto avviene nel caso in cui il modello è
lineare. Si nota infatti che σ2 = E[Y 2]− (E[Y ])2, dove il secondo addendo è
nullo per le condizioni del secondo ordine specificate all’inizio dell’appendice.
Si ha allora che ∂L(β)
∂σ2
= 0 ha per soluzione σ2 = Q(β)n e pertanto:
σˆ2 =
Q(βˆ)
n
. (A.24)
In conclusione si ha che βˆ e σˆ2 sono lo stime di massima verosimiglianza,
le quali vengono ricavate dalla (A.23) e dalla (A.24).
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A.4 Teoria asintotica
In questo ultimo paragrafo vengono richiamati i risultati fondamentali riguar-
danti la teoria asintotica della verosimiglianza. Per una trattazione esaustiva
sull’argomento, completa delle dimostrazioni dei risultati sotto riportati, di
rimada a Seber et al. (2003) - Capitolo 12.
A.4.1 Consistenza dello stimatore
Prima di valutare la consistenza dello stimatore occorre verificarne l’esisten-
za. Rimanendo ancora una volta valide le ipotesi del secondo ordine specifi-
cate all’inizio dell’appendice per il vettore causale degli errori , si assumono
le seguenti condizioni:
1. f(X;β) sia una funzione continua di β, per β ∈ Θ, dove Θ indica lo
spazio parametrico.
2. Θ sia un sottoinsieme di <p chiuso e compatto, dove p è la dimensione
del vettore dei parametri incogniti β.
Date le assunzioni sopra riportate, si può dimostrare (Jennrich, 1969 )
che lo stimatore ai minimi quadrati esiste, cioè esiste una funzione misurabile
βˆn che minimizza la (A.3).
Ciò che si sta assumendo è che la stima esista unica con probabilità pari
a uno. Questa assunzione diviene fondamentale per definire la consistenza
dello stimatore trovato.
Assumendo per un momento di conoscere il vero vettore dei parametri,
β0, si ha che tale quantità è l’unica che minimizza E[Q(β)]. Per n suffi-
cientemente grande ciò che si dimostra è che βˆn converge in probabilità a
β0:
p lim βˆn = β
0. (A.25)
Lo stimatore ricavato attraverso il criterio dei minimi quadrati è pertanto
debolmente consistente.
E’ possibile, aggiungendo ulteriori condizioni, garantire che lo stimatore
ai minimi quadrati sia fortemente consistente (il che implica che lo stimatore
è anche debolmente consistente). Tuttavia, data la complessità delle ipotesi
che garantiscono la convergenza quasi certa a β0 da parte dello stimatore,
è preferibile continuare il paragrafo sfruttando la proprietà di consistenza
debole di βˆn.
La proprietà di consistenza debole di βˆn è inoltre sufficiente per definire le
condizioni che garantiscono la normalità asintotica dello stimatore.
Modelli non lineari 87
A.4.2 Normalità asintotica dello stimatore
Partendo dalla proprietà di consistenza debole dello stimatore ai minimi
quadrati ricavata precedentemente, si può dimostrare che:
Ω−
1
2
√
n(βˆn − β0) ∼ Np(0, σ2), (A.26)
dove Ω =
(∑n
i=1[
∂fn
∂βn
] · [ ∂fn∂βn ]′
)−1
è la matrice di varianza e covarianza.
Le assunzioni che stanno alla base del risultato appena presentato sono,
oltre alle usuali condizioni del secondo ordine per gli errori i, la richiesta di
continuità per la funzione non lineare f(X;β) e le restrizioni su Θ:
3. Il vero ed ignoto vettore dei parametri β0 sia un punto interno a Θ.
4. Siano ammesse derivate prime e seconde continue ∀ β ∈ Θ.
5. Ω sia una matrice non singolare.
A.4.3 Problemi di verifica di ipotesi
Si introducono infine gli strumenti che permettono di risolvere un problema
di verifica di ipotesi del tipo:{
H0 : a(β) = [a1(β), . . . , aq(β)] = 0
H1 : H¯0
(A.27)
dove [a1(β), . . . , aq(β)] individuano q vincoli non lineari indipendenti, con
q < p.
Per risolvere il problema di verifica di ipotesi della (A.27), sono stati
sviluppati tre test asintoticamente equivalenti sotto l’ipotesi nulla H0.
Partendo dalla funzione di log-verosimiglianza, si definisce innanzitutto:
LR = 2[l(βˆ)− l(βH0)], (A.28)
dove l(βH0) è la log-verosimiglianza sotto l’ipotesi nulla. La (A.28) è il
classico test rapporto di verosimiglianza.
Gli atri due test sono rispettivamente il test di Wald (W) e il test dei
moltiplicatori di Lagrange (LM):
W = a′(βˆ)(AD−1A′)−1
βˆ
a(βˆ). (A.29)
LM =
(
∂l
∂β′
D−1
∂l
∂β
)
βH0
. (A.30)
Sia per la (A.29) che per la (A.30) si ha che D = −∂2l(β)∂β∂β′ e A = (∂ai(β)∂βj )
è una matrice q x p di rango q.
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Sotto condizioni di regolarità, si ha che le tre statistiche (A.28), (A.29)
e (A.30) sono, sotto l’ipotesi nulla H0, asintoticamente equivalenti ed asin-
toticamente distribuite come un χ2q, dove q individua il numero di gradi di
libertà.
La costruzione di regioni di confidenza, infine, può essere svolta sfrut-
tando la dualità tra questi ultimi e la verifica di ipotesi. Si può cioè seguire
l’impostazione di Neyman nella quale, fissato un livello di significatività α,
l’insieme di tutti i valori per cui si accetterebbe l’ipotesi nulla H0 vanno a
costituire la regione di confidenza di livello 1− α.
Appendice B
Statistica bayesiana
L’approccio bayesiano è un approccio alternativo rispetto a quello frequenti-
sta che fonda le proprie radici nel XVIII secolo e si basa sul noto teorema di
Bayes (1763). La prima fondamentale differenza con l’approccio frequentista
è che in ambito bayesiano tutti i parametri presenti nel modello vengono visti
come una variabile casuale con una distribuzione a priori. La possibilità di
specificare una distribuzione a priori fa emergere un elemento di soggettività
nelle analisi.
Oltre a motivazioni ideologiche, il motivo per il quale tale approccio non è
stato seguito, se non negli ultimi decenni, sta nel costo computazionale che
esso richiede per ottenere l’oggetto principale dell’inferenza bayesiana, ossia
la distribuzione a posteriori.
In questa appendice vengono brevemente richiamati i risultati principali
dell’inferenza bayesiana.
Nella prima parte vengono presentati il teorema di Bayes e le quantità di
interesse per l’approccio bayesiano. Nella seconda parte si richiamano breve-
mente alcuni algoritmi di simulazione, noti comeMarkov Chain Monte Carlo,
utilizzati per poter ottenere dei campioni dalla distribuzione a posteriori.
B.1 Il teorema di Bayes
Il punto di partenza per utilizzare l’approccio bayesiano è il teorema di Bayes.
Sia y = (y1, y2, . . . , yn) il vettore delle n osservazioni, ciascuna con di-
stribuzione p(y|β,H), β = (β1, β2, . . . , βp) il vettore p-dimensionale dei pa-
rametri ignoti e H il modello.
Assumendo che β abbia distribuzione di probabilità p(β|H), il teorema di
Bayes afferma che:
p(β|y,H) = p(y|β,H)p(β,H)
p(y|H) . (B.1)
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Nel caso continuo, il denominatore della (B.1), che prende il nome di
costante di normalizzazione, può essere scritto come:
p(y|H) =
∫
p(y|β,H)p(β|H) dβ. (B.2)
Sempre con riferimento alla (B.1), si ha che p(β|H) prende il nome di di-
stribuzione a priori di β e racchiude tutta la conoscenza soggettiva anteriore
all’osservazione dei dati. Il termine p(y|β,H) è la funzione di verosimiglian-
za che, pertanto, è ancora presente nell’approccio bayesiano e rappresenta
l’evidenza empirica che i dati osservati y assegnano al vettore dei parametri
ignoto β. Il risultato del teorema di Bayes, p(β|y,H), prende il nome di
distribuzione a posteriori di β dato y ed è l’oggetto principale dell’inferenza
bayesiana in quanto racchiude tutte le informazioni disponibili sul vettore
dei parametri ignoto β.
Le quantità di interesse sono pertanto opportune sintesi della distribuzio-
ne a posteriori, quali ad esempio moda a posteriori (MAP), media a posteriori
ed intervalli di credibilità.
La costante di normalizzazione (B.2) non svolge alcun ruolo per il recu-
pero dei parametri di interesse ma serve affinchè la distribuzione a posteriori
sia effettivamente una distribuzione di probabilità.
B.2 Indici di sintesi della distribuzione a posteriori
Come accennato al termine della sezione precedente, una volta ottenuta la
distribuzione a posteriori, è utile ottenere degli indici di sintesi.
I principali indici sono:
1. La moda a posteriori :
βˆ = argmax
β
p(β|y,H). (B.3)
2. La media a posteriori :
β¯ =
∫ +∞
−∞
β · p(β|y,H) dβ. (B.4)
3. La mediana a posteriori β˜, la quale deve essere tale che:
∫ β˜
−∞
p(β|y,H) dβ = 0.5. (B.5)
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E’ inoltre possibile calcolare un intervallo di credibilità HPD (highest
posterior density), ossia l’intervallo che contiene, ad esempio, il 95% dei
valori a maggior frequenza:∫ b
a
p(β|y,H) dβ = 1− α, (B.6)
definito in maniera tale che b − a sia minimo. Valori tipici di α sono
solitamente 5% oppure 10%.
E’ importante sottolineare che, nel caso in cui la posteriori è multimodale,
la costruzione di un intervallo di credibilità perde di importanza.
B.3 Algoritmi Markov Chain Monte Carlo
Uno dei maggiori limiti dell’approccio bayesiano era dovuto alla difficoltà
di calcolare la distribuzione a posteriori ed in particolare la (B.2). Eccetto
alcuni casi particolari, in cui la distribuzione a priori è coniugata naturale alla
verosimiglianza, il calcolo della (B.1) non può avvenire in maniera esplicita.
Negli ultimi 30 anni sono state sviluppate innumerevoli tecniche di simu-
lazione che consentono non di ottenere la distribuzione a posteriori, ma di
ottenere dei campioni da quest’ultima. Tale tecnica va sotto il nome generale
di Markov Chain Monte Carlo e sfrutta un metodo per approssimare inte-
grali (Monte Carlo) ed uno basato sulla catene di Markov (Markov Chain).
Ottenendo dei campioni dalla distribuzione a posteriori è così possibile co-
struire tutti gli indicatori di sintesi desiderati.
B.3.1 Le catene di Markov
Una catena di Markov è una sequenza C = (C0, C1, C2, . . . ) di variabili
casuali aventi in comune la medesima σ-algebra A tale che, per ciascun tempo
t, il vettore Ct+1 dipende solamente dal vettore Ct:
Pr(Ct+1 ∈ A|C1, . . . , Ct) = Pr(Ct+1 ∈ A|Ct). (B.7)
Affinchè sia possibile applicare gli algoritmi che verranno presentati nella
prossima sezione, è necessario che la catena di Markov sia aperiodica, irridu-
cibile e a ricorrenza positiva. L’aperiodicità è una proprietà che non consente
alla catena di Markov di oscillare tra due distribuzioni limite, l’irriducibilità
permette alla catena di poter sempre passare da una transizione i ad una
transizione j ed infine per ricorrenza positiva si intende il fatto che, in un
numero finito di passi, sia possibile ritornare allo stato di partenza.
Se una catena di Markov possiede le tre caratteristiche sopra elencate,
si dice che essa è ergodica. L’ergodicità è una proprietà fondamentale in
quanto è possibile dimostrare che per una catena di Markov ergodica esiste
una distribuzione limite:
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lim
x→∞Ct = pi, (B.8)
dove pi individua la distribuzione limite, che è la distribuzione a posteriori.
Gli algoritmi MCMC hanno come obiettivo quello di generare una catena
di Markov ergodica, in modo che venga raggiunta una distribuzione stazio-
naria limite che corrisponda alla distribuzione a posteriori e, campionando
da quest’ultima, recuperare tutti gli indicatori di sintesi desiderati.
Gli algoritmi MCMC devono poter simulare la catena desiderata con
semplicità. Si noti inoltre come occorra fissare dei valori iniziali per iniziare
la catena di Markov. La scelta dei valori iniziali non influisce sul recupero
della distribuzione limite, ma solamente sulla velocità con cui essa viene
raggiunta.
Numerosi algoritmi sono stati proposti, ma quelli più comunemente uti-
lizzati sono il Gibbs-Sampling (1990) e il Metropolis-Hastings (1970).
B.3.2 Gibbs-Sampling
Partendo dai valori iniziali per la prima catena β0 = (β01 , β02 , . . . , β0p), l’algo-
ritmo Gibbs-Sampling consente di determinare, ad ogni passo t, un campione
dalla distribuzione a posteriori condizionata:
pi(β1|β2 = βt−12 , β3 = βt−13 , . . . , βp = βt−12 )
pi(β2|β1 = βt2, β3 = βt−13 , . . . , βp = βt−12 ).
e così via per i restanti elementi (β3, . . . , βp).
Sotto opportune condizioni di regolarità la catena di Markov converge
alla distribuzione a posteriori p(y|β), secondo la (B.8).
Un elemento importante di cui tener conto quando si utilizza la simula-
zione MCMC è il fatto che le prime catene generate dall’algoritmo andranno
scartate perchè sicuramente non provengono dalla distribuzione limite. Si
parla allora di burn-in. La scelta del burn-in non è banale ma dipende dalla
scelta dei valori iniziali e dalla velocità con cui viene raggiunta la distribuzio-
ne limite. Ispezionare l’output dell’algoritmo utilizzato è la via più comune
e semplice per fissare il burn-in.
L’ultimo paragrafo di questa appendice sarà dedicato agli strumenti so-
litamente impiegati per verficare se è stata raggiunta la convergenza alla
distribuzione limite da parte dell’algortimo MCMC.
Il Gibbs Sampler funziona se è possibile recuperare per ogni parametro
la sua distribuzione condizionata, detta anche full conditional. Qualora non
sia possibile ottenere le full conditional, metodi più generali devono essere
introdotti per poter ottenere la distribuzione limite e poter campionare da
quest’ultima.
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B.3.3 Metropolis-Hastings
L’algoritmo Metropolis-Hasting (1970) consiste in una passeggiata casuale
attraverso lo spazio parametrico del modello e, al pari di tutti gli algoritmi
MCMC, ha l’obiettivo di generare una catena di Markov ergodica affinchè
possa essere raggiunta la distribuzione limite. Si tratta di un algoritmo più
generale e versatile del Gibbs-Sampling e non richiede di specificare alcuna
full-conditional.
Oltre alla distribuzione limite, che rappresenta l’obiettivo dell’algoritmo,
deve essere definita anche una distribuzione che fornisce dei candidati per la
costruzione della catena di Markov: q(φ|β). Gli elementi β provengono da
quest’ultima distribuzione.
Vengono di seguito descritti i passi dell’algoritmo Metropolis-Hastings:
1. Inizializzare la catena di Markov scegliendo i valori iniziali per il vettore
dei parametri ignoto β e porre t = 0.
2. Campionare una proposta, φ, dalla distribuzione q(φ|β). La distri-
buzione q(φ|β) deve essere scelta in maniera tale che il candidato sia
facilmente recuperabile e dipenda dal valore attuale di β.
3. Campionare un valore da una variabile casuale uniforme con supporto
(0,1). Sia tale valore U .
4. Sia α = min
(
1, p(φ)q(β|φ)p(β)q(φ|β)
)
. Il valore candidato φ viene accettato con
probabilità α e, pertanto, se U ≤ α allora βt+1 = φ. Nel caso in cui
non si verifichi la condizione sopra riportata, si ha che βt+1 = βt.
5. Incrementare il valore di t e ripetere i passi 2-5.
Non sempre è facile scegliere quale distribuzione utilizzare per proporre
dei candidati da inserire nella catena di Markov. Quando i parametri sono
numerosi è necessario tenere conto di aspetti quali la dipendenza al fine di
proporre una distribuzione q(φ|β) che permetta di ottenere una catena di
Markov ergodica.
B.3.4 Adaptive Metropolis-Hastings
Data la complessità che accompagna la scelta della distribuzione da cui
proporre candidati, soprattutto quando si hanno più parametri, l’algoritmo
Metropolis-Hasting è stato migliorato.
Una soluzione spesso utilizzata, implementata da Haario et. al (2001), è
l’Adaptive Metropolis-Hasting.
L’Adaptive Metropolis-Hastings consiste nell’aggiornare continuamente la
proposal distribution durante il processo usando la conoscenza acquisita du-
rante la costruzione della catena stessa. L’obiettivo è cioè quello di adattare
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la distribuzione che fornisce dei candidati alla distribuzione limite (target
distribution).
La differenza rispetto al Metropolis-Hastings sta nel fatto che la d è
una normale centrata nell’ultimo elemento della catena e dove la matrice
di varianza-covarianza è calcolata in maniera ricorsiva utilizzando gli stati
precedenti della catena.
Emerge dunque come la catena che si va via via costruendo non individui
un processo markoviano. Si può ad ogni modo dimostrare (Haario (2001))
che la catena risultante dall’utilizzo dell’Adaptive Metropolis-Hastings pos-
siede tutte le caratteristiche che la rendono ergodica e che garantiscono il
raggiungimento della distribuzione limite.
L’algoritmo consiste nei passi di seguito riportati:
1. Inizializzare la catena scegliendo i valori iniziali per il primo elemento
β0 e porre t=0.
2. Definire la distribuzione che fornisce candidati q(·|(β0, β1, · · · , βt)), la
quale avrà distribuzione normale con media pari all’ultimo elemento
della catena ed inizialmente matrice di varianza-covarianza arbitraria
C0, che rispecchia la conoscenza a priori sui parametri. Occorre anche
fissare un indice, τ0, che indica il numero di elementi della catena che
verranno proposti usando come matrice di varianza-covarianza C0. Una
volta che t ≥ τ0, la matrice di varianza-covarianza utilizzata sarà:
Ct = sd · cov(β0, β1, · · · , βt) + sd · Id, (B.9)
dove sd dipende dal numero di parametri d,  > 0 è una costante
necessaria al fine di garantire l’invertibilità di Ct e cov(β0, β1, · · · , βt)
segue l’usuale definizione di covarianza.
3. Sia φ il candidato proposto da q(·|(β0, β1, · · · , βt−1)) al tempo t. Esso
viene accettato con probabilità: α(βt−1, φ) = min
(
1, q(φ)q(βt−1)
)
.
4. Se viene accettato il candidato proveniente dalla proposal distribution
allora βt = φ, altrimenti βt = βt−1.
5. Incrementare t e ripetere i passi 2-5.
Come evidenziato al passo 2 dell’algoritmo, la proposal distribution viene
costruita utilizzando l’intera storia (β0, β1, · · · , βt−1) e questo è il motivo per
il quale il processo non è markoviano.
L’aggiornamento della matrice di varianza-covarianza Ct, per t ≥ t0,
avviene ricorrendo alla formula ricorsiva:
Ct =
t− 1
t
Ct−1 +
sd
t
(tβ¯t−1β¯′t−1− (t+ 1)β¯t−1β¯′t−1 + β¯t−1β¯′t−1 + Id), (B.10)
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dove β¯t−1 è la media dei t elementi della catena, Id è la matrice identità
di ordine d, sd è una costante che dipende dal numero di parametri d e che
secondo Gelman et al. (1996) vale 2.38
2
d ed infine  è un numero reale positivo
che serve per garantire che Ct non sia singolare.
Si nota infine che la determinazione di t0, ossia del numero di elementi
che vengono candidati dalla proposal distribution usando come matrice di
varianza-covarianza C0, è un indicatore sulla fiducia circa le conoscenze che
si hanno a priori sui parametri. Un valore basso di t0 indica infatti una
scarsa conoscenza.
In conclusione l’algoritmo presentato possiede delle proprietà di adat-
tamento alla target distribution migliori rispetto al Metropolis-Hastings in
quanto, grazie all’adattamento continuo (eccetto il burn-in), tutte le proposte
avvengono tenendo conto delle correlazioni tra i parametri.
Nel caso in cui vi siano correlazioni non lineari tra i parametri oppure le
distribuzioni siano multimodali l’algoritmo può diventare inefficiente. Una
soluzione può allora essere il Delayed-Rejection Adaptive Metropolis-Hastings
(Haario, 2006 ).
Per una trattazione esaustiva, completa delle dimostrazioni che rendo-
no la catena risultante dall’applicazione dell’Adaptive Metropolis-Hastings
ergodica, si rimanda ad Haario et al. (2001).
B.3.5 Convergenza degli algoritmi MCMC
Un aspetto di fondamentale importanza riguarda la diagnostica per capire
se è stata effettivamente raggiunta la distrubuzione limite. Ciò che si può
affermare è che non è facile dire se la catena da cui si stanno campionando
valori è quella limite, ma è semplice capire quando essa non lo è.
Esistono numerosi strumenti, soprattutto grafici, in grado di fornire del-
le chiare indicazioni quando la distribuzione che si sta utilizzando non è
stazionaria.
Il traceplot è un grafico che rappresenta il valore del parametro ad ogni
iterazione. Qualora si noti un trend in tale grafico, la stazionarietà della
distribuzione è messa in discussione, così come il fatto che essa sia quella
limite.
Un altro strumento largamente impiegato è quello di Gelman e Rubin, il
quale consiste nei seguenti passi:
1. Costruire m ≥ 2 catene di Markov utilizzando differenti valori iniziali.
2. Scartare i primi n elementi per ciascuna catena (burn-in).
3. Calcolare la varianza entro la catena e quella tra le catene.
4. Calcolare la varianza stimata come una somma pesata dei termini
ricavati al passo precedente.
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5. Calcolare il fattore di riduzione di scala potenziale.
La varianza entro la catena è definita come:
W =
1
m
m∑
j=1
s2j , (B.11)
dove s2j =
1
n−1
∑n
i=1(βij − β¯j)2 è la formula per la varianza della catena
j-esima.
La varianza tra le catene vale invece:
B =
n
m− 1
m∑
j=1
(β¯j − β¯)2, (B.12)
dove β¯ = 1m
∑n
i=1(β¯j).
Come riportato nei passi dell’algoritmo, la stima della varianza è una
media pesata delle (B.11) e (B.12):
ˆvar(β) =
(
1− 1
n
)
W +
1
n
B. (B.13)
Il fattore di riduzione di scala potenziale, noto con il termine Rˆ, vale
infine:
Rˆ =
√
ˆvar(β)
W
. (B.14)
Valori alti della (B.14) indicano che la convergenza alla distribuzione sta-
zionaria deve ancora essere raggiunta e pertanto suggeriscono di aumentare
il numero di iterazioni nell’algoritmo utilizzato. Solitamente ci si attende un
valore di Rˆ prossimo ad 1 quando la distribuzione limite è stata raggiunta.
Altri strumenti sono largamenti impiegati, quali ad esempio l’utilizzo di
grafici di autocorrelazione oppure la diagnostica di Geweke e Raftery.
In particolare, se si crede di aver raggiunto la distribuzione limite, ci si
aspetta un’autocorrelazione decrescente all’aumentare del ritardo considera-
to. Al contrario, valori relativamente alti del coefficiente di autocorrelazione
indicano che l’algoritmo MCMC non ha ancora raggiunto la distribuzione
limite.
Per una trattazione rigorosa sugli algoritmi MCMC si rimanda a Robert
& Casella (2009).
Appendice C
La ricerca del periodo orbitale
del pianeta extrasolare e
l’attività stellare
Questa appendice è dedicata agli strumenti che vengono inizialmente im-
piegati per trarre delle considerazioni circa la possibilità che la stella di
cui si sta analizzando la velocità radiale possa ospitare uno o più pianeti
extrasolari. Vengono inoltre descritte brevemente quelle che possono es-
sere le perturbazioni, dovute all’attività stellare, responsabili di una falsa
identificazione.
Una volta che la stella è stata seguita per una fissata finestra tempora-
le, la prima fase dell’analisi consiste nella ricerca di una o più periodicità
nell’andamento della velocità radiale in funzione del tempo. La presenza di
periodicità è infatti il primo indizio che può portare alla scoperta di piane-
ti extrasolari orbitanti attorno alla stella. Capire se l’eventuale periodicità
trovata segnali effettivamente la presenza di un pianeta extrasolare oppure
sia causata dal rumore di fondo dovuto ad errori di strumentazione oppu-
re da attività stellari particolari è un compito molto arduo, ma sono stati
sviluppati strumenti che assegnano una significatività statistica al picco di
frequenza che identifica un determinato periodo orbitale.
Nella prima parte dell’appendice viene introdotta la Trasformata di Fou-
rier, lo strumento solitamente utilizzato al fine di ricercare una periodicità
nei dati raccolti. Dal momento che però numerose complicazioni accompa-
gnano le rilevazioni in ambito astronomico, come ad esempio il fatto che le
rilevazioni non sono equispaziate nel tempo, degli strumenti più generali che
partono sempre dalla Trasformata di Fourier devono essere introdotti.
Il periodogramma di Lomb-Scargle e la sua generalizzazione costituisco-
no lo strumento principale per ricercare la periodicità nei dati provenienti
dall’utilizzo del metodo della spettroscopia Doppler.
Nelle analisi di questo elaborato si sono utilizzati due pacchetti per re-
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cuperare dai dati l’eventuale periodo orbitale P del pianeta extrasolare. Nel
caso in cui l’orbita viene assunta circolare è stato usato il pacchetto lomb,
che implementa il periodogramma di Lomb-Scargle. Nei casi generali in cui
non è stata fatta alcuna ipotesi circa il valore dell’eccentricità orbitale e si è
usato il pacchetto RobPer che utilizza il periodogramma di Lomb-Scargle ge-
neralizzato, il quale risulta avere un buon comportamento nella ricostruzione
di P per esopianeti con orbita eccentrica.
Nella parte finale dell’appendice vengono brevemente descritte le distor-
sioni dovute all’attività stellare. Questa sezione vuole essere uno spunto per
analisi successive che prevedano, oltre che un’azione combinata tra più me-
todi, anche un lavoro congiunto tra due discipline astronomiche distinte ma
fortemente collegate tra loro: la teoria evolutiva delle stelle e il processo di
formazioni di sistemi planetari.
C.1 La Trasformata di Fourier
Le velocità radiali della stella misurate alle diverse epoche si prestano in
maniera naturale ad uno studio non più nel dominio del tempo, bensì in
quello della frequenza. La Trasformata di Fourier è lo strumento che consente
di trasformare una funzione matematica che è funzione del tempo in una che
è funzione della frequenza.
Qualora si analizzino i dati provenienti dalla spettroscopia Doppler, occorre
in particolare ricorrere alla Trasformata di Fourier Discreta (DFT ) in quanto
le rilevazioni avvengono ad intervalli discreti di tempo.
La DFT è l’unica tra le Trasformate di Fourier che può essere calcolata
per via numerica, ricorrendo ad algoritmi efficienti quali ad esempio la Fast
Fourier Trasform (FFT ).
Formalmente, un segnale discreto yt di periodo P può essere rappresen-
tato come una somma di esponenziali complessi con frequenza pari ad un
multiplo intero della frequenza f , la quale per definizione è pari all’inverso
del periodo P .
La Trasformata di Fourier discreta segue la legge:
y(f) =
N∑
i=1
yi exp (−jft), (C.1)
dove j indica l’unità immaginaria mentre exp (jft) = cos(ft) + j sin(ft).
La (C.1) permette quindi di passare dal dominio del tempo a quello della
frequenza, tenendo conto del fatto che ogni funzione può essere scomposta
come somma di funzioni trigonometriche. E’ naturalmente possbile opera-
re il procedimento inverso, ricorrendo ad un’opportuna Antitrasformata di
Fourier.
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Se è presente una periodicità nei dati, si ha che l’esser passati dal dominio
del tempo a quello della frequenza conduce all’identificazione di un picco di
frequenza PF in corrispondenza ad un particolare periodo P :
PF (f) =
1
N
[(
N∑
i=1
yi cos(ft))
2 +
N∑
i=1
yi sin(ft))
2], (C.2)
dove N indica come al solito il numero di misurazioni disponibili.
Un primo limite derivante dal solo utilizzo della DFT è che anche quando
viene individuata una periodicità nei dati, non è possibile attribuire ad esso
alcuna significatività al fine di stabilirne la natura.
In secondo luogo la Trasformata di Fourier funziona bene quando le mi-
surazioni eseguite sono equispaziate nel tempo. Nel caso di rilevazioni astro-
nomiche tale proprietà non viene spesso rispettata, come nel caso in cui si
analizzi il comportamento di una stella. Per capire se sono presenti delle pe-
riodicità nei dati e ricavare un valore per l’eventuale periodo orbitale P del
pianeta extrasolare occorrono pertanto strumenti più generali della Trasfor-
mata di Fourier, che tengano conto della natura dei dati raccolti utilizzando
il metodo della velocità radiale.
C.2 Il periodogramma di Lomb-Scargle
Il periodogramma di Lomb (1976 ) e Scargle (1982 ) è lo strumento che è stato
inizialmente impiegato nella ricerca di una o più periodicità nei dati raccolti
dagli osservatori astronomici che analizzano la velocità radiale della stella.
Lo strumento proposto tiene conto del fatto che le misurazioni sulle velocità
radiali della stella non sono equispaziate nel tempo, fornendo inoltre una
misura della significatività per ciascun periodo (o equivalentemente frequen-
za) individuato. All’aumentare del numero di misurazioni il periodogramma
assegna maggiore probabilità al fatto che il picco individuato segnali effet-
tivamente la presenza in questo caso di un pianeta extrasolare, a differenza
dell’utilizzo della DFT.
Sia N il numero di epoche considerate e quindi anche il numero di
misurazioni disponibili. Il picco di frequenza è dato dalla relazione:
PF (f) =
1
2
{ [∑Ni=1 yi cos(f(ti − τ))]2∑N
i=1 yi cos
2(f(ti − τ))
+
[
∑N
i=1 yi sin(f(ti − τ))]2∑N
i=1 yi sin
2(f(ti − τ))
}
, (C.3)
dove τ dipende da f e deve essere tale che tan(2fτ) =
∑N
i=1 sin(2fti)∑N
i=1 cos(2fti)
.
Un’importante considerazione che vale la pena richiamare quando si uti-
lizza la (C.3) è che la stima del picco di frequenza che permette di recuperare
il valore del periodo coincide alla stima ai minimi quadrati eseguita per onde
sinusoidali (si parla anche di Analisi di Fourier modificata).
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La versione proposta da Lomb-Scargle presenta una serie di vantaggi nel-
la ricerca del periodo orbitale P di un pianeta extrasolare rispetto all’utilizzo
della DFT. La natura non equispaziata dei dati e la possibilità di fornire
una significatività statistica ai picchi che vengono individuati rappresentano
un notevole passo in avanti.
Tuttavia il periodogramma presenta ancora dei limiti dovuti alla natura si-
nusoidale del modello della velocità radiale. Qualora il pianeta extrasolare
abbia un’orbita eccentrica il picco di frequenza potrebbe non essere osser-
vato oppure il periodo orbitale segnalato potrebbe essere distante da quello
effettivamente compiuto dall’esopianeta.
Queste situazioni, aggiunte al fatto che non è così semplice capire se il periodo
individuato dal periodogramma sia effettivamente dovuto ai dati, ha portato
alla costruzione di uno strumento ancora più generale che tenga conto degli
aspetti appena descritti.
C.3 Il periodogramma di Lomb-Scargle generaliz-
zato
Il periodogramma di Lomb-Scargle generalizzato (Zechmeister and Kuester
(2009)) risolve i problemi descritti alla fine del paragrafo precedente. In
particolare, nel GLS, la potenza del segnale è una funzione della frequenza
(o, equivalentemente, del periodo). La potenza misura quanto costruire un
segnale sinusoidale con periodo corrispondente al picco individuato migliori
l’adattamento della funzione ai dati rispetto all’utilizzare una costante.
Per calcolare la potenza si ricorre alla seguente relazione:
p(f) =
χ2cost − χ2sin(f)
χ2cost
, (C.4)
nella quale χ2cost e χ2sin(f) indicano la rispettiva devianza residua.
La costruzione delle due quantità che permettono di calcolare la (C.4) è
di fondamentale importanza.
Per quanto riguarda χ2cost si ha che il termine usato è la media pesata delle
osservazioni y¯. Il GLS, a differenza del LS, tiene conto sia degli errori di
misurazione che del fatto che occorre assegnare un peso diverso ai dati a
disposizione. Misure con errori piccoli vengono considerati più importanti
nella costruzione della funzione che si adatta ai dati rispetto a misure che
presentano un errore grande.
Si ha allora che:
y¯ =
N∑
i=1
wiyi, (C.5)
dove wi = 1σ2i
∑N
i=1(1/σ
2
i )
e σ2 è la stima della varianza corretta.
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Pertanto la devianza residua quando viene usato il termine costante per
adattarsi ai dati della velocità radiale segue la relazione:
χ2cost =
N∑
i=1
[yi − y¯]2
σ2i
. (C.6)
Nella costruzione di χ2sin(f) non esiste una sola scelta. Come emerso
nel secondo capitolo, nel caso in cui l’orbita si circolare il modello fisico
della velocità radiale yt segue la (2.5), mentre se l’orbita è eccentrica si deve
ricorrere alla (2.1). Nel caso generale, in cui non è nota l’eccentricità orbitale
del possibile pianeta extrasolare si deve utilizzare la (2.1) e si ha che:
χ2sin(f) =
N∑
i=1
[yi − y(ti)]2
σ2i
. (C.7)
Sia nella (C.6) che nella (C.7) il termine al denominatore σ2i serve per la
normalizzazione.
Alla luce del ragionamento sopra riportato, che tiene conto non solo della
possibilità che i dati possano non essere equispaziati, ma che può essere utile
assegnare pesi diversi alle varie misurazioni, occorre aggiornare la (C.3) in
quanto essa ha validità solamente per dati equamente pesati.
Si ha allora che per recuperare il picco di frequenza del periodogramma
di Lomb-Scargle generalizzato vale la relazione descritta da Gilliland and
Baliunas (1987):
PF (f) =
N
2
∑N
i=1wi
{ [∑Ni=1 yiwi cos(f(ti − τ))]2∑N
i=1 yiwi cos
2(f(ti − τ))
+
[
∑N
i=1 yiwi sin(f(ti − τ))]2∑N
i=1 yiwi sin
2(f(ti − τ))
}
,
(C.8)
dove τ = 12f
∑N
i=1 wi sin(2fti)∑N
i=1 wi cos(2fti)
e wi sono i pesi individuali. Nel caso in cui i
dati siano equamente pesati si ritorna di fatto alla (C.3), la quale può essere
normalizzata dividendola per la varianza corretta σ2.
C.3.1 La probabilità di falso allarme
Come già sottolineato quando si sono discussi i limiti derivanti dall’utilizzo
della DFT, il periodogramma di Lomb-Scargle generalizzato, oltre a fornire
il valore del picco di frequenza e del corrispondente periodo, riporta anche
un’indicazione circa la probabilità che esso segnali effettivamente una perio-
dicità nei dati e non sia dovuto al rumore. A causa della natura non equi-
spaziata dei dati, alcuni picchi individuati dal periodogramma potrebbero
infatti solamente essere dovuti al rumore (Press et al. (1992)).
Sotto l’assunzione che il rumore sia distribuito secondo una variabile
casuale Normale, si può dimostrare che in un periodogramma di Lomb-
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Scargle generalizzato e normalizzato la distrubuzione del picco segue una
legge Esponenziale (Scargle (1982)).
Il risultato conseguito da (Scargle (1982)) consente di definire una quan-
tità che prende il nome di Probabilità di Falso Allarme (FAP). Dato un picco
di frequenza PF individuato dal periodogramma, si ha che vale la seguente
relazione:
FAP ∼ exp (−PF ). (C.9)
La (C.9) può essere interpretata come segue: qualora si incrementi la
potenza di un picco, è esponenzialmente meno probabile che si tratti di un
falso allarme, ossia che il picco non segnali una periodicità nei dati ma sia
piuttosto causato dal rumore. Pertanto valori piccoli della FAP forniscono
credibilità al picco individuato.
A causa di complicazioni che la Teoria dei Segnali cerca di spiegare, la
(C.9) determinata dal periodogramma è solamente una quantità approssima-
ta. Ciò che viene solitamente fatto è allora impiegare tecniche di simulazione,
quali ad esempio il Bootstrap o i metodi Monte Carlo per fornire ulteriori
indicazioni sulla natura dei picchi individuati.
Per Bootstrap si intende una tecnica di ricampionamento nella quale,
tenendo fisso il vettore delle epoche in cui è avvenuta la misurazione, vengono
ricampionate le velocità radiali e per ciascun ricampionamento si calcola il
picco di frequenza con il periodogramma. I risultati dei ricampionamenti
possono essere utilizzati per determinare la percentuale di picchi che risultano
maggiori di quello effettivamente osservato, determinando in tale modo la
probabilità che quest’ultimo segnali effettivamente un periodicità nei dati e
non sia dovuto al caso.
I metodi Monte Carlo consistono anche in questo caso nel tenere fisso
il vettore delle epoche, ma quello contenente le velocità radiali della stella
viene sostituito con uno contenente rumore gaussiano. Tale operazione viene
ripetuta più volte (tipicamente 104) e per ogni simulazione si recupera il picco
massimo ottenuto. In maniera analoga a quanto accade quando si utilizza il
Bootstrap, viene recuperata una stima per la probabilità che il picco effettivo
PF , ossia quello osservato con i dati originali, sia un falso positivo.
Qualche accenno infine al caso in cui il periodogramma segnali la presenza
di più picchi significativi, i quali possono indicare la presenza di più perio-
di orbitali e, nel caso delle analisi svolte in questo elaborato, di un sistema
multiplo stella-pianeti. Prima di costruire il relativo modello con più pianeti
extrasolari ospitati dalla stessa stella, solitamente si utilizza un algoritmo
iterativo nel quale, di volta in volta, si prende il picco più alto risultante dal-
l’ispezione del periodogramma e si costruisce il relativo segnale sinusoidale.
Si sottrae poi tale segnale ai dati originali e si ricostruisce il periodogramma
di Lomb-Scargle generalizzato cercando i nuovi picchi. L’algoritmo si arresta
una volta che non sono più presenti picchi significativi e quelli ottenuti nei
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passaggi precedenti vanno a costituire la base per la costruzione dei modelli
successivi.
I metodi per la ricerca di pianeti extrasolari funzionano bene nell’indi-
viduare giganti gassosi orbitanti in prossimità della stella. Pertanto risulta
spesso ben riconoscibile il picco di frequenza associato ad un Hot Jupiters. Al
contrario, date le dimensioni e la distanza dalla stella di eventuali pianeti abi-
tabili, recuperare il picco di frequenza con il periodogramma è un’operazione
difficilmente realizzabile.
C.4 Problemi distorsivi legati all’attività stellare
I limiti operativi descritti alla fine del primo capitolo riguardanti l’atmosfe-
ra terrestre, la finestra temporale di osservazione e la ricerca di una stima
credibile per la massa della stella costituiscono un primo gruppo di problemi
che possono condurre ad una distorsione dei risultati delle analisi.
In realtà vi è un secondo gruppo di fattori, molto più insidioso el primo,
che può distorcere le analisi a tal punto da credere di aver individuato un
pianeta extrasolare quando in realtà la stella che si sta studiando non ospi-
ta alcun pianeta. Tali problematiche possono essere ricondotte, oltre che a
fluttuazioni sistematiche degli strumenti di rilevazione, alle caratteristiche e
all’attività stellare. A seconda del metodo che si sta utilizzando per la ricerca
di pianeti extrasolari, vi sono insidie diverse che possono produrre risultati
apparentemente in accordo con la presenza di un pianeta quando, in realtà,
la stella non ospita alcun esopianeta.
In astronomia la ricerca di modelli evolutivi stellari è un ambito di ricerca
molto attuale e collegato alla formazione di sistemi planetari.
C.4.1 Limb Darkening
Per limb darkening si intende il fatto che la luminosità superficiale della stella
non è uniforme, bensì cala verso il bordo. Tale aspetto, combinato con altre
caratteristiche della stella, può produrre un risultato fuorviante nelle analisi
fotometriche che cercano di identificare un pianeta extrasolare utilizzando
il metodo del transito. Inoltre, qualora avvenga un transito da parte di un
pianeta extrasolare, occorre specificare un parametro aggiuntivo che tenga
conto del limb darkening affinchè la stima della profondità del transito non
risulti distorta. La legge standard che tiene conto del limb darkening per la
luminosità superficiale della stella è:
I(r) = I0
1− µ+ µ
√1− ( r
Rs
)2 , (C.10)
dove r è la distanza dal centro della stella del corpo celeste, Rs il raggio
stellare e µ il parametro di limb darkening, il quale dipende dalla lunghezza
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d’onda.
In questa nuova situazione, la profondità di transito può essere calcolata
notando che il flusso stellare Fs è pari all’integrale di I(r) sull’area della
stella. Pertanto la profondità impressa dall’esopianeta è:
∆Fs
Fs
=
(
Rp
Rs
)2
(
1− µ+ µ
(√
1−
(
r
Rs
)2))
1− µ3
, (C.11)
dove Rp indica il raggio del pianeta extrasolare, mentre gli altri parametri
hanno il significato usuale.
Nel caso in cui non vi sia limb darkening, ossia la superficie stellare ab-
bia luminosità uniforme (µ = 0), si ritorna alle leggi esposte quando si è
introdotto il metodo del transito.
C.4.2 Rotazione stellare
La rotazione stellare è un fenomeno che è significativo quando la stella pre-
senta il piano equatoriale di taglio rispetto alla linea di vista (edge-on),
mentre se essa ha il polo rivolto verso l’osservatore (pole-on) la rotazione
non viene rilevata. La rotazione stellare causa significativi allungamenti nel-
le linee spettrali durante l’osservazione spettroscopica. Pertanto il metodo
della velocità radiale potrebbe fornire risultati distorti a causa della rota-
zione stellare, soprattutto nel caso in cui la stella non ruoti come un corpo
rigido bensì in maniera differenziale. Per uno studio specifico sulla rotazione
stellare si rimanda a Weber et al. (2001).
C.4.3 Starspots ed eterogeneità superficiale della stella
La presenza di macchie scure sulla superficie della stella, soprattutto se este-
se, congiuntamente con la rotazione stellare, costituiscono un problema, so-
prattutto se si sta utilizzando il metodo del transito. Infatti il risultato
è un’attenuazione periodica del flusso per stelle di tipo G pari all’1%, ma
la causa non è la presenza di un pianeta extrasolare, bensi l’eterogeneità
superficiale della stella.
C.4.4 Atmosfera stellare
Gli elementi convettivi con luminosità crescente emettono più fotoni rispetto
a gas in raffreddamento. Il risultato è un sistematico spostamento verso il
blu delle linee spettrali.
Tale fenomeno è noto per il Sole, dove le linee spettrali sono spostate verso
il blu di circa 400 m/s.
Lo spostamento non è però lo stesso per tutte le linee spettrali a causa non
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solo dell’azione dei moti convettivi ma anche di pulsazioni della stella, cam-
biamenti di pressione, disturbi magnetici ed altri fenomeni sia macroscopici
che microscopici. La presenza di questi fenomeni rende la misurazione degli
spostamenti verso il blu da parte delle linee spettrali molto complesso.
Uno studio che ha come obiettivo la misurazione del blueshift in presenza dei
disturbi sopra elencati è stato svolto da Dravins (2003).
C.4.5 Problematiche tipiche del metodo del transito
Il problema legato alla falsa rilevazione di un pianeta extrasolare, qualora si
utilizzi il metodo del transito, può assumere diverse casistiche.
• Stelle binarie grandi (Grazing binaries): in questo caso il metodo
del transito non ha particolari problemi a riconoscere che non si è in
presenza di un esopianeta, in quanto la curva di luce evidenzia un
andamento ed una forma troppo dissimile da quello caratteristico di
un sistema stella-pianeta. Si può in via complementare utilizzare il
metodo dell’effetto Doppler, dove nel caso di stelle binarie si ha che il
redshift e il blueshift sono troppo repentini rispetto al caso in cui vi sia
un esopianeta.
• Stelle binarie (in cui una stella è molto più piccola dell’altra):
in questo caso la curva di luce non presenta differenze significative ri-
spetto a ciò che si avrebbe in presenza di un sistema stella-pianeta.
E’ pertanto necessario ricorrere al metodo della velocità radiale per
ricavare, congiuntamente con l’informazione dell’inclinazione dell’orbi-
ta fornita dal metodo del transito, la massa del corpo più piccolo e
scartare l’ipotesi che si tratti di un esopianeta.
• Sistema triplo: anche in questo caso i transiti evidenziati risultano
fuorvianti. L’analisi spettroscopica, però, è in grado di evidenziare
tre gruppi di linee spettrali, quindi tre gruppi di caratteristiche chi-
miche dei corpi e in base ad esse escludere la presenza di un pianeta
extrasolare.
Un’applicazione interessante riguardande il Sistema triplo è la ricerca,
attorno al pianeta extrasolare, di satelliti. Vi è la possibilità, infatti,
che attorno agli esopianeti trovati (solitamente pianeti giganti gasso-
si) orbitino dei satelliti con caratteristiche simili a quelle della Terra.
La rilevazione di questi satelliti è però una missione proibitiva a cau-
sa del loro debole impatto nella curva di luce, troppo piccolo affinchè
gli strumenti attuali possano individuare un terzo corpo. Per rilevare
tale effetto secondario, infatti, occorre una precisione fotometrica del-
l’ordine di 10−6, nonchè una finestra osservazionale lunga (Barnes and
Fortney (2004)).
La Figura C.1 riassume le tipologie sopra spiegate.
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Figura C.1: a) Il transito di un pianeta attorno alla stella, da non confondere
con un sistema binario composto da una stella grande ed una nana bruna
(b). Le ultime due immagini rappresentano rispettivamente sistema triplo e
Granzing binaries. [regmedia.co.uk]
Appendice D
Codice R
D.1 Modello Frequentista: Sistema Binario Orbita
Circolare
##MODELLO FINALE PER LA STIMA DEI PARAMETRI ORBITALI
##DI UN PIANETA EXTRASOLARE IN UN SISTEMA BINARIO
##STELLA-PIANETA CON ORBITA CIRCOLARE
##PULIZIA DELLO SPAZIO DI LAVORO
rm(list=ls())
##PARAMETRI PRELIMINARI##
##COSTANTE DI GRAVITAZIONE UNIVERSALE (m^3/(kg*s^2))
G = 6.673e-11
##MASSA DEL SOLE: la massa stellare è espressa in
##x masse solari (kg)
m_sole = 1.989e30
##MASSA DI GIOVE (kg)
m_giove = 1.898e27
##DEFINIZIONE DI UNITA’ ASTRONOMICA (in metri)
AU = 1.496e11
##LETTURA DEI DATI
dati = read.table(file.choose())
names(dati)=c("time","rv","error")
attach(dati)
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dati
##PASSO 1: REPERIRE UNA STIMA PER IL PERIODO ORBITALE
##DEL PIANETA EXTRASOLARE
##PRIMA VIA:LOMB SCARGLE
library(lomb)
lomb_scargle = lsp(rv,time, type="period",
main="Periodogramma Lomb-Scargle", xlab="Periodo orbitale",
ylab="Potenza del segnale")
P_iniz=lomb_scargle$peak.at[1]
P_iniz
##SECONDA VIA:LOMB SCARGLE GENERALIZZATO
library(RobPer)
GLS=RobPer(dati, weighting=TRUE,
periods=seq(from=1,to=10,by=0.01),
regression="L2", model="sine", steps = 10,
tol = 1e-03, var1 = weighting,
genoudcontrol = list(pop.size = 50,
max.generations = 50,
wait.generations = 5), LTSopt =TRUE,
taucontrol = list(N = 100, kk = 2, tt = 5,
rr = 2, approximate = FALSE),
Scontrol=list(N = ifelse(weighting,200,50), kk = 2,
tt = 5, b=.5, cc = 1.547,
seed = NULL))
pos.massimo=function(vettore)
{ posmax=1
massimo=vettore[1]
for(i in 2:length(vettore))
{ if (vettore[i]>massimo)
{ posmax=i
massimo=vettore[i]
}
}
valore_posizione=c(massimo,posmax)
}
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pos=pos.massimo(GLS)[2]
P_iniz=1+pos/100
P_iniz
##PASSO 2: REPERIRE UNA STIMA PER LA SEMIAMPIEZZA K
summary(rv)
max(rv)
min(rv)
semiampiezza=function(a,b)
{
if(-a>b){
K=-a
}
else {
K=b
}
}
K_iniz=semiampiezza(min(rv),max(rv))
##PASSO 3: RECUPERARE IL VALORE INIZIALE PER IL TEMPO
##DI PASSAGGIO AL PERIASTRO t0.
passaggio_periastro=time[rv==max(rv)]
##PASSO 4: RECUPERARE IL VALORE INIZIALE LA
##VELOCITA’ DI RECESSIONE
V0=0
library(nlreg)
valori_iniziali = c(V0=0, K=K_iniz, P=P_iniz,
t0=passaggio_periastro)
##COSTRUZIONE DEL MODELLO ETEROSCHEDASTICO
model_nlref_ete=nlreg(rv~V0 + K*cos(2*pi*(time-t0)/P),
weights=~(1+error^2),
start=valori_iniziali,
trace=TRUE)
summary(model_nlref_ete)
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V0=V0_hat=model_nlref_ete$coef[1]
K=K_hat = model_nlref_ete$coef[2]
P=P_hat = model_nlref_ete$coef[3]
t0=t0_hat = model_nlref_ete$coef[4]
##COSTRUZIONE DEL GRAFICO INTERPOLANTE
plot(rv~time, main="Velocità radiale di 51 Peg",
xlab="Giorno giuliano", ylab="Velocità radiale",
pch=20, col="blue")
curve(V0_hat+K_hat*cos(2*pi*(time-t0_hat)/P_hat), xname="time",
add=TRUE, col="red")
##DIAGNOSTICA DEL MODELLO
##ANALISI DEI RESIDUI
model_nlref_ete$residuals
plot(model_nlref_ete$residuals, main="Analisi dei residui",
xlab="Velocità radiale", ylab="Residui", pch=20, col="violet")
mean(model_nlref_ete$residuals)
##GRAFICI PER L’ANALISI DEI RESIDUI
nlreg.diag.plots(model_nlref_ete)
##COMPORTAMENTO DEI PARAMETRI DEL MODELLO:
##INTERVALLI DI CONFIDENZA PER I PARAMETRI
##CON I TEST CLASSICI
summary(profile(model_nlref_ete))
par(mar=rep(0.1,4))
contour(profile(model_nlref_ete))
##TEST PER SAGGIARE L’IPOTESI CHE I DATI NON INDICHINO LA
##PRESENZA DI NESSUN PIANETA, MA SOLO DELLA VELOCITA’
##DI RECESSIONE V0 E RUMORE
modello_h0=nlreg(rv~V0, start=c(V0=0), weights=~(1+error^2))
modello_h0
loglik_h0=-2*(modello_h0$logLik)
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loglik_h0
loglik_h1=-2*(model_nlref_ete$logLik)
loglik_h1
trv=-loglik_h1+loglik_h0
trv
##CALCOLO DEI PARAMETRI DERIVATI
##DEFINIRE LA MASSA STELLARE
##DISTANZA ORBITALE
dist_orb = function(P,massa_stellare)
{ a=((G*(massa_stellare*m_sole)*
(P*86400)^2)/(4*(pi)^2))^(1/3)
}
d=dist_orb(P_hat, massa_stellare)
distanza_UA = d/AU
distanza_UA
##LIMITE INFERIORE DELLA MASSA
lim_inf_mp = function(K,massa_stellare,P)
{ (K*(massa_stellare*m_sole)^(2/3))/
((2*pi*G)/(P*86400))^(1/3)
}
limite_massa_pianeta=
lim_inf_mp(abs(K_hat),massa_stellare,P_hat)
massa_inf = limite_massa_pianeta/m_giove
massa_inf
D.2 Modello Frequentista: Sistema Binario Orbita
Eccentrica
##MODELLO FINALE PER LA STIMA DEI PARAMETRI ORBITALI
##DI UN PIANETA EXTRASOLARE IN UN SISTEMA BINARIO
##STELLA-PIANETA CON ORBITA ECCENTRICA
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##PULIZIA DELLO SPAZIO DI LAVORO
rm(list=ls(all=TRUE))
##PARAMETRI PRELIMINARI
##COSTANTE DI GRAVITAZIONE UNIVERSALE (m^3/(kg*s^2))
G = 6.673e-11
##MASSA DEL SOLE: la massa stellare è espressa
##in x masse solari (kg)
m_sole = 1.989e30
##MASSA DI GIOVE (kg)
m_giove = 1.898e27
##DEFINIZIONE DI UNITA’ ASTRONOMICA (in metri)
AU = 1.496e11
##LETTURA DEI DATI
dati = read.table(file.choose())
names(dati)=c("time","rv","error")
attach(dati)
dati
##PASSO 1: REPERIRE UNA STIMA PER IL PERIODO ORBITALE
##DEL PIANETA EXTRASOLARE
library(RobPer)
GLS=RobPer(dati, weighting=TRUE,
periods=seq(from=1,to=10,by=0.01),
regression="L2", model="sine", steps = 10,
tol = 1e-03, var1 = weighting,
genoudcontrol = list(pop.size = 50,
max.generations = 50,
wait.generations = 5), LTSopt =TRUE,
taucontrol = list(N = 100, kk = 2, tt = 5, rr = 2,
approximate = FALSE),
Scontrol=list(N = ifelse(weighting,200,50), kk = 2,
tt = 5, b=.5, cc = 1.547, seed = NULL) )
pos.massimo=function(vettore)
{ posmax=1
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massimo=vettore[1]
for(i in 2:length(vettore))
{ if (vettore[i]>massimo)
{ posmax=i
massimo=vettore[i]
}
}
valore_posizione=c(massimo,posmax)
}
pos=pos.massimo(GLS)[2]
P=P_iniz=1+pos/100
########se si analizza 51pegb########
P_iniz=4.23
########se si analizza hd131496b########
P_iniz=881
########se si analizza hd108863b########
P_iniz=442
########se si analizza iotadraconisb########
P_iniz=501
########se si analizza lamda fonacis b########
P_iniz=16.3
##PASSO 2: IL TEMPO DI PASSAGGIO AL PERIASTRO t0
passaggio_periastro=seq(from=time[1],
to=time[1]+P_iniz, by=1)
##PASSO 3: ECCENTRICITA’ ORBITALE e
eccentricita=seq(from=0.01, to=0.98, by=0.01)
eccentricita
##PASSO 4: CALCOLO DELL’ANOMALIA MEDIA (IN RADIANTI)
anomalia_media=function(time, t0)
{ M=2*pi*(time-t0)/P_iniz
}
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matrice_anomalia_media=function(time, t0)
{ x<-matrix(,ncol=length(t0),nrow=length(time))
for(i in 1:length(t0))
{ vett=anomalia_media(time,t0[i])
x[,i]=vett
}
x
}
an_media=matrice_anomalia_media(time,
passaggio_periastro)
##PASSO 5: CALCOLO DELL’ANOMALIA ECCENTRICA
eq_keplero = function(e,M)
{ vett=rep(0,length(time))
for(i in 1:length(time))
{ E0 = M[i]
E1 = M[i] + e*sin(E0)
err = abs(E1-E0)
k=1
kmax=100
while(err>0.0001)
{
E0 = E1
E1 = M[i] + e*sin(E0)
err=abs(E1-E0)
k=k+1
}
E1
vett[i]=E1
}
vett
}
matrice_anomalia_eccentrica=function(eccentricita,
matrice_anomalia_media, t0)
{ numcol=length(t0)*length(eccentricita)
x=matrix(,ncol=numcol, nrow=length(time))
k=1
for(i in 1:length(eccentricita))
{ for(j in 1:ncol(matrice_anomalia_media))
{ vett=eq_keplero(eccentricita[i],
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matrice_anomalia_media[,j])
x[,k]=vett
k=k+1
}
}
x
}
an_ecc=matrice_anomalia_eccentrica(eccentricita,
an_media, passaggio_periastro)
##PASSO 5: CALCOLO DELL’ANOMALIA VERA
matrice_anomalia_vera=function(eccentricita,
matrice_anomalia_media, t0)
{ numcol=length(t0)*length(eccentricita)
x=matrix(,ncol=numcol, nrow=length(time))
k=1
for(i in 1:length(eccentricita))
{ for(j in 1:ncol(matrice_anomalia_media))
{ vett_an_ecc=eq_keplero(eccentricita[i],
matrice_anomalia_media[,j])
vett_an_vera=2*atan(sqrt((1+eccentricita[i])/
(1-eccentricita[i]))
*tan(vett_an_ecc/2))
x[,k]=vett_an_vera
k=k+1
}
}
x
}
an_vera=matrice_anomalia_vera(eccentricita, an_media,
passaggio_periastro)
##PASSO 7: VALORE INIZIALE PER LA SEMIAMPIEZZA K
summary(rv)
max(rv)
min(rv)
semiampiezza=function(a,b)
{
if(-a>b){
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K=-a
}
else {
K=b
}
}
K_iniz=semiampiezza(min(rv),max(rv))
K_iniz
##PASSO 8: VALORE INIZIALE PER LA
##LONGITUDINE DEL PERIASTRO w
w_iniz=0
##PASSO 8: VALORE INIZIALE PER LA
##VELOCITA’ DI RECESSIONE V0
V0_iniz=0
##PASSO 9: COSTRUIZIONE DEL MODELLO:
##INIZIALMENTE SI UTILIZZA NLS
model.nls=function(eccentricita, matrice_anomalia_media,
t0, K_iniz, w_iniz, V0_iniz)
{ numcol=length(t0)*length(eccentricita)
x=matrix(,ncol=numcol, nrow=length(time))
devianza=rep(0,numcol)
kk=1
for(i in 1:length(eccentricita))
{ for(j in 1:ncol(matrice_anomalia_media))
{ vett_an_ecc=eq_keplero(eccentricita[i],
matrice_anomalia_media[,j])
vett_an_vera=2*atan(sqrt((1+eccentricita[i])/
(1-eccentricita[i]))*tan(vett_an_ecc/2))
valori_iniziali=c(K=K_iniz,w=w_iniz, V0=V0_iniz)
cat(kk, eccentricita[i])
modello.nls=nls(rv~V0 + K*((cos(vett_an_vera + w))+
eccentricita[i]*cos(w)),
start=valori_iniziali, trace=TRUE)
devianza[kk]=deviance(modello.nls)
kk=kk+1
}
}
devianza
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}
model.deviance=model.nls(eccentricita, an_media,
passaggio_periastro, K_iniz, pi, 1)
model.deviance
min(model.deviance)
##PASSO 10: TROVARE IL MODELLO CHE MEGLIO DI ADATTA AI DATI
pos.minimo=function(vettore)
{ posmin=1
minimo=vettore[1]
for(i in 2:length(vettore))
{ if (vettore[i]<minimo)
{ posmin=i
minimo=vettore[i]
}
}
valore_posizione=c(minimo,posmin)
}
posizione_minimo=pos.minimo(model.deviance)
pos_vett_an_vera=posizione_minimo[2]
ricerca_ecc=function(eccentricita, passaggio_periastro)
{ count=1
vettore_ecc=rep(0,length(eccentricita)*
length(passaggio_periastro))
for(i in 1:length(eccentricita))
{ for(j in 1:length(passaggio_periastro))
{ vettore_ecc[count]=eccentricita[i]
count=count+1
}
}
vettore_ecc
}
ricerca_t0=function(eccentricita, passaggio_periastro)
{ count=1
vettore_t0=rep(0,length(eccentricita)*
length(passaggio_periastro))
for(i in 1:length(eccentricita))
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{ for(j in 1:length(passaggio_periastro))
{ vettore_t0[count]=passaggio_periastro[j]
count=count+1
}
}
vettore_t0
}
lista_passaggio=ricerca_t0(eccentricita,
passaggio_periastro)
passaggio=lista_passaggio[posizione_minimo[2]]
passaggio
lista_ecc=ricerca_ecc(eccentricita, passaggio_periastro)
ecc=lista_ecc[posizione_minimo[2]]
ecc
library(nlreg)
var_indip=an_vera[,pos_vett_an_vera]
var_indip
valori_iniziali=c(K=K_iniz,w=0, V0=V0_iniz)
valori_iniziali=c(K=K_iniz,w=0.6551298, V0=V0_iniz)
model_ecc_ete=nlreg(rv~V0 + K*((cos(var_indip + w))+
ecc*cos(w)),
weights=~(1+error^2),
start=valori_iniziali, trace= TRUE)
summary(model_ecc_ete)
K=K_hat = model_ecc_ete$coef[1]
w=w_hat = model_ecc_ete$coef[2]
V0=V0_hat= model_ecc_ete$coef[3]
##ANALISI DEI RESIDUI
model_ecc_ete$residuals
plot(model_ecc_ete$residuals,
xlab="Velocità radiale", ylab="Residui",
pch=20, col="violet")
mean(model_ecc_ete$residuals)
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##GRAFICI PER L’ANALISI DEI RESIDUI
nlreg.diag.plots(model_ecc_ete)
##COMPORTAMENTO DEI PARAMETRI DEL MODELLO
##INTERVALLI DI CONFIDENZA PER I PARAMETRI
##CON I TEST CLASSICI
summary(profile(model_ecc_ete))
par(mar=rep(0.1,4))
contour(profile(model_ecc_ete))
##COSTRUZIONE DEL GRAFICO
time=an_vera[,pos_vett_an_vera]
plot(rv~time, main="Velocità radiale di 51 Pegasi",
xlab="Anomalia Vera", ylab="Velocità radiale",
pch=20, col="blue")
curve(V0_hat + K_hat*(cos(time + w_hat)+ecc*cos(w_hat)),
xname="time", add=TRUE, col="red")
##TEST PER SAGGIARE L’IPOTESI CHE I DATI NON INDICHINO
##LA PRESENZA DI NESSUN PIANETA, MA SOLO DELLA VELOCITA’
##DI RECESSIONE V0 E RUMORE
modello_h0=nlreg(rv~V0, start=c(V0=0),weights=~(1+error^2))
modello_h0
loglik_h0=-2*(modello_h0$logLik)
loglik_h0
loglik_h1=-2*(model_ecc_ete$logLik)
loglik_h1
trv=-loglik_h1+loglik_h0
trv
##COSTRUZIONE DEI GRAFICI PER LE CURVE DI LIVELLO
model.mat=matrix(model.deviance, byrow=TRUE,
nrow=length(eccentricita),
ncol=length(passaggio_periastro))
model.mat
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par(mfrow=c(1,2))
persp(eccentricita, passaggio_periastro,
model.mat, theta=30, phi=45,
col=’yellow’, xlab=’eccentricita’,
ylab=’epoca di passaggio al periastro’, zlab=’devianza’,
ylim=c(min(passaggio_periastro),max(passaggio_periastro)),
xlim=c(min(eccentricita),max(eccentricita)))
points(passaggio, ecc, col="red", pch=4)
contour(eccentricita, passaggio_periastro, nlevels=70, model.mat,
col="blue", xlab=’eccentricita’,
ylab=’epoca di passaggio al periastro’, zlab=’devianza’,
ylim=c(min(passaggio_periastro),max(passaggio_periastro)),
xlim=c(min(eccentricita),max(eccentricita)),
method="flattest")
points(ecc, passaggio, col="red", pch=4)
##CALCOLO DEI PARAMETRI DERIVATI
##SEMIASSE MAGGIORE
semiasse_maggiore = function(P,massa_stellare)
{ a=((G*(massa_stellare*m_sole)*(P*86400)^2)/(4*(pi)^2))^(1/3)
}
##valore della massa stellare per 51peg.
##che si analizza.
massa_stellare = 1.054
a=semiasse_maggiore(P_iniz, massa_stellare)
distanza_UA = a/AU
#LIMITE INFERIORE DELLA MASSA
lim_inf_mp = function(K,massa_stellare,P)
{ (sqrt((1-ecc^2))*abs(K)*(massa_stellare*m_sole)^(2/3))/
((2*pi*G)/(P*86400))^(1/3)
}
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limite_massa_pianeta=lim_inf_mp(abs(K_hat),massa_stellare,P_iniz)
massa_inf = limite_massa_pianeta/m_giove
D.3 Modello Bayesiano: Sistema Binario Orbita
Circolare
##MODELLO BAYESIANO FINALE PER LA STIMA DEI PARAMETRI
##ORBITALI DI UN PIANETA EXTRASOLARE IN UN SISTEMA
##BINARIO STELLA-PIANETA CON ORBITA CIRCOLARE
##Algoritmo MCMC: Adaptive Metropolis Hastings
##PULIZIA DELLO SPAZIO DI LAVORO
rm(list=ls(all=TRUE))
library(coda)
library(mcmcplots)
library(mvtnorm)
library(MASS)
##PARAMETRI PRELIMINARI
##COSTANTE DI GRAVITAZIONE UNIVERSALE (m^3/(kg*s^2))
G = 6.673e-11
##MASSA DEL SOLE: la massa stellare è espressa
##in x masse solari (kg)
m_sole = 1.989e30
##MASSA DI GIOVE (kg)
m_giove = 1.898e27
##DEFINIZIONE DI UNITA’ ASTRONOMICA (in metri)
AU = 1.496e11
dati = read.table(file.choose())
names(dati)=c("time","rv","error")
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##VARIABILE RISPOSTA
rv=dati$rv
##ERRORI DI MISURA
err=dati$error
##VARIABILE INDIPENDENTE
time=dati$time
time
##EVIDENZA EMPIRICA
likelihood <- function(param){
V0 = param[1]
K = param[2]
P = param[3]
t0 = param[4]
sd = param[5] + err
pred = V0 + K*(cos(2*pi/P*(time-t0)))
singlelikelihoods = dnorm(rv, mean = pred, sd = sd, log = T)
sumll = sum(singlelikelihoods)
return(sumll)
}
##DISTRIBUZIONI A PRIORI
prior <- function(param){
V0 = param[1]
K = param[2]
P = param[3]
t0 = param[4]
sd = param[5]
V0prior = dunif(V0, min=-2128, max=2128, log = T)
Kprior = punif(ifelse((K>1)&(K<2128),
log((1/log(1+2128))*(1/(1+K)))*2128, 0))
Pprior = punif(ifelse((P>1)&(P<1000),
log((1/log(1000))*(1/(P)))*1000, 0))
t0prior = dunif(t0, min=time[1]-time[1]+1,
max=time[length(time)]-time[1], log=T)
sdprior = punif(ifelse((sd>1)&(sd<2128),
log((1/log(1+2128))*(1/(1+sd)))*2128, 0))
return(V0prior+Kprior+Pprior+t0prior+sdprior)
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}
##DISTRIBUZIONE A POSTERIORI
posterior <- function(param){
return (likelihood(param) + prior(param))
}
##ADAPTIVE METROPOLIS-HASTINGS
adaptive_mh=function(startvalue, n0, nparms,
epsilon, sd, C0, iterazioni, burn.in)
{ catena=array(dim=c(iterazioni+1, nparms))
catena[1,]=startvalue
for(i in 1:n0)
{ proposta = mvrnorm(1,mu=catena[i,],Sigma=C0)
##proposta = rmvt(1,delta=startvalue, sigma=C0)
probab = exp(posterior(proposta)-posterior(catena[i,]))
if(runif(1)<probab)
{ catena[i+1,] = proposta
}
else
{ catena[i+1,] = catena[i,]
}
}
C1 = sd*cov(catena[seq(from=1, to= i, by=1),])+sd*epsilon*C0
for(i in (n0+1):iterazioni)
{
proposta = mvrnorm(1,mu=catena[i,],Sigma=C1)
probab=exp(posterior(proposta)-posterior(catena[i,]))
if(runif(1)<probab)
{ catena[i+1,] = proposta
}
else
{ catena[i+1,] = catena[i,]
}
x=apply(catena[seq(from=1, to= i, by=1),],2,mean)
C1=((i-1)/i)*C1 + (sd/i)*(i*x%*%t(x) -
(i+1)*x%*%t(x) + x%*%t(x) + epsilon*C0)
}
catena[-(1:burn.in),]
}
startvalue=c(0,max(rv),4.23,time[rv==max(rv)],1)
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C0=diag(c(1,1,1,1,1))
n0=100
nparms=5
epsilon=0.0001
iterazioni=20000
burn.in=5000
sd=(2.38)^2/7
chain = adaptive_mh(startvalue, n0, nparms,epsilon,
sd, C0, iterazioni, burn.in)
out_mcmc=mcmc(chain)
pairs(chain, pch=20, label=c("V0","K","P","t0","s"))
##STATISTICHE DI SINTESI
summary(out_mcmc)
HPDinterval(out_mcmc, prob=0.95)
density(out_mcmc[,1])$x[which.max(density(out_mcmc[,1])$y)]
density(out_mcmc[,2])$x[which.max(density(out_mcmc[,2])$y)]
density(out_mcmc[,3])$x[which.max(density(out_mcmc[,3])$y)]
density(out_mcmc[,4])$x[which.max(density(out_mcmc[,4])$y)]
density(out_mcmc[,5])$x[which.max(density(out_mcmc[,5])$y)]
denplot(out_mcmc, main=c("V0","K","P","t0", "s"), col = "black")
traplot(out_mcmc, main=c("V0","K","P","t0", "s"), col = "black")
##CALCOLO DEI PARAMETRI DERIVATI
##SEMIASSE MAGGIORE
semiasse_maggiore = function(P,massa_stellare)
{ a=((G*(massa_stellare*m_sole)*(P*86400)^2)/
(4*(pi)^2))^(1/3)
}
massa_stellare = 1.054
a=semiasse_maggiore(mean(out_mcmc[,3]), massa_stellare)
distanza_UA = a/AU
distanza_UA
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##LIMITE INFERIORE DELLA MASSA#
lim_inf_mp = function(K,massa_stellare,P)
{ (K*(massa_stellare*m_sole)^(2/3))/((2*pi*G)/
(P*86400))^(1/3)
}
limite_massa_pianeta=lim_inf_mp(abs(mean(out_mcmc[,2])),
massa_stellare,mean(out_mcmc[,3]))
limite_massa_pianeta
massa_inf = limite_massa_pianeta/m_giove
massa_inf
##UTILIZZO DI ALTRI PACCHETTI R
library(adaptMCMC)
startvalue=c(0,max(rv),4.23,time[rv==max(rv)],5)
mcmc_r=MCMC(posterior,n=100000,init=startvalue,
adapt=TRUE,acc.rate=0.234)
burn.in=20000
out_mcmc=mcmc(out_mcmc[-(1:burn.in),])
##STATISTICHE DI SINTESI
summary(out_mcmc)
HPDinterval(out_mcmc, prob=0.95)
density(out_mcmc[,1])$x[which.max(density(out_mcmc[,1])$y)]
density(out_mcmc[,2])$x[which.max(density(out_mcmc[,2])$y)]
density(out_mcmc[,3])$x[which.max(density(out_mcmc[,3])$y)]
density(out_mcmc[,4])$x[which.max(density(out_mcmc[,4])$y)]
density(out_mcmc[,5])$x[which.max(density(out_mcmc[,5])$y)]
denplot(out_mcmc, main=c("V0","K","P","t0","s"), col = "black")
traplot(out_mcmc, main=c("V0","K","P","t0","s"), col = "black")
par(mfrow = c(2,3))
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hist(out_mcmc[,1],nclass=30, main="Posteriori di V0")
hist(out_mcmc[,2],nclass=30, main="Posteriori di K")
hist(out_mcmc[,3],nclass=30, main="Posteriori di P")
hist(out_mcmc[,4],nclass=30, main="Posteriori di t0")
hist(out_mcmc[,5],nclass=30, main="Posteriori di s")
##COSTRUZIONE DELLA STATISTICA DI GELMAN-RUBIN
startvalue2 = c(1,73,4,5,4)
mcmc_r2=Metro_Hastings(li_func=likelihood,pars=startvalue2,
par_names=c(’V0’,’K’,’P’,’t0’,’sd’),iteration=100000,
burn_in=20000, data=dati)
startvalue3 = c(10,5,4,89,9)
mcmc_r3=Metro_Hastings(li_func=likelihood,pars=startvalue3,
par_names=c(’V0’,’K’,’P’,’t0’,’sd’),iteration=100000,
burn_in=20000, data=dati)
out_mcmc2=mcmc(mcmc_r2$trace)
out_mcmc3=mcmc(mcmc_r3$trace)
combinedchains = mcmc.list(out_mcmc, out_mcmc2, out_mcmc3)
plot(combinedchains)
gelman.diag(combinedchains)
gelman.plot(combinedchains)
D.4 Modello Bayesiano: Sistema Binario Orbita
Eccentrica
##MODELLO BAYESIANO FINALE PER LA STIMA DEI PARAMETRI
##ORBITALI DI UN PIANETA EXTRASOLARE IN UN SISTEMA
##BINARIO STELLA-PIANETA CON ORBITA ECCENTRICA
##Algoritmo MCMC: Adaptive Metropolis-Hastings
##PULIZIA DELLO SPAZIO DI LAVORO
rm(list=ls(all=TRUE))
library(coda)
library(mcmcplots)
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library(MASS)
##PARAMETRI PRELIMINARI
##COSTANTE DI GRAVITAZIONE UNIVERSALE (m^3/(kg*s^2))
G = 6.673e-11
##MASSA DEL SOLE: la massa stellare è espressa in
##x masse solari (kg)
m_sole = 1.989e30
##MASSA DI GIOVE (kg)
m_giove = 1.898e27
##DEFINIZIONE DI UNITA’ ASTRONOMICA (in metri)
AU = 1.496e11
dati = read.table(file.choose())
names(dati)=c("time","rv","error")
##VARIABILE RISPOSTA
rv=dati$rv
##ERRORI DI MISURA
err=dati$error
##VARIABILE INDIPENDENTE
time=dati$time
##anomalia vera di 51pegasib: e=0.02, t0=68.52
an_vera= c( 1.8654665, 2.0631698, 2.2826387, -3.0440927,
-2.8931155, -2.6524583, -1.6235736, -1.3600330,
-1.1754874, -0.1061001, 0.3889666, 2.6062110,
2.8833268, -2.2565841, -1.9201318, -0.7846964,
-0.4696435, 0.7842379, 0.9064671, 1.0481016,
1.1815086, 2.2483245, 2.4226462, 2.5934326,
-2.6178378, -2.4102440, -2.2827979, -0.9677909,
-0.7999796, 0.3899842, 0.6187836, 0.7554876,
1.9067878, 2.0686671, 2.2355686, -2.9487692,
-2.7680416, -2.6043447, -1.4933562, -1.4233365,
-1.3570203, 1.5326847, 1.6013611, 1.6689611,
1.7213146, 3.0423080, -3.1166838, -2.9863339,
-1.8229017, -1.6873120, -1.6176849, -0.3184099,
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-0.2671559, -0.1880654, -0.1345905, 1.2615137,
1.3244737, 1.4003026, 1.4484405, 2.6661824,
2.7371152, 2.8033892, 2.8650292, 2.9149088,
-2.1785377, -2.0463504, -1.9781221, -0.6986867,
-0.6296815, -0.5565692, -0.4839614, -0.3403214,
0.9353940, 1.0012166, 1.0679558, 2.3328501,
2.3955289, 2.4624212, -2.5138097, -2.4484470,
-2.3828288, -2.3324164, 0.4838075, 1.8737654,
3.1071199, -3.0494465, -2.9843345, -0.1537570,
1.3851846, 2.7813527, -1.9618800, -1.8957850,
-3.0907038, -0.6799901, -1.0859794, 0.4904264,
1.0534075, 2.3246096, -2.4939530, -0.9060101,
0.5979013, 2.0266445)
##anomalia vera per hd131496: e=0.16,t0=14270.79
an_vera=c( -0.1295918, 0.6738142, 2.7321024, 2.9502204,
-1.6595850, -1.0440579, -1.0350917, -0.6843239,
0.4485712, 0.7706762, 1.0030236, 1.2392809,
1.4766687, 1.6903257, 1.9372468, 2.0976097,
2.4034692, 2.8993804, 2.9679813, -3.0695841,
-3.0642771, -3.0591866, -3.0277564, -3.0224168,
-2.9223688, -2.9174229, -2.9122409, -2.9070147,
-2.7633173, -2.7255169, -2.7207992, -2.7154601,
-2.7099703, -2.5783482, -2.5727986, -2.5674790,
-2.5620097, -2.5454847, -2.5397521, -2.5340741,
-2.4371035)
##Periodo di 51 Pegb
P=4.23
##Periodo di 131496b
P=881
likelihood <- function(pars){
V0 = pars[1]
K = pars[2]
w= pars[3]
sd_e = pars[4] + err
##51pegb:e=0.02
##hd131496b:e=0.16
pred = V0 + K*((cos(an_vera + w)) + 0.02*cos(w))
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##pred = V0 + K*((cos(an_vera + w)) + 0.16*cos(w))
sumll = sum(dnorm(rv, pred, sd_e, log=TRUE))
return(sumll)
}
prior <- function(param){
V0 = pars[1]
K = pars[2]
w= pars[3]
sd = pars[4]
V0prior = dunif(V0, min=-2128, max=2128, log = T)
Kprior = punif(ifelse((K>1)&(K<2128),
log((1/log(1+2128))*(1/(1+K)))*2128, 0))
wprior= dunif(w, min=0, max=2*pi,log=T)
sdprior = punif(ifelse((sd>1)&(sd<2128),
log((1/log(1+2128))*(1/(1+sd)))*2128, 0))
return(V0prior+Kprior+wprior+sdprior)
}
posterior <- function(pars){
return (likelihood(pars) + prior(pars))
}
startvalue=c(0,max(rv),pi,1)
library(adaptMCMC)
mcmc_r=MCMC(posterior.norip,n=100000,init=startvalue,
adapt=TRUE,acc.rate=0.234)
burnIn=20000
out_mcmc=mcmc(out_mcmc[-(1:burnIn),])
summary(out_mcmc)
HPDinterval(out_mcmc, prob=0.95)
density(out_mcmc[,1])$x[which.max(density(out_mcmc[,1])$y)]
density(out_mcmc[,2])$x[which.max(density(out_mcmc[,2])$y)]
density(out_mcmc[,3])$x[which.max(density(out_mcmc[,3])$y)]
density(out_mcmc[,4])$x[which.max(density(out_mcmc[,4])$y)]
density(out_mcmc[,5])$x[which.max(density(out_mcmc[,5])$y)]
denplot(out_mcmc, main=c("V0","K","w","s"), col = "black")
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denplot(out_mcmc)
traplot(out_mcmc, main=c("V0","K","w","s"), col = "black")
traplot(out_mcmc)
par(mfrow = c(2,2))
hist(out_mcmc[,1],nclass=30, main="Posteriori di V0")
hist(out_mcmc[,2],nclass=30, main="Posteriori di K")
hist(out_mcmc[,3],nclass=30, main="Posteriori di w")
hist(out_mcmc[,4],nclass=30, main="Posteriori di s")
D.5 Modello Bayesiano: Sistema Binario Orbita
Eccentrica esteso
##MODELLO BAYESIANO FINALE PER LA STIMA DEI PARAMETRI
##ORBITALI DI UN PIANETA EXTRASOLARE IN UN SISTEMA
##BINARIO STELLA-PIANETA CON ORBITA ECCENTRICA
##Algoritmo MCMC: Adaptive Metropolis-Hastingslibrary(coda)
##NON HA BISOGNO DEL VETTORE DELL’ANOMALIA VERA
##DEL PERIODO ORBITALE
##DELL’EPOCA DI PASSAGGIO AL PERIASTRO
##DELL’ECCENTRICITA’ ORBITALE
library(mcmcplots)
library(MASS)
##PARAMETRI PRELIMINARI
##COSTANTE DI GRAVITAZIONE UNIVERSALE (m^3/(kg*s^2))
G = 6.673e-11
G
##MASSA DEL SOLE: la massa stellare è espressa
##in x masse solari (kg)
m_sole = 1.989e30
##MASSA DI GIOVE (kg)
m_giove = 1.898e27
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##DEFINIZIONE DI UNITA’ ASTRONOMICA (in metri)
AU = 1.496e11
dati = read.table(file.choose())
names(dati)=c("time","rv","error")
##VARIABILE RISPOSTA
rv=dati$rv
##ERRORI DI MISURA
err=dati$error
##VARIABILE INDIPENDENTE
time=dati$time
eq_keplero = function(e,M)
{ vett=rep(0,length(M))
for(i in 1:length(M))
{ E0 = M[i]
E1 = M[i] + e*sin(E0)
err = abs(E1-E0)
k=1
kmax=100
while(err>0.0001)
{
E0 = E1
E1 = M[i] + e*sin(E0)
err=abs(E1-E0)
k=k+1
}
E1
vett[i]=E1
}
vett
}
##EVIDENZA EMPIRICA
likelihood <- function(pars){
V0 = pars[1]
K = pars[2]
P = pars[3]
t0 = pars[4]
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e = pars[5]
w= pars[6]
sd = pars[7] + err
an_media = 2*pi*(time-t0)/P/180*pi
an_ecc = eq_keplero(e, an_media)
an_vera = 2*atan(sqrt((1+e)/(1-e))
*tan(an_ecc/2))
pred = V0 + K*((cos(an_vera + w))+
e*cos(w))
sumll = sum(dnorm(rv, pred, sd,
log=TRUE))
return(sumll)
}
prior <- function(pars){
V0 = pars[1]
K = pars[2]
P = pars[3]
t0 = pars[4]
e = pars[5]
w= pars[6]
sd = pars[7]
V0prior = dunif(V0, min=0, max=2128, log=T)
Kprior = punif((1/log(1+2128))*(1/(1+K))*2128,
min=0, max=2128, log = T)
Pprior = punif((1/log(1000))*(1/(P))*1000,
min=0, max=1000, log = T)
t0prior = dunif(t0, min=time[1],
max=time[length(time)], log=T)
eprior = dunif(e, min=0, max=1, log=T)
wprior= dunif(w, min=0, max=2*pi,log=T)
sdprior = punif((1/log(1+2128))*(1/(1+sd))*2128,
min=0, max=2128, log = T)
return(V0prior+Kprior+Pprior+t0prior+eprior+wprior+sdprior)
}
posterior <- function(pars){
return (likelihood(pars) + prior(pars))
}
startvalue=c(0,max(rv),4.23,68.52,0.5,pi,5)
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##startvalue=c(0,max(rv),881,time[rv==max(rv)],0.5,pi,5)
library(mvtnorm)
adaptive_mh=function(startvalue, n0, nparms,epsilon,
sd, C0, iterazioni, burn.in)
{ catena=array(dim=c(iterazioni+1, nparms))
catena[1,]=startvalue
for(i in 1:n0)
{ proposta = mvrnorm(1,mu=catena[i,],Sigma=C0)
if(
(proposta[1]<0 | proposta[1]>2128) |
(proposta[2]<0 | proposta[1]>2128) |
(proposta[3]<0 | proposta[3]>1000) |
(proposta[4]<0 | proposta[4]>time[length(time)]) |
(proposta[5]<0 | proposta[5]>1) |
(proposta[6]<0 | proposta[6]>2*pi) |
(proposta[7]<0 | proposta[7]>2128)
){
catena[i+1,] = catena [i,]
}
else{
probab = exp(posterior(proposta)-
posterior(catena[i,]))
if(runif(1)<probab)
{ catena[i+1,] = proposta
}
else
{ catena[i+1,] = catena[i,]
}
}
}
C1 = sd*cov(catena[seq(from=1, to= i, by=1),])
+sd*epsilon*C0
for(i in (n0+1):iterazioni)
{
proposta = mvrnorm(1,mu=catena[i,],Sigma=C1)
if(
(proposta[1]<0 | proposta[1]>2128) |
(proposta[2]<0 | proposta[1]>2128) |
(proposta[3]<0 | proposta[3]>1000) |
(proposta[4]<0 | proposta[4]>time[length(time)]) |
134 Codice R
(proposta[5]<0 | proposta[5]>1) |
(proposta[6]<0 | proposta[6]>2*pi) |
(proposta[7]<0 | proposta[7]>2128)
){
catena[i+1,] = catena [i,]
}
else
{
probab=exp(posterior(proposta)-
posterior(catena[i,]))
if(runif(1)<probab)
{ catena[i+1,] = proposta
}
else
{ catena[i+1,] = catena[i,]
}
}
x=apply(catena[seq(from=1, to= i, by=1),],2,mean)
C1=((i-1)/i)*C1 + (sd/i)*(i*x%*%t(x) -
(i+1)*x%*%t(x) + x%*%t(x) + epsilon*C0)
}
catena[-(1:burn.in),]
}
C0=diag(c(1,1,1,1,1,1,1))
n0=100
nparms=7
epsilon=0.0001
iterazioni=1000000
burn.in=400000
sd=(2.38)^2/7
chain = adaptive_mh(startvalue, n0, nparms,epsilon,
sd, C0, iterazioni, burn.in)
out_mcmc=mcmc(chain)
summary(out_mcmc)
HPDinterval(out_mcmc, prob=0.95)
denplot(out_mcmc,
main=c("V0","K","P","t0","e", "w", "s"),
col = "black")
traplot(out_mcmc,
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main=c("V0","K","P","t0","e", "w", "s"),
col = "black")
par(mfrow = c(3,3))
hist(out_mcmc[,1],nclass=30, main="Posteriori di V0")
hist(out_mcmc[,2],nclass=30, main="Posteriori di K")
hist(out_mcmc[,3],nclass=30, main="Posteriori di P")
hist(out_mcmc[,4],nclass=30, main="Posteriori di t0")
hist(out_mcmc[,5],nclass=30, main="Posteriori di e")
hist(out_mcmc[,6],nclass=30, main="Posteriori di w")
hist(out_mcmc[,7],nclass=30, main="Posteriori di s")
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