This paper establishes the existence of a solution to the optimality equations in undiscounted semi-Markov decision models with countable state space, under conditions generalizing the hitherto obtained results. In particular, we merely require the existence of a finite set of states in which every pair of states can reach each other via some stationary policy, instead of the traditional and restrictive assumption that every stationary policy has a single irreducible set of states. A replacement model and an inventory model illustrate why this extension is essential. Our approach differs fundamentally from classical approaches; we convert the optimality equations into a form suitable for the application of a fixed point theorem.
an item specific (minor) setup cost is added. In addition, the cost structure consists of holding-, shortage-and variable replenishment costs. Excess demands are backlogged and every order has a fixed lead time. The solution methods in [9] , [28] and [29] decompose the coordinated control problem into single-item problems for each item in the family. Each single-item problem has "normal" replenishment opportunities (at the major setup cost) occurring at the demand epochs for this item and "special" replenishment opportunities (at reduced setup costs) at epochs generated by a Poisson process approximating the superposition of the ordering processes triggered by other items.
At replenishment opportunities, the system may not be left with more than L units short (say), or with a positive net inventory position = (inventory on hand) + (outstanding orders) -(backlog) of more than U units (say).
For these single item models, conditions 1-5 for the existence of a stationary optimal policy are easily verified with a convenient choice of the set K (see Appendix 2).
In addition, the approach taken to prove the existence of a solution to the optimality equation (1) is altogether different from the approaches in the models where unichainedness is assumed. There the existence of a solution to (1) is obtained from the limiting behavior of the total maximal discounted return vector, as the discount factor tends to one (cf. [4] , [8] , [10] , [17] , [18] , [22] and [32] ), using a technique introduced by Taylor [32] and Ross [22] . Here, we convert the equation into a form suitable for the application of the Tychonoff fixed point theorem which is a generalization of the well-known Brouwer fixed point theorem (cf. [7] ). The same approach has been used in Federgruen and Schweitzer [13] to establish a simple existence proof for a solution to the optimality (vector) equations that arise in the general model with finite state and action spaces, where the maximal gain rate vector may have unequal components. Finally, our approach enables a (partial) characterization of the optimality equation's solution set.
We conclude this introduction by pointing out the plan of the paper. In ?2 we give some notation and preliminary results. In ?3 the existence of a solution to optimality equation (1) is obtained; also, the solution set of (1) is characterized. With respect to the one-step expected rewards, we assume upper-semicontinuity rather than the more conventional continuity assumption to include, e.g., "cost or reward structures" with fixed components.
Preliminaries and notation. We first make the following assumption with
We next introduce some familiar notions. For n = 0, . . . denote by X, and an the state and the action at the nth decision epoch (the Oth decision epoch is at time 0). A policy Tt for controlling the system is any measurable rule which for each n specifies which action to choose at the nth decision epoch given the current state Xn and the sequence (X0, a0 , . . . [16] show that these criteria are essentially weaker than the criterion (2).
In either sense, it is well known that an average return optimal policy does not need to exist even under very strong regularity conditions (cf. [ We now introduce our main assumption. (Note that u*(i) and y*(i) are not assumed to be bounded in i, e.g., u*(i) = i is acceptable. This permits us to handle unbounded rewards. The subsequent analysis shows that when identifying a set K satisfying assumptions 2(a) and 3(a) below, only states that are positive recurrent under some stationary policy need to be included in this set; in other words, we can always choose K = K*. In practical applications, however, it may be easier to verify (5) and (6) 
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In the next section we prove the existence of a solution to the optimality equation (1) by exhibiting a convex compact subset of E ??= Xi,E, (with E the set of real numbers), which is mapped into itself by the value-iteration operator (cf. (22)). The boundary of this subset is defined by the numbers
D4= (xlxi=0).
Finally, let D = D1 n D2 n D3 A D4. 
In view of (17) In our models where (even optimal) policies may have multiple irreducible sets of states, the solution space is more complex as follows from the following 2-state example (cf. also [27] where it is shown that the solution set may even be nonconvex). 
