In percolation theory, vertices within a graph have a binary state: either active or inactive. Furthermore, a percolation process decides how activation spreads within the graph. Firstly, we propose and analyse a simple data-driven percolation process in which percolations are preliminarily learnt from a graph with observed percolations. Secondly, we study a problem related to the one solved by Kempe et al. in [1]: given a percolation process, which k vertices should one choose in order to maximise the number of active vertices at the end of process? This question is important in many areas, ranging from viral marketing to the study of epidemic spread. We generalise the problem by considering activations in [0, 1], measuring the "quality" of percolation, and percolation decays along edges in the percolation graph. For a varying cost of activating each vertex, we maximise the total activation whilst keeping within a budget L. The problem can be solved with a greedy algorithm with a guaranteed approximation quality, and furthermore we show its connection to the maximal coverage problem. The resulting algorithm is analysed empirically over predicted percolation graphs on a synthetic dataset and on a real dataset modelling information diffusion within a social network.
Introduction
Many processes occurring in graphs such as epidemic spread, trust propagation, marketing using viral information and cascading failure in a power grid can be considered as site percolation processes. Vertices are either "active" or "inactive" and activity spreads within the graph according to a particular process. As an example, for the spread of HIV in a social network, vertices represent people, edges represent sexual contact and activity corresponds to the occurrence of HIV infection. While previous work on percolation processes * Supported by the ANR project "Viroscopy".
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As a second area of study, we attempt to find the k vertices which result in the largest total spread of activation at the end of process 1 , known as the maximal influence problem. In epidemic spread, for example, finding the most influential vertices may help to devise effective control strategies. Maximising influence is a NP-hard combinatorial optimisation and was first proposed by Domingos and Richardson in [2, 3] . We solve the more general case in which activations are given by real numbers and there is a varying cost of activating each vertex at the start of the process. Such a setup has applications in word-of-mouth viral marketing for example, in which a transmission of information about a product of service might result in a loss or mis-telling, and the cost of reaching certain groups of people varies. Other applications include the study of the spread of anxiety, or change in behaviour on hearing about certain news events.
The process of learning a percolation can be formalised as follows: consider a directed percolation graph G = (V, E) ∈ G with vertices V = {v 1 , . . . , v n }, v i = (z i , y (1) i ), i = 1, . . . , n, and edges E ⊆ V ×V × [0, 1] which is a set of triples of pairs of vertices and an associated decay factor. The ith vertex is composed of a known vector z i ∈ R d of descriptive features and initial activation y i . Moreover, we assume that there exists a function f * such that f * (z i , z j , G) = D ij . For learning purposes, we assume we are given a set of percolation graphs S = {G 1 , . . . , G } drawn in an i.i.d. manner from a distribution D with corresponding known decay matrices. Based on this structured data sample, we would like to learn a function f :
Given a percolation graph G with known decays, one can consider an iterative percolation process as follows: choose an initial set of activations y (1) 1 , . . . y ( 
1) n
given by the column vector y (1) . Denoting by • the (coordinate-wise) Hadamard product, the successive set of activations is then given by Using the above process, the unbudgeted generalised maximal influence problem is that of finding the set of k vertices to give an initial activation of 1 such that the total activation within the graph at the end of the percolation process, i y
namely, is maximal. We would also like to solve the budgeted generalised influence problem in which the cost of activating vertex i is given by u i ∈ [0, 1] and one has a budget L for choosing vertices to activate.
We solve the learning problem mentioned above by using a novel ego-centric regression method to predict percolations, under certain assumptions about the way percolation is performed. Following, we consider a novel optimisation, which solves the budgeted generalised influence problem. This optimisation can be approximated efficiently in many cases using a greedy algorithm with a guaranteed approximation quality. In the unbudgeted case, the corresponding optimisation can be greedily solved under an improved approximation guarantee.
The paper is structured as follows. We start with a review of relevant research on influence maximisation and graph percolation in Section 2. In Section 3 we detail the generalised influence optimisation, for which algorithms are given for budgeted and unbudgeted cases. In Section 4, we discuss the dependency issues encountered whilst learning percolation, and outline a novel method for predicting percolations in which dependencies are explicitly modelled. In Section 5 experimental results are given using a synthetic dataset and also a real-world dataset based on the transmission of health information in a social network. Finally, some conclusions are presented in Section 6.
Background Material
Before reviewing the crucial concepts which the present study relies on, we set out the main notations that shall be needed throughout the paper. Here, a matrix is represented by a bold uppercase letter, e.g. X, and a column vector is displayed using a bold lowercase letter e.g. x. The Hadamard product between X and Y is written as X • Y, and X i is the ith column of X. The submatrix of X corresponding to rows indexed by I and columns J is written as X[I, J]. The transpose of a matrix or vector is written X . The indicator function of any event E is denoted by I{E}.
A binary percolation process P computes in an iterative manner which vertices will be active in the next iteration based on the edges and those that are currently active, and continues until no more activations occur. Let σ P (G, A) be the number of active vertices at the end of a percolation process defined by P , over graph G and with an initial set of active vertices A. Figure  1 demonstrates a percolation process within a simple graph. The problem of computing the maximal influence is: given a graph G and process P which subset A ⊆ V of k = |A| < n vertices should be chosen to ensure maximal activation σ P (G, A) at the end of the process? This optimisation corresponds to a combinatorial problem that is NP-hard in general. However, an approximate algorithm has been proposed in [1] , that obtains a solution within 63% of the optimal for several types of percolation process.
The authors of [1] consider two common percolation models: the Linear Threshold and the Independent Cascade models, and provide greedy algorithms to maximise influence. Similar results are shown for the general threshold and decreasing cascade models in [4] and [5] respectively. The key observation is that the influence function σ P (G, A) is submodular for these percolation models. For clarity, we recall the definition of this notion precisely. 
Provided that σ P (G, A) is submodular and monotone, a simple O(nk) greedy algorithm exists for choosing the most influential vertices, motivated by the following theorem. 
Independent Cascade Model
In the Independent Cascade model there is a probability p ij on an edge from v i to v j which allows a random decision to be taken for the activity of v j given that v i is active. The percolation then proceeds as follows: at time step t when a vertex v i first becomes active it is given a single chance to activate each of its neighbours n(v i ) according to the edge probabilities. If v i succeeds then the corresponding vertices become active in the next time step. If not then no further attempts are made in subsequent rounds. The hardness of influence maximisation in the Independent Cascade model is proved in [1] by relating it to the set cover problem. Here, we give an equivalent result with a different proof which highlights the close connection between influence maximisation and the maximal coverage problem. Proof. Consider the NP-hard problem of maximal coverage. One is given a collection of sets S = {S 1 , . . . , S n } such that S i ⊆ {e 1 , . . . , e m } and one must choose k of these sets so that the size of the union of the selected sets S is maximal. This can be mapped onto the problem of maximising the influence in the Independent Cascade model. For an arbitrary instance of the maximal coverage problem, create a bipartite graph with n+m vertices such that there is a vertex corresponding to each set and each element e i . A directed edge with edge probability 1 exists from a set vertex and an element vertex when the corresponding set contains that element. The maximal cover problem is equivalent to finding the k set vertices with maximal influence. As influence maximisation contains maximal coverage as a special case, it is at least as hard as maximal coverage and hence NP-hard.
General Cascade Model

Learning Percolations
An issue of the above models is that there is nothing to say how percolation probabilities are assigned, whereas, if one considers percolations occurring in real graphs, then clearly they do not occur in a purely random fashion. In [8] for instance, the authors learn probabilities using the action logs present in the Flickr photo sharing website. The General Threshold model is used (which is equivalent to the General Independent Cascade model) and several simple methods to learn transmission probabilities are proposed. In [9] , transmission probabilities in the Information Cascade model are predicted using the Expectation Maximisation (EM, [10] ) algorithm. Diffusion probabilities which maximise the likelihood are computed given a set of independent information diffusion "episodes".
Health information transmissions within a social network are learnt using Support Vector Machines (SVMs, [11] ) in [12] . A set of star-shaped graphs ("ego networks") are recorded which represent a person and all of their immediate contacts. By using the characteristics collected for each person, transmissions are learnt by considering social ties in which transmissions occur and those in which they do not occur. The learnt model is then used to drive percolation in a simulated social network. Here we use the same general approach and address the issue that learning in this scenario occurs on examples which are not necessarily independently distributed.
It is worth noting that the percolation model of [12] is a deterministic specialisation of the Independent Cascade model. Furthermore, it is a specialisation of the Linear Threshold model. Let the thresholds for v i be the inverse of the number of the neighbours, i.e. θ i = 1/|n(v i )|. In turn, let the weights w ij = θ i for all v j ∈ n t (v i ), where n t (v i ) is the set of percolating neighbours i.e. those that will percolate to v i if they become active. This ensures that vj ∈n(vi) w ij ≤ 1, and when a single percolating neighbour becomes active, v i also becomes active.
Edge Prediction
In a general sense, learning percolations can be considered as an edge or link prediction problem within a graph. Edge prediction has also been motivated by social, product, or biological networks. For example, in the social networking site Facebook an edge prediction algorithm can suggest people who may know each other, and hence grow the network. In a bipartite graph of people and products, potential clients can be recommended things they may want to buy. In the case of epidemic analysis, edge prediction allows one to predict new infections, moreover, the predictor itself sheds light on how edges are formed.
In [13] the authors propose a regularization framework for learning from graph data, which is extended in [14] for directed graphs. The edge weights of a graph are turned into probabilities and used to guide a random walk and hence define a corresponding stationary distribution over the vertices. A graph is deemed to be "smooth" if the labels of adjacent vertices are the same, weighted by the stationary probabilities (as defined by the random walk) of the corresponding vertices and the transition probabilities of the edges. In this way the structure of the graph is taken into account when performing vertex labelling or edge prediction for example.
A recent study in edge prediction is [15] , which uses both structural and vertex characteristics in learning. The prediction problem is phrased as follows: given a vertex v, provide an ordered list of vertices in a graph G which are link recommendations. Link recommendation is performed by using a graph of people and attribute vertices, where edges exist between a person and an attribute if the person has that attribute and the stationary values of the vertices are then used as a ranking criteria for link recommendation. Experiments are conducted against using the number of common neighbours, random selection and the use of an SVM with a combination of feature and structural properties. A disadvantage of the method is that each value of each attribute has its own vertex which does make sense for continuous variables.
An effective way of predicting edges is to find an invariant property within the graph. This is the approach taken in [16] in which a generalised clustering coefficient method is proposed. The often-used clustering coefficient is computed as 3 times the number of triangles in a graph divided by the number of connected triples. The paper proposes a general clustering measure which is the number of cycles of length k (containing k +1 vertices) divided by the number of paths of length k. For a graph with a large clustering coefficient, new edges that lead to new clusters are likely to be missing ones.
On Maximising Activation in a Continuous-Valued Cascade Model
A deficiency of the problem studied in [1] is that percolation may not necessary occur in a binary fashion. For example, in a social network people transmit information to their contacts in a non-perfect manner, hence information degrades along long paths. To address this issue, we consider activity as a real number in the range [0, 1] and if the activity is percolated from a vertex v i to v j then a loss can occur at time t, i.e. y
Generalised Maximal Influence
The budgeted generalised influence problem is expressed as follows: A graph G has n vertices, and each vertex v i has a positive activation cost represented by the ith element of u ∈ R n . Define a matrix P such that P ij is the activation of the jth vertex when the ith vertex is active at the start of the percolation process. The problem of finding the budgeted generalised maximal influence is
where y is an indicator vector with y i = 1 if the ith vertex is active at the start of the process and y i = 0 otherwise, and P i is the ith column of P. The function h is user-defined and represents the activation of a vertex given activations from the nonzero elements of its vector input. For example, if percolation represents viral information transmission, then h can be the maximum of information qualities reaching the corresponding vertex from the initially active vertices. In this case u represents the costs of targeting specific groups of individuals through various advertising means and L is the total marketing budget.
Note that this is a more general case of the standard maximum influence problem and hence NP-hard. To specialise the above optimisation to that of Kempe et al., take h as the maximum function, u as the all ones vector, L as the number of initially active vertices, and P as an indicator matrix, i.e. in {0, 1} n×n .
Relation to Generalised Maximal Coverage
As Theorem 2.2 showed the connection between maximising influence and maximal coverage, a similar result can be obtained by mapping budgeted general influence to the generalised maximal coverage problem [17] .
The generalised maximal coverage problem is described as follows: Consider a set of bins B = {b 1 , . . . , b } ∈ B, a set of elements E = {e 1 , . . . , e n } ∈ E and a budget M . Each element has a positive profit and a non-negative weight given byP ij and W ij respectively for the jth element in the ith bin. The ith bin also has a weightû i , which is the overhead of using that bin. A selection is given by S = (β, η, f ), where β ⊆ B, η ⊆ E, and f is a function which maps from elements to bins. The objective is to find a selection with a weight bounded by M which maximises the profit.
The budgeted generalised maximal influence problem is a special case of the generalised maximal coverage problem: The vertices of the percolation graph are the elements and each bin b i contains the set of vertices reachable by the ith vertex, so that there are exactly n bins. The value ofP ij is the activation of v j given that v i is initially active, and the bin weight vectorû is found using the corresponding vertex activation costs. The weight matrix W is computed according to the bin membership of each vertex: if v j is present in b i then W ij = 0, otherwise it is equal to infinity. This implies that a vertex not in a particular bin will never be chosen for finite M . The total budget on the weights of a selection is limited by L = M . Note however, that in the generalized maximal coverage problem the profit must be a positive value and in our situation it can be zero when a vertex is not in a bin. One can assume that all profits are positive, but if a vertex is not present in a bin, it will never be chosen according to the definition of the weight matrix.
Computing P
The matrix P in the optimisation of Equation (3.2) can be computed in any desired manner however we provide an example method. One computes all paths from v i to v j as well the total decay along each path which is the product of decays along the edges in the path. The value of P ij corresponds to the path with a maximum total decay, or zero if there is no path (see Figure 2 ). To compute P we modify the Floyd-Warshall algorithm [18, 19] which finds the shortest paths between all pairs of vertices, where the length of a path is the sum of the weights along it. 1, j, k) . We set maxP ath(i, j, 0) = D ij and the algorithm proceeds by computing the value of the maximum path for all pairs of vertices and then incrementing the value of k, at a total computational cost of O(n 3 ).
Maximising Activation
We now consider solutions to the optimisation of Equation The following theorem exhibits a sufficient condition for ρ to be submodular, cf. Definition 2.1. max(x 1 , . . . , x n ) for x ∈ R n , and one adds a new index v to S, then max(P
{u}, {i}]) − h(P[T, {i}])), with S ⊆ T in this case. Consider h(P[S ∪ {u}, {i}]) − h(P[S, {i}]),
which is simply the difference between the values of h using the set of numbers in the ith column of P indexed by S ∪ {u}, and S. If h is submodular then h(P[S ∪ {u}, {i}]) − h(P[S, {i}]) ≥ h(P[T ∪ {u}, {i}]) − h(P[T, {i}]),and the main result follows by summing over all i. Notice that if h is the maximum of vector elements, i.e. h(x) =
[S ∪ {u}, {i}]) − max(P[S, {i}]) ≥ max(P[S ∪ {u, v}, {i}]) − max(P[S ∪ {v}, {i}]), since if P[{v}, {i}] ≤ max(P[S, {i}]) then both sides are equal, and if P[{v}, {i}] > max(P[S, {i}])
then the right hand side is smaller than the left side. By continually adding indices v ∈ T \ S, it follows that the function max is submodular.
This theorem, along with the non-negativity and monotonicity of ρ, implies that we can use a greedy algorithm to maximise the unbudgeted general influence. One starts with the empty set and iteratively adds elements that result in the maximum marginal gain, as described in Theorem 2.1.
We now deal with the original budget constraint, which can be addressed by the following theorem, given in [20] .
Theorem 3.2. ([20]) Consider the optimisation max S⊆V f (S) s.t. c(S) ≤ L, where f is a submodular function, with |V | = n, and c represents the cost of choosing the elements in S. The following method can be used to find a solution to this optimisation: let S i be the set of chosen elements at the ith iteration, and S 0 = ∅. At iteration i, pick the element v which gives the maximal value of ((f (S i−1 ∪ {v}) − f (S i−1 ))/c({v}) such that c(S i−1 ∪ {v}) ≤ L. Let T = {u} where u results in the maximum value of f (T ) such that c(T ) ≤ L, and select the largest value from either f (S) or f (T ).
The resulting algorithm is a 1/2(1 − 1/e)-approximation for the optimal value of the optimisation, and can be computed in O(n 2 ) evaluations.
This theorem is modified from [20] , in which f can only be approximated efficiently with an error , and in our case = 0. Note that the authors also provide a better approximation guarantee using an algorithm with a significantly higher computational cost.
Learning with Dependent Examples
We now briefly return to the issue of learning the percolations of vertex activity and here we do so in a similar way to [12] (other statistical settings than the one we subsequently describe could naturally be considered however), see subsection 2.4. Assume that a set S = {G 1 , . . . , G l } of i.i.d. star-shaped graphs is observed: each graph G i is centered around an ego z i , with edges connecting it to a random number N i ≥ 1 of alters z i1 , . . . , z iNi . On these examples, percolation decays are observed. Here we denote by D ij , 1 ≤ j ≤ N i , the decay from the ego z i to the alter z ij . By learning when percolation occurs based on the G i s, one can use the corresponding learnt model to predict percolation within a new graph with unknown percolation decays. As we assumed that percolation from a vertex to another only depends on the latter, by "learning how percolation occurs", we mean build- 
2 ] when they, are valued in [0, 1] is minimum, where z 1 and z 2 denote here two connected vertices drawn at random and D 12 the percolation from z 1 to z 2 . This task can be cast as a binary classification or regression problem, depending on whether percolations are valued in {0, 1} or in [0, 1]. The major difference with the standard settings lies in the fact that the set of pairs of ego/alter on which training is based are not independent: pairs of vertices involving a same ego (respectively, alter) may be indeed strongly dependent. However, as percolation occurs here in a pairwise fashion, independently from the rest of the graph, by a straightforward conditioning argument, the set of predictive rules f with minimum percolation risk may be easily shown to coincide with that of predictive rules minimizing P{
2 ] depending on whether percolations are described as continuous or binary, for which an empirical counterpart based on S can be naturally computed. The Empirical Risk Minimization principle may be thus easily extended to this learning problem in the context of an asymptotically large sample size l, grounding thus the training methods used in this paper. Owing to space limitations, technical details are omitted.
G with m egos x 1 , . . . , x m , let Z i ∈ R ni×d be a matrix whose rows are composed of the set of n i vertices neighbouring the ith ego and d i ∈ [0, 1] ni be the corresponding set of labels along the edges, i = 1, . . . , m. It follows that the set of examples used for learning can be written as S = {(x 1 , Z 1 , d 1 ), . . . , (x m , Z m , d m ) }.
Assuming independence of each ego-network, one can perform ridge regression [21] over each network as follows:
and assemble a matrix of coefficients C whose rows
Here, λ 1 is a regularisation parameter which can be set by the user. To accurately find the vector of coefficients the corresponding ego network should not be small.
One can then consider the associations between the matrix coefficients C and the corresponding examples of egos X ∈ R m×d :
where B is a matrix of dual regression coefficients, a is a shift vector, K = XX is a kernel matrix over the egos defined using K ij = φ(x i ), φ(x j ) , φ is a mapping into a feature space, j is the all ones vector, and λ 2 is a regularisation parameter. Each row of C is approximated using the projection of the corresponding row of K onto B, translated using a. The solution to the optimisation is a variant of the kernel ridge regression one [22] , and given by
The prediction of the coefficients c under a particular ego projected into a kernel space φ(x) is given by k B + a where k is a vector of inner products between φ(x) and the training examples projected into the feature space. It follows that value of the edge label between ego φ(x) and alter z is given by k Bz + a z. This implies that the predicted edge label is an inner product between φ(x) and z in the space defined by B plus the projection of z onto a.
Notice that one cannot kernelise the optimisation over the alters, cf. Equation (4. 3 ) for all-pairs prediction using kernel ridge regression for example, where is the number of edges i.e. = i n i . Often, m is much smaller than and hence efficiency gains can be achieved.
Computational Results
We now display some experimental results, in order to illustrate the relevance of the methods described in the two preceding sections. In all of the following experiments, h is the maximum element of its input vector, and the computation of the matrix P is performed as in subsection 3.3. Table 1 summarises some of the main parameters used in this section.
Visualising Influence
We start by comparing visually the most influential vertices as computed by the general influence method with those found using standard influence (that of Kempe et al.) . We use a small directed graph consisting of 20 vertices and computed edges according to an Erdős-Rényi [23, 24] process. In the Erdős-Rényi model, independently discovered by Solomonoff and Rapoport [25] , each pair of vertices has an edge between them with probability p e . In our case, p e = 0.05, which results in 44 edges, and percolation decays along edges are assigned uniformly randomly. We choose the 5 most influential vertices using both general and standard influence. eral and standard influence methods, which are (11, 13, 5, 14, 16) and (5, 14, 6, 13, 18) respectively. In the case of standard influence, the edge weights are ignored and hence vertex 5 has the strongest influence, influencing 11 other vertices. Note that vertex 5 is a better choice than 16 for example, since it also influences 2. In the general case, we see that vertex 11 has a high out-degree as well as high decay factors to 7, 17 and 19. In total, the vertices chosen by the standard influence method influence all of the remaining vertices, and this explains the choice of the isolated vertices 6 and 18. If one takes into account the decay factors then the general influence method has a total influence of 14.1 compared to 10.7 for the standard influence case.
Synthetic Data
On a synthetic dataset, we observe the effect of noise in the learnt percolation decays of a set of training graphs. The vertices chosen by the unbudgeted generalised influence algorithm are recorded. The aim is to study the errors made in the set of chosen vertices on the learnt percolation decays relative to those chosen using the true decay factors.
A graph G with 500 vertices has edges generated according to an Erdős-Rényi process with p e = 0.05. The ith vertex is labelled with the vector z i ∈ R d , with d = 5, and z i is generated uniformly randomly with each element in the range [0, 1].
Given a fixed matrix of coefficients C ∈ R d×d we compute the decay factor along an edge between the ith and jth vertices as D ij = (z i Cz j ) ∈ [0, 1]. In this way, the decay factors within an ego-network are computed using alters and independently given the ego. The graphĜ is identical to G but the decay factors have an additional noise termD ij = D ij +N (µ, σ) with σ ∈ {0.05, 0.1, 0.15} and µ = 0.
Percolations are learnt fromĜ using Support Vector Regression (SVR, [26] ) and the simple vertex pairwise prediction method as discussed above in Section 4. A double nested 5-fold cross validation loop on 5000 examples is used for selecting SVM parameters, and parameters are chosen from C ∈ {2 −2 , . . .
where C is a penalty on errors and is maximum deviation from the true label with no loss. Predictions are evaluated using the root mean squared error. We also use the ego-centric predictor presented in subsection 4.1. Model selection is performed in the same way as the SVM with λ 1 , λ 2 
The resulting model is used to make predictions on a set of 50 graphsŜ = {Ĥ 1 , . . . ,Ĥ 50 } with unknown decay factors and 500 vertices, and whereĤ i is generated in the same way asĜ. We also have a set of corresponding noiseless graphs S = {H 1 , . . . , H 50 }. The The initial graph G has 12,805 edges and by testing on the graphs presentŜ we obtain the 5-fold cross validation root mean squared errors given in Table 2 . One sees that both methods results in similar errors and there are small gains to be achieved with the ego-centric method.
The plots of the resulting vertex selection errors in conjunction with influence maximisation are shown in Figure 4 . The error for a set of k influential vertices using a graph with learnt percolation decays is computed as the proportion of those vertices which are not present in the k most influential vertices evaluated using the observed percolation decays. The first few vertices result in large marginal gains in the total activation and hence there is a low error to begin with, which rises with k as more mistakes are made. The error decreases as k becomes a significant fraction of the total number of vertices.
It is interesting to note that a doubling of σ from 0.05 to 0.1 results in less than a double value in influence error. One observes that the ego-centric method provides a lower influence error with low values of σ, improving upon the SVM in most cases when σ = 0.05. It also provides a better choice for the most influential vertices with small values of k. However, the SVM method gives the largest improvement over EC when σ is large and also at the peak error values, resulting in an error of 0.646 compared to 0.675 when σ = 0.15 for example.
Information Diffusion in a Social Network
Here we demonstrate an application of the learnt percolation process and generalised maximal influence algorithm by modelling information diffusion in a social network. We use the data from [12] , which conducts a survey about the diffusion of health information in France. In particular, a random sample of the French population is given information, risk and avoidance strategies about a bacteria found in meat called Campylobacter. Follow up surveys measure who the original survey recipients (egos) passed the information onto (alters). Furthermore, the egos and alters were tested on how much of the information they understood about Campylobacter. Each participant was given a 12 question true/false test in which 4 statements were false. To compute the information decay along an edge we use the test score of the alter, which represents the loss of information through both the understanding of the ego, and transmission to the alter. Missing data was completed as in [12] to allow one to learn when transmission occurs between pairs of people. After data completion, there were 4496 egos and 86,755 edges in this set of ego-networks, in which 4270 edges represent a transmission of information.
We train an SVM using a sample of 20,000 pairs of people, in which approximately 5% have a positive label (i.e. transmission occurs). All examples are normalised to have zero mean and unit variance, and SVM parameters are identical to those in [12] , with C = 4096.0, the Gaussian kernel (κ(x, z) = exp(−γ x− z 2 )) and γ = 2.0. Using these parameters achieves a balanced error rate of 0.092 using 5-fold cross validation on 71,755 examples. Notice that as there are so few transmissions, the SVM penalty term is weighted so as to associate a higher cost on errors on positive examples [27] . The cost of an error for a particular class is equivalent to the proportion of examples for the opposite class.
In our case, after finding whether transmission occurs using an SVM, we use the ego-centric predictor to determine the associated information decay, hence learning is a two stage process. At this step, we use the ego-networks in which edges exist only if transmissions occur and are weighted by the decay. One first needs to determine a good set of parameters for the ego-centric learner. The graph is sampled to contain 10,000 vertices whilst maintaining complete ego networks, and decay factors are centered. Following, 3-fold cross validation is used to find the root mean square error for the predicted set of decays. Parameters are selected from −10 and the use of the linear kernel. The root mean square error using this set of parameters and the vertices used for model selection was 0.0671. The equivalent error for the SVM is 0.0737, hence the ego- In order to model percolation, simulated social networks are generated based on both Erdős-Rényi and Small World [28] random graphs. A small world graph is constructed by taking a one-dimensional lattice of n vertices in a ring, and joining each vertex to its neighbours k s spaces away on the lattice. The edges are re-wired by going through each one in turn and with probability p s moving one end of the edge to a new vertex chosen uniformly at random. No self edges or double edges are created. In general, the graph setup is identical to that used in [12] , with each vertex labelled using a 62-dimensional vector representing the characteristics of a person.
Using random graphs with 1000 vertices, the edges in which transmissions occur are predicted using the SVM, trained using 20,000 edges, and then the corresponding decays are predicted using the ego-centric learner, trained using the entire graph. After this stage, one chooses which k people will maximise the total quality of information received within the network. We would like to compare our generalised influence method with that of [1] to see how much of an improvement can be obtained in the total percolation and how it varies with k ∈ {10, 20, . . . , 500}. Figure 5 shows the results using the small world graph with k s = 15, p s = 0.2. This graph results in 2121 edges in the predicted percolation graph, hence the percolation graph is sparse as one would expect given that the original transmission probability is low. For the influence methods there is a large increase in total information for small values of k, and this gain decreases until each curve becomes approximately linear. The general influence becomes linear approximately at k = 50 compared to k = 40 with standard influence. The initial growth is large with influences of approximately 11.0 and 9.4 for the first vertices of general and standard influence, and 64.7 and 58.7 when k = 10. The biggest gains of the general influence method over standard influence are achieved when k = 70, to provide an improvement of approximately 20.4. As k increases this gain diminishes to 7.4 when k = 500, and it is 51.0 with random selection. We observed that the degree distribution peaked at zero (implying many isolated vertices) and was long tailed, with the highest degree being 18. Clearly, one explanation for the linear curve with gradient 1 is that only isolated vertices remain to be chosen, which was the effect observed in subsection 5.2. Notice that the curve for random prediction appears to be straight but in fact fluctuates slightly Next, we use the same setup with the small world graph and k s = 50, p s = 0.2. The percolation graph in this case has 7921 edges, however full results are not shown due to lack of space. The points at which the curves have gradients of 1 are k = 90 for the generalised influence and 110 for the standard influence method. A larger separation exists between the general and standard influence methods in this case, as greater gains in influence are made for the initial set of chosen vertices. Furthermore, random selection performs comparatively worse, since the most valued vertices have a large influence.
Conclusions
A new problem of maximising the general influence within a graph was proposed, in which the percolation process is learnt and vertex activities are not binary but in the range [0, 1] . To learn percolations, we studied the dependency issue arising from learning edge decays using pairs of vertices, and outlined an algorithm in which the dependency is taken into account. The resulting ego-centric algorithm assumes that for a particular ego-network, alters are sampled in an i.i.d. manner given the ego. Its advantages include a simple implementation and computational efficiency improvements over performing all-pairs prediction, particularly when the number of ego-networks is much smaller than the total number of edges in the graph.
After learning percolation decays, we demonstrated how the budgeted and unbudgeted cases of the general influence problem can be solved using greedy algorithms with guaranteed approximation bounds. The standard and general influence problems were shown to be closely related to the maximal coverage problem and its generalisation. Empirically, we evaluated the general influence method in conjunction with the learnt percolation process on a simulated dataset and also on a real dataset modelling information transmission within a social network. This allowed one to gain insights into to the differences of the influence methods on synthetic and real data.
This research has opened up some new challenges. One is how one can theoretically evaluate the effect of decay prediction errors on the outcome of the most influential vertices, and another is to explore different h functions which are submodular. For example, in the information diffusion application, people can look up extra information about Campylobacter, e.g. on the Internet, if they become interested in it.
