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Abstract— Unsupervised Domain Adaptation (DA) exploits
the supervision of a label-rich source dataset to make pre-
dictions on an unlabeled target dataset by aligning the two
data distributions. In robotics, DA is used to take advantage
of automatically generated synthetic data, that come with
“free” annotation, to make effective predictions on real data.
However, existing DA methods are not designed to cope with
the multi-modal nature of RGB-D data, which are widely used
in robotic vision. We propose a novel RGB-D DA method
that reduces the synthetic-to-real domain shift by exploiting
the inter-modal relation between the RGB and depth image.
Our method consists of training a convolutional neural network
to solve, in addition to the main recognition task, the pretext
task of predicting the relative rotation between the RGB and
depth image. To evaluate our method and encourage further
research in this area, we define two benchmark datasets for
object categorization and instance recognition. With extensive
experiments, we show the benefits of leveraging the inter-modal
relations for RGB-D DA.
I. INTRODUCTION
Robotic systems need to recognize objects in order to
understand and interact with their surroundings. The basic
approach is to perform object recognition on standard RGB
images provided by a digital camera. However, the loss of
depth information caused by projecting the 3-dimensional
world into a 2-dimensional image plane can negatively affect
the recognition performance. RGB-D (Kinect-style) cameras
provide a potential solution by using range imaging tech-
nologies to re-introduce the information about the camera-
scene distance as a depth image. While the RGB image
contains texture and appearance information, the depth image
contains additional geometric information and is more robust
to lighting and color variations. The superior information
content, coupled with the low sensor price, has caused
RGB-D data to be widely used in robot vision.
After the pivotal work of Krizhevsky et al. [1], deep
convolutional neural networks (CNNs) quickly became the
dominant tool in machine vision, establishing new state-
of-the-art results for a large variety of tasks, including
RGB-D object recognition. The large amount of annotated
data required to train CNNs can be very costly and represents
one of the main bottlenecks for their deployments in robotics.
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Fig. 1. Q: “By how much should the RGB image (top) be rotated to
align with the depth image (bottom)?” A: “90◦”. This question describes
the self-supervised task of predicting the relative rotation between the RGB
and depth image of a sample after they have been independently rotated.
The depth is shown with surface normal colorization [3].
An attractive workaround that requires no manual annotation
consists in generating a large synthetic training set by ren-
dering 3D object models with computer graphics software,
such as Blender [2]. However, the difference between the
synthetic (source) training data and the real (target) test
data severely undermines the recognition performance of
the network. Unsupervised Domain Adaptation (DA) is a
field of research that accounts for the difference between
source and target data by considering them as drawn from
two different marginal distributions. DA approaches provide
predictions on a set of target samples using only annotated
source samples, with the unlabeled target samples available
transductively. This field has flourished in the last decade and
has produced numerous strategies to reduce the shift between
the source and target distributions both at feature [4], [5]
and at pixel level [6], [7]. However, existing DA strategies
implicitly assume that the data come from a single modality.
We claim that this assumption leads to sub-optimal results
when dealing with multi-modal data since the natural inter-
modal relations of the data are ignored.
In this paper, we propose the first DA method tailored
to RGB-D data. We define a multi-task learning problem
that consists of training a CNN to solve a supervised main
task and a self-supervised pretext (or auxiliary) task from
pairs of RGB and depth images. The main task is the object
recognition problem that we want to solve. The pretext task
is an artificial problem created to encourage the network
to generate domain-invariant features by learning geometric
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Fig. 2. Overview of our method for RGB-D domain adaptation. We use a convolutional neural network (blue squares) that consists of a two-stream
feature extractor E that flows into two network heads, the main head M and the pretext head P . M is trained for object recognition using the labeled
source data (red arrow); P is trained with both source and target samples where the RGB and depth image are independently rotated before being fed to
the network (orange+red arrow).
relations between the RGB and depth modalities: we rotate
the RGB and depth image of a sample and ask the network to
predict the relative rotation that re-aligns them (see figure 1).
Due to its self-supervised nature, both source and target
data can be used to train the model on the pretext task,
while the supervision of the source data is used to train
the model on the main task (see figure 2). To evaluate our
method on object categorization and instance recognition,
we define two benchmark datasets, each composed of a
synthetic and a real part. For instance recognition, we render
the HomeBrewedDB (HB) [8] models as source dataset and
use the real RGB-D sequences of the same dataset as target
dataset. For object categorization, no existing dataset presents
both synthetic and real data. We use the popular RGB-D
Object Dataset (ROD) [9] for the real data and collect
the synthetic counterpart ourselves. Therefore, we propose
synROD: a dataset generated by collecting and rendering
3D object models from the same categories as ROD using
publicly available Web resources. Extensive experiments on
these datasets show that our newly defined pretext task
effectively reduces the synthetic-to-real domain gap and
outperforms existing DA approaches that do not leverage the
inter-modal relations of RGB-D data.
In summary, our contributions are the following:
• a novel multi-modal DA algorithm for RGB-D object
recognition that reduces the domain gap by leveraging
the relation between RGB and depth data,
• two benchmark datasets to evaluate RGB-D DA meth-
ods on object categorization and instance recognition,
including the newly collected synROD, and
• quantitative and qualitative experiments that showcase
the superior performance of our method compared to
existing DA approaches.
The rest of the paper is organized as follows: the next
section positions our approach compared to related work,
section III describes synROD, section IV introduces the
proposed method, section V presents the experimental results
and section VI draws the conclusions.
II. RELATED WORK
A. Unsupervised Domain Adaptation
The literature of DA can be divided into three groups based
on the strategy used to reduce the domain shift. The first
group includes discrepancy-based methods [4], [10], [11]
that define a metric to measure the distance between source
and target data in feature space. The defined metric is then
minimized during the training of the network to reduce the
domain shift. The second group includes methods based on
adversarial learning [5], [12], [6]. In these methods, a domain
discriminator and a generator network are trained in an ad-
versarial fashion so that the generator converges to a solution
that makes the source and target data indistinguishable for
the domain discriminator. The third group includes methods
that leverage self-supervised learning to reduce the domain
shift [13], [14], [15], [16]. More precisely, a network is
trained to solve an auxiliary self-supervised task on the target
(and source) data, in addition to the main task, to learn robust
cross-domain representations.
The methods discussed so far are based on the implicit
assumption that the data come from a single modality.
While no approach specifically aims at adapting multi-modal
data when both source and target domain contain RGB-D
information1, there are a few related cases that are worth
mentioning. Spinello and Arras [18], and Hoffman et al. [19]
adapt RGB data to depth data by considering them as source
and target domain, respectively. Li et al. [20] tackle the case
where the source dataset is composed of RGB-D images,
while the target dataset only contains RGB images. The
focus is therefore on how to combine the RGB and depth
data of the source domain rather than on the adaptation
itself. Finally, Wang and Zhang [21] consider the case where
both source and target data are RGB-D images, but ignore
1To our knowledge, Qi et al. [17] also propose a method to tackle the
problem of multi-modal domain adaptation. However, this work does not
deal with RGB-D data, but rather focuses on the combination of video
and audio and applying it to the RGB-D scenario would require non-trivial
adjustments to their method.
the multi-modal nature of the data and apply a standard
domain adversarial method to reduce the domain shift. In
section V, we provide empirical evidence that this solution is
sub-optimal and better results can be achieved by leveraging
the relation between the RGB and depth modalities.
B. Self-Supervised Visual Tasks
Self-supervised learning is used to compensate for the lack
of annotated data by training the network on a pretext task
for which the supervision (or ground truth) can be defined
from the data themselves. Several self-supervised tasks have
been defined to tackle computer vision tasks. Some examples
include predicting the location of a patch [22], solving a
jigsaw puzzle [23], colorizing a gray-scale image [24], and
inpainting a removed patch [25]. Arguably, one of the most
effective self-supervised tasks consists of rotating the input
images by multiples of 90◦ and training the network to
predict the rotation of each image [26]. This pretext task
has been successfully used in a variety of applications such
as network pre-training [26], anomaly detection [27], and
domain adaptation [15]. Inspired by this success, we revisit
the rotation prediction task for RGB-D data and propose a
novel task that consists of predicting the relative rotation
between the color and depth image.
III. DATASET
In this section, we present synROD and the protocol
followed for its creation. More specifically, section III-A
describes the criteria used to define the scope of the dataset
and collect the 3D object models from Web resources;
section III-B illustrates the procedure used to render 2.5D
scenes from the 3D object models. The dataset will be
publicly available upon acceptance of the paper.
A. Selecting 3D Object Models
RGB-D DA has not been explored in the literature yet,
so there are no standard benchmark datasets to evaluate
methods developed for this purpose. The main challenge of
defining a dataset to evaluate DA methods is to identify two
distinct sets of data that exhibit the same annotated classes
but have been collected in different conditions. In particular,
we are interested in the synthetic-to-real domain shift, where
the source domain presents RGB-D synthetic data, while
the target domain presents RGB-D real data. Existing 3D
object datasets, such as ModelNet [28] and ShapeNet [29],
do not have a corresponding real dataset that shares the same
classes. In addition, the lack of texture for some models
makes them unusable for our purpose where we are interested
in both the shape (depth) and the texture (color) of the
object. To overcome this problem, we collect a new synthetic
dataset called synROD. We selected the object models for
synROD in such a way that each one belongs to one of the 51
categories defined by ROD, arguably the most used RGB-D
dataset in robotics for object categorization [30], [31], [32],
[3]. We query the objects from the free catalogs of public
3D model repositories, such as 3D Warehouse and Sketchfab,
and only keep models that present texture information to be
able to render the RGB modality in addition to the depth. All
models are processed to harmonize the scale and canonical
pose prior to the rendering stage. The final result of the
selection stage is a set of 303 textured 3D models from
the 51 object categories of ROD, for an average of about
6 models per category.
B. Rendering 2.5D scenes
We render 2.5D scenes using a ray-tracing engine in
Blender to simulate photorealistic lighting. Each scene con-
sists of a rendered view of a randomly selected subset of
the models placed on a 1.2 × 1.2 meter virtual plane. The
poses of the camera and the light source are sampled from an
upper hemisphere of the plane with varying radius. To obtain
natural and realistic object poses, each model is dropped
on the virtual plane using a physics simulator. The number
of objects in each scene varies from five to 20 to create
different levels of clutter. To ensure a balanced dataset, we
condition the selection of the models to insert in every scene
to the number of past appearances. The background of the
virtual space containing the objects is randomized by using
images from the MS-COCO dataset [33]. We rendered ap-
proximately 30, 000 RGB-D scenes with semantic annotation
at pixel level (see figure 3).
IV. METHOD
In this section, we present our method for RGB-D
DA. More specifically, section IV-A provides a high-level
overview of the method, section IV-B describes the details
of the relative rotation task, section IV-C and IV-D specify
the architecture and training/test protocol of the CNN.
A. Overview
Our goal is to train a neural network to predict the object
class of the target data, using only labeled source data and
unlabelled target data. We formulate our problem as a multi-
task classification by training the network to solve a main
supervised task and a pretext self-supervised task. The main
task consists of using the supervision of the source data to
learn to predict object labels. The pretext task consists of
predicting the relative rotation between a pair of RGB and
depth images that have been independently rotated. Since the
ground truth for this simple pretext task can be generated
automatically from the data, we can train the network to
predict the relative rotation using both source and target
data in a self-supervised fashion. Learning this inter-modal
relation yields domain-invariant features and consequently
improves the object class prediction on the target data
without the need for direct supervision.
B. Pretext Task
Predicting image rotation is a simple yet effective pretext
task to learn robust visual representations [26], [27], [15].
This self-supervised task consists in rotating a given image
by a multiple of 90◦ and training a CNN to predict the
rotation that has been applied. However, predicting the
rotation of an individual image is only possible with datasets
R
G
B
se
gm
en
ta
tio
n
de
pt
h
Fig. 3. Examples of rendered scenes from synROD with increasing level of clutter from left to right. For each, we showcase the RGB, raw depth and
segmentation mask image.
such as PACS [34] where the pose of the subject is coherent
throughout the samples. For example, the giraffe images in
PACS always represent the animal in an upright position.
For datasets where the object appears in a variety of poses,
predicting the image rotation is an ill-posed problem (see
figure 4). To overcome this issue and adapt the task to RGB-
D data, we define the task of predicting the relative rotation
between the RGB image xc and depth image xd of an RGB-
D sample. Let us denote with rot90(x, i), i ∈ [0, 3] the
function that rotates clockwise a 2D image x by i∗90◦. Given
an RGB-D sample (xc, xd), we select j, k ∈ [0, 3] at random
to compute x˜c = rot90(xc, j) and x˜d = rot90(xd, k), and
indicate with z the one-hot encoded label indicating the
relative rotation between them. More precisely, the relative
rotation label is computed as z = one hot((k − j) mod 4),
where one hot(.) is the function that generates the one-hot
encoding and mod is the modulo operator. The pretext task
consists of predicting z given (x˜c, x˜d), or in other words:
“how many times should the RGB image be rotated by 90◦
clockwise to align with the depth image?”. Figure 5 shows
all the possible combinations for which a pair of RGB and
depth images can be rotated and their corresponding relative
rotation.
C. Network architecture
Figure 2 shows the structure of the CNN we use for our
method. A feature extractor E generates RGB-D features
that are provided as input to both the main head M and the
pretext head P . Each of these modules is a neural network
defined with differentiable operation, so the whole network
can be trained end-to-end using standard backpropagation.
Feature extractor: Following the literature of RGB-D
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Fig. 4. Examples images from PACS [34] (top row) and Home-
brewedDB [8] (bottom row) that are rotated by 0◦, 90◦, 180◦, and 270◦. It
is easy to guess the rotation of the PACS samples based on the background
and our prior knowledge of the subject, while the same does not hold for the
HomebrewedDB samples. This illustrates why predicting the image rotation
by looking at each image individually, as in [26], is an ill-posed task.
object recognition [32], [3], [31], we use a two-stream CNN
with a late fusion approach to generate RGB-D features.
In other words, two identical CNNs, Ec and Ed, are used
to process the RGB and depth image, respectively. The
outputs of these two networks are then concatenated along
the channel dimension to compose the final RGB-D feature.
For our experiments, we define Ec and Ed as the ResNet-
18 [35] architecture without the final fully connected and
global average pooling layers.
Main head: The network M solves a C-way classification
problem, where C indicates the number of object classes
we want to predict. It is defined as [gap, fc(1000), fc(C)],
where gap indicates a global average pooling operation, fc(n)
indicates a fully connected layer with n neurons. fc(1000)
180° 270°0° 90°
Fig. 5. All the possible combinations of RGB and depth rotation for a
given relative rotation {0◦, 90◦, 180◦, 270◦}.
Algorithm 1 RGB-D Domain Adaptation
Input:
Labeled source dataset S = {((xsci , xsdi ), ysi )}Nsi=1
Unlabeled target dataset T = {((xtci , xtdi )}Nti=1
Output:
Object class prediction for the target data {yˆti}Nti=1
procedure TRAINING(S,T)
Get transformed set S˜ = {((x˜sci , x˜sdi ), zsi )}N˜si=1
Get transformed set T˜ = {((x˜tci , x˜tdi ), zti)}N˜ti=1
for each iteration do
Load mini-batch from S
Compute main loss Lm
Load mini-batches from S˜ and T˜
Compute pretext loss Lp
Update weights of M from ∇Lm
Update weights of P from ∇Lp
Update weights of E from ∇Lm and ∇Lp
procedure TEST(T)
for each (xtci , xtdi ) in T do
Compute yˆti =M(E(x
ct
i , x
dt
i ))
uses batch normalization and ReLU activation function,
while fc(C) uses softmax activation function.
Pretext head: The network P solves the 4-way classifi-
cation problem of predicting the rotation between the RGB
and depth image. It is defined as [conv(1 × 1,100), conv(3
× 3, 100), fc(100), fc(4)], where conv(k × k, n) indicates
a 2D convolutional layer with kernel size k × k and n
neurons. All convolutional and fully connected layers use
batch normalization and ReLU activation function, except
for fc(4) that uses softmax activation function. It is worth
mentioning that, differently from M , we use convolutional
layers in P to better preserve the spatial information. In
section V-D we show that this leads to superior performance
compared to adopting the architecture of M for both heads.
D. Optimization
Let us denote with S = {((xsci , xsdi ), ysi )}Nsi=1 the set of
labeled source data and T = {((xtci , xtdi )}Nti=1 the set of
unlabeled target data, where (x∗c, x∗d) denotes the pair of
RGB and depth images of a sample and ys denotes the
one-hot encoded object class label. From S and T , we
can generate a transformed set of source and target data,
S˜ = {((x˜sci , x˜sdi ), zsi )}N˜si=1 and T˜ = {((x˜tci , x˜tdi ), zti)}N˜ti=1,
that is used to define the relative rotation task. We train the
CNN to minimize the objective function L = Lm(ys, yˆs) +
λpLp(zs, zˆs, zt, zˆt), where Lm and Lp are respectively the
cross-entropy loss of the main and pretext task, and λp is
a weight to regulate the contribution of the corresponding
pretext loss term. More precisely
Lm = − 1
Ns
Ns∑
i=1
ysi · log(yˆsi ), (1)
Lp = − 1
N˜s
N˜s∑
i=1
zsi · log(zˆsi )−
1
N˜t
N˜t∑
j=1
ztj · log(zˆtj), (2)
where yˆs = M(E(xsc, xsd)) and zˆ∗ = P (E(x˜∗c, x˜∗d)). At
test time, the pretext head P is discarded and the predictions
of the target data are computed as yˆt =M(E(xct, xdt)). The
pseudo-code is presented in algorithm 1.
V. EXPERIMENTS
In this section, we present the experimental protocol and
the evaluation results of our method. More precisely, sec-
tion V-A describes the adopted datasets, section V-B presents
the baseline methods we compare against our method, sec-
tion V-C presents the implementation details for training
the CNN, and section V-D show quantitative and qualitative
results on RGB-D DA.
A. Datasets
ROD & synROD: Since its release in 2011, ROD has
become the main reference dataset for RGB-D object recog-
nition in the robotics community. It contains 41,877 RGB-
D images of 300 objects commonly found in house and
office environments grouped in 51 categories. Each object is
recorded on a turn-table with the RGB-D camera placed at
approximately one meter distance at 30◦, 45◦ and 60◦ angle
above the horizon. As mentioned in section III, synROD is a
synthetic dataset created using object models from the same
categories as ROD. To make the two datasets comparable,
we randomly select and extract approximately 40,000 objects
crops from synROD to match the dimensions of ROD.
In our experiments, we evaluate RGB-D DA methods by
considering synROD as the synthetic source dataset and ROD
as the real target dataset.
HomebrewedDB: It is a more recent dataset used for 6D
pose estimation that features 17 toy, 8 household and 8
industry-relevant objects, for a total of 33 instances. HB
provides high-quality object models reconstructed using a
3D scanner and 13 validation sequences. Each sequence
contains three to eight objects on a large turntable and is
recorded using two RGB-D cameras at 30◦ and 45◦ angle
above the horizon. To re-purpose this dataset for the instance
recognition problem, we extract the object crops from all the
validation sequences, for a total of 22,935 RGB-D samples,
and we refer to it as realHB. We create a synthetic version
of this dataset by rendering the reconstructed object models
using the same procedure used for synROD (see section III),
and we refer to it as synHB. In order to make the two datasets
comparable, we randomly select and extract about 25, 000
objects crops from synHB to match the dimensions of re-
alHB. In our experiments, we evaluate RGB-D DA methods
by considering synHB as the synthetic source dataset and
realHB as the real target dataset.
B. Baseline methods
For our baselines, we consider four different DA methods:
MMD [4], GRL [5], Rotation [15] and AFN [11]. The first
two are arguably the most used and well-established DA
methods; AFN is chosen as the current state of the art, while
Rotation is the most relevant to our method.
MMD: Long et al. [4] encourage the final layers of a neural
network to generate domain-invariant features by minimizing
the empirical maximum mean discrepancy, a metric that
measures the discrepancy between two domain distributions.
GRL: Ganin et al. [5] encourage the feature extractor to
generate domain-invariant features using adversarial learn-
ing. A domain discriminator is trained to distinguish source
from target samples, while the feature extractor is trained to
fool the discriminator using a gradient reversal layer.
AFN: Xu et al. [11] observe that, in the absence of an
explicit adaptation, the target data present a significantly
lower average feature norm that the source data. Therefore,
the feature norm of the one-to-last layer of the network is
iteratively increased for both domains to achieve adaptation.
Rotation: Xu et al. [15] encourage the feature extractor to
generate domain-invariant features by predicting the absolute
rotation [26] of an RGB image as a pretext task.
Since the aforementioned methods are not originally de-
signed for multi-modal data, we use two strategies to evaluate
their performance on RGB-D DA. First, we adapt each
modality separately until convergence and then we freeze
the feature extractors and train a fully connected layer on
the concatenation of the adapted features (RGB-D). Second,
similarly to our method, we apply them to the concatenation
of the RGB and depth features generated by the feature
extractor E, and train the network in an end-to-end fashion
(RGB-D e2e). Finally, we also report the results on the single
modalities to verify if it is beneficial to use multi-modal data.
C. Implementation details
The CNN is trained using SGD optimizer with momentum
0.9, learning rate 3 × 10−4, batch size 64. Following [15],
[11], [36], we include entropy-minimization with weight
0.1 as a DA-specific regularization, in addition to the more
general weight decay 0.05 and dropout 0.5. The weights of
the two ResNet-18, Ec and Ed, are initialized with values
obtained by pre-training the networks on ImageNet [37],
while the rest of the network is initialized with Xavier
initialization. All the parameters of the network, including
the pre-trained parameters, are updated during training. The
input to the network is synchronized RGB and depth images
TABLE I
ACCURACY (%) OF SEVERAL METHODS FOR RGB-D DOMAIN
ADAPTATION ON TWO SYNTHETIC-TO-REAL SHIFTS, SYNROD→ROD
AND SYNHB→REALHB. BOLD: HIGHEST RESULT.
RGB-D DOMAIN ADAPTATION
Method synROD→ROD synHB→realHB
Source only
RGB 52.13 51.17
depth 7.56 15.50
RGB-D 50.57 49.71
RGB-D e2e 47.70 49.45
GRL [5]
RGB 57.12 74.74
depth 26.11 29.52
RGB-D 59.09 75.23
RGB-D e2e 59.51 74.95
MMD [4]
RGB 63.68 74.95
depth 29.34 28.24
RGB-D 62.10 77.96
RGB-D e2e 62.57 77.26
Rotation [15]
RGB 63.21 84.46
depth 6.70 5.62
RGB-D 63.33 83.99
RGB-D e2e 57.89 84.15
AFN [11]
RGB 64.63 84.04
depth 30.72 31.67
RGB-D 61.19 83.06
RGB-D e2e 62.40 86.49
Ours 66.68 87.28
TABLE II
ACCURACY (%) OF VARIATIONS OF OUR METHOD FOR RGB-D DOMAIN
ADAPTATION ON TWO SYNTHETIC-TO-REAL SHIFTS, SYNROD→ROD
AND SYNHB→REALHB. BOLD: HIGHEST RESULT.
ABLATION STUDY
Method synROD→ROD synHB→realHB avg. drop
Target rotation 63.60 86.32 2.03
FC classifier 64.20 86.49 1.64
Ours 66.68 87.28 -
pre-processed following the procedure in [3], where the depth
information is colorized with surface normal encoding. This
technique prevails as the best non-learned depth colorization
method to effectively exploit networks pre-trained on Ima-
geNet [31] and is widely adopted by state-of-the-art methods
for RGB-D object recognition [30].
D. Results
Table I and II present the quantitative results of RGB-
D DA on the two benchmark datasets, synROD→ROD and
synHB→realHB, while figure 6 provides qualitative insights
into the functioning of our method. This empirical evaluation
allows us to answer important research questions.
Are standard DA methods effective on multi-modal data?
Table I shows that applying a standard DA method on RGB-
D data is not always effective. For example, MMD and
AFN perform worse when applied on the concatenation of
original
guided 
backprop
binarized
backprop
Fig. 6. Visualization of the important pixels to predict the relative rotation. “original” indicates the RGB-D input of the network; “guided backprop” [38]
indicates the saliency map of the input based on the last layer of the feature extractors Ec and Ed; “binary backprop” is the binarized version of “guided
backprop” that highlights the peak values in white to facilitate visualization. The depth image is used with surfare normal colorization [3].
Non-adapted Adapted
Fig. 7. t-SNE [39] visualization of the HomebrewedDB [8] features
extracted from the last hidden layer of the main head M . Red dots: source
samples; blue dots: target samples. When adapting the two domains with
our method (right), the two distributions align much better compared to the
non-adapted case (left).
RGB and depth features (RGB-D, RGB-D e2e) than when
applied on the RGB features alone on synROD→ROD.
These results are due to the fact that the depth modality
is far less informative than the RGB for object recognition
when compared in isolation. Therefore, in the absence of an
effective strategy to exploit both modalities, the RGB-D case
can provide lower accuracy than the RGB alone. Comparing
the two strategies to apply the baseline methods on multi-
modal data (“RGB-D” and “RGB-D e2e”), we noticed that
no strategy clearly outperforms the other and the results are
different depending on the method and the dataset used. It is
also interesting to notice that AFN is not the best performing
baseline on RGB-D data, despite being the considered the
current state-of-the-art in DA.
Is the relative rotation an effective pretext task to perform
RGB-D DA? Table I shows that predicting the relative
rotation between the RGB and depth image is indeed an
effective DA strategy, significantly improving over “Source
only”. This is also confirmed in figure 7 where the t-SNE [39]
visualization of the features of the main head M show
that our method effectively aligns the target and source
distributions. More importantly, our method outperforms all
considered baselines on both datasets. Compared to Rotation,
that is the most related to our method, we have +3.35%
improvement on synROD→ROD and +2.82% improvement
on synHB→realHB.
How are the different components of our method affecting
the final performance? We perform an ablation study to
understand the impact of different components of our method
on the overall performance. Following the example of [15],
we investigate what happens when we only use the target
domain to solve the pretext task, instead of using both
domains. Table II shows that predicting the relative rotation
of target samples is already sufficient to provide a significant
improvement over “Source only”, but it is not as effective as
using both domains. The network learns more informative
features when solving the pretext task with both domains
due to the higher diversity in the data. Finally, we evaluate
the performance of our method when defining the pretext
head P with the same architecture as M . Table II shows
that this configuration leads to an average drop of −1.64% in
accuracy. The results confirm that using convolutional layers
instead of a pooling layer helps to better retain the spatial
information necessary to predict the relative rotation.
What does the network learn to solve the relative rotation
task? Figure 6 shows the most relevant pixels to predict the
relative rotation for a few example samples in realHB. More
precisely, we use guided backpropagation [38] to visualize
which pixels of the RGB and depth input image maximally
activate the last layer of the Ec and Ed to produce the correct
prediction for the pretext task. First, we can notice that the
most relevant pixels belong to the object, not the background
or other elements in the image. This confirms that the
network relies on the appearance of the object to make
the prediction rather than learning “trivial” shortcuts [22].
Second, we can see that the network focuses on the same
part of the object (e.g. the head of the bunny) in the RGB
and depth image. This confirms that the prediction on the
relative rotation is made by matching corresponding parts of
the object in the two modalities.
VI. CONCLUSION
In this work, we propose the first method tailored to
tackle the challenging problem of RGB-D DA. Our approach
consists of training a network to solve the self-supervised
task of predicting the relative rotation between the RGB and
depth image, in addition to the main object recognition task.
To evaluate the performance of our method, we define two
synthetic-to-real benchmarks for instance recognition and
object categorization, using the existing HB and a newly col-
lected dataset called synROD. We empirically demonstrate
that our self-supervised task successfully reduces the domain
shift and outperforms all considered baselines, indicating that
exploiting the inter-modal relations is key to perform DA
on RGB-D data. We hope that our work will ignite further
research on the problem of DA for RGB-D and multi-modal
data in general.
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