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Abstract: In modern power systems, shiftable loads contribute to the flexibility needed to increase robustness and ensure secu-
rity. Thermal loads are among the most promising candidates for providing such service due to the large thermal storage time
constants. This paper demonstrates the use of Variable-Speed Refrigeration (VSR) technology, based on brushless DC motors,
for fast-frequency response. First, we derive a detailed dynamic model of a single-phase VSR unit suitable for time-domain and
small-signal stability analysis in low-inertia systems. For analysing dynamic interactions with the grid, we consider the aggregated
response of multiple devices. However, the high computational cost involved in analysing large-scale systems leads to the need for
reduced-order models. Thus, a set of reduced-order models is derived though transfer function fitting of data obtained from time-
domain simulations of the detailed model. The modelling requirements and the accuracy versus computational complexity trade-off
are discussed. Finally, the time-domain performance and frequency-domain analyses reveal substantial equivalence between the
full- and suitable reduced-order models, allowing the application of simplified models in large-scale system studies.
1 Introduction
In recent decades, the increasing share of renewable generation
poses new challenges for electricity grids. Renewable Energy
Sources (RESs) are typically interfaced asynchronously to the grid
through power electronic converters and therefore do not contribute
to system inertia or damping. As a result, faster frequency dynamics
occur, thus increasing the need for rapid frequency regulation [1, 2].
Consequently, new resources are required to provide power balanc-
ing services on different timescales. Moreover, converter-interfaced
generation and load units introduce a distinct timescale separa-
tion, characteristic of low-inertia systems, which might disrupt fre-
quency and voltage stability [3]. Thus, to conduct stability studies
of low-inertia grids, detailed and accurate models in the form of
Differential-Algebraic Equations (DAEs) are needed [1].
Traditionally, frequency reserves were provided by large conven-
tional generation units. However, the activation time requirement
for new rapid reserve provision services is very short and can pre-
dominantly be achieved by converter-interfaced units. In addition to
non-synchronous generation, such as wind and photovoltaic power
plants, thermal loads are among the most prominent candidates.
While the provision of fast reserve with RES generation units usu-
ally comes at the expense of energy curtailment, thermal loads
can simply shift their energy consumption due to inherent thermal
inertia. Several transmission system operators (e.g., EirGrid in Ire-
land and National Grid in Great Britain) have already established
Fast Frequency Reserve (FFR) provision programs to support sys-
tem stability in times of low inertia and allow for demand-response
contribution [4]. To date, 20 % of FFR in Ireland are provided by
demand-side units [4].
The existing literature proposes several control schemes for FFR
provision by thermal loads. In particular, [5] presents a probabilistic
switching scheme that allows a large population of residential refrig-
erators to provide primary frequency response using only frequency
measurements. However, achieving a coordinated response within
such a population of conventional devices, that can only operate at
a fixed power or be turned off, is difficult as it requires considering
and estimating the behaviour of all contributing units. In contrast,
emerging Variable-Speed Drive (VSD) technologies, studied in [6–
12], offer a continuous controllable range for a single unit, hence
simplifying the aggregated control.
The application of VSD heat pumps based on induction motors
is analysed in [6], whereas the studies in [7, 9] consider inverter-
interfaced air conditioning. In general, the timescales of the con-
sidered applications lie in the range of primary frequency control
schemes, without considering the inertial response. In addition, the
modelling of the VSD and motor considered in these studies is sim-
plistic and employs reduction of certain system dynamics without
verification of the validity of such reduction. More precisely, the
entire load unit is typically subsumed within a single low-order
transfer function and the dynamic interactions between the units and
the grid are usually neglected.
Some of the aforementioned drawbacks are addressed in [8, 10–
12]. The authors in [8] estimate the potential of industrial induction
motors in Great Britain for providing FFR using local droop control.
The size of the considered reserve is comparable to spinning reserve
in Great Britain, but ramp-rates are introduced to avoid regener-
ation of unidirectional units. This approach has been extended in
[10, 11], which designs a droop-based control that replicates the
inertial response of an online motor, while [11] develops an adap-
tive control scheme to avoid regeneration of the induction motor.
Nonetheless, only the secondary-side dynamics of the drives are
included and the inertia present in the considered test cases is not
particularly low. Furthermore, [11] showcases a reduced efficacy of
the control scheme for a lower inertia scenario. In contrast, [12]
presents a small-signal model of higher order for a VSD, induction-
machine-based heat pump that can provide inertial response and
FFR. The model is verified through hardware-in-the-loop simula-
tions, and time-domain simulations are performed for a sample
distribution system. Still, some of the fast dynamics are neglected
and stability analysis is not performed.
VSD applications are not only emerging for heat pumps and
induction motors, but are increasingly used in refrigeration to cope
with recent energy efficiency standards [13, 14]. These refrigera-
tion systems typically contain a Brushless DC Motor (BLDC) and a
variable-speed compressor. Their contribution to FFR has received
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little attention in the literature, even though the overall potential
could be significant. This is supported by the studies in [15, 16], that
evaluate the theoretical Demand Response (DR) potential in Europe
for various load types and industries [15], and estimate the accessible
volumes for refrigeration devices [16]. The results suggest a theoret-
ical volume of refrigeration and freezers of 2.8 GW in Germany and
15 GW in Europe. For comparison, the latter is five-fold the volume
of the current primary spinning reserve in the power grid of conti-
nental Europe [17]. In contrast, the capability for DR contribution of
heat pumps is half of the one estimated for refrigeration [15]. While
heat pumps inherit a higher power rating per device, they face a sub-
stantial disadvantage as the reserve is significantly reduced when
outdoor temperatures are changing. As a result, they hinder the fore-
casting of their potential contribution. On the contrary, refrigeration
units usually locate indoors, and therefore offer a less fluctuating
reserve availability.
In this paper, we analyse the capability of BLDC-based VSD
Refrigeration (VSDR) for providing FFR, while addressing the
requirement for detailed DAE models in low-inertia system studies.
We propose a decentralised Fast-Frequency Control (FFC) design for
VSDR technology with several contributions. First, a detailed DAE
model of BLDC-based VSD technology is derived. While only the
basic thermal dynamics of the refrigerator are considered, as is com-
mon in power system studies, the dynamics of electric components
are integrated in full detail, which allows for capturing the complex
dynamic interactions and limitations of the units. Second, a BLDC-
based FFC scheme for supply of synthetic inertia through VSDR is
proposed and verified through time-domain simulations. In addition,
we propose a process to decide which reduced-order models to apply
for a given detailed model. Therefore, six reduced-order models that
are potentially useful for large-scale studies and allow for efficient
parameterisation are derived and compared to the original model in
terms of time-domain performance. A further important contribution
of this paper is the comparison of the small-signal stability analysis
for the various models which is missing in related work.
The remainder of this paper is structured as follows. In Section 2,
we introduce the detailed droop-based VSDR control scheme and the
detailed DAE and Small-Signal Model (SSM) formulation. Section 3
proposes six reduced-order models and determines the respective
parameters by utilising the time-domain simulations of the pro-
posed detailed model. Subsequently, Section 4 demonstrates the
time-domain performance of the full-order model and compares it
to the suggested reduced models, whereas the stability analysis is
performed in Section 5. Finally, Section 6 discusses the outlook of
the study and concludes the paper.
2 VSDR Control Scheme
An overview of the implemented control scheme is shown in Fig. 1,
where a VSDR unit is connected to a single-phase distribution grid.
The VSDR comprises of a thermal storage and a variable capacity
compressor. The latter is driven by a three-phase BLDC motor and
connected to the grid via two back-to-back, full-bridge converters:
a rectifier that maintains a constant DC-link voltage and an inverter
that regulates the shaft frequency. The applied speed control coor-
dinates two objectives: in the long term, it keeps the temperature of
the refrigeration compartment within bounds, and in the short term,
it supports the grid frequency by adjusting the shaft rotational speed
and hence the active power consumption at the Point of Common
Coupling (PCC). All parameters and variables used in Fig. 1 are
defined in the subsequent sections.
Due to the trapezoidal shape of the BLDC back electromagnetic
force (EMF), the modelling, analysis and control of the BLDC and
inverter are implemented in a stationary frame. Despite the single-
phase connection of the unit, the grid-side rectifier unit is controlled
and modelled in a Synchronously-rotating Reference Frame (SRF) to
allow for small-signal analysis. The complete mathematical model
is defined in per-unit, denoted by lower-case symbols. All control
setpoints, i.e., exogenous control inputs and internally computed
reference signals, are represented by x?, estimated parameters are
marked with xˆ, whereas signal magnitudes are described as x. First
and second-order derivatives are denoted by x˙ and x¨, respectively.
Note that all integrator states are represented by µi, with i being the
identification subscript.
The remainder of this section presents every system component
and the corresponding model individually. Starting from the ther-
mal dynamics in the refrigeration chamber and the variable capacity
compressor, we continue with the BLDC and the variable-speed
drive before completing the model with the outer control loop (i.e.,
the active power control), the speed reference computation, and the
grid equivalent.
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Fig. 1: Investigated system configuration and VSDR control structure.
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2.1 Variable-Speed Refrigeration Unit
The VSDR unit includes a refrigeration compartment with thermal
load and thermal cycle that discharges heat (qth) from the cold
compartment and transfers it to the ambient air (qa), as shown
in Fig. 2. Several models for VSD vapour compression technolo-
gies, particularly focusing on VSD heat pumps and air conditioners,
exist in the literature, with different modelling approaches and level
of detail [6, 7, 18, 19]. In particular, [18] presents two detailed
numerical models based on partial differential equations to simulate
steady-state and transient behaviour of the vapour compression cycle
for VSDR units, whereas [6, 7, 19] exploit data-driven models that
incorporate the slow dynamics of the entire thermal cycle within a
first or second-order transfer function. For the scope of this paper,
the power consumption of the compressor (pc) and the removed
heat from the cold chamber are of primary interest. Therefore, the
applied refrigeration model includes the compressor but neglects
other system components, such as the evaporator and condenser.
2.1.1 Variable-Speed Compressor: Based on the dynamic
model of VSD heat pumps in [6], the dynamics of the compressor
torque tc and the heat removed qth can be described as
q˙th =
1
τq
( qth,0︷ ︸︸ ︷
a2ω
2
m + a1ωm + a0 − qth
)
, (1a)
t˙c =
1
τc
(
b1e
b2ωm + b3e
b4ωm︸ ︷︷ ︸
tc0
− tc
)
. (1b)
Despite the similarities in thermal cycles of heat pumps and refriger-
ators, the dependency of the two modelled quantities on the ambient
and evaporator temperature is neglected in this case and both vari-
ables are assumed to be constant. This is justified as the indoor
placement limits the variations in the former temperature, while the
superheat control maintains the latter [20]. While the steady-state
response (denoted by qth,0 and tc,0) is a non-linear function of the
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Fig. 2: Schematic diagram of the refrigeration cycle (left) and the
steady-states compressor model (right).
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Fig. 3: Block diagram of the BLDC model.
shaft speed, the transient response is described by first-order transfer
functions. All coefficients (ai, bi) in (1) have been obtained through
curve fitting of SECOP compressor data sheets [21], whereas the
time delays (τq, τc) have been determined using additional data
provided by the manufacturers. The accuracy of the steady-state
compressor model fitting is showcased in Fig. 2.
2.1.2 Refrigeration Compartment: Similar to the approach
taken in [5], the refrigeration compartment is modelled with a
first-order differential equation. Hence, a unique compartment tem-
perature Tf is assumed, that depends on thermal resistance rth,
thermal capacitance cth and supplied heat qth as follows:
T˙f =
Ta − Tf
rthcth
− qth
cth
, (2)
with the ambient temperature Ta assumed to be constant.
2.2 Brushless DC Motor
The torque required by the compressor is supplied by a BLDC. Com-
pared to induction machines, BLDCs offer high torque capabilities at
low speeds, provide high efficiencies over the entire speed range and
reduce noise emissions [22]. For those reasons, they are emerging as
the most prevalent VSD refrigeration technology [23].
Here, a three-phase BLDC operating in a two-phase conduction
mode is considered [24, 25]. The basic structure is similar to the
one of induction motors. Namely, the three-phase armature windings
are located on the stator and the excitation system is placed on the
rotor, with the magnetic coupling realised via permanent magnets
on the rotor. Despite the similarities in their layout, the operating
principles differ. In particular, the BLDC’s armature windings are
energised with rectangular DC voltage pulses in accordance with the
instantaneous rotor position, thereby imposing torque and enabling
energy transfer.
A block diagram of the BLDC model in frequency domain is
displayed in Fig. 3, with the motor dynamics described by
i˙m =
ωb
`a
(
vm,2 − raim −
EMF︷ ︸︸ ︷
ke ωm
)
, (3a)
ω˙m =
1
2Hm
(
ktim︸ ︷︷ ︸
te
−tc − b ωm
)
. (3b)
The armature current im depends on the armature coil parameters
(ra, `a), the base frequency ωb, the modulated input DC voltage
vm,2, and the back EMF, determined by the rotational speed ωm
and the EMF constant ke. Furthermore, a swing equation relates the
mismatch in electromagnetic te and load tc torque to the change in
rotational speed, proportional to the rotor inertia constant Hm. The
electromagnetic torque is considered to linearly depend on the arma-
ture current, described by the torque coefficient kt. In an ideal motor,
the numerical value of this coefficient equals the EMF constant in SI
units [24]. Finally, the friction is also included in the model through
a viscous friction coefficient b.
It should be noted that a BLDC is usually driven by a con-
trolled converter that regulates the required switches depending on
the instantaneous rotor position. In a real-world implementation, the
rotor position is monitored by the use of Hall-sensors or other sen-
sorless schemes for rotor position estimation [26]. The sensorless
control schemes particularly prevail in refrigeration applications to
limit the number of connections in the hermetic compressor hous-
ing [27]. However, for the purposes of this study we will assume that
the rotor angle measurement and electrification of the corresponding
phases operates with sufficient accuracy and reliability.
2.3 Variable-Speed Drive
A VSD supplies the required rectangular DC voltage to the BLDC
and controls the shaft speed. In this paper, we implement a config-
uration with two full-bridge converters (rectifier and inverter) with
common constant DC-link voltage.
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Fig. 4: Inverter control scheme.
2.3.1 Inverter: The inverter adjusts the rotational speed of the
BLDC by regulating its input voltage (vm) through Pulse-Width
Modulation (PWM) and controlling the motor current (im). Based
on [26], a sequence of two PI-control loops is employed, as illus-
trated in Fig. 4.
First, the speed PI-controller determines the required single-phase
BLDC peak current reference i?m according to the mismatch between
the rotational speed ωm, its reference ω?m and the instantaneous
motor current im. The control law in time domain yields
i?m = im + kps
(
ωm − ω?m
)
+ kis µωm , (4a)
µ˙ωm = ωm − ω?m, (4b)
where kps and kis are the proportional and integral gain of the speed
controller, respectively. The second PI-controller regulates the mod-
ulation voltage reference v?m,2 for the motor current im to match the
internal reference signal, described by the control law of the form:
v?m,2 = vdc + kpc,2
(
im − i?m
)
+ kic,2 µim , (5a)
µ˙im = im − i?m, (5b)
with kpc,2 and kic,2 denoting the appropriate proportional and
integral control gains.
Finally, the PWM adjusts the modulation index such that the ener-
gized phases of the BLDC receive the desired voltage. Here, the
operation of the PWM is assumed ideal, and thus it is not further
modelled, ergo v?m,2 = vm,2. Finally, the DC input current of the
inverter idc,2 is determined by exploiting the power balance across
the converter and assuming a lossless operation, i.e.,
idc,2 =
vm,2im
vdc
. (6)
2.3.2 Rectifier: The rectifier maintains the common DC-link
voltage constant, regulates the terminal current it and keeps a unity
power factor at the PCC. Two sequential controllers are usually
employed, namely a PI-controller regulating the DC voltage fol-
lowed by a current controller. The current control can also be
implemented as a PI-control on the AC-terminal current error. How-
ever, it is mostly used in low-cost applications due to an inevitable
steady-state error. In contrast, a Proportional-Resonant (PR) control
is capable of successfully tracking the sinusoidal current refer-
ence [28]. Therefore, the latter approach is considered in this paper,
as shown in Fig. 5. Note that for the purposes of small-signal anal-
ysis, the mathematical representation of the given model requires
modification due to the sinusoidal shape of the current control
reference.
The equivalence between a PR-current control and a decoupling
PI-current control in an SRF has been shown in [29, 30]. In other
words, controlling the dq-components of the park-transformed ter-
minal current in a decoupled fashion is equivalent to employing a
PR-control on the respective phases in a stationary reference frame.
Consequently, the PR-current control is replaced by decoupling cur-
rent control (see Fig. 6) and the entire grid-side AC system is
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Fig. 5: Conventional PR-control for active single-phase rectifiers.
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Fig. 6: Decoupling SRF current control scheme.
modeled in the appropriate SRF. Nonetheless, the conclusions drawn
in this work still hold for systems using resonant controllers. In
the following, the mathematical model of the rectifier control is
presented.
The PI-control processes the mismatch of the DC-link voltage vdc
and the external voltage reference v?dc. Thereby, it determines the
magnitude of the terminal current i?t , equivalent to the d-component
of the terminal current reference idt
?
:
idt
?
= kpv
(
v?dc − vdc
)
+ kivµv, (7a)
µ˙v = v
?
dc − vdc, (7b)
with kpv and kiv indicating the proportional and integral control
gains, respectively. To preserve a unity power factor at the termi-
nal, the current reference must be in phase with the mains voltage.
Hence, it is multiplied by the estimated phase shift cos(θˆ) within
the PR-control design. Correspondingly, the q-axis component of the
terminal current reference i?t,q must be zero.
Subsequently, the terminal current reference is passed to the
decoupling terminal current PI-control, described by
m?dq = −kpc,1(i?t,dq − idqt )− kic,1µdqc − j
`sωˆ
v?dc
idqt , (8a)
µ˙dqc = i
?
t,dq − idqt , (8b)
where kpc,1 and kic,1 are the respective proportional and integral
control gains, m?dq is the modulation reference for the PWM, and ωˆ
is the Phase-Locked Loop (PLL) estimate of the mains frequency.
Note that for the equivalence of the two discussed controllers, the
resonant control gains must be equal to the SRF-PI current control
gains, namely krc,1 = kic,1. Similar to the inverter control design,
the PWM of the rectifier is assumed to have ideal operation and
therefore m?dq = m
dq holds.
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2.3.3 Electrical System Dynamics: The VSD is connected to
the grid via an impedance (rs, `s). Hence, the average terminal
current dynamics in time domain and SRF are of the form:
i˙dq = −jωgωbidq + ωb`s
(
vdq −mdqvdc − ridq
)
, (9)
as shown in [31]. Moreover, the common DC-side dynamics across
the DC-link capacitor cdc can be derived as
v˙dc =
3
2
ωb
c
(
mdid +mqiq
)
− ωb
c
idc,2. (10)
2.4 Single-Phase PLL
For the grid synchronization unit, the standard Second-Order Gen-
eral Integrator PLL (SOGI-PLL) proposed in [32] is considered,
illustrated in Fig. 7. The SOGI-PLL observes the terminal voltage
and tracks the mains frequency by internally generating an orthogo-
nal system (αβ) from voltage measurements, transforming it to an
internal (dq) SRF, and passing the phase angle difference through a
PI-control [33, 34].
A mathematical formulation of the orthogonal system generator
in frequency domain is presented in Fig. 8. The orthogonal termi-
nal voltages in stationary reference frame (vα, vβ) are established
by second-order integration and filtering, where the estimated mains
frequency ωˆ is used as the resonant frequency and the gain fac-
tor k determines the level of filtering around that frequency. With
decreasing gain factor, the bandpass narrows while at the same time
increasing the robustness against disrupted input signals [32].
The authors in [33, 34] derive a small-signal representation of
the SOGI-operation that is valid under certain assumptions: (i) there
is a small phase angle difference between the grid angle θ and the
estimated angle θˆ; and (ii) the estimated frequency ωˆ is close to the
real frequency ωg . If these conditions are met, in frequency domain
one obtains
V qpll(s) =
1
2
kωg
s+ 1
[
θ(s)− θˆ(s)
]
. (11)
A Laplace transform yields the desired mathematical formulation of
the SOGI operation in time domain:
v˙qpll =
kωg
2
(
θ − θˆ − vqpll
)
. (12)
Speed Reference
+ PI temperaturecontroller
+ df +
PI power
controller
+
p?t
∆ω?m
ω?m,T
-Tf
T ?f
-
ωˆ
ω0
pt0
pt
ω?m
Fig. 9: Computation of the speed reference.
Subsequently, a PLL estimates the frequency ωˆ and the voltage phase
angle θˆ at the terminal, described by
ωˆ = kp,pll v
q
pll + ki,pllµpll + ω0, (13a)
µ˙pll = v
q
pll, (13b)
˙ˆ
θ = ωˆωb. (13c)
Here, kp,pll and ki,pll represent the proportional and integral PI-
control gains respectively, whereas ω0 is the nominal grid frequency.
2.5 Speed Reference Computation
Considering that the focus of this work is VSDR contribution to
FFC, the speed reference ω?m is computed by achieving a trade-off
between two control objectives and timescales. In the long term, the
temperature in the refrigeration compartment must not deviate sig-
nificantly from its external reference in order not to impair the user
comfort. In the short term, the FFR provision requires that the rota-
tional speed reacts to frequency disturbances and deviates from its
original reference. We combine the two requirements as follows:
ω?m = ω
?
m,T + ∆ω
?
m, (14)
where ∆ω?m and ω?w,T are the required contributions for provid-
ing frequency support and controlling the cool chamber temperature,
respectively.
2.5.1 Temperature Control: In conventional VSDR, the speed
reference is mostly driven by the temperature deviation in the refrig-
eration compartment [20]. In this paper, the slow variation of the
rotational speed reference ω?m,T of the BLDC is determined by
the deviation of the refrigeration compartment temperature Tf from
its external reference T ?f . The corresponding contribution of the
PI-control can be described by
ω?m,T = kpT (T
?
f − Tf ) + kiTµT , (15)
µ˙T = T
?
f − Tf , (16)
where kpT and kiT are the proportional and integral gains.
2.5.2 Active Power Control: To operate in grid-supporting
mode, the compressor speed must be adjusted according to mea-
sured frequency deviations. Based on the converter classification and
control guidelines in [35], the frequency droop is applied to cal-
culate the new power reference p?t and a PI-controller determines
the required compressor speed deviation ∆ω?m based on the mis-
match between the power consumption pt and the reference. The
mathematical formulation is given by
pt =
1
2
(
vdt i
d
t + v
q
t i
q
t
)
(17)
p?t = pt0 + df (ω0 − ωˆ), (18)
∆ω?m = kpp (p
?
t − pt) + kipµpt, (19)
µ˙pt = p
?
t − pt. (20)
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Here, df refers to the frequency droop gain, ω0 to the nominal
grid frequency, pt0 to the power consumption prior to the distur-
bance, while kpp and kip are the proportional and integral PI-control
gains, respectively.
2.6 Grid Equivalent
To analyse the effect of VSDR control on grid frequency, the grid
equivalent is implemented according to [36, 37] and detailed below.
Besides providing the voltage input to the PLL, the major purpose of
grid equivalent is to capture the electromechanical dynamics of the
centre-of-inertia frequency after a disturbance. The model depicted
in Fig. 10 reflects the inertial response and primary frequency control
provided predominantly by conventional steam turbines [36]. The
mathematical representation of the given model is of the form:
p˙m =− 1
Tp
(pm − pm0)− 1
dpTp
∆ωg︷ ︸︸ ︷
(ωg − ω0)
− Tz
2HgdpTp
(pm − pl − p˜t), (21a)
∆ω˙g =
1
2Hg
(pm − p˜t − pl), (21b)
θ˙g =ωgωb. (21c)
While pm0 and pm denote the initial and instantaneous mechanical
power output of the steam turbine, pl and p˜t represent the power
demand and aggregated load of n VSDR units, respectively. The
time constants of the steam turbine (Tp, Ts), the droop constant
dp and the system inertia constant Hg characterise the inertial and
primary frequency response [36].
In addition to the electromechanical dynamics, the grid equivalent
also provides a stiff terminal voltage
vdt = xgi
q
t + vg cos(θg − θˆ), (22a)
vqt = −xgidt + vg sin(θg − θˆ), (22b)
where vg is the constant grid voltage magnitude, θg is the phase of
the voltage according to (21c), and xg is the internal impedance of
the grid.
Note that the VSDR aggregation power output represents a sum-
mation of individual outputs of n active units, i.e., p˜t = npt. Such
aggregation method was established in [38] for inverter air con-
ditioners and can be applied to VSDR due to similarities in their
operation. Moreover, [38] verifies that a sample average unit model
provides an accurate representation of the entire aggregation. This
is true even when the physical system parameters (e.g., thermal
parameters, internal setpoints and control loop parameters) are het-
erogeneously distributed. Thus, the parameterisation provided in
Table 1 reflects the average parameters of an aggregation of devices.
Table 1 Detailed Model Parameters.
BLDC Parameters Calculation of Speed Reference
ra 0.0081 p.u. kpT −0.159 K−1
la 0.015 p.u. kiT −3.18 × 10−5 (Ks)−1
Hm 0.2023 s df 20 s rad
−1
b 0.0987 p.u. kpp 4.5 p.u.
kt = ke 0.7398 p.u. kip 90 s
−1
rated speed 3000 rpm
Electric Components SOGI-PLL
c 11.43 p.u. kp,pll 0.4 rad s
−1
rs 0.012 p.u. ki,pll 4.69 rad s
−1
ls 0.038 p.u. k 1.63
Refrigerator Model Grid Equivalent
a2 −0.295 Pg 200 MW
a1 1.583 ωb 314.16 rad s
−1
a0 −0.075 Hg 0.5 s
b1 −1.64 × 10−5 Tz, Tp 2.1 s, 7 s
b3 0.558 dp 0.02 p.u.
b2, b4 5.909, 0.086 vg 1.41 p.u.
Ta, T
?
f 32
◦C, 3 ◦C pl0 1 p.u.
τq, τp 100 s, 1 s xg 0.15 p.u.
rth 55 K VSD Control
cth 454.6 K kpc2, kic2 0.019, 3.226 s−1
Pb 100 W kpv, kiv 4.973, 239.7 s−1
kpc1, kic1 20.59, 1672 s−1
kps, kis 43.76, 700 s−1
2.7 Full-Order State-Space Model
The resulting DAE model can be written in the following form:
x˙ = f(x, y, u),
0 = g(x, y, u),
(23)
where the first-order differential equations f(x, y, z) and the alge-
braic equations g(x, y, u) link the vectors of state variables x,
algebraic variables y and input variables u.
By linearizing the model around its stationary operation point, the
state-space representation and small-signal model is obtained as
x˙ = Ax+Bu, (24a)
with A being the state-space matrix and B the input-state matrix.
The complete model includes expressions (1)-(22) and comprises 21
state variables and 9 control inputs:
x =
[
Tf , ωm, im, tc, qth, i
d, iq, vdc, θˆ, θg, v
q
pll, . . .
pm,∆ωg, µ
d
c , µ
q
c , µT , µv, µωm , µim, µpll, µpt
]T
,
(24b)
u =
[
pl, T
?
f , v
?
dc, i
q?, Ta, pt0, pm0, w0, vg
]T
. (24c)
The most relevant model parameters are listed in Table 1. It should
be noted that the power and speed control parameters were manually
tuned, whereas the BLDC PI-control loops were tuned according to
the technique proposed in [24]. Moreover, the rectifier parameters
and control gains were taken from [31] and scaled accordingly, while
the PLL parameterisation was obtained from [39].
3 Simplified VSDR Model
In power systems literature, the VSD-based technologies (e.g.,
refrigeration, air conditioning and heat pumps) are usually repre-
sented by simplified dynamic models to assess the overall response
of an aggregation of devices with the same technology. In particular,
[11] and [12] include the induction machine inertia, torque control
and DC-link dynamics and derive a third-order model for a VSD
heat pump system. The authors in [6] model the electrical side of
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Fig. 11: Overview of the simplified model.
VSD heat pumps by employing first-order motor dynamics and a
first-order transfer function for the VSD, whereas [7] derives a third-
order model for an inverter air conditioning system. However, none
of the aforementioned studies analyses the accuracy of the simplified
models nor justifies the level of modelling detail.
Considering the high computational burden pertaining to mod-
elling a significant number of different device aggregations in high
detail presented in Section 2, in this section we focus on deriving
an appropriate low-order transfer function. Therefore, we consider a
detailed DAE model comprising VSD, motor, AC side and refriger-
ation dynamics and subsequently subsume it within a single transfer
function. As a result, the model order of a single device or ensemble
of units is significantly reduced, thus enabling large-scale sim-
ulations with acceptable computation times. Simultaneously, the
derived simplified models preserve the physical system states that
are of high importance to system operators, namely the rotational
speed of the BLDC that can be used for reserve estimation and the
power output of a single device.
An overview of the simplified control structure is provided in
Fig. 11. While all electric and thermal dynamics are subsumed in
the transfer function Pt(s), the SOGI-PLL, frequency droop, active
power control and grid equivalent remain unchanged. In the remain-
der of this section, the simplified model formulation is presented and
the respective transfer functions are tuned using the full-order model
time-domain simulation results.
3.1 Simplified VSDR Model Formulation
The simplified model represents the VSDR using transfer functions
of varying order (up to third) that map the BLDC’s speed reference
to the power consumption at the device terminal, as follows:
pt(s) =
n2s
2 + n1s+ n0
s3 + d2s2 + d1s+ d0
ω?m, (25)
which transformed into state-space form yields
v˙ =
−d2 −d1 −d01 0 0
0 1 0
 v +
10
0
ω?m, (26)
pt =
[
n2 n1 n0
]
v, (27)
where d2, d1, d0 are the denominator constants, n2, n1, n0 are the
nominator parameters, and v is the state vector of the respective
transfer function.
The simplified model reduces the order of the system in (24) from
21 to 8-10, depending on the order of the transfer function. The
reduced-order state-space formulation is thus of the form:
x =
[
v1,2,3, θˆ, θg, v
q
pll, pm,∆ωg, µpll, µpt
]T
,
u =
[
pl, pt0, pm0, ω0
]T
.
(28)
Table 2 Transfer function fitting results and simplified model parameters.
The relative fit of the transfer function is given below each model.
P3Z2 P3Z1 P3Z0
77% fit 77% fit 22% fit
n2 −454.27 0 0
n1 3.879 × 106 3.456 × 106 0
n0 7.955 × 106 7.084 × 106 1.318 × 1011
d2 4.332 × 103 3.878 × 103 3.966 × 105
d1 1.994 × 105 1.778 × 105 8.833 × 107
d0 1.065 × 107 9.480 × 106 1.745 × 1011
P2Z1 P2Z0 P1Z0
77% fit 23% fit 22% fit
n2 0 0 0
n1 890.01 0 0
n0 1.83 × 103 3.519 × 103 731.36
d2 1 1 0
d1 45.14 6.169 1
d0 2.43 × 103 4.651 × 103 964.8
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Fig. 12: Closed-loop system response of the full-order SSM and
reduced-order models when subjected to a step change in mains
frequency and the droop controller enabled. The model P2Z0 is
unstable and therefore not included.
3.2 Transfer Function Fitting
The transfer function parameters were obtained by applying 10 step
changes in reference speed to the full DAE model, covering the
entire range of BLDC operation from 1000 rpm to 4000 rpm. For
this purpose, the active power controller was disabled and a direct
step change in the speed reference was applied to the BLDC con-
troller. The simulated power response was then fitted to several
transfer functions using the System Identification Toolbox in MAT-
LAB, with the obtained parameters given in Table 2. For simplicity,
different transfer functions are denoted by PiZj, where i refers
to the number of poles and j to the number of zeros. For valida-
tion of the transfer function fitting, two test setups were considered
and their time-domain performance was compared. First, the models
under investigation were subjected to the aforementioned sequence
of ten step changes with the droop control disabled. Subsequently,
the VSDR droop control was enabled and the time-domain response
to a sample disturbance in the mains frequency was observed. Since
the analysis of both test cases arrives at similar conclusions, the latter
test case will be showcased and analysed here as it is more relevant
to the problem at hand.
The time-domain performance of the detailed SSM and its
reduced equivalents is investigated for a step change in grid fre-
quency of ∆ωg = 0.01 p.u. at t = 0 s and depicted in Fig.12. The
model P2Z0 is not included since it exhibits instability for the given
droop parameters. Overall, the models containing at least one addi-
tional zero (i.e., P2Z1, P3Z1 and P3Z2) outperform the other
stable models in terms of transient behaviour. While experiencing
a small but constant offset in estimation of the power at the termi-
nal, these models capture the overall trajectory of the transient power
response better. In contrast, the two stable models without additional
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zeros (i.e., P1Z0 and P3Z0) seem to reach the post-fault steady-
state faster, but are not able to accurately capture the overshoot
in terminal power. Similar behaviour was observed for other step
changes in mains frequency and rotational frequency reference. The
following sections further examine the closed-loop system response
as well as the interactions with the grid.
4 Performance and Model Validation
This section examines the closed-loop system response and grid
interactions of both the full-order and the reduced-order small signal
models. For validation of the SSM, the time-domain performance of
individual system components is investigated and compared to the
benchmark DAE model solution. Subsequently the accuracy of all
reduced-order models is quantified.
The systems are subjected to a step decrease in power system
background load power of 0.1 p.u. at time instance of t = 0 s. An
aggregation of 100 000 VSDR devices is assumed that employs a
stabilising frequency droop of df = 20 s, corresponding to a power
0.9
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Fig. 13: Aggregated power response and frequency estimation of
the VSDR unit at the grid level when subjected to a step change in
load power.
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Fig. 14: Terminal power, computation of the speed reference and
rotational speed of a single VSDR unit after a step change in load
power.
droop of 5 %. Compared to the base power, this aggregation equates
to a refrigeration capacity of 5 % and is comparable to the actual
share of refrigerators in electricity consumption of Switzerland [40].
A starting reference speed for BLDC is set to ω?m,T = 0.41 p.u.,
which is the speed at which the refrigeration compartment tempera-
ture is kept constant for the given set of refrigeration parameters. As
explained in Section2.6, the initial steady state and parameterisation
of the single VSDR considered here reflects the average parameters
and behaviour of the ensemble.
4.1 Time-Domain Performance of Full-Order Model
The fast activation of VSDR is clearly showcased in Fig. 13, as
the PLL accurately estimates the grid frequency and permits fast
control of the reserve. The aggregated power closely follows the
transients of the grid frequency and the reserve is activated almost
instantaneously.
Figure 14 presents the rotational speed reference, the result-
ing power reference and the terminal power of a single device.
Moreover, it demonstrates the operation of the combined control
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Fig. 15: BLDC time-domain response to a step change in power
system load.
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Fig. 16: Time-domain response of the thermal system states and the
compressor to a step change in power system load.
IET Research Journals, pp. 1–12
8 c© The Institution of Engineering and Technology 2015
objectives in speed control. While the contribution from tempera-
ture mismatch stays constant, the grid-responding input follows the
PLL frequency estimate closely. Furthermore, the speed control error
is minimised and the rotational speed of the BLDC follows its refer-
ence within 1 s after the disturbance, with the terminal power control
error diminishing even faster.
The dynamics of the BLDC and VSD are displayed in Fig. 15.
Similar to the rotational speed in Fig. 14, the motor current fol-
lows its reference closely but experiences a significant error during
the transients. While the DC-link voltage stays nearly constant, the
PWM successfully manipulates the modulation voltage to achieve
the desired behaviour.
Despite the significant change in active power consumption, the
activation of the VSDR control only marginally affects the instan-
taneous thermal energy supplied to the refrigeration chamber, as
indicated in Fig. 16. Due to the different time delays, load torque
and power react much faster than thermal heat. Hence, the refriger-
ation compartment temperature remains constant on this timescale
and consumer comfort is preserved, as long as the grid frequency
will return to its nominal value within an acceptable timeframe.
The results presented in the aforementioned Fig. 13-16 demon-
strate the accuracy of the implemented small-signal model, i.e.,
moving from (23) to (24). For the compressor torque and thermal
power supplied to the compressor (see Fig. 16) the small-signal
model is slightly inaccurate and results in noticeable deviation from
the full DAE results. These originate from the non-linear compres-
sor model chosen in Section 2.1 and propagate to other states of the
model.
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Fig. 17: Grid-level response of the full-order and simplified SSMs
to the −0.1 p.u. step change in load power.
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Fig. 18: Single device response of the full-order and simplified
SSMs to the −0.1 p.u. step change in load power.
4.2 Model Comparison
To test the limitations and validity of the proposed model reduction,
the previous closed-loop simulations were repeated on the reduced-
order models, with the results shown in Fig. 17. The model P2Z0
is excluded in the forthcoming analysis due to experiencing insta-
bility for the given operation point. All other simplified models
slightly overestimate the single VSDR power right after the dis-
turbance, but accurately capture the grid frequency response and
mechanical power for the aggregation. Moreover, Fig. 18 reflects
the time-domain response of a single device. Even though all mod-
els either underestimate or overestimate the response time of the
rotational speed, all of them accurately capture the terminal power
evolution.
In the following, we will analyse the effect of the initial operating
point on the accuracy of the simplified models. Therefore, the initial
rotational speed ωm0 is varied to span the entire BLDC operation
range of 0.3 p.u. to 1.35 p.u., and the models are subjected to the
same step change in load power. For comparison, we estimate the
absolute root-mean square error RMSE pertaining to the initialisa-
tion of the simplified model (denoted by subscript 0), as well as the
RSME during the transient response (denoted by subscript t). For a
quantity x, the former is defined as
RMSEx0 =
√(
x0,full − x0,red
)2
, (29)
where x0,full and x0,red denote the initial magnitude of x for the full-
and reduced-order model, respectively. The RMSE of the transient
response is considered for a time interval of 1 s after the disturbance,
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Fig. 19: Absolute RMSE of different variables during initialisa-
tion and transients for varying initial operating points: (a) terminal
power; (b) rotational speed.
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with a fixed time step resolution of 1 ms. Hence,
RMSExt =
1
N
N∑
k=0
√(
xk,full − xk,red
)2
, (30)
where N is the number of included data points.
The RMSE for the terminal power and rotational speed as well
as their dependence on the initial operating point are depicted in
Fig. 19. In general, all presented errors vary with the initial operating
conditions. For the terminal power, both the initial and transient esti-
mation errors show the same behaviour and peak for medium initial
rotational speeds. As a result, the initialisation of the reduced-order
model is the key reason for the mismatch between respective time-
domain responses. On the other hand, the initialisation and transient
errors for the rotational speed differ. While the initialisation error
experiences the same increase for all models with increase in ini-
tial rotational speed, the transient errors can be classified into two
groups: (i) the models without additional zeros that show a steady
incline in transient error with initial speed; and (ii) the models with
at least one additional zero which reach their minimum error for
medium initial speeds. Here, the transient error dominates for all
considered models.
In short, the RMSE in terminal power are expected to be kept
below 0.02 p.u. for the entire range of VSDR operation, while the
RMSE during the transient response can reach up to 0.1 p.u. for the
rotational speed. As a result, the reduced-order models are capable
of accurately estimating the power output of a device aggregation,
while the prediction of rotational speeds of the device is inferior.
This might be of importance when computing activation margins or
applying adaptive control schemes.
5 Stability Analysis
Besides accurately representing the time-domain performance, a
suitable reduced-order model needs to capture the movement of
system eigenvalues in order to be useful for tuning of an entire
aggregation or performing small-signal stability studies on a larger
scale. This section focuses in particular on modal analysis of the
proposed models. After investigating the effect of the initial operat-
ing conditions, we conduct a bifurcation analysis to study the impact
of frequency droop control and the grid equivalent on the stability
margins.
5.1 Initial Operating Conditions
The first stability study is conducted through eigenvalue analysis of
the proposed small-signal models. The root loci spectrum of the most
critical modes of the full- and reduced-order models is presented in
Fig. 20. The positioning of the eigenvalues explains the similarities
in time-domain performance of different simplified models. While
the modes coincide for models without additional zeros, they also
overlap for those having a zero. Consequently, since the modes of
the former models are complex conjugate and close to the ones of
the full-order system, these models are capable of capturing the slow
oscillatory dynamics more accurately.
Understandably, not all modes of the full-order system are rep-
resented by the simplified counterparts. The participation factor
analysis (see Fig. 21 and Fig. 22 for full- and reduced-order models
respectively) provides insights into which states might be relevant to
each mode. We can observe that the modes close to the imaginary
axis are not only related to the thermal model (i.e., the refrigeration
temperature, the thermal energy and the compressor torque), but also
to inner control loops (e.g., the DC voltage integrator state µv) and
the rotational speed (ωm). In addition, all models have modes close
to or at the origin that originate from the grid equivalent. Interest-
ingly, the simplified models preserve one mode with <(λ) = −2
that matches the mode corresponding to the rotational speed of the
full-order equivalent.
It should be noted that the applied tuning of the full-order model
provides a clear timescale separation of different cascaded control
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Fig. 20: Root loci spectrum of interest for different SSMs.
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Fig. 22: Participation factors of the reduced-order models P2Z1
and P3Z2.
loops. Most of the integrator states clearly match one mode, i.e., the
terminal current integrator, the motor current, the DC voltage inte-
grator and the PLL states. On the other hand, the terminal power and
rotational speed integrator states affect the same complex conjugate
mode, indicating a link of these states.
5.2 Effect of the Operating Point
The effect of operating point on system performance is again revis-
ited in this section. Fig. 23 displays the movement of the critical
modes in the complex plane for the full-order model. While the dis-
played complex conjugate mode is increasingly damped with rising
initial rotational speed, most non-oscillatory modes move signifi-
cantly closer to the instability boundary. Hence, stability margins are
reduced when the pre-fault rotational speed of the BLDC, resulting
from a significant temperature deviation in the cooling chamber, is
high. Nevertheless, such behaviour was not observed for simplified
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model with varying operation point.
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Fig. 24: Selected parameter sensitivities of the detailed small-signal
model.
systems, as the modes remained unchanged. This is one of the main
differences between the detailed and simplified models.
5.3 Bifurcation Studies
To identify which parameters might push the full-order model
towards instability, we now investigate the impact of outer loop
power control and the parameters of the grid equivalent via parame-
ter sensitivities. After identifying the most critical parameters for the
detailed model, we analyse if the same behaviour is preserved in the
simplified models.
The parameter sensitivities depicted in Fig. 24 indicate that the
terminal power control and the grid equivalent have little effect
on the modes closest to the origin. Nonetheless, the frequency and
active power droop appear to have an impact on few modes, primar-
ily related to the integrator states of the terminal power, the rotational
speed and the PLL, as well as the mechanical power of the grid
equivalent. In contrast, the proportional gain of the power control
mainly affects the fast electrical states, i.e., the terminal currents,
DC-link voltage and motor current. Therefore, we only expect the
frequency and active power droop gains to have a significant effect
on the stability margins of the full-order model.
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Fig. 27: Movement of the critical eigenvalue with changing fre-
quency droop gain, active power droop gain and system inertia for
different models.
For the reduced-order models the situation differs. The stability
maps provided in Fig. 25 imply a significant impact of power control
tuning on small-signal stability. While the models P1Z0, P2Z1,
P3Z0 and P3Z1 preserve stability for very small power control
time constants Tip and high gains, similar to the full order model
(see Fig. 26), the other models experience different behaviour. More
precisely, the P2Z0 model requires time constants above 150 ms
to achieve stability, which is a threefold of the time constant the
detailed system was designed for. At the same time, the P3Z0
IET Research Journals, pp. 1–12
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model cannot be stabilised for proportional power control gains
exceeding 10. Thus, the latter two models should not be used for rep-
resenting an aggregation, as they cannot replicate stability margins
of the detailed system accurately and would be more conserva-
tive. Despite the discrepancies in power control tuning, all models
behave similarly for different parameterisations of the grid equiv-
alent and frequency droop control, as suggested by the results in
Fig. 27. Indeed, the critical mode movement is identical and stability
is preserved, in particular for low-inertia scenarios.
6 Conclusion
This paper proposes a droop control design of a single-phase-
connected VSDR device and provides a detailed mathematical for-
mulation of the underlying dynamic system. Moreover, a simple
technique is presented for obtaining accurate reduced-order models
that are suitable for large-scale power system studies. Comparing
the full-order model to its reduced counterparts indicates significant
overlap in both time-domain performance and small-signal stability
margins. While most of the simplified models estimate the termi-
nal power of a single device and the entire aggregation precisely,
hence accurately replicating the frequency response of a system after
being subjected to a disturbance in load, they fail to capture the
rotational speed of the BLDC and thus the state and control mar-
gins of the BLDC device. Nonetheless, the time-domain simulation
imply that some of the reduced-order models are useful for large-
scale studies. Similar findings are established via the small-signal
stability analysis, with most of the reduced-order models preserving
stability margins. Moreover, the proposed simplified models support
efficient parameter estimation in a real world implementation and
provide acceptable accuracy for most of the test cases.
Despite the overlap between simulations of the detailed and sim-
plified models, employing the reduced systems should be carefully
reconsidered when performing stability studies in low- or no-inertia
power systems. This is particularly relevant when analysing interac-
tions between converter-interfaced load and generation units, since
the detailed model might still be necessary for capturing the system
interactions on shorter timescales.
The closed-loop time domain simulations of the full- and reduced-
order models for an aggregation of devices showcase not only
smooth operation of the implemented system, but also confirm that
VSDR devices are prominent candidates for providing FFR in low-
inertia systems. The stability margins exhibit low sensitivity to
power system inertia and are generally shown not to increase with
higher inertia.
Future work should study the dynamic interactions with other
fast-reacting active units, such as converter-interfaced generation
systems, and test the application of reduced order models in such
cases. On the other hand, the wide time scales present in the pro-
posed VSDR control scheme might result in cross couplings of the
dynamics of synchronous machines and the electromagnetic tran-
sients in the network. Thus, the interactions between synchronous
machines and the proposed VSDR reserve remain to be studied.
For these considerations, the location of the VSDR systems and an
appropriate modelling of the network is of importance.
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