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Abstract
Variation graphs, which represent genetic variation within
a population, are replacing sequences as reference genomes.
Path indexes are one of the most important tools for working
with variation graphs. They generalize text indexes to graphs,
allowing one to find the paths matching the query string. We
propose using de Bruijn graphs as path indexes, compressing
them by merging redundant subgraphs, and encoding them
with the Burrows-Wheeler transform. The resulting fast,
space-efficient, and versatile index is used in the variation
graph toolkit vg.
1 Introduction
Sequence analysis pipelines typically start with mapping
the reads from the sequenced genome to a reference
genome of the same species. As reference genomes are
usually assembled from the genomes of a small number
of individuals, they are biased towards those individuals.
This reference bias may affect the results of subsequent
analysis, especially when the sequenced individuals are
from different populations than the ones behind the
reference genome.
Variation graphs (also graph genomes, genome
graphs, graph references, or reference graphs), which
encode the genetic variation within a population as a
graph, have been proposed as a solution to the reference
bias [37, 28, 6, 8, 29]. These graphs are expected to
replace sequences as reference genomes. The shift to
graphs will likely take years, as new methods and tools
are needed to replace those based on linear references.
The variation graph toolkit vg [14] is a community
effort to develop such tools. This paper describes
GCSA2, the path index used in vg. A path index is a
generalization of text indexes for labeled graphs. Given
a query string, the index finds the paths with a label
matching the query. Indexing graphs is inherently hard,
as the number of paths increases exponentially with
path length. The design of a path index is hence a trade-
off between maximum query length, index size, query
performance, and pruning complex regions of the graph.
Mapping reads to a graph was first investigated
by Schneeberger et al. [42]. Sirén et al. developed
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GCSA [43], which generalized the FM-index [10] (a text
index based on the Burrows-Wheeler transform [4]) to
directed acyclic graphs. GCSA depends on pruning the
complex regions, as there are no limits on query length.
Kim et al. [19] combined GCSA with the HISAT read
aligner [20]. The result was the first practical graph-
based read aligner, though it uses the graph for more
accurate mapping to a linear reference.
De Bruijn graphs can be used as k-mer indexes of
other graphs. There are already read aligners based on
them [23, 25]. The succinct de Bruijn graph of Bowe
et. al. [3] encodes the graph with a generalization of
the FM-index. Rødland [39] proposed another similar
generalization. Succinct de Bruijn graphs can simulate
order-k de Bruijn graphs for multiple values of k [2],
but they still need to store the graph explicitly for
the largest value of k. Other representations include
compacted [5] and compressed [28] de Bruijn graphs,
which represent unary paths in the graph as single
nodes or edges. Probabilistic de Bruijn graphs [38] use
Bloom filters to support faster queries, at the expense
of producing false positives. All these space-efficient
representations require several bits per k-mer for the
graph, and more for mapping back to the indexed graph.
Some path indexes store the graph as a collection of
sequences. BWBBLE [17] uses the powerset alphabet for
encoding substitutions and creates new sequences with
a sufficient amount of context for other variants. vBWT
[26] encodes variant sites explicitly in the sequence as
X(A|B|C)Y , using distinct separator symbols for each
site. Queries in both BWBBLE and vBWT are slower
than in ordinary FM-indexes, as variant sites force the
search to branch. The hypertext index [44] works with
graphs that have string labels on the nodes. The strings
are indexed using an FM-index. Partial matches in the
strings are combined into full matches with range queries
in the edge matrix. While matches crossing one edge
are easy to find, the approach becomes impractical with
matches crossing multiple edges.
There are also structures (e.g. [18, 46, 7, 32, 33])
using graphs as a space-efficient way of indexing similar
sequences. While the problem is different from indexing
the paths in a graph, the techniques used are similar.
The above methods can be classified in three
categories based on the data models they use. Many deal
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with graphs arising from aligned sequences, assuming
a shared global sequence with local variation. GCSA-
based methods can index directed acyclic graphs, as well
as cyclic graphs that are sufficiently similar to de Bruijn
graphs. GCSA2, the hypertext index, and indexes based
on de Bruijn graphs work with arbitrary graphs.
GCSA2 combines ideas from the original GCSA
and from succinct de Bruijn graphs. Conceptually it
uses a de Bruijn graph as a k-mer index of a variation
graph. The de Bruijn graph is pruned (compressed
structurally) by using strings shorter than k characters
as nodes, if the shorter strings identify the start nodes of
the corresponding paths uniquely. The pruned graph is
encoded with a generalization of the FM-index. GCSA2
often uses less space (e.g. less than 1 bit per k-mer)
than other de Bruijn graph-based indexes, which have
to store some information for each k-mer explicitly. The
index also includes extensions based on suffix trees.
The extensions are used for e.g. finding maximal exact
matches in the vg read aligner.
The main differences to the original GCSA are:
1. The graph encoding in GCSA2 has been optimized
for small alphabets, improving query performance
by up to an order of magnitude.
2. The construction algorithm stores the graphs on
disk, reducing the memory requirements of building
a whole-genome human index from hundreds of
gigabytes to tens of gigabytes.
3. GCSA2 can index denser graphs, including cyclic
graphs, by limiting maximum query length.
4. GCSA2 extends the functionality of the FM-index
with suffix tree operations.
The first two improvements can also be used with the
original GCSA. The third point represents a different
approach to indexing graphs. It was not possible the
with the original GCSA, as the construction algorithm
required a prefix-range-sorted graph. The extended
functionality depends on the new construction algorithm
and on limiting maximum query length.
This paper describes the GCSA2 data structure. Its
uses in the vg toolkit will be discussed in the vg paper.
2 Background
2.1 Strings A string S[0, n−1] = s0 · · · sn−1 of length
|S| = n is a sequence of characters over an alphabet
Σ = {0, . . . , σ−1}. Text strings T [0, n−1] are terminated
by an endmarker T [n− 1] = $ = 0 not found anywhere
else in the text. A substring of string S is a sequence of
the form S[i, j] = si · · · sj . We call substrings of the type
S[0, j] and S[i, n− 1] prefixes and suffixes, respectively,
and refer to substrings of length k as k-mers. Substring
S[i, j] is a proper substring of string S, if S 6= S[i, j].
We say that string S′ is a substring of string collection
S, if it is a substring of a string S ∈ S.
Sometimes we consider infinite character sequences
S = (si)i∈Z , where set Z is a contiguous infinite subset
of Z. The notion of substring generalizes to infinite
sequences in a natural way. A substring of an infinite
sequence S is left-infinite if it extends infinitely to the left,
and right-infinite if it extends infinitely to the right. A
substring of a finite or infinite sequence S is left-maximal
if it is left-infinite or a prefix, and right-maximal if it is
right-infinite or a suffix.
We are primarily interested in sequences over the
DNA alphabet {$, A, C, G, T, N}. Characters A, C, G, and T
are called bases, while character N represents an arbitrary
or unknown base. The alphabet may contain other
technical characters in addition to the endmarker $.
Each character c of the DNA alphabet has a complement
c defined as A = T, C = G, G = C, T = A, and
c = c for other characters c. Given a DNA sequence
S, its reverse complement is the sequence
←−
S obtained
by reversing the non-technical parts of the sequence
and replacing each character with its complement. For
example,
←−−−−−−
GATTACA$ = TGTAATC$.
Given a string S[0, n− 1], we define S.rank(i, c) as
the number of occurrences of character c in the prefix
S[0, i− 1]. We also define
S.select(i, c) = max{j ≤ n | S.rank(j, c) < i}
as the position of the occurrence of character c with
rank i > 0.1 A bitvector is a binary sequence supporting
efficient rank/select queries. Wavelet trees [16] are space-
efficient data structures that use bitvectors to support
rank/select queries on arbitrary strings.
Let S be a string and S′ be a string or an infinite
character sequence over alphabet Σ. We say that
sequences S and S′ prefix-match, if S is a prefix of S′ or
S′ is a prefix of S. Set S of strings is prefix-free, if no
two strings S, S′ ∈ S (with S 6= S′) prefix-match.
2.2 Text Indexes The suffix tree [47] is the most
fundamental full-text index supporting substring queries.
It is formed by taking the suffixes of the text, storing
them in a trie, and compacting unary paths in the trie
into single edges. Although fast and versatile, suffix
trees are impractical with large texts, as they require
much more space than the text itself.
Suffix arrays (SA) [27] were introduced as a space-
efficient alternative to the suffix tree. The suffix array
1These definitions are used in the SDSL library [15]. We assume
for convenience that S.select(0, c) = −1.
$
A$
Suffixes
ATA$
ATCATA$
CATA$
CATCATA$
GCATCATA$
TA$
TCATA$
SA
$
A
A
A
C
C
G
T
T
8
7
5
6
4
3
2
1
0
BWT LCP
0
0
1
2
0
3
0
0
1
$
A$
Suffixes
ATA$
ATCATA$
CATA$
CATCATA$
GCATCATA$
TA$
TCATA$
LF
0
1
2
3
4
5
6
7
8
Figure 1: LF-mapping, BWT, suffix array, and LCP
array for text GCATCATA$.
of text T [0, n − 1] is an array of pointers SA[0, n − 1]
to the suffixes of the text in lexicographic order. We
find the occurrences of pattern string X in the text in
O(|X| log n) time by using binary search in the suffix
array. The suffix array requires n log n bits of space
in addition to the text, while its functionality is more
limited than that of the suffix tree. See Figure 1 for an
example of the suffix array and related structures.
The Burrows-Wheeler transform (BWT) [4] of text
T [0, n − 1] is a permutation BWT[0, n − 1] such that
BWT[i] = T [(SA[i]− 1) mod n]. Given the lexicographic
rank i of suffix T [SA[i], n−1], we can use LF-mapping on
the BWT to find the lexicographic rank of the previous
suffix T [(SA[i]− 1) mod n, n− 1]. Let
LF(i) = C[BWT[i]] + BWT.rank(i,BWT[i]),
where C[c] is the number of occurrences of characters
c′ < c in the BWT. Then SA[LF(i)] = (SA[i]− 1) mod n.
We generalize the definition to any character c ∈ Σ:
LF(i, c) = C[c] + BWT.rank(i, c).
Let X be a string. If there are i suffixes S′ of text T
such that S′ < X in lexicographic order, then there are
LF(i, c) suffixes S′ such that S′ < cX.
We can use the BWT as a space-efficient text index.
The FM-index [10] combines a representation of the
BWT supporting rank/select queries, the C array, and
a set of sampled pointers from the suffix array. It uses
backward searching to find the lexicographic range of
suffixes matching pattern X (having X as a prefix). If
the lexicographic range matching suffix X[i+ 1, |X| − 1]
of the pattern is SA[sp, ep], the range matching suffix
X[i, |X| − 1] is SA[LF(sp,X[i]), LF(ep + 1, X[i]) − 1].
Matching the entire pattern takes O(|X|) rank queries.
We use the sampled suffix array pointers for finding
the text positions containing the occurrences. If SA[i]
is not sampled, we iterate LF(i) until we find a sampled
pointer. If we find a sample at SA[LFk(i)], we know that
SA[i] = (SA[LFk(i)] + k) mod n.
If we have sampled one out of d suffix array pointers at
regular intervals, finding each occurrence takes O(d) rank
queries. If we also sample one out of d′ inverse suffix
array pointers2, we can extract an arbitrary substring
X of the text using O(|X|+ d′) rank queries.
The longest-common-prefix array (LCP array) [27]
is an integer array LCP[0, n−1], where each value LCP[i]
tells the length of the longest common prefix of suffixes
T [SA[i−1], n−1] and T [SA[i], n−1] (with LCP[0] = 0). If
we have the FM-index, the LCP array, and the topology
of the suffix tree, we get the compressed suffix tree, which
supports the full functionality of the suffix tree in a space-
efficient manner [40].
2.3 Graphs A graph G = (V,E) consists of a set of
nodes V = {0, . . . , |V |−1} and a set of edges E ⊆ V ×V .
We say that (u, v) ∈ E is an edge from node u to node
v, and assume that the edges are directed : (u, v) 6= (v, u)
for u 6= v. The indegree G.in(v) of node v is the number
of incoming edges to v, while the outdegree G.out(v) is
the number of outgoing edges from v.
The graphs we use are labeled with alphabet Σ:
each node v ∈ V has a label G.label(v) ∈ Σ. A path in
a graph is a sequence of nodes P = v0 · · · v|P |−1 such
that (vi, vi+1) ∈ E for 0 ≤ i < |P | − 1. We say that v0
is the start node and v|P |−1 is the end node of the path.
The label of path P is the concatenation of node labels
G.label(P ) = G.label(v0) · · ·G.label(v|P |−1).
If the graph has nodes with indegree or outdegree
0, we add a source node s and a sink node t to it.
To distinguish these technical nodes from the actual
nodes, we label them with characters G.label(s) = #
and G.label(t) = $, which are not used anywhere else in
the graph. We add an edge (s, v) to all nodes v ∈ V \{s}
with no incoming edges, and an edge (v, t) from all nodes
v ∈ V \ {t} with no outgoing edges. We also add edge
(t, s) to guarantee that G.in(v) ≥ 1 and G.out(v) ≥ 1 for
all nodes v ∈ V . However, this edge is not considered a
real edge, and no path can cross it.
We also consider infinite paths P = (vi)i∈Z , gener-
alizing the definition in a similar way as we did with
infinite character sequences in Section 2.1. We say that
path P is left-maximal if it starts at the source node or
extends infinitely to the left; right-maximal if it ends
at the sink node or extends infinitely to the right; and
maximal if it is both left-maximal and right-maximal.
2The suffix array is a permutation of {0, . . . , n − 1}, and the
inverse suffix array is the inverse permutation.
Given a graph G = (V,E), we may want to reason
about the predecessors of a node with the given label.
Let v ∈ V be a node and c ∈ Σ be a character. We write
G.pred(v, c) to denote the set of nodes u ∈ V such that
G.label(u) = c and there is an edge (u, v) ∈ E.
We work with de Bruijn graphs and their generaliza-
tions. For that purpose, we define collections of (finite
or infinite) sequences suitable for constructing order-k
de Bruijn graphs.
Definition 2.1. (k-collection) Let S be a collection
of character sequences over alphabet Σ, and let k > 0 be
a parameter value. We say that S is a k-collection, if
each sequence S ∈ S (a) is left-infinite or begins with #k;
(b) is right-infinite or ends with $k; and (c) contains no
other occurrences of characters # and $.
Definition 2.2. (de Bruijn graph) Let k > 0, and
let S be a k-collection. The order-k de Bruijn graph of
S is a graph G = (V,E) such that
• each node vX ∈ V represents a distinct k-mer X
occurring in S, with G.label(vX) = X[0];
• each node vX ∈ V has a key G.key(vX) = X; and
• each edge (vX , vY ) ∈ E represents a (k + 1)-mer
X[0]Y = XY [k − 1] occurring in S.
We use #k as the source node s and $k as the sink node
t, adding the edge (t, s) in the usual way.
De Bruijn graphs have several properties that make
them useful for indexing purposes. Node keys prefix-
match the labels of all paths starting from the node.
This makes it possible to sort the nodes unambiguously
by path labels. Every substring of the k-collection is
the label of a path in the de Bruijn graph, and every
path label of length at most k + 1 is a substring of the
collection. In Section 3, we develop an index structure
based on a generalization of de Bruijn graphs.
2.4 FM-Index for Graphs Suffix trees, suffix ar-
rays, and the FM-index can be generalized to index
multiple texts. There are also generalizations to other
combinatorial structures. The XBW transform [9] is an
FM-index for labeled trees. The nodes of the tree are
sorted by the path labels from the node to the root. BWT
stores the labels of the children of each node, while leaf
nodes are marked with special characters. If a node has
k children, we encode that as a binary sequence 0k−11.
We concatenate these sequences to form the indegree
bitvector IN. The labels of the children of the ith node
are found in BWT[IN.select(i, 1) + 1, IN.select(i+ 1, 1)].
The generalized compressed suffix array (GCSA)
[43] extends the XBW transform to a class of graphs
that includes directed acyclic graphs and de Bruijn
graphs. Before indexing, we transform the graph into
an equivalent graph, where the nodes can be sorted
unambiguously by the labels of the right-maximal paths
starting from them. The transformation increases the
size of the graph exponentially in the worst case. In
addition to sequences BWT and IN, GCSA also uses an
outdegree bitvector OUT, which is encoded in the same
way as IN. LF-mapping uses select queries on bitvector
IN to map nodes to BWT ranges, ordinary LF-mapping
with BWT to map incoming edges to the corresponding
outgoing edges, and rank queries on bitvector OUT to
map the outgoing edges to the predecessor nodes.
3 Path Indexes
A path index is a generalization of text indexes for labeled
graphs. Given a path index for input graph G = (V,E),
we use the index to find the start nodes v0 ∈ V of the
paths P = v0 · · · v|X|−1 matching pattern X (paths P
with G.label(P ) = X).
The proofs of the lemmas can be found in Ap-
pendix A.
3.1 De Bruijn Graphs as Path Indexes The
k-mer index is the simplest path index. It consists
of a set of key-value pairs (X,VX), where X ∈ Σk is a
k-mer and VX ⊆ V is the set of the start nodes of the
paths matching the k-mer. If we store the pairs in a hash
table, we can quickly search for patterns of length k. If
we use binary search in a sorted list of pairs, queries
become slower, but we gain the ability to search for
patterns shorter than k characters. The main drawback
of these basic k-mer indexes is their size, as they store
the key-value pairs explicitly.
We can represent k-mer indexes as de Bruijn graphs.
For that purpose, we define the de Bruijn graph of graph
G = (V,E) by using the collection S of the labels of the
maximal paths in the graph. If sequence S ∈ S is the
label of path P = (vi)i∈Z , we set S.node(S, i) = vi for
all positions i ∈ Z. We transform S into a k-collection
by inserting characters # to the beginning of each non-
left-infinite sequence when necessary, and characters $
to the end of each non-right-infinite sequence. If S[i] is a
# we inserted, we set S.node(S, i) = s : j, where s ∈ V
is the source node and j is the distance to the nearest
non-inserted # in S.
Definition 3.1. (de Bruijn graph of a graph)
Let G be a labeled graph, and let S be the k-collection of
maximal path labels in G. The order-k de Bruijn graph
of S is the order-k de Bruijn graph of graph G.
Let G′ = (V ′, E′) be a de Bruijn graph of graph
G = (V,E), and let S be the k-collection used to define
it. We attach a set of nodes of graph G to each node
v′ ∈ V ′ as a value G′.value(v):
{S.node(S, i) | S ∈ S, S[i, i+ k − 1] = G′.key(v)}.
Apart from some technicalities near the source/sink
nodes, G′.value(v) is the set of the start nodes of the
paths matching pattern G′.key(v) in graph G. The index
produces no false negatives (path labels that exist in
the input graph but not in the index). There may be
false positives (path labels that exist in the index but
not in the input graph) with patterns longer than k, but
we can avoid them by verifying the results in the input
graph. See Figure 2 for an example.
We can encode the de Bruijn graph as a GCSA
using (|V ′|+ o(|V ′|))(log σ + 2) bits. By using a similar
sampling scheme for the values as in the FM-index, we
get a k-mer index that uses a couple of bytes per k-mer
for typical variation graphs (see Section 5). While this
is much less than with the basic k-mer indexes, it is still
too much for large variation graphs.
3.2 Path Graphs When a path of length k′ < k has
a unique label, its extensions become redundant nodes
in the order-k de Bruijn graph, if the path branches
after the first k′ characters. By using shorter keys when
possible, we can build a smaller graph that is equivalent
to the de Bruijn graph as a path index.
Definition 3.2. (Path graph) Let k > 0, let S be the
k-collection of the labels of the maximal paths in graph
G = (V,E), and let K be a prefix-free set of substrings of
length k or less from S. Assume that each right-maximal
substring S ∈ S prefix-matches a string K ∈ K and that
$k ∈ S. The order-k path graph of graph G with key
set K is a graph G′ = (V ′, E′), where
• each node vK ∈ V ′ represents a distinct key K ∈ K,
with G′.label(vK) = K[0];
• each node has a key G′.key(vK) = K and a value
G′.value(vK) = VK , where VK is the set of nodes
S.node(S, i) ∈ V for S ∈ S and positions i such
that S[i, i+ |K| − 1] = K; and
• each edge (vK , vK′) ∈ E′ represents the occurrence
of substring K[0]K ′ in S such that strings K and
K[0]K ′ prefix-match.
We use #k as the source node s and $k as the sink node
t, adding the edge (t, s) in the usual way.
Definition 3.3. (Path graph as an index)
Let G = (V,E) be a graph, and let G′ = (V ′, E′) be a
path graph of G.
• Pattern X ∈ Σ∗ matches node v ∈ V ′, if there
is a path P ′ in G′ with G′.label(P ′) = X. We
use G′.find(X) to denote the set of nodes V ′X ⊆ V ′
matching the pattern.
• If V ′X ⊆ V ′ is the set of nodes matching pat-
tern X, the set of occurrences for the pattern
is G′.locate(V ′X) =
⋃
v′∈V ′X G
′.value(v′). We use
G′.locate(X) to denote G′.locate(G′.find(X)).
Lemma 3.1. (No false negatives) Let G′ = (V ′, E′)
be a path graph of G = (V,E), and let X ∈ (Σ \ {#, $})∗
be a pattern. Set G′.locate(X) contains the start nodes
of all paths P in graph G with G.label(P ) = X.
Lemma 3.2. (Context length) Let G′ = (V ′, E′) be
a path graph, and let X ∈ (Σ \ {#, $})∗ be a pattern.
Set G′.find(X) consists of all nodes v′ ∈ V ′ such that
X[0,m− 1] is a prefix of G′.key(v′), for a context length
m, which depends on the graph and the pattern.
Lemma 3.3. (Short keys) Let G′ = (V ′, E′) be a path
graph with |G′.key(u′)| ≤ |G′.key(v′)| + 1 for all edges
(u′, v′) ∈ E′. Then (a) |G′.pred(v′, c)| ≤ 1 for all nodes
v′ ∈ V ′ and characters c ∈ Σ; and (b) key G′.key(v′)
prefix-matches pattern X ∈ (Σ \ {#, $})∗ for all nodes
v′ ∈ G′.find(X).
A path graph may produce false positives with
patterns longer than k′ characters, where k′ is the length
of the shortest key. In the next section, we define a class
of path graphs that can be proven to be equivalent to
de Bruijn graphs.
3.3 Pruned de Bruijn Graphs We can compress
de Bruijn graphs structurally by merging keys sharing a
common prefix, if the corresponding values are identical.
These pruned de Bruijn graphs, which arise naturally
from GCSA construction, are similar to manifold de
Bruijn graphs [24]. As path indexes, they are equivalent
to de Bruijn graphs with patterns of length up to k
characters.
Definition 3.4. (Equivalent path graphs) Let G′
and G′′ be two path graphs, and let k > 0 be a parameter
value. We say that graphs G′ and G′′ are k-equivalent,
if we have G′.locate(X) = G′′.locate(X) for all patterns
X ∈ (Σ \ {#, $})∗ with 1 ≤ |X| ≤ k.
Definition 3.5. (Pruned de Bruijn graph) Let G
be a graph, and let G′ be an order-k path graph of G.
Path graph G′ is an order-k pruned de Bruijn graph, if
it is k-equivalent to the order-k de Bruijn graph of G.
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Figure 2: Left: Input graph G = (V,E), with each node v ∈ V labeled with v : G.label(v). Right: The order-3
de Bruijn graph G′ = (V ′, E′) of graph G, with each node v′ ∈ V ′ labeled with G′.key(v′) and G′.value(v′). Both:
Edges (t, s) are not shown. The highlighted path in the de Bruijn graph is a false positive, as it consists of two
disjoint paths in the input graph.
Lemma 3.4. (No short false positives)
Let G = (V,E) be a graph, let G′ = (V ′, E′) be an
order-k pruned de Bruijn graph of graph G, and let
X ∈ (Σ \ {#, $})∗ be a pattern with 1 ≤ |X| ≤ k. Then
G′.locate(X) is a set of start nodes v ∈ V of paths
matching the pattern in graph G.
Lemma 3.5. (Pruning) Let G = (V,E) be a graph, let
G′ = (V ′, E′) be the order-k pruned de Bruijn graph
of G with key set K, let K ∈ Σ∗ be a string of length
|K| > 0, and let V ′K be the set of nodes v′ ∈ V ′ having
string K as a proper prefix of G′.key(v′). If |V ′K | > 0 and
G′.value(u′) = G′.value(v′) for all u′, v′ ∈ V ′K , the path
graph with key set (K \ {G′.key(v′) | v′ ∈ V ′K}) ∪ {K} is
an order-k pruned de Bruijn graph of G.
We can compress a de Bruijn graph structurally
by merging sets of nodes sharing a common prefix of
their keys, as long as the conditions of Lemma 3.5
hold. Let G′ = (V ′, E′) be an order-k pruned de Bruijn
graph, and let G′′ = (V ′′, E′′) be the same graph after
further pruning. Each node v′′ ∈ V ′′ is an equivalence
class of nodes V ′(v′′) ⊆ V ′ corresponding to a shared
prefix G′′.key(v′′) of keys. For all v′ ∈ V ′(v′′), we have
G′.value(v′) = G′′.value(v′′). See Figure 3 for an example
of a pruned de Bruijn graph.
Definition 3.6. (Maximally pruned graph)
Let G′ be a a pruned de Bruijn graph of graph G. We
say that G′ is maximally pruned, if we cannot prune it
any further using Lemma 3.5.
Lemma 3.6. (Maximal pruning) Let G′ = (V ′, E′)
be a maximally pruned de Bruijn graph of G = (V,E).
Then |G′.key(u′)| ≤ |G′.key(v′)|+ 1 for all (u′, v′) ∈ E′.
4 GCSA2
As in the original GCSA, we sort the nodes of the
path graph in lexicographic order, encode the indegrees
and outdegrees in bitvectors IN and OUT, and store
the predecessor labels in BWT. See Figure 3 for an
example. If lexicographic range [spi+1, epi+1] matches
suffix X[i + 1, |X| − 1] of pattern X, we can find the
range [spi, epi] matching suffix X[i, |X| − 1] as
[spin, epin] = [IN.select(spi+1, 1) + 1,
IN.select(epi+1 + 1, 1)];
[spout, epout] = [LF(spin, X[i]),
LF(epin + 1, X[i])− 1];
[spi, epi] = [OUT.rank(spout, 1),
OUT.rank(epout, 1)].
In order to support locate queries, we sample the
values of a node, if the node has multiple incoming edges
or the values cannot be derived from the predecessor.
We may also sample other values to improve query
performance. The sampled nodes are marked in bitvector
BS , the number of values in each sample is encoded in
unary in bitvector BV , and the sampled values are stored
in integer array VS . A detailed description of the data
structure can be found in Appendix B.
GCSA2 construction starts from paths of length k in
the input graph. We build a maximally pruned order-2k,
order-4k, or order-8k de Bruijn graph using a similar
prefix-doubling algorithm as in the original GCSA [43],
and encode the result as a GCSA. To avoid excessive
memory usage, we keep the paths and the graphs on
disk, and read only a single chromosome at a time into
memory. The details of the construction algorithm can
be found in Appendix C.
We can improve the query performance with (max-
imally pruned) de Bruijn graphs by using a simplified
encoding (Appendix D). We replace BWT and IN with
bitvectors Bc for all c ∈ Σ, where Bc[j] = 1 if and only
if node j in lexicographic order has a predecessor with
###
0 : 2
##G
0 : 1
#G
0
CA
2, 6
CT
2
ATC
3
ATG
3
TT
4
TC
5
TG
5
ATA
7
GT
8
TA
9
A$
10
$$$
11
GC
1
key OUT BWT IN key BS BV VS
$$$
A$
ATA
ATC
ATG
CA
CT
GC
GT
TA
TC
TG
TT
#G
##G
###
1
0
1
1
1
1
1
1
1
1
0
1
0
1
0
1
1
1
1
1
$$$
A$
ATA
ATC
ATG
CA
CT
GC
GT
TA
TC
TG
TT
#G
##G
###
1
1
1
1
1
0
0
1
1
0
1
1
1
1
1
0
1
1
1
1
A
T
C
C
C
G
T
#
A
A
A
G
T
G
T
T
C
#
#
$
0
0
1
1
1
1
0
0
1
1
1
1
1
0
0
1
1
1
1
1
1
1
1
1
1
0
7
3
3
2
8
9
5
5
4
0 : 2
1 6
Figure 3: Left: An order-3 pruned de Bruijn graph G′′ 3-equivalent to the de Bruijn graph in Figure 2. Right:
GCSA for graph G′′. Leftward arrows illustrate backward searching, with the red arrows showing it from T to AT.
Rightward arrows mark the samples belonging to each node, with the blue ones showing them for node CAT.
label c. This simplifies backward searching to
spout = C[X[i]] +BX[i].rank(spi+1, 1);
epout = C[X[i]] +BX[i].rank(epi+1 + 1, 1)− 1;
[spi, epi] = [OUT.rank(spout, 1),OUT.rank(epout, 1)].
The compacted trie of keys resembles a suffix tree.
We can simulate it space-efficiently by using the LCP
array [1, 11], and thus extend GCSA2 to support many
suffix tree operations. For example, we can search for
maximal exact matches by using LF-mapping and parent
queries [35], and use that as a basis for a read aligner
similar to BWA-MEM [21]. We can also use document
counting techniques [41] to quickly count the number
of distinct matches in a lexicographic range. Further
details of these extensions can be found in Appendix E.
5 Implementation and Experiments
GCSA2 is the path indexing library of vg [14]. The
implementation is written in C++, and the source code
is available on GitHub.3 It depends on SDSL [15] and
libstdc++ parallel mode. We use the simplified encoding
(Appendix D) with fast non-compressed bitvectors
in most index components. Bitvectors Bc for rare
characters (N, #, and $) are compressed as sparse
bitvectors [36].
We used a system with two 16-core AMD Opteron
6378 processors and 256 gigabytes of memory for the
experiments, and stored all files on a distributed Lustre
file system. The system was running Ubuntu 12.04
on Linux kernel 3.2.0. We used vg version 1.3.0 for
processing the graphs and GCSA2 version 0.8 using
SDSL version 2.1.1 for the benchmarks. All code was
compiled with gcc/g++ version 4.9.2.
3https://github.com/jltsiren/gcsa2
5.1 Construction Variation graphs, as defined in vg,
use strings as node labels. A node can be traversed
in both forward and reverse complement orientations,
and edges may cross between the orientations. For
indexing, the graph is implicitly converted into an input
graph with single-character labels. We always sample
the input graph nodes corresponding to the initial offsets
of variation graph node labels.
We built vg graphs from the human reference genome
(GRCh37) and 1000 Genomes Project variation [45]. To
avoid excessive growth, we removed paths where 16-mers
crossed more than 4 nontrivial edges with vg mod -p
-l -e 4, and subgraphs shorter than 100 bases with vg
mod -S -l 100. We extracted all paths of length 16
from the forward strand of the graph. There were a total
of 4.80 billion paths with 1.53 billion distinct labels. We
then built GCSA with 1–3 doubling steps, producing
order-32, order-64, and order-128 indexes.
Tables 1 and 2 show construction requirements
and index sizes, respectively. We can build a whole-
genome index overnight using less than 96 gigabytes
of memory, including disk cache. The index contains
1.031k ·2.348 billion k-mers, but the path graph only uses
4.4–5.7 billion nodes to represent them. For k = 128,
GCSA2 requires 0.63 bits per k-mer, out of which
0.28 bits is used for the path graph. Extensions based
on suffix trees increase the size to 1.08 bits per k-mer.
Index construction uses more memory with k = 32
than with larger values of k. The order-32 path graph
has more nodes, where we cannot derive the values from
the predecessor node. As we sample more values, we
need more memory in the final phase of construction.
With larger values of k, the path graph resembles the
input graph better, and we sample less values. For the
same reason, index size decreases with larger values of
k, even though the graph requires more space.
k k-mers Nodes Graph Index With extensions
32 6.20G 4.37G 2.89 GB / 4.00 bits 9.50 GB / 13.2 bits 13.2 GB / 18.2 bits
64 16.7G 5.24G 3.46 GB / 1.78 bits 8.64 GB / 4.46 bits 13.6 GB / 6.99 bits
128 116G 5.73G 3.78 GB / 0.28 bits 8.58 GB / 0.63 bits 14.6 GB / 1.08 bits
Table 2: GCSA2 index sizes. Order of the path graph; number of k-mers and nodes in the path graph in billions;
index size in gigabytes and in bits per k-mer for the graph (Bc and OUT), the index (the graph, BS , BV , and VS),
and the index with the extensions from Appendix E.
k Time Memory Disk Read Write
32 7.44 h 59.8 GB 387 GB 1.37 TB 0.88 TB
64 10.4 h 51.9 GB 415 GB 2.03 TB 1.51 TB
128 14.1 h 52.3 GB 478 GB 2.78 TB 2.25 TB
Table 1: GCSA2 construction. Order of the path graph;
construction time in hours; peak memory and disk usage
in gigabytes; and disk I/O volume for reading and writing
in terabytes.
5.2 Queries We compared the query performance of
the order-128 GCSA2 to several FM-indexes for the
reference sequence. SSA is the SDSL implementation
(csa_wt<>) of the succinct suffix array [30], using a
Huffman-shaped wavelet tree on top of the BWT. As
the default FM-index in SDSL, it prioritizes query
performance over compression. We used SSA with SA
sample period 17 for good locate performance. BWA
is the FM-index in the Burrows-Wheeler Aligner [22]
(version 0.7.15 with the default SA sample period 32).
Optimized for DNA sequences, BWA indexes both the
reference and its reverse complement.
As building the original GCSA requires around 65n
bytes of memory for a path graph with n nodes, we could
not compare GCSA and GCSA2 directly on a system
with 256 gigabytes of memory. Instead, we used RLCSA
[31] (May 2016 version) as a proxy. The RLCSA is an
FM-index for repetitive sequence collections using the
same basic components as the original GCSA. Under a
mixed query load, RLCSA with SA sample period 32 is
1.5x to 3x faster than GCSA, depending on algorithmic
overhead and the mix of find and locate queries [43].
We extracted k-mers for k ∈ {16, 32, 64, 128} from
the (non-pruned) vg graphs by using vg sim, filtered
out k-mers consisting entirely of Ns, and queried for the
remaining k-mers using a single thread. The results can
be seen in Table 3.
Backward searching in an FM-index stops early if
there are no matches. In order to compare the find
performance of the indexes reliably, we must hence
concentrate on the 16-mers, where the fraction of
matching patterns is similar for all indexes. GCSA2 and
the fast FM-indexes (SSA and BWA) all have similar
performance, while RLCSA is several times slower. As a
result, we can estimate that find queries in GCSA2 are
an order of magnitude faster than in GCSA.
When comparing the locate performance of different
FM-indexes, the distribution of the query positions
should be close to uniform. Otherwise the biases from
e.g. different suffix array sampling strategies or the
variation in the number of distinct occurrences per node
in GCSA2 can make the results unreliable. As the k-mers
have been sampled uniformly from the variation graph,
we get the best results with the 16-mers, where all indexes
can match most of the patterns.
GCSA2 uses denser SA sampling than the other
indexes, with effective sample period 10.6. On the
average, GCSA2 calls locate for 2.84 nodes per distinct
value, making the amount of work comparable to sample
period 30.2. SSA with sample period 17 is 2.4x faster
than GCSA2, mostly because it has to do less work.
BWA with sample period 32 is closer to GCSA2 in locate
performance. RLCSA is slower than the other indexes,
but the difference is smaller than with find queries due
to the optimizations for retrieving suffix array ranges.
Assuming that locate queries are 3x slower in GCSA than
in RLCSA, as GCSA does not use the optimizations, we
can estimate that GCSA2 is 4x faster than GCSA.
The remaining queries, parent and count, take a
fraction of a microsecond. As a parent query takes
comparable time to a single step of backward searching,
it will not be a bottleneck in finding maximal exact
matches. Counting the number of distinct occurrences
with a count query is faster than retrieving even a single
occurrence.
6 Discussion
GCSA2 is a path index for variation graphs. It uses a
de Bruijn graph as a k-mer index of the variation graph,
prunes it by merging redundant subgraphs, and encodes
the result with a generalization of the FM-index. The
index supports queries of length up to k exactly, and
longer queries with false positives. GCSA2 also includes
k Patterns Index Found Nodes Occs find() parent() count() locate()
16 351584 GCSA2 347453 2477M 872M 4.75 μs 0.42 μs 0.87 μs 5.85 μs
SSA 301538 – 782M 6.00 μs – – 2.43 μs
BWA 320764 – 1564M 3.64 μs – – 4.65 μs
RLCSA 301538 – 782M 23.7 μs – – 8.12 μs
32 351555 GCSA2 333258 112M 34.3M 10.8 μs 0.28 μs 0.38 μs 5.44 μs
SSA 153957 – 26.6M 10.9 μs – – 2.16 μs
BWA 156080 – 52.9M 6.57 μs – – 3.19 μs
RLCSA 153957 – 26.6M 47.6 μs – – 5.87 μs
64 351567 GCSA2 326101 2.63M 1.35M 22.5 μs 0.26 μs 0.29 μs 2.92 μs
SSA 88184 – 0.84M 17.1 μs – – 1.89 μs
BWA 88786 – 1.60M 10.3 μs – – 2.34 μs
RLCSA 88184 – 0.84M 74.3 μs – – 5.97 μs
128 351596 GCSA2 316500 0.32M 0.37M 45.3 μs 0.26 μs 0.26 μs 3.13 μs
SSA 35678 – 0.08M 23.5 μs – – 3.47 μs
BWA 35741 – 0.12M 14.0 μs – – 3.46 μs
RLCSA 35678 – 0.08M 91.7 μs – – 12.9 μs
Table 3: Query benchmarks using an order-128 GCSA2 and various FM-indexes. Pattern length; number of
patterns; index type; number matching patterns, matching nodes, and distinct occurrences; average time for
[sp, ep] = find(X), parent(sp, ep), and count(sp, ep) queries in microseconds; and average time per value for
locate(sp, ep) queries in microseconds.
extensions based on suffix trees; other extensions have
been considered but not implemented (see Appendix F).
The index is used in the variation graph toolkit vg for
e.g. read alignment based on maximal exact matches.
We can build a whole-genome index overnight on a
system with 96 gigabytes of memory and a few hundred
gigabytes of fast disk space. The resulting index takes
less than 15 gigabytes, or 1.08 bits per k-mer for the
order-128 index with extensions. Query performance is
comparable to that of fast FM-indexes for sequences.
The primary design goals for GCSA2 were query
performance and index size. The index works with
arbitrary graphs, supports queries that are long enough
to map short reads in one piece without false positives,
and provides several options for dealing with complex
regions. Other path indexes work with a more restricted
class of graphs [43, 17, 19, 26], are at least an order
of magnitude slower [17, 26], require much more space
[3, 38, 5, 28], or are theoretical proposals that have never
been implemented [44].
We may want to determine whether a pattern
matches known haplotypes or only their recombinations.
As GCSA2 does not support this directly, vg must
determine it afterwards using a separate structure
[34]. The FM-index of alignment [32, 33] embeds the
haplotypes directly in a GCSA-like index and reports the
haplotypes matching the find query. While the solution
depends on specific properties of the graph, it could be
possible to extend it to work with any GCSA.
Acknowledgements. The author thanks Erik Gar-
rison, Richard Durbin, and Adam Novak for the fruitful
discussions while developing the GCSA2 index.
A Proofs of Lemmas
Proof. [Lemma 3.1: No false negatives] Let S be the
k-collection used for building the path graph, and let P
be a path starting from v0 ∈ V with G.label(P ) = X.
The collection contains a sequence S ∈ S such that
S[i, i+ |X| − 1] = X and S.node(S, i) = v0.
For all positions j with i ≤ j ≤ i + |X| − 1,
there is a node v′j ∈ V ′ with G′.label(v′j) = S[j] and
G′.key(v′j) = S[j, j+|G′.key(v′j)|−1]. By definition, path
graphG′ has an edge (v′j , v′j+1) ∈ E′ for all such positions
j. Hence P ′ = v′i · · · v′i+|X|−1 is a path in G′ with
G′.label(P ′) = X. As path P ′ starts from node v′i ∈ V ′,
node v′i is included in the set G′.find(X). Furthermore,
v0 = S.node(S, i) ∈ G′.value(v′i) ⊆ G′.locate(X).
Proof. [Lemma 3.2: Context length] If |X| ≤ 1, the
statement is true by definition for m = |X|. Now let
Mi+1 = G
′.find(X[i+ 1, |X| − 1]) be the set of all nodes
v′ ∈ V ′ such that substring X[i+ 1, i+mi+1] is a prefix
of key G′.key(v′), and assume that the set is nonempty.
Consider the set
Mi =
⋃
v′∈Mi+1
G′.pred(v′, X[i]) = G′.find(X[i, |X| − 1]).
There is an edge (u′, v′) ∈ E′ if and only if key G′.key(u′)
prefix-matches string G′.label(u′) ·G′.key(v′). Hence key
G′.key(u′) prefix-matches string X[i, i + mi+1] for all
nodes u′ ∈Mi.
Now let u′ ∈ V ′ be a node with key G′.key(u′) prefix-
matching string X[i, i+mi+1]. If the key is a prefix of
string X[i, i + mi+1], there is an edge (u′, v′) ∈ E′ to
all nodes v′ ∈Mi+1, and hence u′ ∈Mi. Otherwise let
S[j, j + |G′.key(u′)| − 1] = G′.key(u′) be a substring of
the k-collection used for building the path graph. As
S[j + 1, j + mi+1] = X[i + 1, i + mi+1], the substring
starting at S[j + 1] is represented by a node v′ ∈Mi+1,
and hence u′ ∈Mi.
Set Mi is the set of all nodes u′ ∈ V ′ such that
substring X[i, i + mi+1] prefix-matches key G′.key(u′).
If |Mi| > 1, string X[i, i+mi+1] is a proper prefix of key
G′.key(u′) for all nodes u′ ∈ Mi due to the prefix-free
property, and we can set mi = mi+1 + 1. Otherwise we
set mi = min(mi+1 + 1, |G′.key(u′)|) for the only node
u′ ∈Mi.
Proof. [Lemma 3.3: Short keys] (a) If node v′ has
multiple predecessors with label c, the keys of the
predecessors must be longer than string c ·G′.key(v′), as
the key set is prefix-free.
(b) By the construction in the proof of Lemma 3.2,
the context length for pattern X in graph G′ is
min(|X|, |G′.key(v′)|).
Proof. [Lemma 3.4: No short false positives] We may
assume without loss of generality that graph G′ is a
de Bruijn graph. Let v′ ∈ G′.find(X) be a node. By
Lemma 3.3, pattern X prefix-matches key G′.key(v′).
For every node v ∈ G′.value(v′), there is a substring
S[i, i + k − 1] = G′.key(v′0) in the k-collection S used
for building graph G′, with S.node(S, i) = v. Prefix
S[i, i+ |X| − 1] = X of the substring corresponds to a
path with label X starting from node v in graph G.
Definition A.1. (Equivalent paths)
Let G′ and G′′ be path graphs of the same graph, and
let P ′ = v′0 · · · v′n−1 and P ′′ = v′0 · · · v′′n−1 be paths in
graphs G′ and G′′, respectively. We say that paths P ′
and P ′′ are equivalent, if for 0 ≤ i < n, keys G′.key(v′i)
and G′′.key(v′′i ) have a common prefix Ki such that
G′.value(v′) = G′′.value(v′′) for all nodes v′ ∈ V ′ and
v′′ ∈ V ′′ having Ki as a prefix of their keys.
Proof. [Lemma 3.5: Pruning] Let G′′ = (V ′′, E′′) be
the path graph corresponding to the new key set, let
v′′K ∈ V ′′ be the node with key K, and let S be the
k-collection used to define the path graphs.
Consider the edge (u′, v′) ∈ E′ defined by substring
S′ of S. The same substring also defines an edge
(u′′, v′′) ∈ E′′, where either (a) G′′.key(u′′) = G′.key(u′)
or (b) u′′ = v′′K and u
′ ∈ V ′K , and the same holds for
nodes v′′ and v′. We can hence transform any path
in graph G′ into an equivalent path in graph G′′ by
replacing nodes v′ ∈ V ′K with node v′′K .
Let P ′′ = v′′0 · · · v′′|P ′′|−1 be a in graph G′′. We
transform it into an equivalent path P ′ = v′0 · · · v′|P ′′|−1
in graph G′. There are two cases for |P ′′| = 1. If
v′′0 = v
′′
K , we can replace it with any v
′
0 ∈ V ′K . Otherwise
we use the node v′0 ∈ V ′ with G′.key(v′0) = G′′.key(v′′0 ).
In the general case |P ′′| > 1, assume that we have
transformed the suffix v′′1 · · · v′′|P ′′|−1 of path P ′′ into
an equivalent path v′1 · · · v′|P ′′|−1 in graph G′. Because
G′.value(v′1) = G
′′.value(v′′1 ), node v′1 must have a
predecessor with label c = G′′.label(v′′0 ). We can choose
any such predecessor as node v′0.
Consider the predecessors v′ ∈ G′.pred(v′1, c) and
v′′ ∈ G′′.pred(v′′1 , c). Their keys prefix-match string
Y = c ·K1. There are three cases:
1. If Y is a prefix of G′.key(v′), the key G′.key(w′) of
every successor w′ of node v′ prefix-matches K1 and
hence has K1 as a prefix. Therefore G′.value(v′) is
the union of sets G.pred(v, c) over v ∈ G′.value(v′1).
If Y is also a prefix of G′′.key(v′′), nodes v′ and v′′
have identical value sets by the same reasoning.
2. If Y is a prefix of G′.key(v′) and G′′.key(v′′) is
a proper prefix of Y , there is only one possible
predecessor v′′ = v′′0 . Hence v′ ∈ V ′K and v′′0 = v′′K .
3. If key G′.key(v′) is a proper prefix of string Y , there
is only one possible predecessor v′ = v′0. Because
key G′′.key(v′′0 ) prefix-matches string Y , it must
also be a proper prefix of the string. Hence either
G′.key(v′0) = G
′′.key(v′′0 ) or v′0 ∈ V ′K and v′′0 = v′′K .
In every case, G′.value(v′0) = G′′.value(v′′0 ), and we can
use shorter of strings Y and G′′.key(v′′0 ) as K0.
We can transform any path P ′ in graph G′ into
an equivalent path P ′′ in graph G′′, and the other
way around. Because the labels of equivalent paths
and the value sets of their start nodes are identical,
we have G′.locate(X) = G′′.locate(X) for all patterns
X ∈ (Σ \ {#, $})∗ with |X| > 0.
Proof. [Lemma 3.6: Maximal pruning] LetGd = (Vd, Ed)
the de Bruijn graph of graph G with the same order
k as graph G′, and let S be the k-collection used for
building the path graphs. If v′ ∈ V ′ is a node, then
Gd.value(v) = G
′.value(v′) for all nodes v ∈ Vd(v′).
Assume that |G′.key(u′)| > |G′.key(v′)| + 1 for an
edge (u′, v′) ∈ E′. String G′.label(u′) · G′.key(v′) must
then be a prefix of key G′.key(u′). There cannot be edges
(u′, w′) to other nodes w′ 6= v′, as keys G′.key(v′) and
G′.key(w′) would prefix-match.
Let S[i, i + |G′.key(u′)| − 1] = G′.key(u′) be a
substring of S. Because G′.key(v′) is a substring of
G′.key(u′) and G′ is a pruned de Bruijn graph, the
set of nodes S.node(S, i + 1) over all occurrences of
substring G′.key(u′) in S is G′.value(v′). As node u′ has
no other successors, set G′.value(u′) is the union of sets
G.pred(v,G′.label(u′)) over all nodes v ∈ G′.value(v′).
The above is true for all x′ ∈ G′.pred(v′, G′.label(u′)).
Hence we can prune graph G′ further using string
G′.label(u′) ·G′.key(v′) as the new key in Lemma 3.5.
B GCSA for Path Graphs
Let G′ = (V ′, E′) be a path graph. We sort the nodes
V ′ by their keys in lexicographic order and generate the
sequences BWT, IN, and OUT from the nodes in that
order. For each node v′ ∈ V ′, we append BWT with the
predecessor labels G.label(u′) for all edges (u′, v′) ∈ E′;
IN with the indegree encoded as 0G
′.in(v′)−11; and OUT
with the outdegree as 0G
′.out(v′)−11.
If node v′ ∈ V ′ has lexicographic rank i, the range of
incoming edges (u′, v′) ∈ E′ to that node is [spin, epin] =
[IN.select(i, 1) + 1, IN.select(i + 1, 1)]. The labels of
the predecessor nodes are encoded in BWT[spin, epin].
Sorting the incoming edges by pairs (BWT[j], i), where
BWT[j] corresponds to edge (u′, v′) ∈ E′, is equivalent
to sorting them by strings G′.label(u′) · G′.key(v′). As
multiple edges may have the same sort key, our sorting
algorithm must be stable. We get the desired sorting
order by using LF-mapping: j 7→ LF(j).
The range of outgoing edges (u′, v′) ∈ E′ from node
u′ ∈ V ′ with lexicographic rank i′ is [spout, epout] =
[OUT.select(i′, 1)+1,OUT.select(i′+1, 1)]. The edges are
already sorted by keys G′.key(u′). Because graph G′ is a
path graph, we know that key G′.key(u′) prefix-matches
string G′.label(u′) · G′.key(v′). The sorting orders are
therefore compatible. For every j ∈ [spin, epin] for a
node v′ ∈ V ′, having LF(j) ∈ [spout, epout] for a node
u′ ∈ V ′ implies an edge (u′, v′) ∈ E′.
We use backward searching for query G′.find(X).
Let X ∈ (Σ \ {#, $})∗ be a pattern. If |X| = 0, query
G′.find(X) returns the lexicographic range [0, |V ′| − 1]
containing all nodes. Now assume that |X| ≥ 1 and
that G′.find(X[i+ 1, |X| − 1]) = [spi+1, epi+1]. We want
to find the lexicographic range G′.find(X[i, |X| − 1]),
which is the union of sets G′.pred(v′, X[i]) over nodes
v′ ∈ G′.find(X[i + 1, |X| − 1]). We map the node
range [spi+1, epi+1] to the range [spin, epin] of incoming
edges; the incoming edges to the corresponding range of
outgoing edges [spout, epout]; and the outgoing edges to
the range [spi, epi] = G′.find(X[i, |X| − 1]):
[spin, epin] = [IN.select(spi+1, 1) + 1,
IN.select(epi+1 + 1, 1)];
[spout, epout] = [LF(spin, X[i]),
LF(epin + 1, X[i])− 1];
[spi, epi] = [OUT.rank(spout, 1),
OUT.rank(epout, 1)].
We can think this as a generalization of LF-mapping:
[spi, epi] = G
′.LF([spi+1, epi+1], X[i]).
Query G′.locate(X) retrieves the values G′.value(v′)
for nodes v′ ∈ G′.find(X) and filters out duplicates.
Instead of storing the values explicitly for all nodes,
GCSA uses a sampling scheme to save space. We
assume that the nodes of the input graph G = (V,E) are
conveniently chosen integers. If (u, v) ∈ E is the only
outgoing edge from node u and the only incoming edge
to node v, it should be that v = u+ 1.
We sample the values G′.value(v′) for a node v′ ∈ V ′,
(a) if there are multiple incoming edges to node v′;
(b) if v′ is the source node s; or (c) if G′.value(v′) 6=
{u + 1 | u ∈ G′.value(u′)} for the only incoming edge
(u′, v′) ∈ E′. We may also sample the values for some
nodes on long unary paths for performance reasons. If
the set G′.value(v′) has not been sampled, we can derive
it from sampled values by following the incoming edges.
If node v′ ∈ V ′ with lexicographic rank i has only
one predecessor, the lexicographic rank of the predecessor
is G′.LF(i) = OUT.rank(LF(IN.select(i, 1) + 1), 1). If
the lexicographic rank G′.LFk(i) corresponding to node
w′ ∈ V ′ is the first sampled node we encounter, we know
that G′.value(v′) = {w + k | w ∈ G′.value(w′)}.
Let BS [0, |V ′|−1] be a bitvector. If we have sampled
the values for the node v′ ∈ V ′ with lexicographic
rank i, we mark that as BS [i] = 1. We can then
determine the rank of node v′ among the sampled nodes
as j = BS .rank(i, 1). For each sampled node v′ ∈ V , we
store the size of the value set |G′.value(v′)| in another
bitvector BV , using the same encoding as for bitvectors
IN and OUT. We store the samples in array VS in the
same order, using log|V | bits each. The sampled values
for node v′ with rank j among the sampled nodes can
be found at VS [BV .select(j, 1) + 1, BV .select(j + 1, 1)].
C Index Construction
GCSA construction [43] is based on the prefix-doubling
algorithm for suffix array construction [27]. The original
GCSA started from paths of length 1 in the input graph,
and then repeatedly joined paths of length k into paths
of length 2k, until each path had a distinct label. The
resulting path graph was essentially an order-∞ pruned
de Bruijn graph and supported queries of any length.
We use a variant of that algorithm with GCSA2.
Let G = (V,E) be the input graph. We extract all paths
of length k (typically with k = 16) from graph G. For
each path P = v0 · · · v|P |−1, we store several fields. Key
P.key encodes G.label(P ) as a sequence of lexicographic
ranks of k-mers. If |P | is not an integer multiple of k, the
key consists of the k-mer ranks for the lexicographically
smallest (d|P |/ke · k)-mer having G.label(P ) as a prefix,
followed by the rank of the last k-mer in the largest
such (d|P |/ke · k)-mer. Value P.value is the start node
v0 of the path. We store the set of predecessor labels
{c ∈ Σ | |G.pred(v0, c)| > 0} as P.pred. For each possible
extension node v ∈ {v ∈ V | (v|P |−1, v) ∈ E}, we
create a separate copy of the path and store the node as
P.ext = v.
The construction uses several supporting structures.
We build an order-k de Bruijn graph Gd = (Vd, Ed) of
the path labels and encode it as a GCSA, using the
predecessor labels P.pred for determining the edges. Let
v0, . . . , v|Vd|−1 be the nodes of the de Bruijn graph in
lexicographic order by their keys. We use two additional
arrays: the LCP array LCP[0, |Vd| − 1], where LCP[i]
is the length of the longest common prefix of keys
Gd.key(vi−1) and Gd.key(vi) (with LCP[0] = 0), and
the last character array L[0, |Vd| − 1], where L[i] =
Gd.key(vi)[k − 1]. The LCP array is stored as a wavelet
tree for fast range minimum queries [13].
Because we store path labels explicitly, we only do a
limited number of doubling steps, typically 2 or 3. After
d doubling steps, the length of the paths is 2dk, and we
can use them to build a maximally pruned order-(2dk)
de Bruijn graph. Each doubling step consists of a pruning
step, followed by an extension step. The pruning step
applies a limited form of Lemma 3.5 to lexicographic
ranges of paths. Given two paths P and P ′, we can
determine the length of the longest common prefix of
the path labels by using the keys P.key and P ′.key and
the LCP array. If all paths sharing a prefix start from
the same node, we merge them into a single path Q with
Q.key based on the shared prefix and Q.ext = −1.
The extension step transforms the current set of
paths of length (up to) k′ into a set of paths of length
(up to) 2k′. If P is a path with P.ext = −1, we use
it as such. If P.ext = P ′.value for paths P and P ′, we
create a new path PP ′. We set (PP ′).key according to
the concatenation of the path labels, take value and pred
from path P , and take ext from path P ′. If we have
another path Q with Q.key = P.key such that QP ′ is a
path, and if P ′.ext = −1, all possible 2k′-mer extensions
of label G.label(PP ′) are also labels of paths starting
from node Q.value, and the other way around. Hence
paths PP ′ and QP ′ can be represented by a single node
in a pruned de Bruijn graph.
The doubling steps are followed by the merging
step, which transforms the paths into the nodes of a
maximally pruned de Bruijn graph G′′ = (V ′′, E′′).
We merge the paths with identical keys into the nodes
of a pruned de Bruijn graph G′ = (V ′, E′). If paths
P0, · · · , Pm−1 all have the same key, we create a node
v′ ∈ V ′ with the shared key as G′.key(v′) and with
G′.value(v′) =
⋃m−1
i=0 Pi.value. We also store the union
of predecessor labels as v′.pred =
⋃m−1
i=0 Pi.pred. We
then apply Lemma 3.5 maximally, transforming graph
G′ into graph G′′.
Storing the paths and the graphs may require
hundreds of gigabytes of memory when indexing whole-
genome variation graphs. To avoid that, we keep them
on disk when possible. The subgraph corresponding to
each chromosome is stored in a separate file, with paths
sorted by their labels in lexicographic order. Extension
steps are done separately for each of the chromosomes.
The pruning step merges the sorted files. It keeps reading
paths into a buffer, until it has found a maximal range of
paths that can be merged. The merged path is written
into the new file for that chromosome, and the original
range of paths is removed from the buffer. The merging
step works in a similar way.
After creating the nodes V ′′ of the maximally pruned
order-k′ de Bruijn graph G′′ = (V ′′, E′′), we build
the index. Sequences BWT and IN can be generated
from the predecessor sets v′′.pred, while the outdegree
sequence OUT requires further processing. There is an
edge (u′′, v′′) ∈ E′′ if and only if string c · G′′.key(v′′)
prefix-matches key G′′.key(u′′) and c ∈ v′′.pred. We
determine the edges and produce the outdegree sequence
by scanning the node file sequentially with σ+1 pointers.
The pointer corresponding to node v′′ scans the entire
file, while each of the remaining σ pointers scans only the
range of nodes u′′ with G′′.label(u′′) = c for a character
c ∈ Σ. We also sample the nodes for locate queries
during the same scans.
Checking whether key G′′.key(u′′) prefix-matches
string c ·G′′.key(v′′) can be done by using the GCSA for
de Bruijn graph Gd = (Vd, Ed) and the last character
array L. If the lexicographic rank of k-mer X is i, the
lexicographic rank of k-mer (cX)[0, k − 1] is Gd.LF(i, c).
If 2k-merX is encoded with k-mer ranks (i, j), we can en-
code string cX as a lexicographic range of k-mer rank se-
quences, with (Gd.LF(i, c), Gd.LF(j, L[i]), Gd.LF(0, L[j]))
as the lower bound and Gd.LF(|Vd| − 1, L[j]) as the last
rank in the upper bound. String c · G′′.key(v′′) prefix-
matches key G′′.key(u′′) if and only if the lexicographic
ranges of the k-mer rank sequences overlap.
Complex regions of the variation graph must be
pruned before indexing. While this happens before index
construction begins, the construction algorithm has fea-
tures that can make the pruning less destructive. Prun-
ing heuristics often create regions that are completely
missing from the index. The same mechanism that saves
memory by having each chromosome in a separate file
can be used to index overlapping subgraphs without in-
dexing any paths between them. By having the pruned
graph in one file and the reference path in another file,
we can guarantee that no region is completely missing
from the index. We can also index selected paths in com-
plex regions by duplicating nodes for prefix-doubling and
mapping the duplicates back to the original nodes during
the merging step. If we index the paths corresponding to
known haplotypes in complex regions, we can guarantee
that the index contains all observed variation.
D Simplified GCSA Encoding
Let G′ = (V ′, E′) be a path graph with G′.pred(v′, c) ≤ 1
for all nodes v′ ∈ V ′ and characters c ∈ Σ. This is true
for de Bruijn graphs, and also for maximally pruned
de Bruijn graphs (Lemmas 3.6 and 3.3). We can use the
simplified encoding of the original GCSA [43] with such
path graphs.
We replace the sequences BWT and IN with indicator
bitvectors Bc[0, |V ′| − 1] for all c ∈ Σ. If node v′ ∈ V
with lexicographic rank i has a predecessor with label
c ∈ Σ, we set Bc[i] = 1. The backward step becomes:
spout = C[X[i]] +BX[i].rank(spi+1, 1);
epout = C[X[i]] +BX[i].rank(epi+1 + 1, 1)− 1;
[spi, epi] = [OUT.rank(spout, 1),OUT.rank(epout, 1)].
Two expensive queries (IN.select() and BWT.rank()) are
replaced with a cheap Bc.rank().
Computing G′.LF(i) can expensive, as we have to
look at Bc[i] for all c ∈ Σ to determine the character
used in the backward step. If the alphabet is small,
this is still faster than the select queries in the general
encoding. We can further improve the time/space trade-
off by compressing the bitvectors Bc for rare characters
(e.g. N, #, and $) and checking Bc[i] first for the frequent
characters (e.g. bases) when computing G′.LF(i).
E Suffix Tree of a Path Graph
Let G′ = (V ′, E′) be an order-k path graph, and let
v′0, . . . , v
′
|V ′|−1 be its nodes in lexicographic order. The
LCP array of graph G′ is an array LCP[0, |V ′|−1], where
LCP[i] is the length of the longest common prefix of keys
G′.key(v′i−1) and G′.key(v′i), with LCP[0] = 0. If we
build a trie of keys G′.key(v′) for v′ ∈ V ′ and compact
the unary paths into single edges, the resulting tree can
be considered the suffix tree of graph G′.
The LCP interval tree [1] is an alternate representa-
tion of the suffix tree. Each node v of the suffix tree is rep-
resented by the lexicographic range [sp, ep] matching the
path label `(v) from the root to the node. These ranges
can be determined from the LCP array. If we use the
FM-index with an LCP array supporting next/previous
smaller value queries and range minimum queries, we
can support the full functionality of the suffix tree [11].
If we build an x-ary tree over the LCP array, with
each internal node storing the minimum LCP value in
the corresponding range, we can support the required
queries in O(x logx|V ′|) time with O(logx|V ′|) random
memory accesses, while using xx−1 |V ′| log k bits of space.
Because the nodes of a path graph may match patterns
that do not prefix-match their keys, we have to be careful
with the suffix tree operations we use. By Lemma 3.2,
the ranges returned by find queries always correspond to
prefixes of the pattern. Hence we can safely use parent
queries with such ranges.4
BWA-MEM [21] aligns reads to a reference genome
by finding maximal exact matches between the read
and the reference. It indexes both the reference and its
reverse complement, allowing it to extend the pattern in
both directions. GCSA cannot use similar techniques, as
we cannot guarantee that the length of the lexicographic
range matching pattern X is the same as the length of
the range matching its reverse complement
←−
X (that the
key set contains key K if and only if it contains key
←−
K).
However, we can search for maximal exact matches by
using LF-mapping and the parent operation [35].
In an ordinary FM-index, the length of a lexico-
graphic range tells the number of distinct pointers in the
range. In GCSA, each node v′ ∈ V ′ may have multiple
values (pointers), and a value may occur in multiple
nodes. As locate queries can be slow, we need another
way to support efficient counting queries. The problem
is similar to determining the document frequency of a
pattern. Given a collection of documents, the document
frequency of pattern X is the number of distinct docu-
ments that contain occurrences of the pattern. We can
use a bitvector of length 2n− d− 1, where n is the total
size of the document collection and d is the number of
documents, to compute the frequencies efficiently [41].
Let v be a suffix tree node corresponding to lexico-
graphic range [sp, ep], and let count(v) be the document
frequency of the label `(v). If nodes v0, . . . , vm−1 are the
children of node v, the number of redundant documents
in them is R(v) =
∑m−1
i=0 count(vi)−count(v). We create
an array R[0, n−2] based on the inorder traversal of the
suffix tree. If the ith internal node we encounter is our
first visit to node v, we set R[i] = R(v). We set R[j] = 0
for any subsequent visits to the same node. Range
4The shorter query in the variable-order de Bruijn graph [2] is
essentially a parent query.
R[sp, ep − 1] covers the internal nodes in the subtree
with node v as the root. We can determine document
frequencies as count(v) = (ep+ 1− sp)−∑R[sp, ep− 1].
If we encode array R in unary, with value x becoming
0x1, we get a bitvector BR, where we can compute sums∑b
i=aR[i] with select queries as
(BR.select(b+ 1, 1)− b)− (BR.select(a, 1) + 1− a).
For value counting, we use array R to store the
number of redundant values as above. We use another
array A[0, |V ′| − 1] to store the number of additional
values in each node v′i ∈ V ′ as A[i] = |G′.value(v′i)| − 1,
and encode it as a bitvector BA in the same way as
array R above. The number of distinct values in range
[sp, ep] = G′.find(X) for a pattern X is
G′.count(X) = G′.count(sp, ep)
=
ep∑
i=sp
(A[i] + 1)−
ep−1∑
i=sp
R[i].
The bitvectors are often highly compressible [12], but
GCSA already uses one of the compression schemes
implicitly when it prunes the de Bruijn graph.
F Using the Hypertext Index
The hypertext index [44] is based on graphs G = (V,E),
where the label G.label(v) of a node v ∈ V is a string
over alphabet Σ. The labels are indexed in FM-index
F , while the reverse labels are indexed in FM-index
R. When we search for a pattern X ∈ Σ∗ of length
|X| ≥ 2, some of the matches may cross edges. In
order to find matches crossing one edge, we search for
suffixes X[i, |X| − 1] in the forward index F and the
reverses of prefixes X[0, i − 1] in the reverse index R,
for all 1 ≤ i ≤ |X| − 1. For each value of i, we combine
the partial matches into complete matches with a two-
dimensional range query in the edge matrix E, using the
lexicographic ranges for the reverse of X[0, i− 1] and for
X[i, |X| − 1] as the query ranges.
We often have to prune complex regions of the input
graph before indexing it. This causes false negatives:
paths that exist in the input graph but not in the index.
We can avoid the false negatives with a generalization of
the hypertext index. Instead of pruning the input graph
heuristically, we create a primary graph based on known
haplotypes and build a GCSA index for both strands
of the graph. We then create a matrix of additional
edges corresponding to potential recombinations in the
path graph, always crossing from the reverse complement
strand to the forward strand. We search for pattern X
and its reverse complement
←−
X in the index, and combine
the results find(X[i, |X|−1]) and find(←−X [|X|−i, |X|−1])
with a range query.
While graphs are a natural formalism for represent-
ing genetic variation, they cannot adequately represent
certain types of rearrangements. For example, if se-
quence S can occur in different positions of the genome
(e.g. ASBC and ABSC), we can either have a single
copy or multiple copies of S in the graph. Neither option
is good in a reference genome. With a single copy, we
create paths in the reference that do not correspond to
any valid genome. With the second option, we lose the
information that both copies of S are the same sequence.
One solution is to use context-free grammars. As long
as the grammar is non-nested, we can handle it with
the hypertext index. We build a hypertext index for
a high level graph, where each node is labeled with a
nonterminal symbol, while each nonterminal expands
into a subgraph indexed in GCSA.
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