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Abstract. Quality of modeling for information systems analysis and design is an
important field of research in which, however, a comprehensive and generally ac-
knowledged understanding is still outstanding. Notions of “model” and “quality”
often remain vague and focus on particular aspects such as “syntax” or “seman-
tics” rather than a comprehensive perspective on model quality. In this paper we
argue that it is foremost the question of modeling pragmatics that is of pertinence
when trying to ascertain the quality of a modeling artefact. We illustrate how
pragmatic concerns mediate traditional conceptions of model quality. We refer to
the well-established Bunge-Wand-Weber representation model and discuss how
pragmatic concerns affect the understanding of model quality in addition to the
quality criteria provided by such ontology-based theories of modeling. We apply
the formalism provided by Ku¨hne to clarify the influence of pragmatic concerns
on modeling as a mapping activity with choices.
1 Introduction
Modeling traditionally plays an important role in information systems analysis and
design [1]. As modeling-based approaches and techniques have proliferated over the
years, researchers and practitioners have attempted to specify reference frameworks
based on which to compare, evaluate, and determine when to use these different tech-
niques [2]. The fundamental principles underlying modeling have been discussed, among
others, from the perspective of ontology (cf. e.g. [3]), metamodeling (cf. [4]), or epis-
temology (cf. e.g. [5]). These different disciplines have provided some answers to the
questions on what, how, and why something has to be captured in a model. Unfortu-
nately, however, a comprehensive and generally acknowledged understanding of these
questions is still outstanding [6]. While prior research has addressed syntactic (e.g. [7])
and semantic aspects of modeling quality (e.g. [8]), especially pragmatic aspects of
modeling have so far only scarcely been addressed in related research [6]. Lindland et
al. discuss [9] in their framework the assertion of model quality on a pragmatic level,
however, the notion of pragmatics is reduced to the correspondence between a model
and its interpretation (whether a model can be understood by its audience). Only re-
cently was the notion of pragmatics extended to transcend pure information delivery
concerns to also address aspects of ’pragmatics of action’ (e.g. [10]).
2In this paper we seek to examine the relationships between the what and the how
question of modeling with a particular focus on the model creation process (cf. [11]).
We refer to ontology-based theories for conceptual modeling as a theoretical founda-
tion. In particular, we discuss how modeling as a mapping activity offers design choices
to the modeler and what the consequences of these choices are. This way we contribute
to a better foundation of the pragmatics of modeling. Correspondingly, the aim of our
paper is to formalize the notion of modeling pragmatics and incorporate it into an exist-
ing framework for conceptual modeling. Against this background the paper is organized
as follows. In Section 2 we introduce an ontology-based theory of representation that
serves as a reference framework to our discussion. We selected the Bunge-Wand-Weber
representation model motivated by its wide-spread adoption [12]. Our choice, however,
has no immediate consequences for our approach and merely serves as an illustrating
example. In Section 3 we discuss the principles of modeling. We mainly follow the ar-
gument of Ku¨hne [4] who uses formal notations to clarify essential modeling concepts.
According to his elaborations, modeling can be understood as a mapping activity that
obeys certain principles. In Section 4 we discuss which design choices the modeler has
to consider when he performs modeling as a mapping activity. Furthermore, we discuss
the different alternatives and derive guidelines when a certain choice should be taken.
Section 5 discusses related work before Section 6 concludes the paper.
2 Theoretical Foundations
From available approaches towards a foundation of conceptual modeling, e.g., based
on action theory [14], semiotics [9, 10] or cognitive theory [15], we deemed ontology-
based theories (e.g., [16]) a most suitable starting point based on the observation that,
in their essence, computerized Information Systems are representations of real world
systems. Real world systems, in turn, can be explained and described using ontology -
the study of the nature of the world. Ontologies attempt to organize and describe what
exists in reality, in terms of the properties of, the structure of, and the interactions be-
tween real-world things [17]. Wand and Weber [8, 18] suggest that ontology can be used
to help define and build models of information systems that contain the necessary rep-
resentations of real world constructs, including their properties and interactions. Hence,
they developed and refined a set of models based on an ontology defined by Bunge
[17] for the evaluation of modeling techniques and the scripts prepared using such tech-
niques. The BWW representation model is one of three theoretical models defined by
Wand and Weber [18] that make up the BWW models. The representation model serves
as an ontological model that characterizes real-world phenomena in information sys-
tems domain that modelers may seek to have represented in their conceptual model.
It articulates a set of necessary and sufficient constructs to represent any real-world
phenomenon a user might choose [19]. Its key constructs can be grouped into four clus-
ters: things including properties and types of things; states assumed by things; events
and transformations occurring on things; and systems structured around things. Table 1
shows a summary of the BWW model constructs.
In order to illustrate the most fundamental notions, consider the example of a hu-
man. A human is a thing in this world, independent from the actual physical existence
3Table 1. Constructs of the BWW model, arranged in clusters. Adapted from [19]
THING
CLASS
KIND
PROPERTY
STATE
CONCEIVABLE
STATE SPACE
STATE LAW
LAWFUL STATE SPACE
STABLE STATE
UNSTABLE STATE
HISTORY
EVENT
CONCEIVABLE
EVENT SPACE
LAWFUL EVENT SPACE
EXTERNAL EVENT
INTERNAL EVENT
WELL-DEFINED EVENT
POORLY DEFINED 
EVENT
TRANSFORMATION
LAWFUL 
TRANSFORMATION
ACTS ON
COUPLING
SYSTEM
SYSTEM COMPOSITION
SYSTEM ENVIRONMENT
SYSTEM STRUCTURE
SUBSYSTEM
SYSTEM 
DECOMPOSITION
LEVEL STRUCTURE
BWW  Construct Cluster Description and Explanation
in general
in particular
hereditary
emergent
intrinsic
non-binding mutual
binding mutual
Attributes
Things possess properties. A property is modeled via a function that maps the thing into some value. For 
example, the attribute “weight” represents a property that all humans possess. In this regard, weight is an 
attribute standing for a property in general. If we focus on the weight of a specific individual, we would be 
concerned with a property in particular. A property of a composite thing that belongs to a component 
thing is called a hereditary property. Otherwise it is called an emergent property. Some properties are 
inherent properties of individual things. Such properties are called intrinsic. Other properties are 
properties of pairs or many things. Such properties are called mutual. Non-binding mutual properties 
are those properties shared by two or more things that do not "make a difference" to the things involved; 
e.g. order relations or equivalence relations. By contrast, binding mutual properties are those properties 
shared by two or more things that do "make a difference" to the things involved. Attributes are the 
names that we use to represent properties of things.
Th
in
gs
 
in
cl
u
di
n
g 
pr
o
pe
rti
e
s 
an
d 
ty
pe
s 
o
f 
th
in
gs
A thing is the elementary unit in the BWW model. The real world is made up of things. Two or more things 
(composite or simple) can be associated into a composite thing.
A class is a set of things that can be defined via their possessing a single property.
A kind is a set of things that can be defined only via their possessing two or more common properties.
St
a
te
s 
a
ss
u
m
ed
 
by
 
th
in
gs
Ev
en
ts
 
a
n
d 
tra
n
sf
o
rm
a
tio
n
s 
o
cc
u
rr
in
g 
o
n
 
th
in
gs
Sy
st
e
m
s 
st
ru
ct
u
re
d 
a
ro
u
n
d 
th
in
gs
The vector of values for all property functions of a thing is the state of the thing.
The set of all states that the thing might ever assume is the conceivable state space of the thing.
The lawful state space is the set of states of a thing that comply with the state laws of the thing.
A state law restricts the values of the properties of a thing to a subset that is deemed lawful because of 
natural laws or human laws.
A stable state is a state in which a thing, subsystem, or system will remain unless forced to change by 
virtue of the action of a thing in the environment (an external event).
An unstable state is a state that will be changed into another state by virtue of the action of 
transformations in the system.
The chronologically-ordered states that a thing traverses in time are the history of the thing.
A change in the state of a thing is an event.
The event space of a thing is the set of all possible events that can occur in the thing.
The lawful event space is the set of all events in a thing that are lawful.
An external event is an event that arises in a thing, subsystem, or system by virtue of the action of some 
thing in the environment on the thing, subsystem, or system.
An internal event is an event that arises in a thing, subsystem, or system by virtue of lawful 
transformations in the thing, subsystem, or system.
A well-defined event is an event in which the subsequent state can always be predicted given that the 
prior state is known.
A poorly-defined event is an event in which the subsequent state cannot be predicted given that the prior 
state is known.
A transformation is a mapping from one state to another state.
A lawful transformation defines which transformations occurring on a thing are lawful. The stability 
condition specifies the states that are allowable under the transformation law. The corrective action 
specifies how the values of the property functions must change to provide a state acceptable under the 
transformation law.
A thing acts on another thing if its existence affects the history of the other thing.
Two things are said to be coupled (or interact) if one thing acts on the other. Furthermore, those two 
things are said to share a binding mutual property (or relation).
A set of things is a system if, for any bi-partitioning of the set, couplings exist among things in the two 
subsets.
The things in the system are its composition.
Things that are not in the system but interact with things in the system are called the environment of the 
system.
The set of couplings that exist among things within the system, and among things in the environment of 
the system and things in the system is called the structure.
A subsystem is a system whose composition and structure are subsets of the composition and structure 
of another system.
A decomposition of a system is a set of subsystems such that every component in the system is either 
one of the subsystems in the decomposition or is included in the composition of one of the subsystems in 
the decomposition.
A level structure defines a partial order over the subsystems in a decomposition to show which 
subsystems are components of other subsystems or the system itself.
stability condition
corrective action
binding mutual property
4(consider Bob the Builder, for instance). A human is endowed with properties that we
can describe and perceive through attributes (e.g., the hair color of Bob the Builder).
Another example could be the attribute IQ that could potentially serve as a represen-
tation of the human property ’intellect’ (although we should know that IQ is a rather
obscure measure of intellect). Some of the properties we describe via attributes are prop-
erties in general, which can be ascribed to all humans (e.g., weight) and some are in
particular, which can be ascribed to a specific human (e.g., Bob the Builder’s weight).
Things can be grouped in classes (e.g., humans that are fictional characters) and which
are characterized by mutual properties (all fictional characters have the property of not
being physically existent).
Things are further assuming certain states during their lifecycle. A state is a vector
of all attributes at a given point in time (the height and weight of Bob the Builder at
a Sunday afternoon). A thing (like a human) may assume different states. There are
certain laws that govern the traversal between states (e.g., a human may traverse from
the state ’alive’ to the state ’dead’ but not vice versa). The collection of states that are
lawful to a thing (i.e., which a thing may assume at some stage) is the lawful state space
of the thing. The traversal of a thing from one state to another is called a transformation
(e.g., Bob the Builder colors his hair from yellow to green). Events that may occur
require things to change their state via a transformation. These events may be external
or internal to the thing (e.g., the occurrence of lightning that changes Bob the Builder’s
hair color to a dark black would be an external event).
Finally, things can be set into a system of things. Bob the Builder, for instance, is
coupled to his mother and father, together forming a family system. Systems can be
decomposed into subsystems or composed to a supersystem. Systems are also differen-
tiated from their environment (e.g., Bob the Builder’s family has some neighbor families
in its environment).
3 Modeling as a Mapping Activity
Ontology-based modeling theories such as the BWW representation model define what
general entities can be observed in the real world. However, they usually do not pro-
vide an explicit answer to the question how these entities can be represented in a model
to articulate a given real-world domain. More precisely, while ontological reference
systems provide sets of representation concepts to faithfully articulate real-world phe-
nomena, they usually fail to describe how the set of representation concepts should be
arranged (or composed together) in order to arrive at meaningful and moreover pur-
poseful articulations of real-world phenomena.
We turn to Stachowiak’s general model theory [20] to further elaborate on this point.
Generally speaking, a model can be understood as an abstraction of a real or language-
based system (cf. e.g. [4]). According to Stachowiak [20], a model possesses three fea-
tures. First, it has a mapping feature. Since a model can be regarded as a language-based
system there must be a relation between it and the “original” system. A consequence
of this perception is that a model has characteristics of a role. As a second aspect, this
mapping has a reduction feature, i.e., the model includes only a subset of properties
of the original. Finally, the model is created with certain pragmatics in mind. There-
5fore, the model and the “original” system need to be consistent with respect to those
characteristics that are relevant for the purpose of the model.
According to Ku¨hne [4] modeling as a mapping activity can be characterized as an
abstraction relation
α = τ ◦ α′ ◦ pi
that consists of a projection pi, a further abstraction α′ that depends on the role of the
model, and a translation τ that maps to a particular modeling language. Furthermore, he
distinguishes a token model role and a type model role. Token models represent singular
aspects of an original system such as “Bob the Builder has a yellow hat.” Such models
do not provide a further abstraction (α′ is an identity function) beyond projection and
translation. In contrast to that, a type model involves a classification Λ of elements, i.e.,
α′ = Λ. Accordingly, a type model would deal with statements such as “Builders have
yellow hats” and Bob would belong to the extension of such a classification. In essence,
a classification relates to an equivalence relation. In the simple case, this equivalence
relation such as “is builder” establishes a partition into two disjoint types “Builder”
and a rest-type. As a special kind of classification, a generalization establishes a super-
type like e.g. “Worker” that implies a union over several equivalence classes including
“Builder”, “Plumber”, or “Electrician”. Since all these sub-functions of the abstraction
function α can be isomorphisms in theory and are actually homomorphisms in practice,
the characterization of α matches the reduction feature of modeling.
The pragmatics (i.e. the purpose) of the modeling task guides the choice of abstrac-
tions that are introduced in a model. Depending on the given purpose, the chosen form
of abstraction can result in different models that have little or even no overlap at all.
Consider Bob to be ill, then the medical file as a model of his well-being could record
aspects such as results, medical attendance, or diet sheets. In another context, Bob’s
payment information (such as bank account number or annual salary) might be relevant.
In essence, the purpose determines the projections pi to be made in the abstraction.
Evaluation of models by means of ontological reference systems [12] essentially
deals with the translation sub-function τ and analyzes whether an aspect of an original
system (conceptualized generically in the form of a representation model) can be rep-
resented appropriately. Two main evaluation criteria can be identified: If the translation
sub-function τ involves a choice between alternative elements, there is a lack of on-
tological clarity [19]. Three forms of lacking ontological clarity are distinguished, viz.
construct redundancy, construct overload and construct excess. If there is an appropriate
translation target missing, there is a lack of ontological completeness [19].
While these criteria allow for conclusions to be drawn about the representation
fidelity of a model or modeling language, they bear little explanatory power when con-
sidering modeling pragmatics. Obviously, a translation that is not complete might still
be satisfactory if it turns a blind eye to those real-world aspects that do not serve the pur-
pose. For instance, if a modeler does not have a need to graphically articulate system
decompositions in a model then, certainly, she would not be concerned with whether
the modeling language of choice actually provides representation forms for system de-
compositions (which would potentially result in an incomplete model) or whether there
would be several representation forms available (which would potentially decrease the
clarity of the model). Obviously, the opposite case also may hold true. In the area of
6process modeling, for instance, it was found that for some modeling purposes (such
as devising executable workflow specifications), elements may be included in a model
that do not represent any real-world concept per se (and hence would be classified as
construct excess) but are nevertheless used to articulate implementation details [23].
Prior research informs us that the criteria of ontological clarity and completeness
can easily be assured by considering, for instance, the BWW representation model as
a metamodel of the translation target (e.g. [24–26]). In order to foster our discussion
on modeling pragmatics, in the following section, we will discuss the role of projection
and classification if such ontological clarity and completeness is guaranteed.
4 Modeling Choices
In this section, we investigate different mapping choices that have to be considered
in the process of modeling, i.e., projection pi and abstraction in terms of classification
Λ. We refer to the elaborations of Ku¨hne [4] as a formal foundation for these terms.
Moreover, we consider the constructs of the BWW representation model both as the
range and the domain of this mapping activity in order to guarantee ontological clarity
and completeness of the translation relation. For an original system that is part of the
range we also refer to as a source system, and for a model system we use alternatively
the term target system. Furthermore, we discuss the consequences of certain mapping
choices and under which preconditions they might be appropriate. For this discussion
we focus on type models.
4.1 Analysis
Following our elaborations above we are now able to formally describe how pragmatic
concerns determine the choices a modeler has to set in a modeling exercise. Accord-
ingly, we show which combinations of BWW constructs (as measurements for ontolog-
ical completeness and clarity of the translation relation) should be considered when the
modeler is given the choice to reduce the set of originial aspects to be captured in the
model. The aim of this section then is to specify the seemingly rather obvious notion of
pragmatics in the modeling process in order to provide a formalized understanding on
which subsequent works can be based.
Thing: (pi) A thing T can be projected to a thing in the model or it can be mapped to
the empty set. The latter case may be appropriate if there is no class relevant for the
model that has T as an instance and if no properties, states, events, transformations,
and subsystems related to T are relevant for other things that are included in the
model. (Λ) A thing can be mapped to a class C if C includes all properties of T
that are relevant for the modeling purpose. The choice for an adequate equivalence
relation relates to the set of properties that is not skipped. In case of a classification
singular properties, states, and events of the thing get lost.
Consider Bob’s bank account. For a medical file this thing would not be relevant
(at least not in a narrow sense) while in the context of payment data it would have
to be included in the projection. Then, it could be classified to “bank account” as a
type with the relevant properties account number, bank address, etc.
7Property: (pi) A property P of a thing T can be projected to a property in the model
or it can be mapped to the empty set if it is not relevant for T and if there are no
states, events, and transformations related to it that are relevant. (Λ) In case of a
classification a property of a thing becomes a property of a type.
Consider the properties “date entering the company” and “date leaving the com-
pany.” Again, these properties might not be directly relevant for a medical file. In
an accounting context these properties could be interesting since they relate to a
transformation “delete employee from payroll.” Accordingly, they would have to
be included in the projection.
Class: (pi) A class C can be projected to a class in the model if it is relevant for the
modeling purpose. It can be skipped if no property, state, event, transformation, or
subsystem that is related to an instance is relevant for the modeling purpose. (Λ)
A class C can be classified to another class if no instance of the original class, but
only the class itself is relevant for the modeling purpose since singular instances of
the original class are no longer captured.
Consider the class “Builder.” This class might be relevant for a payment model
since this class could be related to a payment scheme. Therefore, we would have to
include it in the projection. Furthermore, we could classify “Builder” as an instance
of a class “Employee Category”. Bob would be an instance of “Builder,” but not of
“Employee Category”.
State: (pi) A state S can be projected either to a state in the model system or to the
empty set. If it is included in the target the properties related to that state must
also be represented. If it is excluded there must not be a transformation related to
that state in the model. (Λ) A classification of a state relates to the thing that is
associated with this state to become a type.
Consider Bob’s hair color again. If a transformation of black hair to green hair is
not relevant for the modeling purpose, we would be allowed to skip the state that
relates to hair color. If this transformation would be relevant, we would need to
include the pre- and post-state of it, and properties that relate to these states.
Event: (pi) An event can be projected to an event in the target system if it is relevant
for the modeling purpose. Then, the property that is changed by the event must also
be included in the model. The property related to the event can only be skipped
if also the event is not relevant to the modeling purpose. (Λ) Similar to states and
properties the classification of an event relates to the thing associated with the event
to become a type. The same observations can also be made for Transformations.
Again, if the change of hair color would be relevant, we would also have to model
the hair color of Bob.
Coupling: (pi) A coupling can be skipped if at least one thing that participates in the
coupling is not relevant for the purpose. A coupling can be projected to the model
if it is relevant. This projection can be done in different ways. In the simple case the
coupling can be projected to a coupling in the model. This is appropriate if it must
be able to navigate to both ends of the coupling. If one thing might depend upon the
existence of the other, the second might be mapped to a subsystem. Furthermore, if
it is sufficient to record only whether a coupling to a second thing exists, it might
be appropriate to map the second thing to become a property of the first. (Λ) For
8the classification the choice of an appropriate equivalence relation must be taken.
Similar considerations have to be made as for classification of thing.
System: (pi) If a system S is not relevant, i.e. none of its subsystems, things, properties,
states, events, and transformations are relevant for the modeling purpose, it can be
skipped in the projection. Otherwise, there are choices to make about the projection
target of the system. In the simple case, it can be mapped to a system in the model.
If the subsystems of S are not relevant, it can be mapped to a class that simply
has properties. In this case, the properties, states, events, and transformations of
the sub-parts are no more visible. The system might also be mapped to a property
of a supersystem that is represented in the model if only the fact whether it exists
matters and none of its structural and behavioral details. (Λ) For the classification
the problem of an appropriate equivalence relation arises again.
4.2 Implications
The discussion above permits the following conclusions to be drawn:
1. Projection involves a yes/no choice whether some aspect of the original system
should be included in the model. This choice can only be made in accordance to a
given modeling purpose and as such is independent of the modeling language that
is used for the translation.
2. Due to the reduction feature of a modeling activity there are several choices avail-
able for the mapping target of things, couplings, and systems. Again, the adequate
extent of reduction can only be determined with respect to a given modeling pur-
pose, which governs the adequate granularity and level of detail of the model.
3. Classification involves a choice for at least one or multiple equivalence relations
that capture those aspects of an original system that are of relevance before the
background of the given modeling purpose. In comparison to the yes/no choice of
a projection this classification choice is often less obvious. It may even be possible
that alternative classifications might serve one and the same purpose. Still, it is
related to the projection of properties of a thing to be classified since only captured
properties (i.e. those properties that are explicitly articulated via attributes) can be
the base for an equivalence relation.
4. Several choices of modeling cannot be made in isolation but are instead interlinked.
This may constitute a problem since only the positive choices (the “includes”) be-
come apparent in the model but not the negative choices. In order to validate the
complete set of modeling choices made by the modeler, one would need some sort
of reference to the modeling aspects that were intentionally skipped.
5. Ontological clarity must be regarded as a necessary condition for deriving models
that meet a given modeling purpose. For ontological completeness this implication
holds in most but not all cases. There may be some purposes that can be catered for
with a (theoretically) ontologically incomplete modeling language. In conclusion,
translation is the only modeling activity that is directly affected by the extent of
representational fidelity in a modeling language.
Following this line of argumentation, we can draw some conclusions as to a formal-
ized understanding of the quality of modeling. We theorize that the quality of modeling
9qα can be defined as a function of three parameters. First, the representational fidelity f
of the modeling language influences the quality of the translation. Second, the clarity of
the modeling purpose p enables clear decisions about including and excluding aspects
of the original system in the model and about which classifications are appropriate.
Third, the competence of the modeler m enables an appropriate translation, abstraction,
and projection. Accordingly, we write
qα(f,m, p) = qτ (f,m) ◦ qα′(p,m) ◦ qpi(p,m)
In addition to the fact that this equation stresses the importance of a clear modeling pur-
pose, it also emphasizes a point that we have somewhat excluded from our discussion
so far, namely that the importance of modeling competence of the modeler is another
key to modeling quality. Most notably, however, the representational fidelity, which so
far has obtained the most attention in related literature, appears to be of secondary im-
portance only. In fact, set aside the extensive amount of related work on ontological
foundations of modeling (see [12] for an overview), there is only little research that has
focused, for instances, characteristics of the individual that carries out modeling tasks.
Noticeable is the work by Agarwal et al. [27] who investigated in detail the notion of
modeler experience. Furthermore, recently have researchers started to also investigate
other attributes of modeler competency (such as method expertise or domain knowl-
edge) and their effect on modeling activities (such as model understanding) [28].
Against the background of lack of empirical insights into conceptual modeling, we
deem our theoretical analysis a basis for further empirical work in the future that should
focus on investigating the consequences of modeler competencies and modeling prag-
matics on model creation or model understanding tasks.
5 Related Work
Little research has comprehensively investigated the notion of model quality [6]. Inter-
esting is the work of Lindland et al. [9] who developed an understanding of conceptual
model quality based on semiotic theory, defining a syntactic, semantic and pragmatic
level of model quality. Recently, this work was revised by Krogstie et al. [10] who,
most notably, extended modeling pragmatics as ’pragmatics of understanding’ to also
include ’pragmatics of action’. In line with their arguments we have argued that the no-
tion of pragmatics should transcend pure information delivery concerns to also address
aspects of ’fit to purpose’. Accordingly, our discussion in this paper sought to address
purpose-related concerns of model quality.
Early attempts of establishing quality criteria for modeling include the guidelines
of modeling [29]. This approach, however, lacks a sound theoretical methodology, and
provides only limited empirical proof as to its feasibility as a quality framework [30].
Ontology-based theories of modeling quality are quite wide-spread in the IS community
(e.g. [12]). The use of ontology for the purpose of asserting modeling quality, however,
has been critiqued of recent years, for instance, with respect to the lack of pragmatic
aspects in ontology-based studies [35]. We have focused in this paper on the relation-
ships and potential inter-dependencies between evaluations of semantic quality aspects
and the modeling pragmatics that govern modeling tasks and requirements.
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6 Conclusions
In this paper we conducted a theoretical analysis of the choices imposed upon a modeler
in the model creation tasks (the “how” question of modeling) before the background
of the fundamental premises of ontology-based reference systems for modeling (the
“what” question of modeling). We showed how traditional notions of model quality
(such as completeness and clarity of the resulting model) have to be put in perspective
in accordance to modeling pragmatics as well as the characteristics and competencies
of the modeling individual. From a theoretical perspective, our study forms a basis on
which a better understanding of modeling activities can be established. We identified
a set of under-represented factors that appear to be important for theorizing modeling
quality over and above pure syntactic and semantic concerns. By recapitulating model-
ing choices that any modeling individual has to face we aimed to contribute to a more
thorough understanding of the notion of quality in modeling.
Our conceptual study suffers from an obvious limitation in being a form of theo-
retical research. As such, our study can only be a-priori given the absence of empirical
testing. In our future research we thus aim at empirically investigating in more detail
the theorized notions of modeler competencies and modeling purpose and their effects
on building and understanding “better” models.
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