Abstract-Maximum transition run (MTR(j)) constrained systems are used to improve detection performance in storage channels. Recently there has been a growing interest in time-varying MTR (TMTR) systems, after such codes were observed to provide high coding gain for E n PR4 channels for n = 2, 3. We investigate TMTR constraints parameterized by a vector, introduce the notion of tightness to classify such constraints and simplify their minimal graph presentations. We present new upper bounds on the capacity of TMTR constraints, and give an explicit linear ordering by capacity of all tight TMTR constraints up to period 4. We show that for MTR constrained systems with unconstrained positions, the set of sequences restricted to the constrained positions yields a natural TMTR constraint. Using TMTR constraints, we present a new upper bound on the tradeoff function for MTR systems that relates the density of unconstrained positions to the maximum code rates.
I. INTRODUCTION
It is well-known that MTR constrained codes [7] are a means of achieving coding gain for high density magnetic recording. In the Non-Return to Zero Inverse (NRZI) domain, where a 0 corresponds to no transition and a 1 corresponds to a transition, the MTR(j) codes limit the run of 1s to be at most j, i.e., at most j transitions for the recorded sequence.
Recently, Moision et al. [6] and Karabed et al. [4] used error-event analysis on partial-response channels to design codes that forbid the appearance of certain patterns in a periodic manner. The resulting codes successfully eliminated problematic sequences in the data recording or retrieval process, and gave improved code distance and detection performance. These codes are known as "distance-enhancing constrained codes." In particular, it was observed that certain TMTR constraints were not only distance-enhancing, but had the advantage that they allowed codes of rate 8/9 and above. An example is the period 2 TMTR(j = 2, 3) constraint, which allows a run of 2 (3) 1's to end at even (odd) time periods. This TMTR constraint has been used to construct a rate 8/9 block code that achieves 2.2dB coding gain on the E 2 PR4 channel in additive-whitegaussian noise. This example was also independently found by Bliss [1] and Fitzpatrick and Modlin [3] . It was further shown by Moision et al. [6] that this constraint achieved the matched-filter bound (MFB) on the E n PR4 channels, with system polynomials h(D) = (1 − D) (1 + D) n+1 , for n = 2, 3.
In this paper, we analyze TMTR constraints indexed by a vector m, whose coordinates specify periodically the maximum runlengths of 1's starting (or ending) at the positions. We introduce the notion of tightness to classify TMTR(m) constraints in Section II and study their minimal graph presentations in Section III. In Section IV, we present new upper bounds on the capacity of TMTR constraints and show that there is a complete linear chain of tight TMTR(m) for vectors m up to length 4 ordered by capacity. Lastly in Section V, we show that for MTR constrained systems with unconstrained positions [11] , [2] , [9] , the set of sequences restricted to the constrained positions yields a TMTR constraint. We also derive a new upper bound on the tradeoff function relating the density of unconstrained positions to the maximum code rates. Omitted proofs can be found in [8] .
A. Definitions
• a finite set of edges E = E G , where each edge e has an initial state σ(e) and a terminal state τ (e), both in V ; • an edge labeling L = L G : E → Σ, where Σ is a finite alphabet. Formally, a constrained system or constraint S = S(G) is the set of finite sequences obtained by reading the edge labels of a path in a labeled graph G. Such a graph is called a presentation of the constraint. An element in S is called a word. We use wz to denote the concatenation of two words w and z; |w| denotes the length of w; w i denotes the ith symbol in w = w 0 w 1 . . . w |w|−1 ; w[x, y] denotes the substring of w from positions x to y.
Let m be the nonnegative integer vector (m 0 , . . . , m p−1 ). For all k ∈ Z, put m k = m i where i ∈ {0, . . . , p − 1} and k ≡ i (mod p). From [1] , [3] and [6] , the TMTR(m) constraint is given as the set of sequences such that at time (or position) i, the maximum allowable runlength of 1's ending at i is m i . For this to be a constrained system (see [5] ), all shifts of valid sequences have to be included. Let σ i denote the cyclic right shift operation on the vector m by i positions. Then TMTR(m) ∪
TMTR(σ i (m)) is a constrained system. We can also consider the set TMTR s (m) of finite sequences with m i the maximum allowable runlength of 1's starting at time i. Sequences of a fixed length in TMTR(m) and TMTR s (m) are related as follows. For a word w of length L, let ← −
For the rest of this paper, we will only deal with TMTR(m); dual results hold for TMTR s (m). 
for all i ∈ {0, . . . , p − 1}.
The tight forms of m for p = 2, 3, 4 are listed in Table I 
III. GRAPH PRESENTATIONS OF TMTR(m)
Let G be a labeled graph. For states u, v in G, we write u a −→ v to denote an edge or transition from u to v. with label a. A path γ of length l in G is a finite sequence of edges e 1 e 2 . . . e l such that σ(e i+1 ) = τ (e i ) for i = 1, 2, . . . , l − 1. The state sequence of a path e 1 e 2 . . . e l is the sequence σ(e 1 )σ(e 2 ) . . . σ(e l )τ (e l ). A cycle in G is a path e 1 e 2 . . . e l where τ (e l ) = σ(e 1 ). A cycle of length 1 is called a loop. A simple cycle is a cycle in which the state sequence consists of distinct states except the initial and terminal states. The period of G is the greatest common divisor of the lengths of cycles in G. We say G is deterministic if at each state, all outgoing edges carry distinct labels, and irreducible if for any pair (u, v) of states, there is a path from u to v.
The follower set of a state u in G, denoted by F(u) = F G (u), is defined to be the set of all finite words that can be generated from u in G. Two states u and v are equivalent if F(u) = F(v). The graph G is reduced if no two distinct states in G are equivalent. For a constraint with an irreducible graph presentation, there is a unique minimal (in terms of the number of states) deterministic, irreducible and reduced presentation, called the Shannon cover. For more background on constrained systems and their presentations, see [5] .
A. Standard Trellis Presentation
A graph presentation of TMTR(m) is constructed by concatenating in an appropriate sense the standard presentations of MTR(m l ) for each l = 0, . . . , p − 1, and letting the transitions pass from phase l to phase l + 1. This is known as the standard trellis presentation G T . Specifically,
Here i represents the number of preceding consecutive 1s.
• Transitions of G T : Beginning at phase l,
The Shannon cover for TMTR(m) is obtained by applying the state-merging algorithm which finds and merges equivalent states. If m is not tight, the number of states and transitions in this construction can be decreased by first tightening m.
We say that m has minimal length if there does not exist m of shorter length than m such that TMTR(m) = TMTR(m ). For an equivalence class C in phase l of G T , let x = min{y : (l, y) ∈ C}; we choose (l, x) as the representative of C. We call such points the division points of phase l. For m tight with minimal length, the following properties of G T hold.
• Any two states with different phases are not equivalent.
• Two states (l, x) and (l, y) (with x < y) in the same phase l are not equivalent if and only if there exists an integer i ≥ 1 such that x ≤ m l+i − i < y.
• The division points for phase l are given by the set of states (l, x) with x ∈ {(m l+i + 1 − i − kp)
The equivalence class of a division point (l, y) consists of the states {(l, y), (l, y + 1), . . . , (l, z − 1)} where (l, z) is another division point or the state (l, m l ). This leads to the following description of the Shannon cover.
Proposition 4: Let m be tight with minimal length. Then the states of the Shannon cover of TMTR(m) are the division points of all phases in G T as specified above.
B. Shannon cover when
, m satisfies the tightness condition (1) with equality. This includes the TMTR(2, 3) constraint mentioned in the Introduction. Construct the graph G(M, p) with exactly M + 1 states as follows.
• States of G(M, p): The states are labeled 0, 1, . . . , M.
• Transitions of G(M, p): The transitions are given by 
IV. BOUNDS ON THE CAPACITY OF TMTR CONSTRAINTS
The capacity of a constrained system S is defined by
where N S (q) is the number of words of length q in S. Let G be an irreducible deterministic presentation of S with adjacency matrix A. Then cap S = log λ(A), where λ(A) is the spectral radius (i.e., the maximum modulus of the eigenvalues) of A.
To simplify notation, let C(m) denote the capacity of the TMTR(m)
Applying Theorem 6 repeatedly to the vector m yields Theorem 7: 
A. Deriving Characteristic Equations
This subsection summarizes the techniques we employ in deriving the characteristic equation of TMTR(m), from which we can compute the spectral radius and capacity. A labeled variable-length graph (VLG) is a labeled graph in which each edge e has length l(e) ∈ Z + and is labeled by a word L(e) (in some alphabet) of length l(e). A Rome Set R of a labeled graph G is a set of states in G such that every cycle in G passes through a state in R. Trivially, every graph has a Rome set, but we are interested in a Rome set of minimal size. If G has a minimal Rome set with a single element r, then we call G a Rome graph and r a Rome state.
Let S be a constrained system presented by an irreducible graph G with a Rome set R. Then there is a VLG K presenting S with vertex set R and edge set as follows. Let Γ denote the set of simple paths of first return to R in G, namely paths whose sequence of states s 0 , . . . , s l satisfies s 0 , s l ∈ R, and s i / ∈ R for i = 0, l. Then for each γ ∈ Γ, with initial state α, terminal state β and label L(γ), there is an edge in K from α to β with label L(γ). If |R| = 1, the edge labels of K are the labels of simple cycles in G.
The edge labels of a VLG can be viewed as distinct symbols (of a new alphabet) of varying time duration. Shannon [10, Theorem 1] proved the following well-known result.
Theorem 10 ( [10] ): Let b s ij be the duration of the s-th symbol from state i to state j. Then the channel capacity is equal to log z, where z is the largest real root of the determinantal equation:
where δ ij = 1 if i = j and 0 otherwise. Thus, we can find the characteristic equation of any constrained system by applying Theorem 10 to a deterministic VLG presentation for the constraint. When the VLG is a Rome graph with period p, and n k is the number of simple cycles of length kp for 1 ≤ k ≤ q (for some q), Eqn. (2) 
For the TMTR(m) constraints with non-Rome Shannon covers, e.g., TMTR(2, 2, 3, 3), we can use their standard trellis presentations to compute Eqn. (2) in Theorem 10 would then correspond to the length of a path of first return originating at state i and terminating in state j, where i, j ∈ R, and whose path label is s.
B. Complete Linear Ordering of C(m) up to period 4
Using the VLG technique and Theorem 10 in the previous subsection, we can prove the following capacity relations.
Proposition 12: For any positive integer t, 1) (a) C(t, t + 1) = C(t, t, t + 1, t + 1) for t ≡ 2 (mod 4).
(b) C(t, t + 1) > C(t, t, t + 1, t + 1) for t ≡ 0 (mod 4).
(c) C(t, t+1) < C(t, t, t+1, t+1) for t ≡ 1, 3 (mod 4). 2) C(t, t + 1) < C(t, t, t + 1, t + 2) for t ≡ 0 (mod 4). 3) C(t, t + 1, t + 2, t + 1) = C(t, t + 1, t + 1, t + 2). 4) C(t, t + 1, t + 2, t + 2) > cap MTR (t + 1), except when t + 1 ≡ 0 (mod 4). 5) cap MTR (t + 1) < C(t, t + 1, t + 2, t + 3). 6) C(t, t + 1, t + 2, t + 3) < C(t + 1, t + 1, t + 1, t + 2). Using Proposition 12 and Theorems 6 and 8, we show for tight m of lengths p = 2, 3, and 4 that there is a complete linear ordering of the TMTR(m) constraints by capacity. Let t be a positive integer. For p = 2, C(t, t) < C(t, t + 1) < C(t + 1, t + 1).
C(t, t, t) < C(t, t, t + 1)
< C(t, t + 1, t + 1)
where the last strict inequality is due to Theorem 8. For p = 4,
C(t, t, t, t) < C(t, t, t, t + 1)
< C(t, t, t + 1, t + 1)
where steps (a), (b), (d), (e), (f ) and (g) are due to Proposition 12 parts 1, 2, 3, 4, 5, and 6 respectively while step (c) is due to Theorem 6. (The symbol (≷) indicates that the relation between the two quantities could be =, >, or < (> or <) depending on the value of t mod p. In lines (b) and (f ), it should be made clear that the quantity on the right of the inequality is strictly greater than all of the quantities above it.)
V. ON CONSTRAINTS WITH UNCONSTRAINED POSITIONS
Let S be a constrained system. For a given period N , let U ⊆ {0, 1, . . . , N − 1}. Following the scheme in [2] where error correction parity bits are inserted into pre-specified "unconstrained" positions that can freely take on either 0 or 1 without violating the existing modulation constraint, let U denote a set of unconstrained positions. A word w is a U-flip of w if w i = w i whenever i mod N / ∈ U . The (U, N )-unconstrained version of S, denoted by S U,N , is the set of all sequences w ∈ S such that w i = 1 for all i mod N ∈ U , and all U-flips of w belong to S. Let S U,N (k) denote the set of all sequences in S U,N of length k. Let U c denote the complement of U , and S denote the restriction of S U,N to the constrained positions U c . This is a periodic constraint with period |U c |. The code rate R for a given configuration (U, N ) with insertion rate ρ = |U |/N is defined as
The optimal code rate for a given ρ is
For finite-type constraints, which includes MTR(j) constraints, f S can be achieved by periodic (U, N ) configurations (see [9] ). We call f S the tradeoff function. For the rest of this section, let S = MTR(j). View U as a set of points on a circle of N points. Addition of numbers will proceed clockwise (to the right). For a point x on the circle, let
where s is the number of consecutive 1s immediately to the right of x. Note that when both x and x + 1 are in U c , then s = 0, and 
We remark that our m i 's differ from the position dependent, maximum runlength constraint κ i in [11, pg. 606] as no constraint is imposed on the leading and trailing ones of a codeword.
Example 14: Let S = MTR(5). Let insertion rate x = 8/17, blocklength N = 17 and U = {1, 3, 5, 6, 10, 12, 13, 16, 17}. This code was designed in [11, Example 2] for S with additional constraints of at most 2 leading 1's and at most 3 trailing 1's. From Theorem 13, S = TMTR(m) with m = (2, 3, 3, 1, 1, 1, 2, 2, 3) , which differs from κ = (1, 2, 1, 1, 1, 2, 2, 1, 1) derived in [11] .
Corollary 15:
, where m is obtained from Theorem 13.
A. A New Upper Bound for f MTR(j)
Let A denote the adjacency matrix for MTR(j). Let B be the matrix obtained from A by replacing all entries of the first column by zeros. Given a length N , an insertion rate ρ ∈ [0, 1], and a set of unconstrained positions U ⊆ {0, . . . , N − 1} such with 1 ≤ r ≤ j and 0 ≤ s ≤ j, endow H with an edge labeled L from a vertex v to one labeled by the suffix of length j of vL. In particular, there is an edge labeled A j from every state ending in B to the state A j and a self-loop labeled A at state A j . Clearly, H is deterministic. Note that each edge in H yields a definite TMTR vector, since we can determine the TMTR values from its edge label and starting state label using Theorem 13. Thus for any two connected simple cycles γ 1 , γ 2 in H with TMTR vectors m 1 and m 2 respectively, the TMTR vector for the combined cycle γ 1 γ 2 is m 1 m 2 .
Let the insertion rate of a path in H be the proportion of Bs in its path label to the length of its path label. Let Γ be the set of simple cycles in H. Let η be a cycle in H, which when decomposed into a collection of simple cycles, has n t copies of the t-th simple cycle γ t , where t = 1, . . . , k, and k is a positive integer ≤ |Γ|. Let i t = i(γ t ), c t = c(γ t ), l t = l(γ t ), and ν t = ν(γ t ), denote the insertion rate, number of constrained positions, length of cycle label, and mean of the TMTR values of γ t respectively. The length of the label of η is L = k t=1 n t l t , and the number of constrained positions in η is C = k t=1 n t c t .
The insertion rate of η is I = I(η) = 1 − C/L. Let Q = Q(η) denote the average of the TMTR values induced by η. Then Q = k t=1 n t c t ν t / k t=1 n j c j ≤ max 1≤t≤k ν t . Define g t = g(γ t ) = (1−i t )ν t = (c t ν t )/l t for t = 1, . . . , k. Then Q becomes
The factor k t=1 n t l t g t /L is a convex combination of g 1 , . . . , g k and is upper bounded (pointwise) by the convex hull h of {(i(γ), g(γ)) : γ ∈ Γ}, so Q(η) ≤ h(I(η)) 1 − I(η) .
For a ∈ R + , define u(a) to be log of the largest root of z a+2 − 2z a+1 + 1 = 0. Since u(a) is increasing with a (see Appendix of [2] ), we apply u to (3) to obtain u (Q(η)) ≤ u h(I(η)) 1 − I(η) .
Taking the supremum of both sides of inequality (4) 
Example 17: For MTR(2), H 2 consists of 3 states AB, BB, AA, and 4 edge labels {AB, ABB, AAB, AABB}. The graph H 2 is shown in Fig. 1 , and the upper bound is shown in Fig. 2 in comparison with the straightline upper bound [9, Prop. 48], the bit-stuffing lower bound (which, by [2] , equals f MTR (2) in this case) and the dynamic programming approximate upper bound [9] (which is an upper bound in the limit as blocklength N → ∞, but is not known to be an upper bound for fixed N ). We present a corresponding plot for MTR(4) in Fig. 3 . This TMTR upper bound improves on the straightline bound for high insertion rates. We can take the pointwise minimum of the two bounds to further obtain an improved upper bound. 
