Background: Methods for the cost-effectiveness analysis of health technologies are now well established, but such methods may also have a useful role in the context of evaluating the effects of variation in applied clinical practice. This study illustrates a general methodology for the comparative analysis of applied clinical practice at alternative institutionsrisk adjusted cost-effectiveness (RAC-E) analysiswith an application that compares acute hospital services for stroke patients admitted to the main public hospitals in South Australia. Methods: Using linked, routinely collected data on all South Australian hospital separations from July 2001 to June 2008, an analysis of the RAC-E of services provided at four metropolitan hospitals was undertaken using a decision analytic framework. Observed (plus extrapolated) and expected lifetime costs and survival were compared across patient populations, from which the relative cost-effectiveness of services provided at the different hospitals was estimated.
Background
Evidence-based clinical guidelines have been developed for the treatment of acute stroke events, which define recommended processes for diagnosing, treating, and monitoring stroke [1] . However, clinical practitioners are well aware that the dissemination of guidelines does not prevent the emergence of differences in practices between clinical services. The dilemma is how to evaluate the outcome of the day-to-day practices of different services in such a way as to identify the areas of variations that have long-term benefits for patient care. This is particularly important when reducing variation requires resources over and above currently allocated budgets, but the benefits to patients accrue over time, without being identifiable at the point of discharge from hospital. Evaluating service differences as investments rather than costs is a constant source of friction between health practitioners and the funders of health services.
Cost-effectiveness analysis is now well established in relation to pharmaceuticals and medical technology, but not in relation to broader institutional level variations in day-to-day clinical practice. This precludes the identification of efficient practice, and the establishment of processes to guide and finance investment in service delivery and organisation (as are established in many countries for specific health care technologies). The gap in the application of cost-effectiveness analysis is likely due to the complex nature of evaluating alternative forms of routine clinical practice.
Linked routinely collected data provides a potentially useful data source for the evaluation of clinical practice, with the benefits of rapid and inexpensive access to large amounts of data that describes real world activity. Internationally, systems are currently being developed to increase availability and access to linked routinely collected data. We have developed a novel methodology that uses linked routinely collected data to evaluate the long-term costs and benefits of services for specific conditions provided at alternative hospitals (risk adjusted cost-effectiveness (RAC-E) analysis) [2, 3] . This paper reports an application of the RAC-E methodology to evaluate the relative cost-effectiveness of acute stroke services at the four main public hospitals in South Australia (SA). Figure 1 illustrates the RAC-E analytic framework. In the first stage, all eligible patients with an initial stroke event over an extended time horizon (from July 2002 to June 2008) are assigned to one of four mutually exclusive intermediate endpoints representing the first (if any) event of interest. Separate datasets for the 'no related readmission nor death' , 'non-fatal recurrent stroke' and 'non-fatal cardiac event' cohorts are created.
Methods
Using the three datasets, separate estimates of overall survival from the time of their intermediate endpoint are estimated for each patient by fitting parametric survival curves to the observed data. Long-term costs are generated alongside the parametric survival models, using multivariate regression models to predict annual cost estimates.
The 'observed + extrapolated' cost and survival estimates for the cohort of interest (patients with a new stroke between July 2005 and June 2006) across the four intermediate endpoints are then combined into a single dataset. This dataset is analyzed using multivariate regression models to generate estimates of expected costs and survival for each patient, from the time of their initial stroke separation.
Combining the above data for all patients with a stroke separation between July 2005 and June 2006, risk adjusted cost and survival estimates are generated as the 'observed + extrapolated' values minus the corresponding expected values for each patient. Mean risk adjusted cost and survival estimates are then generated for each hospital, which inform estimates of incremental cost-effectiveness between the clinical processes at the alternative institutions. 
Data sources
Routinely collected data was obtained and linked from the following sources: The separations within the ISAAC data were linked deterministically using an algorithm that specified thresholds for positive linkages over a set of common identifiers [5, 6] . The costing and socioeconomic data were matched with the ISAAC data on the basis of hospital-specific identification numbers and postcodes, respectively. The mortality and ISAAC data were linked probabilistically using mathematical algorithms to determine the likelihood that a pair of records refers to the same individual given a set of common identifiers. Extensive clerical review was also undertaken to confirm the linkages between the mortality and ISAAC data.
Ethics approval was granted by the South Australian Department of Health Human Research Ethics Committee (HREC Protocol No.: 264/11/2011).
Study cohort
Stroke separations may be identified via ICD-10.5-AM principal diagnosis codes and AR-DRG codes. Inclusion criteria for the study included ICD principal diagnosis codes for stroke (I60-I64) and an AR-DRG stroke code (B70), which includes sub-categories that differentiate according to the presence of catastrophic (B70A), severe (B70B), and neither catastrophic or severe (B70C) comorbidities or complications. Other AR-DRG codes with a principal diagnosis of stroke included craniotomy (B02), extracranial vascular procedure (B04) and tracheostomy or ventilation >95 hours (A06), which were excluded in order to increase the homogeneity of the defined patient cohort. Other exclusion criteria included deaths within 5 days of admission, which was assumed to be outside the influence of acute hospital care.
The main study cohort comprised patients admitted to one of the four study hospitals with a B70 AR-DRG code in the year to June 30, 2006, excluding patients with a documented stroke diagnosis in the year prior to this date. Using the Brameld-Holman backcasting method [7] to address the prevalent pool effect, it was determined that this cut-off date provided a 90% probability that the first observed stroke was a new stroke.
Extrapolation analysis
To inform the extrapolated analysis of lifetime costs and survival, all patients with a new stroke admission (as defined for the study cohort) from July 1, 2002 were allocated to one of the four intermediate endpoints: non-fatal recurrent stroke; non-fatal major cardiac event; death without, or within 28 days of a non-fatal stroke or major cardiac event; or no subsequent event. These data provided follow-up data of up to 6 years to inform the extrapolation analyses, i.e. follow-up data on all patients experiencing an intermediate event were available to June 2008, unless they died in the interim period.
Non-fatal recurrent stroke was defined as any hospital admission with an ICD principal diagnosis of stroke. Based on an analysis of survival of stroke patients following any readmission within Major Disease Category 5 (Diseases of the Circulatory System), twenty DRG codes with a mean 1-year mortality rate of 40% or greater were defined as non-fatal major cardiac events. Both non-fatal events excluded patients who died within 28 days of admission, and hospital transfers from the index stroke admission.
The following sections describe the methods used to extrapolate lifetime costs and survival beyond each intermediate endpoint.
Survival models
Flexible parametric models for survival analysis, introduced by Royston and Parmar [8] , were applied to the three intermediate endpoint datasets (containing patients experiencing a non-fatal stroke, non-fatal cardiac event, or no subsequent event, respectively) to predict survival beyond each intermediate endpoint. Every patient in the datasets had a recorded date of death, or they were censored at the end of the follow-up period (30 June 2008). Explanatory variables were based on patient clinical and socio-demographic characteristics at the time of their intermediate event (as described in the data section).
The applied survival models used restricted cubic splines to estimate log cumulative hazards, controlling for the effect of relevant patient characteristics. This is a general approach for adapting linear methods to model non-linear relationships through the use of multiple points of inflexion (knots) across the modeled time horizon [9] .
To fit the models, we used backwards stepwise selection using the full range of demographic, socioeconomic, and clinical explanatory variables. The criterion for inclusion in the model was p ≤ 0.05. These initially defined models were then expanded to test for significant interactions between the included explanatory variables. Interaction terms were included in the models if they improved model fit, as judged by the Akaike's Information Criterion. The final stage of the analysis tested the effect of alternative functional forms by comparing models that fitted a restricted cubic spline with between 1 and 5 knots. To assess the overall fit of the parametric survival models, the mean survival curve was plotted against the Kaplan-Meier survival curve.
The resulting survival functions were used to estimate annual age-specific probabilities of survival, conditional on surviving to each starting age. For each patient, these probabilities were used to estimate a mean survival time between patients' age at the time of their intermediate endpoint event and age 100 years. A 5% discount rate was applied to the survival estimates, in accordance with the Pharmaceutical Benefits Advisory Committee guidelines [10] .
Cost models
The cost data within the three intermediate endpoint datasets were formatted to estimate annual cost variables for each full year of life between patients' intermediate endpoint and their recorded date of death or the end of the follow-up period (30 June 2008). Costs associated with any stroke or cardiac related hospital admissions were included.
Using the same explanatory variables as used in the survival models, annual costs were estimated using a two-stage process that estimated the probability of patients incurring any costs (using logistic regression), followed by an estimate of the magnitude of the cost, if incurred (using generalized linear models -GLMs). Separate models were fitted for each of the three intermediate endpoint datasets, with additional models that differentiated between costs incurred in the first year post-event and in subsequent years for the non-fatal stroke and non-fatal cardiac event endpoints [11] .
Similar model selection criteria to those used for the survival models were applied. For the logistic regression analyses, overall model fit was established using the Ramsey RESET test. For each GLM, the modified Park test was used to determine the most appropriate distribution, and the appropriate link function was selected by testing different power functions with respect to the Pearson correlation, Pregibon link, and the Modified Hosmer-Lemeshow tests.
For each patient, the predicted annual cost estimates were combined with the annual survival probabilities generated from the survival models to estimate mean lifetime costs, i.e. the product of the discounted annual survival probabilities and corresponding annual cost estimates were summed across the time period between their intermediate endpoint event and age 100 years.
Observed lifetime costs and survival
From the index stroke event, lifetime cost and survival estimates for each patient were generated, given their experienced intermediate endpoint (non-fatal stroke; nonfatal major cardiac event; no subsequent event; or death). These estimates combined observed costs and survival during the period between the index stroke event and each patient's intermediate endpoint, with extrapolated costs and survival time beyond the intermediate endpoint (other than for patients who died during the followup period, for whom only observed costs and survival were used).
Despite incorporating predicted values, these cost and survival estimates are labeled as 'observed' values because they reflect the effects of the observed intermediate endpoints.
Expected lifetime costs and survival
The observed lifetime costs and survival estimates for all eligible patients (i.e. across all four intermediate endpoints, for patients with a new stroke in the year to June 30, 2006) were combined into a single dataset. A GLM and a flexible parametric survival model [8] were then fitted to generate patient-specific estimates of expected lifetime costs and survival, respectively. Explanatory clinical and socio-demographic variables for these models reflected patient characteristics at the time of the index event (i.e. not controlling for the observed intermediate events).
Main data analysis
Mean estimates of observed costs and survival across all patients treated at each hospital were derived, informing unadjusted estimates of the cost-effectiveness of services provided at the alternative hospitals.
Risk adjusted cost and survival estimates for each patient were generated as the relevant observed minus expected values, which provide a more intuitive interpretation of hospital performance than 'observed divided by expected' adjusted values. Differences in the mean 'observed minus expected' cost and survival estimates between hospitals can be interpreted as risk adjusted differences in costs and survival: if costs incurred by patients at hospital A are $300 more than expected, whilst costs incurred by patients at hospital B are $200 less than expected, then the risk adjusted difference in per patient costs between hospitals A and B is $500. Revised incremental cost-effectiveness ratios were generated using these risk adjusted values.
A probabilistic sensitivity analysis was informed by a multi-stage bootstrapping (sampling with replacement) process, which precluded the need to parameterize the correlation between lifetime costs and survival. Firstly, the datasets informing each of the extrapolation regression models (10 cost models and 3 survival models) were bootstrapped, and the corresponding model coefficients re-estimated to generate new estimates of lifetime costs and survival for each eligible patient. The resulting dataset of 'observed' lifetime costs and survival was also bootstrapped and the coefficients for the expected costs and survival regression models re-estimated. This sequential bootstrapping process was repeated for 2,000 iterations, and the resulting outputs were used to plot cost-effectiveness acceptability curves that display the probability that each hospital is cost-effective at different threshold values for gaining additional life years.
All analyses were undertaken using Stata, release 11.0 (StataCorp LP).
Results
Key patient characteristics for the eligible cohort of stroke patients presenting in the year to June 30 2006 are presented in Table 1 . The only significant variation in patient casemix concerned socioeconomic disadvantage (p < 0.001), with patients at hospital D classified as the most disadvantaged.
Details of the multivariate regression models that extrapolated cost and survival to a lifetime horizon, as well as to estimate expected lifetime costs and survival, are presented in Additional file 1: Tables S1, S2, S3. The models include alternative sets of clinical and sociodemographic explanatory variables, indicating an effect of socioeconomic status that is additional to associations with poor health status. The survival curve plots indicate that the survival models were of good fit and produced sensible estimates (see Additional file 2: Figure S1 for the mean survival curve versus Kaplan-Meier survival curve plots for each intermediate endpoint). Table 2 presents observed, expected, and risk adjusted lifetime costs and survival (life-years), as well as the associated incremental costs per life year gained. The unadjusted results show that Hospital D had the lowest mean costs and the highest mean survival, and therefore dominated the other hospitals.
The risk adjusted analysis shows that for both hospitals B and C, at least one other hospital had lower costs and higher survival (i.e. they were dominated). However, after risk adjustment, mean survival is greater for hospital A than for hospital D, though D remains the least costly institution. On average, patients treated at Hospital A incurred an additional cost of $15,632 to gain one additional life year, relative to Hospital D. Lowering the discount rates from 5% to 2% and 0% decreased the incremental cost per life year gained to $12,016 and $10,720, respectively. The results of the probabilistic sensitivity analysis are presented in the form of cost-effectiveness acceptability curves in Figure 2a , which shows the probability that each of the hospitals is the most cost-effective hospital at different monetary values for gaining life years. Hospital A has a 65% probability of being the most cost-effective hospital at a life year value of $50,000a commonly implied threshold. Comparing hospitals A and D directly (Figure 2b) , hospital A had a 70% probability of being the most cost-effective hospital at a threshold of $ 50,000.
Descriptive analyses
The RAC-E results provide an indication of the consequences of variation in clinical practice. The next stage is to investigate areas of variation and potential causes of the estimated differences in RAC-E. The following paragraphs describe some preliminary analyses of the available process data relating to the eligible patient cohort. Table 3 presents available data on length of stay, and the use of rehabilitation services. The observed lower costs at hospital D may be mainly explained by the reduced LoS across all levels of stroke severity, though particularly for patients with catastrophic CC, for whom mean LoS is at least 10 days shorter at hospital D than at any other hospital. More patients at hospital D received sub-acute rehabilitation in each of the stroke categories, though the inter hospital differences were not statistically significant. With respect to LoS for subacute rehabilitation, it is noticeable that patients going onto rehabilitation from Hospitals B and C had significantly longer lengths of stay than patients at Hospitals A and D. Table 4 presents disaggregated details of the available costing data. The cost differences correlate with the observed differences in LoS, with hospital D having the lowest costs in each category. Comparing the most costeffective hospital A, with the dominated hospitals B and C, hospital A has consistently higher allied health costs, and lower imaging, pathology, and pharmacy costs. This may be indicative of alternative foci with respect to the management of acute stroke patients.
Discussion
The results from this study indicate variation in risk adjusted lifetime costs and outcomes associated with acute stroke services at the four largest metropolitan hospitals in South Australia. The mean results imply that if patients currently treated at hospital D were to be treated at hospital A, we could gain life years at a cost of $15,632 per additional life year. If this is considered to be a cost-effective use of resources, the care pathways should be investigated with a view to disseminating practice at hospital A to the other hospitals.
The risk adjustment process was important as the unadjusted analysis showed hospital D to dominate all three other hospitals (i.e. to cost less and gain more), mainly due to the younger age of the patient cohort attending that hospital. Hospital D also had a catchment area that includes lower socioeconomic areas than the other hospitals, which was captured as an area level variable in the risk adjustment process. The use of area level socioeconomic data generally reduces the differences between the groups at the ends of the advantageddisadvantaged spectrum [12] , but as we are comparing mean values across multiple areas, the aggregated nature of the socioeconomic data is unlikely to have a significant effect on the RAC-E analysis. This is convenient as individual level socioeconomic variables are difficult to specify via routinely collected data sources.
We propose that RAC-E analyses be undertaken to identify areas of clinical practice in which there are important differences in costs and outcomes at alternative institutions. Where important differences are identified, a second stage comparative analysis of process may be undertaken to identify components of the applied clinical practice processes that may be contributing to the estimated differences in costs and outcomes. This paper has identified important differences in costs and outcomes across the four hospitals, but only preliminary data relating to the applied clinical practice processes are currently available. Interestingly, of the three hospitals, only hospital D did not have a specialized stroke unit. The other main difference was between the services provided at Hospitals A, B, and C, which indicated greater use of allied health at the more effective Hospital A, with larger imaging, pathology, and pharmacy costs at the less effective Hospitals B and C.
More detailed data are available from routine data systems other than those accessed to inform the presented RAC-E analysis. These data will inform more detailed analyses of clinical practice in the future, including aspects such as the use of specific technologies, such as tissue plasminogen activator (tPA) and magnetic resonance imaging (MRI), as well as data describing the timing of key events along the process, such as time to tPA, or time to inpatient admission.
A previous observational cohort study, comparing costs and survival of stroke patients across Europe, also noted that spending more on stroke services did not necessarily improve outcomes [13] , which is the case here for Hospitals B and C. Grieve et al. [13] also identified differences in process, finding that the type of staff input varied across centres: nursing input at a stroke unit in Florence was provided entirely by fully qualified nurses, whereas at a stroke unit in London, 40% of the nurses had only received a basic level of training.
Limitations
The use of routinely collected data provides access to a large and representative sample of eligible patients, but is reliant on data recorded for purposes other than research. Perhaps the most significant limitation concerned the use of AR-DRG and ICD-10 diagnostic codes to represent stroke severity and presence of co-morbidities, which provides limited scope to differentiate between patients. The inclusion of socioeconomic variables may reflect some of the unobservable variation in casemix [14] , but future RAC-E applications will investigate the use of alternative data sources that facilitate greater differentiation between patients, for example, defining the extent to which a diabetic co-morbidity is controlled by accessing pathology reports.
The quality of the diagnosis-related variables is subject to the accuracy with which relevant information is recorded in patient notes, and then extracted by data coders. However, the coded data informs a significant proportion of each hospital's budget, providing common incentives to all hospitals. Central audits also provide assurance of coding quality, and more importantly the lack of systematic differences between the hospitals.
There are also uncertainties around the data linkage, though again there is no reason to suspect systematic bias in the linkage processes. Going forward, current investments in data linkage facilities across Australia will improve linkage processes, providing access to a broader range of health care data (e.g. covering primary and secondary settings), as well as placing a greater emphasis on improving data quality and recording practices.
The analysis included only data describing inpatient hospital admissions, linked to population-based mortality data. The exclusion of other hospital or community-based services will not affect the measurement of outcomes, but could misrepresent cost differences. We emphasize that the purpose of the reported analyses is not to make definite conclusions regarding the relative cost-effectiveness of services provided at different hospitals, but to inform further investigation of the underlying causes of the estimated differences in cost-effectiveness. Further investigations might assess differences in clinical pathways using improvement tools such as process mapping [15, 16] , or process mining [17] , to describe patient journeys and gain a better understanding of the content, sequence, and timing of the health care provided at different hospitals, including activities such as post-discharge monitoring and referrals to community-based health programs.
Conclusion
Despite the development of evidence-based clinical practice guidelines for the management of acute stroke, the uptake of guidelines has been variable. Translating evidence into practice is challenging, as it often requires investment at both the organisational and practitioner levels [18] . The presented RAC-E methodology quantifies the costs and effects of variation in alternative clinical practice processes. Combined with complementary process analyses that identify specific areas of variation in clinical practice, RAC-E analyses are hypothesized to provide a powerful tool to aid the dissemination and uptake of best clinical practice.
