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A multiseries integrable model (MSIM) is defined as a family of compatible flows on an 
infinite-dimensional Lie group of N-tuples of formal series around N given poles on the 
Riemann sphere. Broad classes of solutions to a MSIM are characterized through modules 
over rings of rational functions, called asymptotic modules. Possible ways for constructing 
asymptotic modules are Riemann-Hilbert and (j problems. When MSIM's are written in terms 
of the "group coordinates," some of them can be "contracted" into standard integrable models 
involving a small number of scalar functions only. Simple contractible MSIM's corresponding 
to one pole, yield the Ablowitz-Kaup-Newell-Segur (AKNS) hierarchy. Two-pole 
contractible MSIM's are exhibited, which lead to a hierarchy of solvable systems of nonlinear 
differential equations consisting of (2 + 1 )-dimensional evolution equations and of quite 
strong differential constraints. 
I. INTRODUCTION 
During the past ten years or so the application of Lie-
algebraic methods has clarified and developed essential parts 
of the theory of integrable systems. These methods lead to 
simple geometric interpretations of integrable systems and 
exhibit important algebraic properties. I- 3 Moreover, they 
provide a link between two basic problems of the theory: 
namely, to classify integrable models and describe their solu-
tions. The purpose of this paper is to present a Lie-algebraic 
scheme that allows us to determine new hierarchies of inte-
grable systems and analyze relevant families of their solu-
tions. We use the term integrable because there are natural 
methods for constructing solutions to these systems. How-
ever, we are not concerned here with aspects such a Hamilto-
nian formalism or constants of motion (see Refs. 1-3). The 
main points of our approach are as follows. 
(1) A general class of integrable models called multiser-
ies integrable models (MSIM's) is introduced. A MSIM is 
defined as a family of compatible flows on an infinite-dimen-
sional Lie group of N-tuples of formal series with matrix-
valued coefficients around N given poles on the Riemann 
sphere §. These flows arise as a consequence of the presence 
of a double Lie algebra structure ~ = ~ + + ~ _. Here 
~ + is isomorphic to a subset of an associative algebra g; of 
matrix-valued rational functions of a complex variable k 
with given poles. 
(2) When MSIM's are written in terms of the "group 
coordinates," some of them can be "contracted" into stan-
·'Unite de Recherche Associee au C.N.R.S. N.UA 040768, Recherche 
Cooperative sur Programme N.P 080264. 
dard integrable models consisting of systems of nonlinear 
differential equations (NDE's) involving a small number of 
scalar functions only. In general, reductions of standard in-
tegrable models correspond to reductions of MSIM's. Sim-
ple contractible MSIM's corresponding to one pole yield the 
AKNS hierarchy.4 
Two-pole contractible MSIM's are exhibited that lead 
to a hierarchy (H) of solvable systems of NDE's consisting 
of (2 + I)-dimensional evolution equations and of quite 
strong differential constraints. Among these systems we 
mention 
q, = a<! qxxx - ~ q2qx) + a'( - A q~yy + ~(q')2q~), 
q; = a'IA q;yy - ~(q')2q;) + a( - A qyxx + ~ q2qy), 
, qxy q~y (qxy )2=1+(qy)2 
qy = -qx' q=q:-' 4q 4 ' 
( 1.1a) 
(Ub) 
( Uc) 
where the unknowns are the complex functions q(x,y,t) and 
q'(x,y,t), a and a' are given complex numbers, and q"qx"" 
mean J,q,JA, ... . Observe that the system (1.1a)-( 1.1c) de-
scribes a time evolution in the manifold of solutions to the 
bidimensional ND E' s [( 1.1 b) and (1.1 c ) ]. On the other 
hand, since ( 1.1c) implies q'y = f 4q' ~ 1 + ! (q' x ) 2 dx, i.e., y 
derivations correspond to some x integrations, the system 
(1.1a)-( l.1c) may be interpreted formally as an integrodif-
ferential evolution equation in (1 + I) dimensions. 
Note also that for a = - 4 and a' = 0, (1.1a) reduces 
to the modified Korteweg-de Vries (MKdV) equation, 
q, + qxxx - 6q2qx = 0, relative to the variables (x,t). 
(3) Certain objects called asymptotically normalized 
wave functions (NW functions) and asymptotic modules 
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(AM's) playa fundamental role for characterizing broad 
classes of solutions to MSIM's and as a consequence to their 
associated standard integrable models [such as (1.1a)-
( 1.1 c)] in the contractible cases. An AM is a module over 
the previously introduced ring !!It. Both the NW functions 
and the elements of AM's are functions of k admitting specif-
ic asymptotic expansions (AE's) around the given poles. 
For a considered MSIM, each NW function determines one 
solution. On the other hand any AM provides a new NW 
function from a given NW function, i.e., we thus obtain an 
iterative procedure for generating solutions and, in particu-
lar, for adding solitons. Possible ways for constructing AM's 
are Riemann-Hilbert problems and a (OBAR) equations 
outside of given poles on the Riemann sphere. 
Concerning points (1) and (2), we are inspired by the 
theory of the Kadomtsev-Petviashvili (KP) hierarchy, 
more specifically, by its formulation as the system of compa-
tible flows,5.6 
aK = (K DrK-I)+K _ K Dr, r>l, 
atr 
( 1.2) 
where K lies on the Volterra group of pseudodifferential op-
erators, 
00 
K= 1 + I an (x,t)D -n, t= (tr), D=ax , (1.3) 
n= 1 
and the subscript + in (1.2) means the differential operator 
part. On the other hand, we remark that the notion of loop 
group used for the AKNS hierarchy I is a particular case of 
that group of formal multiseries considered here. 
With respect to point (3), we recall that a equations 
were very useful for extending the range of application of the 
inverse scattering transform method of the solution for 
(1 + 1) NOE's and (2 + 1) NOE's,7 Subsequently, aequa-
tions were considered as the starting point for introducing 
and solving NE's.8.9(a).1O As a matter offact, the concept of 
AM is motivated partly by the analysis of the algebraic struc-
ture underlying the use ofa equations in Refs. 9(a) and 10. 
Further motivations come from other important methods II 
for solving integrable models such as the construction of 
finite gap solutions in the framework of algebraic geometry 
and that of rational solutions in the context of the Grassman-
nian formalism where modules over polynomial rings also 
occurs. 
For these cases the role of the NW functions is played by 
the Baker functions. In some sense AM's provide the bridge 
between the Grassmannian formalism and the a and Zak-
harov-Shabat dressing methods l2 for integrable systems of 
the AKNS type. On the other hand, they show the group-
theoretical content of these solution methods. However, if 
one is more interested in the construction of solutions to 
NOE's than in the group aspects, an economical scheme 
based on AM's can be restated. On this point we refer to Ref. 
9(b), where additional information can be found with re-
gard to the hierarchy (H) containing (l.1a)-( l.lc). Other 
hierarchies of evolution NOE's, with constraints solvable 
within the framework of the AM scheme, are investigated in 
Ref. 9 ( c ) [ (2 + 1) -dimensional case] and Ref. 9 ( d) 
[(N + I)-dimensional case, N>I]. Genuine (2 + l)-di-
mensional equations can also be obtained in the context of 
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AM's [see Ref. 9 (e) ]. The formulation of the associated 
Lie-algebraic approach would require the use of pseudodif-
ferential operators in addition to that of formal multiseries 
[see ( 1.2) and ( 1.3 ) for the KP case] . Finally we notice that 
the AM scheme can be developed in discrete cases as well: 
see Ref. 9(f), where an integrable (2 + 1 )-dimensional gen-
eralization of the Volterra model is derived. 
This paper is organized as follows. Section II starts with 
an abstract introduction to the class of compatible families of 
flows used in our work. Then we define MSIM's in the one-
pole case and we discuss the contractible models corre-
sponding to the AKNS hierarchy. Section III deals with 
MSIM's in the general N-pole case. Some contractible mod-
els are exhibited for N = 2. They yield the sinh-Gordon 
equation and the hierarchy (H), including the system 
(1.1a)-( l.1c). In Sec. IV we analyze solution methods to 
MSIM's from the point of view ofNW functions and AM's. 
We exhibit Riemann-Hilbert and a realizations of AM's. 
Special attention is devoted to soliton solutions and some 
explicit examples are worked out in detail. In particular, we 
give a simple derivation of the Blaschke-Potapov factor3 of 
soliton dressing. More general procedures for constructing 
asymptotic modules, based not only on the Riemann sphere 
but also on higher-genus Riemann surfaces, will be present-
ed elsewhere,9(g) allowing us to characterize wide classes of 
solutions, including the rational and soliton classes as well as 
those arising in the finite-zone integration method. There are 
also two appendices. The first one considers some properties 
of differential polynomials that are used throughout the pa-
per and the other includes the proof of the fundamental 
property of AM's. 
II. MUL TISERIES INTEGRABLE MODELS (MSIM's): 
PRELIMINARY MATERIAL AND THE ONE-POLE CASE 
A. Double Lie algebras and compatible flows on Lie 
groups 
Much of the geometric content of integrable systems is 
often related with the presence of a double Lie algebra struc-
ture; that is to say, a Lie algebra [§ that admits a decomposi-
tion into a linear direct sum of two Lie subalgebras,2.3.13.14 
[§ = [§ + + [§ -' (2.1) 
In this subsection we are going to use this structure for defin-
ing compatible flows on Lie groups. Given a double Lie alge-
bra [§ and UE[§ we will denote by U + the projections of U on 
[§ ± associated with the decomposition (2.1), and by 11' the 
projection operator, 
1I'(u) = u+, (I - 11') (u) = U_. 
Let f1 be a Lie group with Lie algebra [§ and f1 _ a sub-
group with Lie algebra [§ _. Given a commutative family of 
elements {Cj}~ in [§ , 
(2.2) 
we consider the following associated family of flows on f1 _: 
a,;g = - (g cjg- I) _g, gEf1_, i = I, ... ,s. (2.3) 
Here, g Cj~-I denotes the image of Cj under the adjoint ac-
tion of gE[§ _ on the Lie algebra [§ and (g cjg- I) _g is the 
image of (g cjg- I) _E[§ _ under the right-translation action 
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of ge9 _. Thus the right-ha~d side of (2.3) determines a 
well-defined vector field on Y _. The remarkable property 
of these flows is that they commute with each other, i.e., that 
the quantity 
y,*, (at atg - at atg)g-I 
'J J I 
is zero. To prove this, we use the identities 
and 
atj(gCjg- l ) = [(atjg)g-I,gcjg- I ], 
so that (2.3) implies 
y= [(qj)-,qjL - [(qj)-,q;]- + [(qj)-,(qj)-], 
(2.4) 
where 
qj =gcjg- I. (2.5) 
Now from (2.2), [qj,qj] = g[cj>cj ] g-I = 0, and therefore 
[(qj L,q;] = - [(qj) +,q;] = - [(qj) +,(qj) +] 
- [(qj)+,(qj)-]' 
Hence 
[(qj)-,q;] - = - [(qj)+,(qj)-]-
since 
[(qj) +,(qj) +] _ = 0 (Y + is a Lie subalgebra). 
By inserting this into (2.4) we get 
Y= [(qj)_,(qjL] _ + [(qjL,(qj)-]' 
Hence Y = 0 since 
[(qj)_,(qjL] _ = [(qj)-,(qj)-] 
(Y _ is a Lie subalgebra). 
As a consequence of the compatibility, it is reasonable to 
consider simultaneous solutions g(t) [t = (tl, ... ,t.)] to the 
family of flows (2.3). These solutions constitute the main 
elements of our analysis in the specific cases described below 
where Y is an algebra of f~rmal multiseries. 
It is worth noting that Y, the Lie group with Lie algebra 
Y, plays no role in the above discussion. Indeed, the con-
struction of the flows (2.3) only requires three basic objects: 
A 
a double Lie algebra Y, a Lie group Y _ with Lie algebra 
A 
Y _, such that Y _ acts on Y by means of the adjoint action, 
and some commutative subset {c;}~ of Y. This is an impor-
tant fact, since in the applications we have to deal with infi-
nite-dimensional Lie algebras for which 9 turns out to be a 
much more complicated object than 9 _. In t.!!e cases rel-
evant to this paper, both structures, Y and Y _, are im-
mersed in some associative algebra offo~al multiseries that 
allows us to define the adjoint action of Y _ on Y in a natu-
ral way. 
Finally we notice that it is sometimes useful to consider 
a family of reduced flows, i.e., a family of flows (2.3) on a 
A A 
subgroup Y '_ of Y _, which is invariant under certain auto-
morphisms. 
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B. Definition of MSIM's In the one-pole case 
Let d be the associative algebra of formal series of the 
form 
N 
u(k) = I unkn, NEZ, (2.6) 
n = - 00 
with d X d matrix coefficients Un' The product uv in d is 
defined through a term by term series multiplication. The 
subset Y = {UEd s.t. tr Un = 0 for all n} is a Lie algebra 
with the Lie product [u,v] =i=UV - VU. Further, f.!} admits a 
double Lie algebra structure determined by the projection 
operator 
1T(U) = I unk n. (2.7) 
O<n<N 
The corresponding Lie subalgebras Y + and f.!} _ of f.!} are 
given by 
f.!} + = {UEf.!} fUn = 0 for all n <o}, 
Y _ = {UEY fUn = 0 for all n;;'O}. 
Products of exponentials of elements in f.!} _ generate a 
Lie group 9 _ Cd, whose elements are of the form 
00 
g(k) = I ank - n, ao = I, (2.8a) 
n=O 
and satisfy the constraint 
detg(k) = 1. (2.8b) 
We will refer to the coefficients {an} j as the coordinates of 
the group element g. Note that the inversion operation in 
A 
f.!} _ can be performed as follows: 
00 
g-I = I + I (_I)/(g_l)/= l-a1k- 1 + .... 
1= I 
(2.9) 
Thus it is clear that 9 _ has a well-defined adjoint action on 
f.!), 
f.!} -+f.!}, adg(u) =gug- I. 
Given a commutative family, {cJ~ C Y +' we define the 
associated MSIM as the family of compatible flows (2.3) on 
9 _. This definition corresponds to the case of a unique pole 
k = 00 on the Riemann sphere. A reduction of a MSIM is 
defined as a family of flows (2.3) on a subgroup 9 '_ of 9 _, 
which is invariant under certain automorphisms. 
C. Simple contractible MSIM's: The AKNS hierarchy 
Suppose now that d = 2 and consider a commutative 
family in f.!} + of the form 
cj(k) =w j (k)u3 , i= I, ... ,s, (2.10) 
where Wj (k) are arbitrary polynomials in k and U 3 is the 
Pauli matrix. The associated MSIM is the family of compati-
ble flows, 
A 
atjg= -(wj (k)gu3K- 1)_g, gef.!)_. (2.11) 
Each of these equations can be described in terms of the 
coordinates {an}j of the group element (2.8a), so that 
(2.11) constitutes a system of equations with an infinite 
number of dependent scalar variables. However, because of 
the compatibility of this system, it is possible to deduce stan-
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dard integrable models, i.e., differential equations involving 
a small number of dependent scalar variables. We say that 
the MSIM is "contractible." 
Let us make explicit the case s = 2, c i = - ika3, 
c2 = iw(k)a3 for an arbitrary polynomial w(k). The asso-
ciated MSIM consists of the two flows 
as= (ikga~-I)_g, 
alg = - (iw(k)ga~-I)_g, 
(2.12a) 
(2.12b) 
where we have set x = tl and t = f2. Let us introduce the 
following element of $ : 
r=iga~-" (2.13) 
which, according to (2.8) and (2.9), is of the form 
00 
r= L rnk -n, ro=ia3 • (2.14 ) 
n=O 
One proves (see Appendix A) that the matrix elements of 
the coefficients r n are polynomials in the matrix elements of 
[a3 ,a.] and their derivatives, with respect to x. Now, Eq. 
(2.12b) can be rewritten as 
(alg)g-I = (1T- I)(w(k)r(k»). (2.15 ) 
Then if 
N 
w(k) = L a,k " 
'=0 
by identifying the coefficients of k - I in Eq. (2.15), we find at 
once 
N 
alai = - L a,r'+I' 
'=0 
which implies 
N 
ia l [a3 ,a l ] = - i L a, [a3,r,+ I ]. 
'=0 
(2.16 ) 
These differential equations are the members of the AKNS 
hierarchy. They involve the matrix elements of [a3 ,a)] only. 
Reductions of AKNS hierarchy equations can be ob-
tained by means of reductions of the MSIM (2.11). For ex-
ample, the modified KdV hierarchy (MKdV) is character-
ized as follows. Let f9,_ be the set of elements gEf9 _, 
verifying 
alg( - k)a) = g(k). (2.17) 
Clearly f9,_ is a subgroup of f9 _ and its Lie algebra $'_ is 
given by the elements of $ _ satisfying (2.17). Now if we 
take Ci (k) = w i (k)u3 with Wi (k) being odd polynomials in 
k, then the right-hand side of (2.11) determines a vector 
field on f9,_ and consequently we obtain a reduction on f9 '_ 
of the MSIM (2.11). Since a)a)a) = -a) for the coordi-
nate a) of gEf9'_ , these reduced MSIM's impose a compati-
ble constraint to the AKNS equations (2.16), which turns 
out to yield the members of the MKdV hierarchy (see Ap-
pendix A). 
III. MUL TISERIES INTEGRABLE MODELS (MSIM's): THE 
GENERAL CASE 
A. Formal multiserles 
In order to apply the construction of compatible flows of 
Sec. II A to define general MSIM's, we will use algebras of 
1665 J. Math. Phys., Vol. 30, No.8, August 1989 
multiseries as the basic algebraic objects, so it is convenient 
to introduce some appropriate notation conventions. 
Given a positive integer d and N different points {kn}f 
on the Riemann sphere § with k) = 00. let .91 be the set of N-
tuples of the formal series 
M, 
ul(k) = L u)mkm, 
m = - 00 
00 
Un (k) = L Unm (k - kn )m, n = 2, ... ,N, 
m=MII 
(3.la) 
(3.lb) 
( 3.1c) 
whereMnElandunm ared Xdmatrixcoefficients. We point 
out that all the formal series involved here are of finite order 
Mn at their corresponding reference points. Therefore, be-
sides the usual notions of sum and multiplication by complex 
numbers, we can define a product operation in .91, 
UU' = (u)(k)u; (k), ... ,uN(k)u;";'(k»), 
where the products Un (k)u~ (k) are understood in the sense 
of a term by term series multiplication. With these opera-
tions .91 becomes an associative algebra. 
Furthermore, let f!/( be the associative algebra of d X d 
matrix-valued rational functions on § with possible poles at 
{kn}f only. Given UEf!/(, let us denote by Un (k) its corre-
sponding Laurent series at k = k n • Then the map 
(3.2) 
is an injective homomorphism between the associative alge-
bras f!/( and d. 
The following linear map will be particularly important 
in our discussion: 
+ t( L Unm(k-kn)m). 
n-2 M,,<m<O 
(3.3 ) 
Here Unm are the coefficients of the formal series Un (k) that 
determine uEd [see (3.1)]. Observe thatp(u) is obtained 
by adding the principal parts of the series Un (k) 
(n = I, .. . ,N) and the constant term of U) (k). Now consider 
the composition of rand p, 
(3.4 ) 
It follows at once from the partial fractial decomposition 
theorem that pOr = Id"" so that 1T is a projection operator 
on the vector spaced that determines a decomposition of 
.91 into a linear direct sum of two subalgebras, 
(3.5) 
where .91 + = Ran 1T = r(f!/() and .91 _ = Ker 1T consists of 
the elements (3.1), such that M) = - 1 and Mn = 0 for 
n=2 .... ,N. 
B. Definition of MSIM's 
Weare now ready to generalize the definition of 
MSIM's given in Sec. II B by considering Lie algebras and 
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groups contained in the associative algebra d of multiseries 
(3.1). The subset f§ = {uEd s.t. tr Unm = 0 for all n,m} is a 
Lie algebra with the Lie product [u,v] '* uv - vu. Here f§ is 
an invariant subspace of d under the projection operator 1T 
of (3.4), and the corresponding restriction f§ ..: f§ deter-
mines a double Lie algebra structure on f§ with 
f§+ =f§nd+. 
- By means of the exponentials of elements of f§ _ one 
generates a Lie group f§ _ that consists of the elements of d, 
g = (gl (k),···,gN (k»), 
00 
gl(k) = I + L glm k -m, (3.6) 
m= 1 
00 
gn (k) = L gnm (k - kn )m, n = 2, ... ,N, 
m=O 
such that 
detgn(k) = 1, n = 1, ... ,N. (3.7) 
We will refer to the coefficients gnm as the coordinates of 
gEf§ _. It is easy to see that f§ _ has a well-defined adjoint 
action on f§. 
Henceforth formal Lie algebras and groups of N-tuples 
of d X d matrix-valued series centered at {kn}f will be called 
multi series Lie algebras and groups with reference points 
{kn}f. 
At this point we can take any commutative family {c.}~ 
C f§ + and define the a~sociated MSIM as the family of com-
patible flows (2.3) on f§ _. Equations (2.3) can be described 
in terms of the coordinates g nm of g so that they constitute a 
system of equations with an infinite number of dependent 
scalar variables. However, because of the compatibility of 
this system, in some cases it is possible to deduce standard 
integrable models, i.e., differential equations involving a 
small number of dependent scalar variables. Then we say 
that the MSIM is contractible. Many integrable models in 
1 + 1 dimensions can be obtained by the contraction of 
MSIM's. Among these are the Toda lattice, the sine-Gor-
don, and the Chiral-field models. 
A reduction of a MSIM is defined as a family of flows 
(2.3) on a subgroup f§'_ of f§ _ that is invariant under 
certain automorphisms. In general, reductions of standard 
integrable models correspond to reductions of MSIM's. 
As an illustration of the above abstract considerations 
we now analyze the simple case given by d = 2, N = 2, and 
{k l = 00 ,k2 = a}. Here the elements of d can be written as 
U = (u l(k),u2(k)) with 
M, 
ul(k) = L u1mkm, 
m= - 00 
(3.8) 
00 
u2(k) = L u2m k m, M 1,M2EZ, 
m=M, 
where U nm are 2 X 2 matrices. In this particular case the map 
(3.2) takes a very simple form. Indeed since Yl is now the set 
of rational functions on § with poles at k 1 = 00 and k2 = 0 
only, its elements are finite sums of the form 
1666 J. Math. Phys., Vol. 30, No.8, August 1989 
U = 1:: = N umk m, with M, NEZ (M>N). Hence 
r(U) = (U(K),U(K»), UEYl. (3.9) 
The Lie algebra f§ and the Lie group f§ _ are readily charac-
terized as subsets of d. We express the elements 
g = (gl (k),g2(k») of f§ _ as 
00 00 
gl(k) = I + L amk -m, g2(k) = L bmkm. (3.10) 
m=) m=O 
In the following subsections we give some examples of 
contractible MSIM's in the case d = 2, N = 2, and 
{k l = 00,k2 = a}. Some N-pole contractible MSIM's (with 
N> 2) will be investigated elsewhere. 
C. A contractible two-pole MSIM: The sinh-Gordon 
equation 
Let us consider the MSIM defined by the following pair 
of compatible flows on f§ _: 
axg= -(gcg-1Lg, ayg= -(gc'g-ILg, (3.11) 
associated with the following commuting elements in f§ +: 
c = r( - ik0'3) = ( - ik0'3' - ik0'3) , (3.12a) 
c' = r( - ik -10'3) = [ - i(0'3Ik ), - i(0'3Ik)]. (3.12b) 
From the definition (3.3) of the map p we have 
p(gc'g-I) = - (ilk)bo0'3b O- I. 
Then, taking into account (3.4) and (3.9), Eq. (3. 11) im-
plies that 
axgj = ik [gj'0'3] + i[0'3,a l ]gj' 
aygj = (ilk)bo[b o- lgj'0'3]' j= 1,2. 
(3.13a) 
(3.13b) 
By substituting the expansions (3.10) into (3.13) and iden-
tifying the terms in k 0 and 11k in (3.13a) and (3.13b), re-
spectively, we get 
axbo = i[0'3,a l lbo, aya 1 = i[ 0'3,bo] b 0- I, 
which imply a differential equation for bo, 
ay [(axbo)b 0 1] = [0'3,bo0'3b 0- I]. 
(3.14 ) 
(3.15 ) 
Furthermore, since det g2(k) = 1, bo satisfies the constraint 
det bo = 1. 
Now we consider the reduction of the previous MSIM 
A A 
onthegroup~'_ ofelements,g= (gl,g2)E~ _, such thatgj 
(j = 1,2) satisfies (2.17). [This is possible because - ikO' 3 
and - ik -10'3 satisfy (2.17).] Under this assumption we 
deduce O'lboO'I = bo, which together with det bo = 1 implies 
the following form for bo: 
b
o 
= (C~Sh tp sinh tp), 
smh tp cosh tp 
(3.16) 
where 'PEe. Now from (3.15) one finds at once the sinh-
Gordon equation for tp, 
aXYtp = - 2 sinh(2tp). (3.17) 
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O. Contractible two-pole MSIM's: A hierarchy of 
evolution (2+1) NOE's with constraints 
Let us consider the MSIM obtained by adding the fol-
lowing flow to the system (3.11): 
a,g= - (gc"g-'Lg, (3.18) 
where C"E~ + is defined by 
c" = 7"(iW(k)0"3) = (iw(k)0"3,iw(k)0"3)' 
with 
N 
w(k) = L a,k', N,M>O. 
1= -M 
(3.19a) 
(3.19b) 
Now the solutions to (3.11) and (3.18) will depend on three 
variables (x,y,t). In order to investigate the differential 
equations satisfied by the coordinates of g we rewrite (3.18) 
as 
(3.20) 
It is easy to see thatgr(iw0"3)g-' can be written in the form 
gr(iw0"3)g-' = (wr,wborb o-'), (3.21a) 
where rand r are defined by 
r=g,iO"~I-I, r'=g;iO"~;-', 
with 
00 
(3.21b) 
g;*b o- 'g2 =1+ L a'",km, a'",*bO-'bm. (3.22) 
m=l 
Both rand r' are interesting objects since they depend on a 
few group coordinates only. Indeed, they are ofthe form 
(3.23) 
with the coefficients rn (resp. r~) being polynomials in the 
off-diagonal elements of a l (resp. of a; = b 0- Ib l ) and their 
derivatives with respect to the x (resp.y) variable. To prove 
this we notice that 
tr r = tr r = 0, det r = det r' = 1. 
On the other hand, we have 
axr = - ik [0"3,r] + i[ [0"3,atl,r], 
a/ = - (ilk)[0"3,r] + i[[0"3,a; ],r]. 
(3.24 ) 
(3.25a) 
(3.25b) 
Equation (3.25a) is an immediate consequence of Eq. 
(3.13a) for g" whereas Eq. (3.25b) follows from the equa-
tion 
(3.26) 
which in tum derives from Eq. (3.13b) for g2 by taking into 
account that this latter implies 
( 3.27) 
Now, as it is proved in Appendix A, Eqs. (3.23)-(3.25) are 
all we need to conclude that r n (resp. r~ ) is a polynomial in q, 
s (resp. q', s') and their x derivatives (resp. y derivatives), 
where 
i[0"3,atl = - e b)' i[ 0"3,a; ] = - e. b} (3.28) 
Moreover, in view of (3.25) and (3.28), it is clear that r~ is 
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obtained from rn by replacing (a ';q,a ';s) with (a ';q',a ';s') 
for all m;;'O. 
We are now ready to write (3.20) in terms of the coordi-
nates of g. However, we are only interested in obtaining dif-
ferential equations for the first few coordinates. In this sense 
observe that 
_I (a,a l ( 1 ) _I (a,g)g = T+ 0 k2 ,(a,bo)b o 
+ bo(a,a; )bO-'k + O(k 2»). 
Furthermore, from (3.3) and (3.19)-(3.23) it follows that 
p(g1"(iW0"3)g-l) = n~o knctn alrl_ n) 
Then, since 1T = rep and taking (3.9) into account by identi-
fying coefficients in (3.20), we get 
N 
iJ,[0"3,a l ] = -i L a
'
[0"3,r,+d 
1= -I 
M 
+i L a_ I [0"3,bor;_lb o- I], (3.29a) 
1= I 
M 
ia, [0"3,a; ] = - i L a _, [ 0"3,r; + I ] 
,= -I 
N 
+ L a'[0"3,b o- lr'_lbo], 
,= I 
N M 
a,bo = L a,r,bo - L a _,bor;. 
'=0 '=0 
(3.29b) 
(3.29c) 
From the properties of rn and r~ these differential equations 
involve the matrix elements of [0"3,a 1]' [0"3,a; ], and bo only, 
and contain derivatives with respect to three variables x, y, 
and t. On the other hand, besides (3.29a)-(3.29c) we have 
to consider the equations corresponding to the flows (3.11 ) 
as well. These later derive from (3.13) and reduce to four 
additional relations: 
i[0"3,a l ] = (axbo)b o- ' , i[0"3,a;] = -bo-'Jybo, (3.29d) 
iay [0"3,a l ] = [0"3,b00"3b 0- 1], 
iax [0"3,a; ] = [0"3,b 0- 10"3bo]· (3.2ge) 
By using (3.29d) we can express rl and r; in terms of bo 
and its derivatives with respect to x and y. In this way 
(3.29c) becomes an evolution equation for the matrix boo 
The remaining constraints on bo follow from (3.29d) and 
(3.2ge) and are resumed by the equation 
ay( (axbo)b 0- I) = [0"3,bo0"3b 0- I]. (3.30) 
Observe that Eqs. (3.29a) and (3.29b) are a conse-
quenceof (3.29c) and (3.29d). To see this point, it is enough 
to differentiate (3.29c) with respect to x and y, taking into 
account (3.29d) and the following equations: 
b 0- I (ayr)bo = - (ilk) [0"3,b 0- Irbo], 
bo(axr')b o- I = -ik [0"3,bor'b o- I], 
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which derive from (3.13) and imply 
bo-I(ayr,+ I )bo = - i[ u3,bo-lrlbo], 
bo(axri+l)b o- l = -i[u3,borib o-T 
We also remark [see Ref. 9 (b) J that by eliminating bo in 
Eqs. (3.29a) and (3.29b) it is possible to obtain a system of 
four evolution scalar NDE's with some differential con-
straints. These NDE's involve the four scalar functions q, s, 
q', ands' defined by (3.28). 
As an illustration of the rich structure [Ref. 9(b) J that 
underlies Eqs. (3.29), we will analyze one of the reductions 
of the MSIM [(3.11 )-(3.18) J. Suppose that w(k) is an odd 
polynomial, 
N 
w(K)= L a2/+lk2l+1. 
1= -M 
(3.31 ) 
Then iw(k)u3 satisfies (2.17) and the three flows (3.11), 
(3.18) can be defined on the subgroup f1,_ of elements 
g = (gl,g2)Ef1 _, such thatgj verifies (2.17) forj = 1,2. Let 
g be a solution on the reduced group; then we have 
ulgl ( - k)ul = gl (k), ulg; ( - k)ul = g; (k), (3.32) 
uiboul = boo (3.33) 
As it is shown in Appendix A, (3.32) implies q = sand 
q' = s', that is to say 
i[u3,a IJ = - qUI' i[ u 3,a;] = - q'ul. (3.34) 
Furthermore, if we set 
'YIn ) , = (5~ f: ,rn , 
- ~n Yn 
'YI' ) ~5~ , 
then (3.32) means that relations (A12) of Appendix A hold 
for both r n and r~. Hence 
(3.35) 
On the other hand, as we saw in Sec. III C, (3.33) enables us 
to write bo in the form (3.16), which implies 
(atbo)b 0- I = CPtUI' (axbo)b 0- 1 = CPxUl' 
bo-I(aybo) = cpyul· 
(3.36) 
In this way, one easily finds that Eqs. (3.29c) and (3.29d) 
become 
N M 
CPt = L a 2/ + 1'YI2I+ I - L a- 21 + I'YIi/_I' 
1=0 1= I 
q = - CPx' q' = CPY' 
qy = - q~ = 2 sinh(2cp). 
(3.37) 
(3.38) 
(3.39) 
By using (3.38) we can express 'YI2I + I and 'YIi/- I in 
terms of cP so that (3.37) represents a hierarchy of evolution 
NDE's in (2 + 1) dimensions for the single function cp. 
However, the function cP is subject to a differential con-
straint; it derives from (3.38) and (3.39) and takes the form 
CPxy = - 2 sinh(2cp), (3.40) 
as it should be expected in view of (3.30) and of the results of 
Sec. III C. In addition, it is easy to see that differentiation of 
(3.37) with respect to x and y yields evolution NDE's for q 
and q' in (2 + 1) dimensions. Note also that (3.38) and 
(3.39) determine the differential constraints, 
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( qx
y )2 = I + (qy)2. 
4q 4 
(3.41 ) 
The first nontrivial example of (3.37) corresponds to 
w(k) = ak 3 + a'k -3 and leads to 
CPt = aU CPxxx - ~(CPx )3) + a'U CPyyy - !(cpy )3). (3.42) 
Differentiation of (3.42), with respect to x and y, gives 
q, = a(! qxxx - ~ iqx) + a'( -! q~yy + ~(q')2q~), 
(3.43a) 
q; = a'U q;yy - ~(q')2q;) + a( -! qyxx + ~ iqy). 
(3.43b) 
In addition to these evolution equations, the functions cP and 
(q,q') satisfy the constraints (3.40) and (3.41), respective-
ly. 
IV. ASYMPTOTIC MODULES (AM's) AND SOLUTION 
METHODS 
The MSIM's described in the preceding sections admit 
natural solution methods based on the construction of par-
ticular objects called normalized wave functions and asymp-
totic modules. In particular, these methods provide solu-
tions to the standard integrable models associated with 
contractible MSIM's. 
A. Normalized wave (NW) functions 
Again we will use the multipole structures ..#, !!Il, ~, 
~ +, ~ _, and f1 _ with reference points {kn}f and the 
maps r, p, 1T = rOp defined in Sec. III. Let us take a commu-
tative family {cJ~ C ~ +. Since ~ + = ~ nr(!!Il) there is a 
commutative family {CJ~ c!!Il with tr Ci = 0, such that 
Ci = r(Ci )· (4.1) 
We look for solutions to the MSIM (2.3) associated with 
( 4.1 ). This system can be rewritten as 
-I ~ a,;g=1T(gc ig )g-gco gEv_. (4.2) 
We now introduce the following associative functional 
algebras ..# (D). Let D be a subset of the Riemann sphere § 
such that {kn}f are limit points of D. By ..# (D) we will 
denote the set of d Xd matrix-valued functions H = H(k), 
defined on D, for which there is an element 
h = (hl(k), ... ,hN(k»)in..#, such thatH(k) admitshn (k) as 
its asymptotic expansion (AE) as k-+kn (n = 1, ... ,N). Obvi-
ously, !!IlC..#(D) and the map (3.2) admits an extension, 
..#(D) -:..#, r(H) = (hl(k), ... ,hN(k»), (4.3) 
which is a homomorphism between the associative algebras 
..#(D) and..#. Next we define the projection operator, 
n 
..# (D) -+ ..# (D), II = pOr. (4.4) 
From (3.3)-(3.5) it follows at once that II:", = Id:"" 
Ran II = !!Il, while Ker II = r- I (..# _). The maps r and II 
enable us to formulate a version of (4.2) on ..# (D). Indeed, 
consider the system 
a,,G = II (GCiG -I)G - GCi, (4.5a) 
with the conditions valid for any t = (t I, ... ,ts )' 
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G(t), G -1(t)ed(D), r(G(t»)e~_. (4.5b) 
Given a solution G(t) of (4.5), since roll = ?TOr and 'Tis an 
algebra homomorphism, it follows at once that 
g(t) = r( G(t») is a solution of ( 4.2). We may still perform a 
further reformulation of our problem by means of the func-
tion 
(4.6) 
It is clear that (4.5a) is equivalent to 
a/iF = II (FCiF -I )F, (4.7) 
while (4.5b) is verified if Fsatisfies 
detF= 1 (4.8) 
and admits AE's of the form 
F(k,t)-(l + mtl glm(t)k -m)expCtl tiCi(k»). 
k-+ 00, (4.9a) 
F(k,t) -eto gnm (t)(k - kn)m )expCtl liCi(k»). 
k-+kn' n = 2, ... ,N. (4.9b) 
A function F(k,t) (such that kEDCS and {kn}f are 
limit points of D), which satisfies (4.7)-( 4.9), will be called 
an asymptotically normalized wave function (NW func-
tion) on D for the MSIM (4.2). To summarize we can state 
that each NW function F( k,t) determines a solution of ( 4.2) 
in the form 
g(t) = r(F(k,t)exp( - itl liCi)). 1= (t1, .. ·,/,). 
(4.10) 
We notice that there is an elementary NW function on 
§ - {kn}f given by 
E(k,t) = expCtl tiC} 
which corresponds to the trivial solution g = 1 to (4.2). 
B. Asymptotic modules 
A set 'ir of d Xd matrix-valued functions defined on a 
subset DC § is said to be a (left) f!I( module if it satisfies 
HI + H 2e'ir, for all HI ,H2e'ir, 
UHe'ir, for all Uef!l(, He'ir. 
(4.11a) 
(4.11b) 
We are going to see how some f!I( modules, called 
asymptotic modules (AM's), allow us to reproduce NW 
functions. Let Do and DI be subsets of § such that {kn}f are 
limit points for DonD I . We are given a NW function, 
Fo = Fo(k,t), on Do for the MSIM (4.2) and we want to 
produce another NW function, FI =FI(k,t), on DI for 
(4.2). The simplest case corresponds to Fo(k,t) = E(k,t). 
The strategy is the following. First it is convenient to look for 
a function F differing from FI by a normalization factor, i.e., 
condition (4.8) is not required for Fl' Here Fis generally 
defined on a subset D; bigger than D I • On one hand we 
characterize the behavior of Fin D; by looking for F(t) in a 
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fixed f!I( module for all I (isospectrality condition). Further-
more, in order to guarantee the uniqueness of F, we impose 
that FF 0- I satisfies some regularity condition in some ap-
propriate set DOl containing DonD; and admits some 
asymptotic structure at {kn }f. 
More precisely, we will say that a set 'ir of d X d matrix-
valued functions H(k), defined on D;, is an AM around the 
NW function Fo(k,/) on Do for the MSIM (4.2) if the fol-
lowing conditions hold: 
(1 ) 'ir is an f!I( module; (2) for each value of 
1= (t1,. .. ,/,), there is a unique function F(t)e'ir such that 
'" (i) the function F(t) =i=F(t) F 0" 1(/) defined",for kEDonD; 
has a "smooth" ~tension in DoJ,t. and (ii) F(t) belongs to 
d (DOl) with ll(F(t») = 1, i.e., F(k,t) admits AE's of the 
form 
F(k,t) -1 + i: ({JIm (t)k - m, k-+ 00, (4.12a) 
m=1 
F(k,t) - i: ({Jnm (t) (k - k n )m, k-+kn' 
m=O 
n=2, ... ,N; (4.12b) 
and (3) detF(k,/):;fOforkEDICD;. 
Then we have the following important property whose 
proofis given in Appendix B. If 'ir is an AM around the NW 
function Fo on Do for the MSIM (4.2), then it turns out that 
FI(k,/) =F(k,t)[detF(k,t)] -lid (4.13) 
is a NW function on DI for (4.2). 
By using ( 4.1 0) we conclude that starting from the solu-
tion 
go(t) = ~Fo(k,t)exp( - itl liCi)) 
ofthe MSIM (4.2) we can construct the new solution 
gl(t) = ~FI(k,t)exp( - It I liCi)). 
Thus we obtain an iterative procedure for generating solu-
tions to MSIM's and as a consequence to their associated 
standard integrable models [such as the AKNS hierarchy 
and the system (1.la)-(1.lc) identical with (3.43) and 
(3.41)] in the contractible cases. 
Note that the terminology in this paper is slightly differ-
ent from Ref. 9(b) where we use the ring f)( of f!I(-valued 
functions of t and we name AM the f)( module ;r of dimen-
sion I and of basis F(k,t). 
C. Construction of asymptotic modules 
First we remark that f!I( modules can be constructed in a 
natural way by means of Riemann-Hilbert and a problems. 
LetrbeanorientedcurveinS - {k,,}fandletG(k) be 
a d X d matrix-valued function defined on r. Let us denote by 
'ir the set of d X d matrix-valued functions, defined on 
D; = S - (rU {k" }f), whose left and right boundary values 
H ± on r exist and satisfy 
H_(k) = H+(k)G(k). (4.14) 
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Then 'lr defines an obvious !!II module. We recall that such 
Riemann-Hilbert problems appear in the Zakharov-Shabat 
dressing method. 12 
Now let us consider a d X d matrix-valued distribution 
R(k) withsupportinS - {kn}f. The set 'lrofd Xdmatrix-
valued functions H(k), defined on D; = S - {kn }f, which 
satisfy the a equation 
Jl! (k) = H(k)R(k), kES - {kn}f, 
Jk 
is also an obvious &? module. 
( 4.15a) 
It is known that a Riemann-Hilbert problem can be 
considered formally as a particular a problem. For this rea-
son we will only investigate the construction of AM's asso-
ciated with a problems. 
Let us prove that for an appropriate choice of the input 
function R (k), the &? module 'lr associated with (4.15a) is 
an AM around each of the NW functions Fo (k,t) considered 
in (a) and (b). 
(a) Here Fo(k,t) = E(k,t) (the elementary NW func-
tion). Then Do = D; = DI = DOl = S - {kn}f. The func-
tion F*F F 0- ) must satisfy the a equation 
JF A A N 
--=-(k) = F(k)R(k), kES - {knh, (4.15b) 
Jk 
A A 
with R(k) *Fo(k)R(k)F <> )(k). Here F must also admit 
AE's of the form (4.12). By applying the generalized 
Cauchy formula in a way similar to Refs. 9(a), 10(a), (c) 
one can see that F is a solution of the integral equation 
(4.15c) 
where J is the integral operator 
JF(k) =~fr dq A dq F(q)R(q). 
2l1T JR' q - k 
With reasonable assumptions on R (k), (4.15c) has a unique 
solution and det F( k) does not vanish. As a consequence 'lr 
is an AM around Fo. Note that iftr R(k) = 0, then we also 
have tr R (k) = 0 so that formula (4.15b) implies (J / 
Jk)detF=O. By using (4.12) we find detF=detF= I 
and the formula (4.13) becomes merely F) = F. Note also 
that the new NW function (4.13) can be computed easily 
when R(k) is a linear combination of delta functions. The 
corresponding new solution of the MSIM (4.2) will be 
called, in a wider sense, a multisoliton solution since it yields 
in some cases a multisoliton solution to a standard integrable 
model. 
(b) Here Fo (k, t) satisfies a a equation, 
J~O(k) = Fo(k)Ro(k), kES - {kn}f. 
Jk 
Then Do = DI = D; = DOl = S - {kn}f. The function 
F*FF 0- I must satisfy the a equation (4.15b) with 
R = Fo(R - Ro)F 0- 1 and admit AE's of the form (4.12). 
Similar to (a), Fis a solution of the integral equation ( 4.15c) 
and, with reasonable assumptions on R(k) and Ro(k), we 
conclude that 'lr is an AM around Fo. If tr Ro (k) 
= tr R (k) = 0, the formula (4.13) becomes F) = F. 
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D. Solitons 
There are other ways than using Riemann-Hilbert and 
a problems for constructing AM's. For example, we will now 
construct some AM's that are particularly appropriate for 
analyzing soliton solutions. 
Let Fo be a NW function analytic on a dense open set Do 
of S, where S - Do is made up of isolated points including 
the {kn}f and of some curves. Let ko and k b be two different 
complex numbers in Do and let M and Nbe two subspaces of 
Cd, such that Cd = M + N. Denote by 'lr the set of d X d 
matrix-valued functions H(k) analytic on D; = Do - {ko} 
with, at most, a single pole at k = ko and verifying (a) the 
coefficient R of (k - ko) - I in the Laurent expansion of 
H(k) at k = ko satisfies 
R(M) = {a}; (4.16) 
and (b) the value S of H(k) at k b satisfies 
SeN) = {o}. ( 4.17) 
It is clear that 'lr is an &? module. To show that it is an AM 
around Fo, let us look for functions F(t)E'lr such that 
F = FF 0- I has a continuous extension in DOl * S - {~} and 
admits AE's of the form (4.12). It is easy to see that Fmust 
be, in fact, analytic in S - {ko} (note that det Fo = 1). It 
follows that F can be written as 
F(k,t) = [1 + A (t)/(k - ko) ]Fo(k,t). 
Thus conditions (a) and (b) become 
A (t)Fo(ko,t) (M) = {a}, 
(k b - ko + A (t) )Fo(k b ,t)(N) = {a}. 
(4.18 ) 
(4.19a) 
(4.19b) 
If we assume that Cd can be decomposed into a direct 
sum of the subspacesFo(ko,t) (M) andFo(k b,t) (N) for all t, 
then we can determine projection operators pet) on Cd from 
the conditions 
Ker P(t) = Fo(ko,t} (M), 
Ran P(t) = Fo(k ~,t)(N). 
In this way (4.19) can be rewritten in the simpler form, 
A(1-P) =0, (kb -ko+A)P=O, (4.20) 
which immediately gives A = (ko - k b )P. Therefore there 
is a unique function F(t) satisfying the required conditions 
and 'lr is an AM around Fo. By using (4.13) we get the new 
NW function on D) = Do - {ko,k o}, 
F) (k,t) = [(k - ko)/(k - k b) ]d'id 
X (1 - [(k ~ - ko)/(k - ko)]P(t) )Fo(k,t), 
(4.21) 
where d I = dim N. The new NW function differs from the 
old one just by the presence of a Blaschke-Potapov factor. 3 
The interpretation of this result is that the new solution of 
the MSIM (4.2) has an additional soliton. This is in agree-
ment with Refs. 3 and 12 for the standard integrable models. 
As an example we consider the MSIM defined by the 
system of compatible flows (3.11 ) and (3.18) and choose for 
Fo the elementary NW function on Do = C - {O}: 
E(k,x,y,t) = exp( - i(kx + y/k - w(k)t)U3)' (4.22) 
while M and N are defined as 
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M = lin{( ~ I)}' N = lin{(: )}. 
Then we get 
I (eP+ eP-) P(x,y,t) = , 
2 coshp+ e- P- e- P + 
where 
p± = ±i[(ko+kb)x+ [l/ko=+=l/k~]y 
- (w(ko) + w(k ~ »)t]. 
The corresponding solution of the hierarchy (3.29) is char-
acterized by 
a l = (ko - k ~)(P - ~), a; = (1/kok ~ )a l, 
bo = (kolk ~) 1/2(1 + [(k ~ - ko)/ko]P). 
Clearly this solution represents a plane soliton. 
E. Reductions 
AM's are also suitable for constructing solutions to the 
MSIM (4.2), subject to lie on a reduced subgroup ~,_ of 
A 
f1 _. To illustrate this fact we consider the system (3.11)-
(3.18) with the reduction (2.17). Let Fo be a NW function, 
verifying 
ulFo( - k,t)ul = Fo(k,t) (4.23) 
and let Y be an AM around Fo such that uIH( - k)ul 
belongs to Yfor all HEY (the subsetsD, D;, DOl are sup-
posed to be symmetric with respect to 0). Under these as-
sumptions it is not difficult to see that condition (2) for 
AM's implies that (4.23) holds for the new NW function Fl' 
From (4.10) we conclude that the solutiong l (t), associated 
with F I , lies on the reduced subgroup. 
As an example, again let us take the elementary NW 
function (4.22) withw(k) being an odd polynomial in order 
to satisfy condition (4.23). Let ko and kb be two different 
complex numbers in Do = C - {o} and let M and Nbe two 
subspaces such that C2 = M ED N. We define Yas the set of 
2 X 2 matrix functions H( k), analytic on D ; 
= C - {O, ± ko}, with at most single poles at k = ± ko, 
and verifying that (a) the coefficients R ± of (k =+= ko) -I in 
the Laurent expansions of H(k) at k = ± ko satisfy 
R+(M) = {O}, R_ul(M) = {O}, 
and (b) the values S ± of H(k) at k = ± k ~ satisfy 
S+(N) = {O}, S_ul(N) = {O}. 
It follows that Y is an AM around Fo = E such that 
uIH( - k)u1 belongs to Yfor all HEY. Thus if we define 
M=lin{(b)}, N=lin{(:)}, 
the new NW function FI on D; = C - {O, ± ko, ± k~} 
turns out to be 
Xl+ o - o PE ( k k' ) k-ko 1 , 
where 
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_ (0 e2P) P1 - , o 1 
P2 = .!((1 + ae4p )( 1 + {3) 
r (1 + a)( 1 + {3)e2p - (1 + ae
4P ){3e2P) 
- (1 + a){3e4p , 
with 
a = (k~ - ko)/(ko + kb), {3= (k~ - ko)/2ko, 
p = - ik ~x - i(y/k ~) + iw(k ~ )1, 
r = 1 + {3 + (a - {3) e4P• 
It is not difficult to compute the corresponding solution 
to the hierarchy (3.37). It is given by 
sinh(2cp) = 2i sinh(2p + 8)/cosh2(2p + 8), 
where 8 = 10g(i{3/i + {3). 
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APPENDIX A: STRUCTURE OF THE COEFFICIENTS Tn 
In this appendix we give a simple argument that proves 
that the coefficients r" of the formal series r in (2.14) are 
differential polynomials in the off-diagonal elements of 0 I' 
Moreover, we study some properties of the reduction (2.17). 
We begin by obtaining a differential equation for r. 
From (2.12a) and taking into account that r commutes with 
kr, we have 
axr= [(kr)_,r] = - [(kr)+,r]. 
Now 
(kr)+ = (ikgu~-I)+ = iku3 - i[u3,od. 
Therefore 
a"r= - ik[u3,r] + ,nu3,od,r]. (AI) 
Next we introduce some notation, 
i[u3,a l ] = - ~ ~), (A2) 
r= (~ _;). (A3) 
Observe that according to (2.13), tr r = O. Note also that the 
matrix elements q and s in (A2) are proportional to the off-
diagonal elements of a l [q= -2i(ol)12,s=2i(a1hd. 
From (2.14) we deduce that the matrix elements of r are of 
the form 
00 00 
/;- = ~ /;-"k -", ~ k -" ~ "'" ~ "1 = "'" "1" , 
,,=0 ,,=0 
00 
r = L r"k -", So = i, "10 = ro = 0, 
,,=0 
so that (A1)-(A4) imply 
axs" = S"1" - qr", 
2i"1" + 1 = - ax "1" + 2qs", 
(A4) 
(ASa) 
(ASb) 
2ir,,+ 1 = axr" + 2ss,,· (ASc) 
With the only information given by (AS) we cannot guaran-
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tee that the coefficients of the formal series S, 1], and yare 
differential polynomials in q and s. Indeed, solving (A5a) 
would require boundary conditions on the x dependence of 
Sn, which are absent from our analysis. Nevertheless from 
(2.13) it is clear that r satisfies the constraint det r = 1, so 
that 
S2+Y1]= -1. (A6) 
This relation and (A4) imply 
n 
2Sn+1 = - L(S/Sn+I-I+YI1]n+I-/)' (A7) 
1=1 
Now it is obvious that (A5b), (A5c), and (A 7) form a sys-
tem of recursion relations that enable us to express the un-
knowns Sn' 1]n' and Yn as polynomials in q, s, and their de-
rivatives, with respect to x. For the sake of completeness, we 
list some of these polynomials: 
1]1=q, YI=S' 
1]2 = (i/2)qx, Y2 = - (i/2)sx' 
1]3 = -! qxx + ! q2s, Y3 = -! Sxx + ! q~, (A8) 
1]4 = - (i/8)qxxx + (3i/4)qsqx, 
Y4 = (i/8)sxxx - (3i/4)qssx' 
The AKNS equations (2.16) can thus be written in the form 
N N 
atq = 2i L a 11]1+ I' ats = - 2i L alYI+ I' (A9) 
1=0 1=0 
Let us assume now that the constraint (2.17) is satisfied. 
Then O'lalO'I = - a l and therefore 
q = s. (AW) 
On the other hand, (2.13) implies O'lr( - k)O'I = - r(k) 
and consequently 
0'I r2n O'I = - r2n , 0'Ir2n + 10'1 = r2n + I' (All) 
or equivalently, 
Y2n = -1]2n' S2n+ 1= 0, Y2n+ I = 1]2n+ I' (A12) 
In this way, Eqs. (A9) reduce to a single equation, pro-
vided a l = 0 for even I. For example, if w(k) = a 3k 3 we get 
the MKDV equation for q. 
APPENDIX B: CONSTRUCTION OF NW FUNCTIONS 
FROM ASYMPTOTIC MODULES 
Here we prove that the function FI (k,t) of (4.13) de-
fines a NW function for the MSIM (4.2). To this end let us 
consider the functions atiF. Since rr is an f!l? module and 
CCf!l?, it is clear that rr is also a complex vector space, so 
that under mild assumptions at,Fe W. The function Fo satis-
fies Eq. (4.7), so that 
(at,F)F 0- I = aJi' + FUo;, 
where 
Uo; = II (FoC;F 0- I )ef!l? 
(BI) 
On the other hand, by virtue of conditions (2) and (3) for 
AM's, we have 
AA A A A I A 
F,F- I and FUo; - II (FUo;F- )Fed(Dol ), 
A A A I A 
FUo; - II (FUo;F - )F 
= [(1- II)(FUo;F-I)]FeKer II. (B2) 
1672 J. Math. Phys., Vol. 30, No.8, August 1989 
Further, we assume that at,Fed'(Do1 ) and thatat,F can 
be asymptotically expanded through a term by term differ-
entiation of the series (4.12). Hence 
at,FeKer II. (B3) 
Next, we consider the function 
F'*at,F - II(FUo;F-1)F. 
We already know thatatFerr. Furthermore, since rris an 
f!l? module and Ran iI = f!l? then II(FUo;F-I)Ferr. 
Therefore F'err. Now from (Bl)-(B3) it follows that 
F'Fo- 1 = aJ+ FUo; - II(FUo;F-I)F 
belongs to d (Dol) and, more precisely, is an element of 
Ker II. As a consequence F + F'e'lr, (F + F') 
F 0- led (Dol) and II( (F + F')F 0- I) = 1. Therefore from 
condition (2) for AM's we deduce that F + F' = F. Hence 
F' = o and 
at,F = II (FUo;F - I )F. 
In addition, we note that (4.12) implies 
A A 
F(Ker II)F-ICKer II, 
so that 
II(FUo;F- 1) = II (FFoC;F O-IP-I) 
- II(F [(1 - II)(FoC;F o-I>]F- I) 
= II(FC;F- I), 
and the differential equations for F become 
at,F= II(FC;F-I)F. (B4) 
Finally, as tr II (FC;F -I) = 0, Eq. (B4) implies that 
at, detF= 0, while conditions (2) and (3) for AM's lead to 
AE's of the form 
00 
detF(k,t)-1 + L d1mk -m, k--+oo, 
m=l 
00 
det F(k,t) - L dnm (k - kn )m, k--+kn' (B5) 
m=O 
n = 2, ... ,N, 
with dnO #0. In this way, from (B4), (B5), (4.12), and 
( 4.9) for Fo, it readily follows that (4.13) is a NW function 
onD I for (4.2). 
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