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Feature selection, as a data preprocessing strategy, has been proven to be effective and efficient in prepar-
ing data (especially high-dimensional data) for various data mining and machine learning problems. The
objectives of feature selection include: building simpler and more comprehensible models, improving data
mining performance, and preparing clean, understandable data. The recent proliferation of big data has
presented some substantial challenges and opportunities to feature selection. In this survey, we provide a
comprehensive and structured overview of recent advances in feature selection research. Motivated by cur-
rent challenges and opportunities in the era of big data, we revisit feature selection research from a data
perspective and review representative feature selection algorithms for conventional data, structured data,
heterogeneous data and streaming data. Methodologically, to emphasize the differences and similarities of
most existing feature selection algorithms for conventional data, we categorize them into four main groups:
similarity based, information theoretical based, sparse learning based and statistical based methods. To
facilitate and promote the research in this community, we also present an open-source feature selection
repository that consists of most of the popular feature selection algorithms (http://featureselection.asu.edu/).
Also, we use it as an example to show how to evaluate feature selection algorithms. At the end of the survey,
we present a discussion about some open problems and challenges that require more attention in future
research.
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1. INTRODUCTION
We are now in the era of big data, where huge amounts of high-dimensional data be-
come ubiquitous in a variety of domains, such as social media, healthcare, bioinformat-
ics and online education. The rapid growth of data presents challenges for effective and
efficient data management. It is desirable to apply data mining and machine learning
techniques to automatically discover knowledge from data of various sorts.
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When data mining and machine learning algorithms are applied on high-
dimensional data, a critical issue is known as the curse of dimensionality. It refers to
the phenomenon that data becomes sparser in high-dimensional space, adversely af-
fecting algorithms designed for low-dimensional space [Hastie et al. 2005]. Also, with a
large number of features, learningmodels tend to overfit whichmay cause performance
degradation on unseen data. Data of high dimensionality can significantly increase the
memory storage requirements and computational costs for data analytics.
Dimensionality reduction is one of the most powerful tools to address the previ-
ously described issues. It can be mainly categorized into two main components: fea-
ture extraction and feature selection. Feature extraction projects the original high-
dimensional features to a new feature space with low dimensionality. The newly con-
structed feature space is usually a linear or nonlinear combination of the original fea-
tures. Feature selection, on the other hand, directly selects a subset of relevant fea-
tures for model construction [Guyon and Elisseeff 2003; Liu and Motoda 2007].
Both feature extraction and feature selection have the advantages of improving
learning performance, increasing computational efficiency, decreasing memory stor-
age, and building better generalization models. Hence, they are both regarded as effec-
tive dimensionality reduction techniques. On one hand, for many applications where
the raw input data does not contain any features understandable to a given learn-
ing algorithm, feature extraction is preferred. On the other hand, as feature extrac-
tion creates a set of new features, further analysis is problematic as we cannot retain
the physical meanings of these features. In contrast, by keeping some of the original
features, feature selection maintains physical meanings of the original features and
gives models better readability and interpretability. Therefore, feature selection is of-
ten preferred in many applications such as text mining and genetic analysis. It should
be noted that in some cases even though feature dimensionality is often not that high,
feature extraction/selection still plays an essential role such as improving learning
performance, preventing overfitting, and reducing computational costs.
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Fig. 1: An illustrative example of relevant, redundant and irrelevant features.
Real-world data contains a lot of irrelevant, redundant and noisy features. Remov-
ing these features by feature selection reduces storage and computational cost while
avoiding significant loss of information or degradation of learning performance. For
example, in Fig. 1(a), feature f1 is a relevant feature that is able to discriminate two
classes (clusters). However, given feature f1, feature f2 in Fig. 1(b) is redundant as
f2 is strongly correlated with f1. In Fig. 1(c), feature f3 is an irrelevant feature as it
cannot separate two classes (clusters) at all. Therefore, the removal of f2 and f3 will
not negatively impact the learning performance.
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1.1. Traditional Categorization of Feature Selection Algorithms
1.1.1. Supervision Perspective. According to the availability of supervision (such as class
labels in classification problems), feature selection can be broadly classified as super-
vised, unsupervised and semi-supervised methods.
Supervised feature selection is generally designed for classification or regression
problems. It aims to select a subset of features that are able to discriminate sam-
ples from different classes (classification) or to approximate the regression targets (re-
gression). With supervision information, feature relevance is usually assessed via its
correlation with the class labels or the regression target. The training phase highly de-
pends on the selected features: after splitting the data into training and testing sets,
classifiers or regression models are trained based on a subset of features selected by
supervised feature selection. Note that the feature selection phase can be independent
of the learning algorithms (filter methods); or it may iteratively take advantage of the
learning performance of a classifier or a regression model to assess the quality of se-
lected features so far (wrapper methods); or make use of the intrinsic structure of a
learning algorithm to embed feature selection into the underlying model (embedded
methods). Finally, the trained classifier or regression model predicts class labels or re-
gression targets of unseen samples in the test set with the selected features. In the
following context, for supervised methods, we mainly focus on classification problems,
and use label information, supervision information interchangeably.
Unsupervised feature selection is generally designed for clustering problems. As ac-
quiring labeled data is particularly expensive in both time and efforts, unsupervised
feature selection has gained considerable attention recently. Without label information
to evaluate the importance of features, unsupervised feature selection methods seek
alternative criteria to define feature relevance. Different from supervised feature selec-
tion, unsupervised feature selection usually uses all instances that are available in the
feature selection phase. The feature selection phase can be independent of the unsuper-
vised learning algorithms (filter methods); or it relies on the learning algorithms to it-
eratively improve the quality of selected features (wrappermethods); or embed the fea-
ture selection phase into unsupervised learning algorithms (embeddedmethods). After
the feature selection phase, it outputs the cluster structure of all data samples on the
selected features by using a standard clustering algorithm [Guyon and Elisseeff 2003;
Liu and Motoda 2007; Tang et al. 2014a].
Supervised feature selection works when sufficient label information is available
while unsupervised feature selection algorithms do not require any class labels. How-
ever, in many real-world applications, we usually have a limited number of labeled
data. Therefore, it is desirable to develop semi-supervised methods by exploiting both
labeled and unlabeled data samples.
1.1.2. Selection Strategy Perspective. Concerning different selection strategies, feature
selectionmethods can be broadly categorized as wrapper, filter and embeddedmethods.
Wrapper methods rely on the predictive performance of a predefined learning al-
gorithm to evaluate the quality of selected features. Given a specific learning al-
gorithm, a typical wrapper method performs two steps: (1) search for a subset of
features; and (2) evaluate the selected features. It repeats (1) and (2) until some
stopping criteria are satisfied. Feature set search component first generates a sub-
set of features; then the learning algorithm acts as a black box to evaluate the
quality of these features based on the learning performance. For example, the
whole process works iteratively until such as the highest learning performance is
achieved or the desired number of selected features is obtained. Then the feature
subset that gives the highest learning performance is returned as the selected fea-
tures. Unfortunately, a known issue of wrapper methods is that the search space
for d features is 2d, which is impractical when d is very large. Therefore, different
ACM Computing Surveys, Vol. 9, No. 4, Article 39, Publication date: March 2010.
39:4 J. Li et al.
search strategies such as sequential search [Guyon and Elisseeff 2003], hill-climbing
search, best-first search [Kohavi and John 1997; Arai et al. 2016], branch-and-bound
search [Narendra and Fukunaga 1977] and genetic algorithms [Golberg 1989] are pro-
posed to yield a local optimum learning performance. However, the search space is still
extremely huge for high-dimensional datasets. As a result, wrapper methods are sel-
dom used in practice.
Filter methods are independent of any learning algorithms. They rely on char-
acteristics of data to assess feature importance. Filter methods are typically more
computationally efficient than wrapper methods. However, due to the lack of a specific
learning algorithm guiding the feature selection phase, the selected features may not
be optimal for the target learning algorithms. A typical filter method consists of two
steps. In the first step, feature importance is ranked according to some feature evalu-
ation criteria. The feature importance evaluation process can be either univariate or
multivariate. In the univariate scheme, each feature is ranked individually regardless
of other features, while the multivariate scheme ranks multiple features in a batch
way. In the second step of a typical filter method, lowly ranked features are filtered out.
In the past decades, different evaluation criteria for filter methods have been proposed.
Some representative criteria include feature discriminative ability to separate sam-
ples [Kira and Rendell 1992; Robnik-Sˇikonja and Kononenko 2003; Yang et al. 2011;
Du et al. 2013; Tang et al. 2014b], feature correlation [Koller and Sahami 1995;
Guyon and Elisseeff 2003], mutual information [Yu and Liu 2003; Peng et al. 2005;
Nguyen et al. 2014; Shishkin et al. 2016; Gao et al. 2016], feature ability
to preserve data manifold structure [He et al. 2005; Zhao and Liu 2007;
Gu et al. 2011b; Jiang and Ren 2011], and feature ability to reconstruct the orig-
inal data [Masaeli et al. 2010; Farahat et al. 2011; Li et al. 2017b].
Embedded methods is a trade-off between filter and wrapper methods which embed
the feature selection into model learning. Thus they inherit the merits of wrapper and
filter methods – (1) they include the interactions with the learning algorithm; and (2)
they are far more efficient than the wrappermethods since they do not need to evaluate
feature sets iteratively. The most widely used embedded methods are the regulariza-
tion models which target to fit a learning model by minimizing the fitting errors and
forcing feature coefficients to be small (or exact zero) simultaneously. Afterwards, both
the regularization model and selected feature sets are returned as the final results.
It should be noted that some literature classifies feature selection methods into four
categories (from the selection strategy perspective) by including the hybrid feature se-
lection methods [Saeys et al. 2007; Shen et al. 2012; Ang et al. 2016]. Hybrid methods
can be regarded as a combination of multiple feature selection algorithms (e.g., wrap-
per, filter, and embedded). The main target is to tackle the instability and perturba-
tion issues of many existing feature selection algorithms. For example, for small-sized
high-dimensional data, a small perturbation on the training data may result in totally
different feature selection results. By aggregating multiple selected feature subsets
from different methods together, the results are more robust and hence the credibility
of the selected features is enhanced.
1.2. Feature Selection Algorithms from a Data Perspective
The recent popularity of big data presents unique challenges for traditional feature
selection [Li and Liu 2017], and some characteristics of big data such as velocity and
variety necessitate the development of novel feature selection algorithms. Here we
briefly discuss some major concerns when applying feature selection algorithms.
Streaming data and features have become more and more prevalent in real-world
applications. It poses challenges to traditional feature selection algorithms, which are
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Fig. 2: Feature selection algorithms from the data perspective.
designed for static datasets with fixed data samples and features. For example in Twit-
ter, new data like posts and new features like slang words are continuously being
user-generated. It is impractical to apply traditional batch-mode feature selection al-
gorithms to find relevant features from scratch when new data or new feature arrives.
Moreover, the volume of data may be too large to be loaded into memory. In many
cases, a single scan of data is desired as further scans is either expensive or impracti-
cal. Given the reasons mentioned above, it is appealing to apply feature selection in a
streaming fashion to dynamically maintain a set of relevant features.
Most existing algorithms of feature selection are designed to handle tasks with a
single data source and always assume that data is independent and identically dis-
tributed (i.i.d.). However, data could come from multiple sources in many applications.
For example, in social media, data comes from heterogeneous sources such as text, im-
ages, tags, videos. In addition, linked data is ubiquitous and presents in various forms
such as user-post relations and user-user relations. The availability of multiple data
sources brings unprecedented opportunities as we can leverage shared intrinsic char-
acteristics and correlations to find more relevant features. However, challenges are
also unequivocally presented. For instance, with link information, the widely adopted
i.i.d. assumption in most learning algorithms does not hold. How to appropriately uti-
lize link information for feature selection is still a challenging problem.
Features can also exhibit certain types of structures. Some well-known structures
among features are group, tree, and graph structures. When performing feature selec-
tion, if the feature structure is not taken into consideration, the intrinsic dependencies
may not be captured, thus the selected features may not be suitable for the target ap-
plication. Incorporating prior knowledge of feature structures can help select relevant
features to improve the learning performance greatly.
The aforementioned reasons motivate the investigation of feature selection algo-
rithms from a different view. In this survey, we revisit feature selection algorithms
from a data perspective; the categorization is illustrated in Fig. 2. It is shown that
data consists of static data and streaming data. For the static data, it can be grouped
into conventional data and heterogeneous data. In conventional data, features can
either be flat or possess some inherent structures. Traditional feature selection algo-
rithms are proposed to deal with these flat features in which features are considered
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to be independent. The past few decades have witnessed hundreds of feature selection
algorithms. Based on their technical characteristics, we propose to classify them into
four main groups, i.e., similarity based, information theoretical based, sparse learn-
ing based and statistical based methods. It should be noted that this categorization
only involves filter methods and embedded methods while the wrapper methods are
excluded. The reason for excluding wrapper methods is that they are computation-
ally expensive and are usually used in specific applications. More details about these
four categories will be presented later. We present other methods that cannot be fitted
into these four categories, such as hybrid methods, deep learning based methods and
reconstruction based methods. When features express some structures, specific fea-
ture selection algorithms are more desired. Data can be heterogeneous such that data
could come from multiple sources and could be linked. Hence, we also show how new
feature selection algorithms cope with these situations. Second, in the streaming set-
tings, data arrives sequentially in a streaming fashion where the size of data instances
is unknown, feature selection algorithms that make only one pass over the data is pro-
posed accordingly. Similarly, in an orthogonal setting, features can also be generated
dynamically. Streaming feature selection algorithms are designed to determine if one
should accept the newly added features and remove existing but outdated features.
1.3. Differences with Existing Surveys
Currently, there exist some other surveys which give a summarization of feature se-
lection algorithms, such as those in [Guyon and Elisseeff 2003; Alelyani et al. 2013;
Chandrashekar and Sahin 2014; Tang et al. 2014a]. These studies either focus on tra-
ditional feature selection algorithms or specific learning tasks like classification and
clustering. However, none of them provide a comprehensive and structured overview
of traditional feature selection algorithms in conjunction with recent advances in fea-
ture selection from a data perspective. In this survey, we will introduce representative
feature selection algorithms to cover all components mentioned in Fig. 2. We also re-
lease a feature selection repository in Python named scikit-feature which is built upon
the widely used machine learning package scikit-learn (http://scikit-learn.org/stable/)
and two scientific computing packages Numpy (http://www.numpy.org/) and Scipy
(http://www.scipy.org/). It includes near 40 representative feature selection algorithms.
The web page of the repository is available at http://featureselection.asu.edu/.
1.4. Organization of the Survey
We present this survey in seven parts, and the covered topics are listed as follows:
(1) Traditional Feature Selection for Conventional Data (Section 2)
(a) Similarity based Feature Selection Methods
(b) Information Theoretical based Feature Selection Methods
(c) Sparse Learning based Feature Selection Methods
(d) Statistical based Feature Selection Methods
(e) Other Methods
(2) Feature Selection with Structured Features (Section 3)
(a) Feature Selection Algorithms with Group Structure Features
(b) Feature Selection Algorithms with Tree Structure Features
(c) Feature Selection Algorithms with Graph Structure Features
(3) Feature Selection with Heterogeneous Data (Section 4)
(a) Feature Selection Algorithms with Linked Data
(b) Multi-Source Feature Selection
(c) Multi-View Feature Selection
(4) Feature Selection with Streaming Data (Section 5)
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(a) Feature Selection Algorithms with Data Streams
(b) Feature Selection Algorithms with Feature Streams
(5) Performance Evaluation (Section 6)
(6) Open Problems and Challenges (Section 7)
(7) Summary of the Survey (Section 8)
1.5. Notations
We summarize some symbols used throughout this survey in Table I. We use bold up-
percase characters for matrices (e.g., A), bold lowercase characters for vectors (e.g.,
a), calligraphic fonts for sets (e.g., F ). We follow the matrix settings in Matlab to rep-
resent i-th row of matrix A as A(i, :), j-th column of A as A(:, j), (i, j)-th entry of A
as A(i, j), transpose of A as A′, and trace of A as tr(A). For any matrix A ∈ Rn×d,
its Frobenius norm is defined as ‖A‖F =
√∑n
i=1
∑d
j=1A(i, j)
2, and its ℓ2,1-norm is
‖A‖2,1 =
∑n
i=1
√∑d
j=1A(i, j)
2. For any vector a = [a1, a2, ..., an]′, its ℓ2-norm is defined
as ‖a‖2 =
√∑n
i=1 a
2
i , and its ℓ1-norm is ‖a‖1 =
∑n
i=1 |ai|. I is an identity matrix and 1
is a vector whose elements are all 1’s.
Notations Definitions or Descriptions
n number of instances in the data
d number of features in the data
k number of selected features
c number of classes (if exist)
F original feature set which contains d features
S selected feature set which contains k selected features
{i1, i2, ..., ik} index of k selected features in S
f1, f2, ..., fd d original features
fi1 , fi2 , ..., fik k selected features
x1, x2, ..., xn n data instances
f1, f2, ..., fd d feature vectors corresponding to f1, f2, ..., fd
fi1 , fi2 , ..., fik k feature vectors corresponding to fi1 , fi2 , ..., fik
x1,x2, ...,xn n data vectors corresponding to x1, x2, ..., xn
y1, y2, ..., yn class labels of all n instances (if exist)
X ∈ Rn×d data matrix with n instances and d features
XS ∈ R
n×k data matrix on the selected k features
y ∈ Rn class label vector for all n instances (if exist)
Table I: Symbols.
2. FEATURE SELECTION ON CONVENTIONAL DATA
Over the past two decades, hundreds of feature selection algorithms have been pro-
posed. In this section, we broadly group traditional feature selection algorithms for
conventional data as similarity based, information theoretical based, sparse learning
based and statistical based methods, and other methods according to the used tech-
niques.
2.1. Similarity based Methods
Different feature selection algorithms exploit various types of criteria to define the
relevance of features. Among them, there is a family of methods assessing feature
importance by their ability to preserve data similarity. We refer them as similarity
based methods. For supervised feature selection, data similarity can be derived from
label information; while for unsupervised feature selection methods, most methods
take advantage of different distance metric measures to obtain data similarity.
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Given a datasetX ∈ Rn×d with n instances and d features, pairwise similarity among
instances can be encoded in an affinity matrix S ∈ Rn×n. Suppose that we want to
select k most relevant features S, one way is to maximize their utility: maxS U(S),
where U(S) denotes the utility of the feature subset S. As algorithms in this family
often evaluate features individually, the utility maximization over feature subset S
can be further decomposed into the following form:
max
S
U(S) = max
S
∑
f∈S
U(f) = max
S
∑
f∈S
fˆ
′
Sˆfˆ , (1)
where U(f) is a utility function for feature f . fˆ denotes the transformation (e.g., scal-
ing, normalization, etc) result of the original feature vector f . Sˆ is a new affinity matrix
obtained from affinity matrix S. The maximization problem in Eq. (1) shows that we
would select a subset of features from S such that they can well preserve the data
manifold structure encoded in Sˆ. This problem is usually solved by greedily select-
ing the top k features that maximize their individual utility. Methods in this category
vary in the way the affinity matrix Sˆ is designed. We subsequently discuss some rep-
resentative algorithms in this group that can be reformulated under the unified utility
maximization framework.
2.1.1. Laplacian Score. Laplacian Score [He et al. 2005] is an unsupervised feature se-
lection algorithm which selects features that can best preserve the data manifold
structure. It consists of three phases. First, it constructs the affinity matrix such that
S(i, j) = e−
‖xi−xj‖
2
2
t if xi is among the p-nearest neighbor of xj ; otherwise S(i, j) = 0.
Then, the diagonal matrix D is defined as D(i, i) =
∑n
j=1 S(i, j) and the Laplacian
matrix L is L = D− S. Lastly, the Laplacian Score of each feature fi is computed as:
laplacian score(fi) =
f˜ ′iLf˜i
f˜ ′iDf˜i
, where f˜i = fi −
f ′iD1
1′D1
1. (2)
As Laplacian Score evaluates each feature individually, the task of selecting the k fea-
tures can be solved by greedily picking the top k features with the smallest Laplacian
Scores. The Laplacian Score of each feature can be reformulated as:
laplacian score(fi) = 1−
(
f˜i
‖D
1
2 f˜i‖2
)′
S
(
f˜i
‖D
1
2 f˜i‖2
)
, (3)
where ‖D 12 f˜i‖2 is the standard data variance of feature fi, and the term f˜i/‖D 12 f˜i‖2 is
interpreted as a normalized feature vector of fi. Therefore, it is obvious that Laplacian
Score is a special case of utility maximization in Eq. (1).
2.1.2. SPEC. SPEC [Zhao and Liu 2007] is an extension of Laplacian Score that
works for both supervised and unsupervised scenarios. For example, in the unsuper-
vised scenario, the data similarity is measured by RBF kernel; while in the supervised
scenario, data similarity can be defined by: S(i, j) =
{
1
nl
if yi = yj = l
0 otherwise
, where nl is the
number of data samples in the l-th class. After obtaining the affinity matrix S and the
diagonal matrix D, the normalized Laplacian matrix Lnorm = D−
1
2 (D − S)D− 12 . The
basic idea of SPEC is similar to Laplacian Score: a feature that is consistent with the
data manifold structure should assign similar values to instances that are near each
ACM Computing Surveys, Vol. 9, No. 4, Article 39, Publication date: March 2010.
Feature Selection: A Data Perspective 39:9
other. In SPEC, the feature relevance is measured by three different criteria:
SPEC score1(fi) = fˆi
′
γ(Lnorm)fˆi =
n∑
j=1
α2jγ(λj)
SPEC score2(fi) =
fˆi
′
γ(Lnorm)fˆi
1− (fˆi
′
ξ1)2
=
∑n
j=2 α
2
jγ(λj)∑n
j=2 α
2
j
SPEC score3(fi) =
m∑
j=1
(γ(2)− γ(λj))α
2
j .
(4)
In the above equations, fˆi = D
1
2 fi/‖D 12 fi‖2; (λj , ξj) is the j-th eigenpair of the normal-
ized Laplacian matrix Lnorm; αj = cos θj , θj is the angle between ξj and fi; γ(.) is an
increasing function to penalize high frequency components of the eigensystem to re-
duce noise. If the data is noise free, the function γ(.) can be removed and γ(x) = x.
When the second evaluation criterion SPEC score2(fi) is used, SPEC is equivalent to
the Laplacian Score. For SPEC score3(fi), it uses the topm eigenpairs to evaluate the
importance of feature fi.
All these three criteria can be reduced to the the unified similarity based feature
selection framework in Eq. (1) by setting fˆi as fi‖D 12 fi‖2, (fi − µ1)/‖D 12 fi‖2, fi‖D 12 fi‖2;
and Sˆ as D
1
2U(I − γ(Σ))U′D 12 , D 12U(I − γ(Σ))U′D 12 , D 12Um(γ(2I) − γ(Σm))U′mD
1
2
in SPEC score1, SPEC score2, SPEC score3, respectively. U and Σ are the singular
vectors and singular values of the normalized Laplacian matrix Lnorm.
2.1.3. Fisher Score. Fisher Score [Duda et al. 2012] is a supervised feature selection
algorithm. It selects features such that the feature values of samples within the same
class are similar while the feature values of samples from different classes are dissim-
ilar. The Fisher Score of each feature fi is evaluated as follows:
fisher score(fi) =
∑c
j=1 nj(µij − µi)
2∑c
j=1 njσ
2
ij
, (5)
where nj, µi, µij and σ2ij indicate the number of samples in class j, mean value of
feature fi, mean value of feature fi for samples in class j, variance value of feature fi
for samples in class j, respectively. Similar to Laplacian Score, the top k features can
be obtained by greedily selecting the features with the largest Fisher Scores.
According to [He et al. 2005], Fisher Score can be considered as a special case of
Laplacian Score as long as the affinity matrix is S(i, j) =
{
1
nl
if yi = yj = l
0 otherwise,
. In this
way, the relationship between Fisher Score and Laplacian Score is fisher score(fi) =
1− 1
laplacian score(fi)
. Hence, the computation of Fisher Score can also be reduced to the
unified utility maximization framework.
2.1.4. Trace Ratio Criterion. The trace ratio criterion [Nie et al. 2008] directly selects the
global optimal feature subset based on the corresponding score, which is computed by a
trace ratio norm. It builds two affinity matrices Sw and Sb to characterize within-class
and between-class data similarity. Let W = [wi1 ,wi2 , ...,wik ] ∈ Rd×k be the selection
indicator matrix such that only the ij-th entry in wij is 1 and all the other entries are
0. With these, the trace ratio score of the selected k features in S is:
trace ratio(S) =
tr(W′X′LbXW)
tr(W′X′LwXW)
, (6)
where Lb and Lw are Laplacian matrices of Sa and Sb respectively. The basic idea is
to maximize the data similarity for instances from the same class while minimize the
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data similarity for instances from different classes. However, the trace ratio problem is
difficult to solve as it does not have a closed-form solution. Hence, the trace ratio prob-
lem is often converted into a more tractable format called the ratio trace problem by
maximizing tr[(W′X′LwXW)−1(W′X′LbXW)]. As an alternative, [Wang et al. 2007]
propose an iterative algorithm called ITR to solve the trace ratio problem directly and
was later applied in trace ratio feature selection [Nie et al. 2008].
Different Sb and Sw lead to different feature selection algorithms such as batch-
mode Lalpacian Score and batch-mode Fisher Score. For example, in batch-mode
Fisher Score, the within-class data similarity and the between-class data similarity
are Sw(i, j) =
{
1/nl if yi = yj = l
0 otherwise
and Sb(i, j) =
{
1/n− 1/nl if yi = yj = l
1/n otherwise
respec-
tively. Therefore, maximizing the trace ratio criterion is equivalent to maximizing
∑
k
s=1 f
′
is
Swfis∑
k
s=1 f
′
is
fis
=
X′SSwXS
X′SXS
. Since X′SXS is constant, it can be further reduced to the uni-
fied similarity based feature selection framework by setting fˆ = f/‖f‖2 and Sˆ = Sw. On
the other hand in batch-mode Laplacian Score, the within-class data similarity and the
between-class data similarity are Sw(i, j) =
{
e−
‖xi−xj‖
2
2
t if xi ∈ Np(xj) or xj ∈ Np(xi)
0 otherwise
and Sb = (1′Dw1)−1Dw11′Dw respectively. In this case, the trace ratio criterion score
is tr(W
′X′LbXW)
tr(W′X′LwXW)
=
∑
k
s=1 f
′
is
Dwfis∑
k
s=1 f
′
is
(Dw−Sw)fis
. Therefore, maximizing the trace ratio crite-
rion is also equivalent to solving the unified maximization problem in Eq. (1) where
fˆ = f/‖D 12wf‖2 and Sˆ = Sw.
2.1.5. ReliefF. ReliefF [Robnik-Sˇikonja and Kononenko 2003] selects features to sep-
arate instances from different classes. Assume that l data instances are randomly se-
lected among all n instances, then the feature score of fi in ReliefF is defined as follows:
ReliefF score(fi) =
1
c
l∑
j=1
(−
1
mj
∑
xr∈NH(j)
d(X(j, i)−X(r, i))
+
∑
y 6=yj
1
hjy
p(y)
1− p(y)
∑
xr∈NM(j,y)
d(X(j, i)−X(r, i))),
(7)
whereNH(j) andNM(j, y) are the nearest instances of xj in the same class and in class
y, respectively. Their sizes are mj and hjy , respectively. p(y) is the ratio of instances in
class y.
ReliefF is equivalent to selecting features that preserve a special form of data sim-
ilarity matrix. Assume that the dataset has the same number of instances in each
of the c classes and there are q instances in both NM(j) and NH(j, y). Then accord-
ing to [Zhao and Liu 2007], the ReliefF feature selection can be reduced to the utility
maximization framework in Eq. (1).
Discussion: Similarity based feature selection algorithms have demonstrated with
excellent performance in both supervised and unsupervised learning problems. This cat-
egory of methods is straightforward and simple as the computation focuses on building
an affinity matrix, and afterwards, the scores of features can be obtained. Also, these
methods are independent of any learning algorithms and the selected features are suit-
able for many subsequent learning tasks. However, one drawback of these methods is
that most of them cannot handle feature redundancy. In other words, they may repeat-
edly find highly correlated features during the selection phase.
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2.2. Information Theoretical based Methods
A large family of existing feature selection algorithms is information theoretical based
methods. Algorithms in this family exploit different heuristic filter criteria to measure
the importance of features. As indicated in [Duda et al. 2012], many hand-designed in-
formation theoretic criteria are proposed to maximize feature relevance and minimize
feature redundancy. Since the relevance of a feature is usually measured by its corre-
lation with class labels, most algorithms in this family are performed in a supervised
way. In addition, most information theoretic concepts can only be applied to discrete
variables. Therefore, feature selection algorithms in this family can only work with
discrete data. For continuous feature values, some data discretization techniques are
required beforehand. Two decades of research on information theoretic criteria can
be unified in a conditional likelihood maximization framework [Brown et al. 2012]. In
this subsection, we introduce some representative algorithms in this family. We first
give a brief introduction about basic information theoretic concepts.
The concept of entropy measures the uncertainty of a discrete random variable. The
entropy of a discrete random variable X is defined as follows:
H(X) = −
∑
xi∈X
P (xi)log(P (xi)), (8)
where xi denotes a specific value of random variable X , P (xi) denotes the probability
of xi over all possible values of X .
Second, the conditional entropy of X given another discrete random variable Y is:
H(X|Y ) = −
∑
yj∈Y
P (yj)
∑
xi∈X
P (xi|yj)log(P (xi|yj)), (9)
where P (yi) is the prior probability of yi, while P (xi|yj) is the conditional probability
of xi given yj. It shows the uncertainty of X given Y .
Then, information gain ormutual information between X and Y is used to measure
the amount of information shared by X and Y together:
I(X;Y ) = H(X)−H(X|Y ) =
∑
xi∈X
∑
yj∈Y
P (xi, yj)log
P (xi, yj)
P (xi)P (yj)
, (10)
where P (xi, yj) is the joint probability of xi and yj . Information gain is symmetric such
that I(X ;Y ) = I(Y ;X), and is zero if the discrete variables X and Y are independent.
At last, conditional information gain (or conditional mutual information) of discrete
variables X and Y given a third discrete variable Z is given as follows:
I(X;Y |Z) = H(X|Z)−H(X|Y,Z) =
∑
zk∈Z
P (zk)
∑
xi∈X
∑
yj∈Y
P (xi, yj |zk)log
P (xi, yj |zk)
P (xi|zk)P (yj |zk)
. (11)
It shows the amount of mutual information shared by X and Y given Z.
Searching for the global best set of features is NP-hard, thus most algorithms exploit
heuristic sequential search approaches to add/remove features one by one. In this sur-
vey, we explain the feature selection problem by forward sequential search such that
features are added into the selected feature set one by one. We denote S as the current
selected feature set that is initially empty. Y represents the class labels. Xj ∈ S is
a specific feature in the current S. J(.) is a feature selection criterion (score) where,
generally, the higher the value of J(Xk), the more important the feature Xk is. In the
unified conditional likelihood maximization feature selection framework, the selection
criterion (score) for a new unselected feature Xk is given as follows:
JCMI(Xk) = I(Xk;Y ) +
∑
Xj∈S
g[I(Xj ;Xk), I(Xj ;Xk|Y )], (12)
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where g(.) is a function w.r.t. two variables I(Xj ;Xk) and I(Xj ;Xk|Y ). If g(.) is a linear
function w.r.t. these two variables, it is referred as a criterion by linear combinations
of Shannon information terms such that:
JCMI(Xk) = I(Xk;Y )− β
∑
Xj∈S
I(Xj ;Xk) + λ
∑
Xj∈S
I(Xj ;Xk|Y ). (13)
where β and λ are two nonnegative parameters between zero and one. On the other
hand, if g(.) is a non-linear function w.r.t. these two variables, it is referred as a crite-
rion by non-linear combination of Shannon information terms.
2.2.1. Mutual Information Maximization (Information Gain). Mutual Information Maximiza-
tion (MIM) (a.k.a. Information Gain) [Lewis 1992] measures the importance of a fea-
ture by its correlation with class labels. It assumes that when a feature has a strong
correlation with the class label, it can help achieve good classification performance.
The Mutual Information score for feature Xk is:
JMIM(Xk) = I(Xk;Y ). (14)
It can be observed that in MIM, the scores of features are assessed individually. There-
fore, only the feature correlation is considered while the feature redundancy is com-
pletely ignored. After it obtains the MIM feature scores for all features, we choose the
features with the highest feature scores and add them to the selected feature set. The
process repeats until the desired number of selected features is obtained.
It can also be observed that MIM is a special case of linear combination of Shannon
information terms in Eq. (13) where both β and λ are equal to zero.
2.2.2. Mutual Information Feature Selection. A limitation of MIM criterion is that it as-
sumes that features are independent of each other. In reality, good features should not
only be strongly correlated with class labels but also should not be highly correlated
with each other. In other words, the correlation between features should be minimized.
Mutual Information Feature Selection (MIFS) [Battiti 1994] considers both the feature
relevance and feature redundancy in the feature selection phase, the feature score for
a new unselected feature Xk can be formulated as follows:
JMIFS(Xk) = I(Xk;Y )− β
∑
Xj∈S
I(Xk;Xj). (15)
In MIFS, the feature relevance is evaluated by I(Xk;Y ), while the second term penal-
izes features that have a high mutual information with the currently selected features
such that feature redundancy is minimized.
MIFS can also be reduced to be a special case of the linear combination of Shannon
information terms in Eq. (13) where β is between zero and one, and λ is zero.
2.2.3. Minimum Redundancy Maximum Relevance. [Peng et al. 2005] proposes a Mini-
mum Redundancy Maximum Relevance (MRMR) criterion to set the value of β to be
the reverse of the number of selected features:
JMRMR(Xk) = I(Xk;Y )−
1
|S|
∑
Xj∈S
I(Xk;Xj). (16)
Hence, with more selected features, the effect of feature redundancy is gradually re-
duced. The intuition is that with more non-redundant features selected, it becomes
more difficult for new features to be redundant to the features that have already been
in S. In [Brown et al. 2012], it gives another interpretation that the pairwise indepen-
dence between features becomes stronger as more features are added to S, possibly
because of noise information in the data.
MRMR is also strongly linked to the Conditional likelihoodmaximization framework
if we iteratively revise the value of β to be 1|S| , and set the other parameter λ to be zero.
ACM Computing Surveys, Vol. 9, No. 4, Article 39, Publication date: March 2010.
Feature Selection: A Data Perspective 39:13
2.2.4. Conditional Infomax Feature Extraction. Some studies [Lin and Tang 2006;
El Akadi et al. 2008; Guo and Nixon 2009] show that in contrast to minimize the
feature redundancy, the conditional redundancy between unselected features and
already selected features given class labels should also be maximized. In other
words, as long as the feature redundancy given class labels is stronger than the
intra-feature redundancy, the feature selection will be affected negatively. A typical
feature selection under this argument is Conditional Infomax Feature Extraction
(CIFE) [Lin and Tang 2006], in which the feature score for a new unselected feature
Xk is:
JCIFE(Xk) = I(Xk;Y )−
∑
Xj∈S
I(Xj ;Xk) +
∑
Xj∈S
I(Xj ;Xk|Y ). (17)
Compared with MIFS, it adds a third term
∑
Xj∈S
I(Xj ;Xk|Y ) to maximize the condi-
tional redundancy. Also, CIFE is a special case of the linear combination of Shannon
information terms by setting both β and γ to be 1.
2.2.5. Joint Mutual Information. MIFS and MRMR reduce feature redundancy in
the feature selection process. An alternative criterion, Joint Mutual Informa-
tion [Yang and Moody 1999; Meyer et al. 2008] is proposed to increase the complemen-
tary information that is shared between unselected features and selected features
given the class labels. The feature selection criterion is listed as follows:
JJMI(Xk) =
∑
Xj∈S
I(Xk, Xj ;Y ). (18)
The basic idea of JMI is that we should include new features that are complementary
to the existing features given the class labels.
JMI cannot be directly reduced to the condition likelihood maximization framework.
In [Brown et al. 2012], the authors demonstrate that with simple manipulations, the
JMI criterion can be re-written as:
JJMI(Xk) = I(Xk;Y )−
1
|S|
∑
Xj∈S
I(Xj ;Xk) +
1
|S|
∑
Xj∈S
I(Xj ;Xk|Y ). (19)
Therefore, it is also a special case of the linear combination of Shannon information
terms by iteratively setting β and λ to be 1|S| .
2.2.6. Conditional Mutual Information Maximization. Previously mentioned criteria could
be reduced to a linear combination of Shannon information terms. Next, we show
some other algorithms that can only be reduced to a non-linear combination of Shan-
non information terms. Among them, Conditional Mutual Information Maximiza-
tion (CMIM) [Vidal-Naquet and Ullman 2003; Fleuret 2004] iteratively selects fea-
tures which maximize the mutual information with the class labels given the selected
features so far. Mathematically, during the selection phase, the feature score for each
new unselected feature Xk can be formulated as follows:
JCMIM(Xk) = min
Xj∈S
[I(Xk;Y |Xj)]. (20)
Note that the value of I(Xk;Y |Xj) is small if Xk is not strongly correlated with the
class label Y or if Xk is redundant when S is known. By selecting the feature that
maximizes this minimum value, it can guarantee that the selected feature has a strong
predictive ability, and it can reduce the redundancy w.r.t. the selected features.
The CMIM criterion is equivalent to the following form after some derivations:
JCMIM(Xk) = I(Xk;Y )− max
Xj∈S
[I(Xj ;Xk)− I(Xj ;Xk|Y )]. (21)
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Therefore, CMIM is also a special case of the conditional likelihood maximization
framework in Eq. (12).
2.2.7. Informative Fragments. In [Vidal-Naquet and Ullman 2003], the authors propose
a feature selection criterion called Informative Fragments (IF). The feature score of
each new unselected features is given as:
JIF(Xk) = min
Xj∈S
[I(XjXk; Y )− I(Xj ;Y )]. (22)
The intuition behind Informative Fragments is that the addition of the new featureXk
should maximize the value of conditional mutual information between Xk and exist-
ing features in S over the mutual information between Xj and Y . An interesting phe-
nomenon of IF is that with the chain rule that I(XkXj ;Y ) = I(Xj ;Y ) + I(Xk;Y |Xj),
IF has the equivalent form as CMIM. Hence, it can also be reduced to the general
framework in Eq. (12).
2.2.8. Interaction Capping. Interaction Capping [Jakulin 2005] is a similar feature se-
lection criterion as CMIM in Eq. (21), it restricts the term I(Xj ;Xk) − I(Xj ;Xk|Y ) to
be nonnegative:
JCMIM(Xk) = I(Xk;Y )−
∑
Xj∈S
max[0, I(Xj ;Xk)− I(Xj ;Xk|Y )]. (23)
Apparently, it is a special case of non-linear combination of Shannon information terms
by setting the function g(.) to be −max[0, I(Xj;Xk)− I(Xj ;Xk|Y )].
2.2.9. Double Input Symmetrical Relevance. Another class of information the-
oretical based methods such as Double Input Symmetrical Relevance
(DISR) [Meyer and Bontempi 2006] exploits normalization techniques to normal-
ize mutual information [Guyon et al. 2008]:
JDISR(Xk) =
∑
Xj∈S
I(XjXk;Y )
H(XjXkY )
. (24)
It is easy to validate that DISR is a non-linear combination of Shannon information
terms and can be reduced to the conditional likelihood maximization framework.
2.2.10. Fast Correlation Based Filter. There are other information theoretical based
feature selection methods that cannot be simply reduced to the unified
conditional likelihood maximization framework. Fast Correlation Based Filter
(FCBF) [Yu and Liu 2003] is an example that exploits feature-class correlation and
feature-feature correlation simultaneously. The algorithm works as follows: (1) given a
predefined threshold δ, it selects a subset of features S that are highly correlated with
the class labels with SU ≥ δ, where SU is the symmetric uncertainty. The SU between
a set of features XS and the class label Y is given as follows:
SU(XS , Y ) = 2
I(XS ;Y )
H(XS) +H(Y )
. (25)
A specific feature Xk is called predominant iff SU(Xk, Y ) ≥ δ and there does not
exist a feature Xj ∈ S (j 6= k) such that SU(Xj , Xk) ≥ SU(Xk, Y ). Feature Xj is
considered to be redundant to feature Xk if SU(Xj, Xk) ≥ SU(Xk, Y ); (2) the set of
redundant features is denoted as SPi , which will be further split into S+Pi and S−Pi
where they contain redundant features to feature Xk with SU(Xj, Y ) > SU(Xk, Y )
and SU(Xj , Y ) < SU(Xk, Y ), respectively; and (3) different heuristics are applied on
SP , S+Pi and S−Pi to remove redundant features and keep the features that are most
relevant to the class labels.
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Discussion: Unlike similarity based feature selection algorithms that fail to tackle
feature redundancy, most aforementioned information theoretical based feature selec-
tion algorithms can be unified in a probabilistic framework that considers both “feature
relevance” and “feature redundancy”. Meanwhile, similar as similarity based methods,
this category of methods is independent of any learning algorithms and hence are gen-
eralizable. However, most of the existing information theoretical based feature selection
methods can only work in a supervised scenario. Without the guide of class labels, it is
still not clear how to assess the importance of features. In addition, these methods can
only handle discrete data and continuous numerical variables require discretization
preprocessing beforehand.
2.3. Sparse Learning based Methods
The third type of methods is sparse learning based methods which aim to minimize
the fitting errors along with some sparse regularization terms. The sparse regularizer
forcesmany feature coefficients to be small, or exactly zero, and then the corresponding
features can be simply eliminated. Sparse learning based methods have received con-
siderable attention in recent years due to their good performance and interpretability.
In the following parts, we review some representative sparse learning based feature
selection methods from both supervised and unsupervised perspectives.
2.3.1. Feature Selection with ℓp-norm Regularizer. First, we consider the binary classifi-
cation or univariate regression problem. To achieve feature selection, the ℓp-norm
sparsity-induced penalty term is added on the classification or regressionmodel, where
0 ≤ p ≤ 1. Let w denotes the feature coefficient, then the objective function for feature
selection is:
min
w
loss(w;X,y) + α ‖w‖p, (26)
where loss(.) is a loss function, and some widely used loss functions loss(.) include
least squares loss, hinge loss and logistic loss. ‖w‖p = (
∑d
i=1 ‖wi‖p)
1
p is a sparse regu-
larization term, and α is a regularization parameter to balance the contribution of the
loss function and the sparse regularization term for feature selection.
Typically when p = 0, the ℓ0-norm regularization term directly seeks for the opti-
mal set of nonzero entries (features) for the model learning. However, the optimization
problem is naturally an integer programming problem and is difficult to solve. There-
fore, it is often relaxed to a ℓ1-norm regularization problem, which is regarded as the
tightest convex relaxation of the ℓ0-norm. One main advantage of ℓ1-norm regular-
ization (LASSO) [Tibshirani 1996] is that it forces many feature coefficients to become
smaller and, in some cases, exactly zero. This property makes it suitable for feature se-
lection, as we can select features whose corresponding feature weights are large, which
motivates a surge of ℓ1-norm regularized feature selection methods [Zhu et al. 2004;
Xu et al. 2014; Wei et al. 2016a; Wei and Yu 2016; Hara and Maehara 2017]. Also, the
sparse vector w enables the ranking of features. Normally, the higher the value, the
more important the corresponding feature is.
2.3.2. Feature Selection with ℓp,q-norm Regularizer. Here, we discuss how to perform fea-
ture selection for the general multi-class classification or multivariate regression prob-
lems. The problem is more difficult because of the multiple classes and multivariate
regression targets, and we would like the feature selection phase to be consistent over
multiple targets. In other words, we want multiple predictive models for different tar-
gets to share the same parameter sparsity patterns – each feature either has small
scores or large scores for all targets. This problem can be generally solved by the ℓp,q-
norm sparsity-induced regularization term, where p > 1 (most existing work focus on
p = 2 or ∞) and 0 ≤ q ≤ 1 (most existing work focus on q = 1 or 0). Assume that X
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denotes the data matrix, and Y denotes the one-hot label indicator matrix. Then the
model is formulated as follows:
min
W
loss(W;X,y) + α‖W‖p,q , (27)
where ‖W‖p,q = (
∑c
j=1(
∑d
i=1 |W(i, j)|p)
q
p )
1
q ; and the parameter α is used to control the
contribution of the loss function and the sparsity-induced regularization term. Then
the features can be ranked according to the value of ‖W(i, :)‖22(i = 1, ..., d), the higher
the value, the more important the feature is.
Case 1: p = 2, q = 0. To find relevant features across multiple targets, an intuitive
way is to use discrete optimization through the ℓ2,0-norm regularization. The optimiza-
tion problem with the ℓ2,0-norm regularization term can be reformulated as follows:
min
W
loss(W;X,y) s.t.‖W‖2,0 ≤ k. (28)
However, solving the above optimization problem has been proven to be NP-hard, and
also, due to its discrete nature, the objective function is also not convex. To solve it, a
variation of Alternating Direction Method could be leveraged to seek for a local optimal
solution [Cai et al. 2013; Gu et al. 2012]. In [Zhang et al. 2014], the authors provide
two algorithms, proximal gradient algorithm and rank-one update algorithm to solve
this discrete selection problem.
Case 2: p = 2, 0 < q < 1. The above sparsity-reduced regularization term is in-
herently discrete and hard to solve. In [Peng and Fan 2016; Peng and Fan 2017], the
authors propose a more general framework to directly optimize the sparsity-reduced
regularization when 0 < q < 1 and provided efficient iterative algorithm with guaran-
teed convergence rate.
Case 3: p = 2, q = 1. Although the ℓ2,0-norm is more desired for fea-
ture sparsity, however, it is inherently non-convex and non-smooth. Hence, the
ℓ2,1-norm regularization is preferred and widely used in different scenarios such
as multi-task learning [Obozinski et al. 2007; Zhang et al. 2008], anomaly detec-
tion [Li et al. 2017a; Wu et al. 2017] and crowdsourcing [Zhou and He 2017]. Many
ℓ2,1-norm regularization based feature selection methods have been proposed over
the past decade [Zhao et al. 2010; Gu et al. 2011c; Yang et al. 2011; Hou et al. 2011;
Li et al. 2012; Qian and Zhai 2013; Shi et al. 2014; Liu et al. 2014; Du and Shen 2015;
Jian et al. 2016; Liu et al. 2016b; Nie et al. 2016; Zhu et al. 2016; Li et al. 2017c]. Sim-
ilar to ℓ1-norm regularization, ℓ2,1-norm regularization is also convex and a global op-
timal solution can be achieved [Liu et al. 2009a], thus the following discussions about
the sparse learning based feature selection will center around the ℓ2,1-norm regular-
ization term. The ℓ2,1-norm regularization also has strong connections with group
lasso [Yuan and Lin 2006] which will be explained later. By solving the related opti-
mization problem, we can obtain a sparse matrixW where many rows are exact zero
or of small values, and then the features corresponding to these rows can be elimi-
nated.
Case 4: p =∞, q = 1. In addition to the ℓ2,1-norm regularization term, the ℓ∞,1-norm
regularization is also widely used to achieve joint feature sparsity across multiple tar-
gets [Quattoni et al. 2009]. In particular, it penalizes the sum of maximum absolute
values of each row, such that many rows of the matrix will all be zero.
2.3.3. Efficient and Robust Feature Selection. Authors in [Nie et al. 2010] propose an effi-
cient and robust feature selection (REFS) method by employing a joint ℓ2,1-norm min-
imization on both the loss function and the regularization. Their argument is that the
ℓ2-norm based loss function is sensitive to noisy data while the ℓ2,1-norm based loss
function is more robust to noise. The reason is that ℓ2,1-norm loss function has a ro-
tational invariant property [Ding et al. 2006]. Consistent with ℓ2,1-norm regularized
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feature selection model, a ℓ2,1-norm regularizer is added to the ℓ2,1-norm loss function
to achieve group feature sparsity. The objective function of REFS is:
min
W
‖XW −Y‖2,1 + α‖W‖2,1, (29)
To solve the convex but non-smooth optimization problem, an efficient algorithm is
proposed with strict convergence analysis.
It should be noted that the aforementioned REFS is designed for multi-class classi-
fication problems where each instance only has one class label. However, data could
be associated with multiple labels in many domains such as information retrieval
and multimedia annotation. Recently, there is a surge of research work study multi-
label feature selection problems by considering label correlations. Most of them, how-
ever, are also based on the ℓ2,1-norm sparse regularization framework [Gu et al. 2011a;
Chang et al. 2014; Jian et al. 2016].
2.3.4. Multi-Cluster Feature Selection. Most of existing sparse learning based approaches
build a learning model with the supervision of class labels. The feature selection phase
is derived afterwards on the sparse feature coefficients. However, since labeled data
is costly and time-consuming to obtain, unsupervised sparse learning based feature
selection has received increasing attention in recent years. Multi-Cluster Feature Se-
lection (MCFS) [Cai et al. 2010] is one of the first attempts. Without class labels to
guide the feature selection process, MCFS proposes to select features that can cover
multi-cluster structure of the data where spectral analysis is used to measure the cor-
relation between different features.
MCFS consists of three steps. In the first step, it constructs a p-nearest neighbor
graph to capture the local geometric structure of data and gets the graph affinity
matrix S and the Laplacian matrix L. Then a flat embedding that unfolds the data
manifold can be obtained by spectral clustering techniques. In the second step, since
the embedding of data is known, MCFS takes advantage of them to measure the im-
portance of features by a regression model with a ℓ1-norm regularization. Specifically,
given the i-th embedding ei, MCFS regards it as a regression target to minimize:
min
wi
‖Xwi − ei‖
2
2 + α‖wi‖1, (30)
wherewi denotes the feature coefficient vector for the i-th embedding. By solving allK
sparse regression problems, MCFS obtains K sparse feature coefficient vectorsW =
[w1, ...,wK ] and each vector corresponds to one embedding of X. In the third step,
for each feature fj, the MCFS score for that feature can be computed as MCFS(j) =
maxi |W(j, i)|. The higher the MCFS score, the more important the feature is.
2.3.5. ℓ2,1-norm Regularized Discriminative Feature Selection. In [Yang et al. 2011], the au-
thors propose a new unsupervised feature selection algorithm (UDFS) to select the
most discriminative features by exploiting both the discriminative information and
feature correlations. First, assume X˜ is the centered data matrix such X˜ = HnX
and G = [G1,G1, ...,Gn]′ = Y(Y′Y)−
1
2 is the weighted label indicator matrix,
where Hn = In − 1n1n1′n. Instead of using global discriminative information, they
propose to utilize the local discriminative information to select discriminative fea-
tures. The advantage of using local discriminative information are two folds. First,
it has been demonstrated to be more important than global discriminative informa-
tion in many classification and clustering tasks. Second, when it considers the lo-
cal discriminative information, the data manifold structure is also well preserved.
For each data instance xi, it constructs a p-nearest neighbor set for that instance
Np(xi) = {xi1 , xi2 , ..., xip}. Let XNp(i) = [xi,xi1 , ...,xip ] denotes the local data matrix
around xi, then the local total scatter matrix S
(i)
t and local between class scatter ma-
trix S
(i)
b are X˜i
′
X˜i and X˜i
′
GiG
′
iX˜i respectively, where X˜i is the centered data ma-
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trix and G(i) = [Gi,Gi1 , ...,Gik ]
′. Note that G(i) is a subset from G and G(i) can
be obtained by a selection matrix Pi ∈ {0, 1}n×(k+1) such that G(i) = P′iG. With-
out label information in unsupervised feature selection, UDFS assumes that there
is a linear classifier W ∈ Rd×s to map each data instance xi ∈ Rd to a low di-
mensional space Gi ∈ Rs. Following the definition of global discriminative informa-
tion [Yang et al. 2010; Fukunaga 2013], the local discriminative score for each instance
xi is :
DSi = tr[(S
(i)
t + λId)
−1
S
(i)
b ] = tr[W
′
X
′
P(i)X˜i
′
(X˜iX˜i
′
+ λId)
−1
X˜iP
′
(i)XW], (31)
A high local discriminative score indicates that the instance can be well discriminated
byW. Therefore, UDFS tends to trainW which obtains the highest local discrimina-
tive score for all instances in X; also it incorporates a ℓ2,1-norm regularizer to achieve
feature selection, the objective function is formulated as follows:
min
W′W=Id
n∑
i=1
{tr[G′(i)Hk+1G(i) −DSi]}+ α‖W‖2,1, (32)
where α is a regularization parameter to control the sparsity of the learned model.
2.3.6. Feature Selection Using Nonnegative Spectral Analysis. Nonnegative Discriminative
Feature Selection (NDFS) [Li et al. 2012] performs spectral clustering and feature se-
lection simultaneously in a joint framework to select a subset of discriminative fea-
tures. It assumes that pseudo class label indicators can be obtained by spectral clus-
tering techniques. Different from most existing spectral clustering techniques, NDFS
imposes nonnegative and orthogonal constraints during the spectral clustering phase.
The argument is that with these constraints, the learned pseudo class labels are closer
to real cluster results. These nonnegative pseudo class labels then act as regression
constraints to guide the feature selection phase. Instead of performing these two tasks
separately, NDFS incorporates these two phases into a joint framework.
Similar to the UDFS, we use G = [G1,G1, ...,Gn]′ = Y(Y′Y)−
1
2 to denote the
weighted cluster indicator matrix. It is easy to show that we have GG′ = In. NDFS
adopts a strategy to learn the weight cluster matrix such that the local geometric struc-
ture of the data can be well preserved [Shi and Malik 2000; Yu and Shi 2003]. The local
geometric structure can be preserved by minimizing the normalized graph Laplacian
tr(G′LG), where L is the Laplacian matrix that can be derived from RBF kernel. In
addition to that, given the pseudo labels G, NDFS assumes that there exists a linear
transformation matrixW ∈ Rd×s between the data instances X and the pseudo labels
G. These pseudo class labels are utilized as constraints to guide the feature selection
process. The combination of these two components results in the following problem:
min
G,W
tr(G′LG) + β(‖XW−G‖2F + α‖W‖2,1)
s.t. GG′ = In,G ≥ 0,
(33)
where α is a parameter to control the sparsity of the model, and β is introduced to
balance the contribution of spectral clustering and discriminative feature selection.
Discussion: Sparse learning based feature selection methods have gained increas-
ing popularity in recent years. A merit of such type of methods is that it embeds feature
selection into a typical learning algorithm (such as linear regression, SVM, etc.). Thus
it can often lead very good performance for the underlying learning algorithm. Also,
with sparsity of feature weights, the model poses good interpretability as it enables us
to explain why we make such prediction. Nonetheless, there are still some drawbacks
of these methods: First, as it directly optimizes a particular learning algorithm by fea-
ture selection, the selected features do not necessary achieve good performance in other
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learning tasks. Second, this kind of methods often involves solving a non-smooth op-
timization problem, and with complex matrix operations (e.g., multiplication, inverse,
etc) in most cases. Hence, the expensive computational cost is another bottleneck.
2.4. Statistical based Methods
Another category of feature selection algorithms is based on different statistical mea-
sures. As they rely on various statistical measures instead of learning algorithms to
assess feature relevance, most of them are filter based methods. In addition, most sta-
tistical based algorithms analyze features individually. Hence, feature redundancy is
inevitably ignored during the selection phase. We introduce some representative fea-
ture selection algorithms in this category.
2.4.1. Low Variance. Low Variance eliminates features whose variance are below a pre-
defined threshold. For example, for the features that have the same values for all in-
stances, the variance is 0 and should be removed since it cannot help discriminate
instances from different classes. Suppose that the dataset consists of only boolean fea-
tures, i.e., the feature values are either 0 and 1. As the boolean feature is a Bernoulli
random variable, its variance value can be computed as:
variance score(fi) = p(1− p), (34)
where p denotes the percentage of instances that take the feature value of 1. After the
variance of features is obtained, the feature with a variance score below a predefined
threshold can be directly pruned.
2.4.2. T-score. T -score [Davis and Sampson 1986] is used for binary classification
problems. For each feature fi, suppose that µ1 and µ2 are the mean feature values
for the instances from two different classes, σ1 and σ2 are the corresponding standard
deviations, n1 and n2 denote the number of instances from these two classes. Then the
t-score for the feature fi is:
t score(fi) = |µ1 − µ2|/
√
σ21
n1
+
σ22
n2
. (35)
The basic idea of t-score is to assess whether the feature makes the means of two
classes statistically different, which can be computed as the ratio between the mean
difference and the variance of two classes. The higher the t-score, the more important
the feature is.
2.4.3. Chi-Square Score. Chi-square score [Liu and Setiono 1995] utilizes the test of
independence to assess whether the feature is independent of the class label. Given
a particular feature fi with r different feature values, the Chi-square score of that
feature can be computed as:
Chi square score(fi) =
r∑
j=1
c∑
s=1
(njs − µjs)
2
µjs
, (36)
where njs is the number of instances with the j-th feature value given feature fi. In
addition, µjs =
n∗snj∗
n
, where nj∗ indicates the number of data instances with the j-th
feature value given feature fi, n∗s denotes the number of data instances in class r. A
higher Chi-square score indicates that the feature is relatively more important.
2.4.4. Gini Index. Gini index [Gini 1912] is also a widely used statistical measure to
quantify if the feature is able to separate instances from different classes. Given a
feature fi with r different feature values, supposeW andW denote the set of instances
with the feature value smaller or equal to the j-th feature value, and larger than the
j-th feature value, respectively. In other words, the j-th feature value can separate the
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dataset intoW andW , then the Gini index score for the feature fi is given as follows:
gini index score(fi) = min
W
(
p(W)(1−
c∑
s=1
p(Cs|W)
2) + p(W)(1−
c∑
s=1
p(Cs|W)
2)
)
, (37)
where p(.) denotes the probability. For instance, p(Cs|W) is the conditional probability
of class s given W . For binary classification, Gini Index can take a maximum value
of 0.5, it can also be used in multi-class classification problems. Unlike previous sta-
tistical measures, the lower the Gini index value, the more relevant the feature is.
2.4.5. CFS. The basic idea of CFS [Hall and Smith 1999] is to use a correlation based
heuristic to evaluate the worth of a feature subset S:
CFS score(S) =
krcf√
k + k(k − 1)rff
, (38)
where the CFS score shows the heuristic “merit” of the feature subset S with k fea-
tures. rcf is the mean feature class correlation and rff is the average feature-feature
correlation. In Eq. (38), the numerator indicates the predictive power of the feature
set while the denominator shows how much redundancy the feature set has. The ba-
sic idea is that a good feature subset should have a strong correlation with class labels
and are weakly intercorrelated. To get the feature-class correlation and feature-feature
correlation, CFS uses symmetrical uncertainty [Vetterling et al. 1992]. As finding the
globally optimal subset is computational prohibitive, it adopts a best-search strategy
to find a local optimal feature subset. At the very beginning, it computes the utility of
each feature by considering both feature-class and feature-feature correlation. It then
starts with an empty set and expands the set by the feature with the highest utility
until it satisfies some stopping criteria.
Discussion: Most of the statistical based feature selectionmethods rely on predefined
statistical measures to filter out unwanted features, and are simple, straightforward in
nature. And the computational costs of these methods are often very low. To this end,
they are often used as a preprocessing step before applying other sophisticated feature
selection algorithms. Also, as similarity based feature selection methods, these methods
often evaluate the importance of features individually and hence cannot handle feature
redundancy. Meanwhile, most algorithms in this family can only work on discrete data
and conventional data discretization techniques are required to preprocess numerical
and continuous variables.
2.5. Other Methods
In this subsection, we present other feature selection methods that do not belong to
the above four types of feature selection algorithms. In particular, we review hybrid
feature selection methods, deep learning based and reconstruction based methods.
Hybrid feature selection methods is a kind of ensemble-based methods that aim
to construct a group of feature subsets from different feature selection algorithms,
and then produce an aggregated result out of the group. In this way, the instabil-
ity and perturbation issues of most single feature selection algorithms can be al-
leviated, and also, the subsequent learning tasks can be enhanced. Similar to con-
ventional ensemble learning methods [Zhou 2012], hybrid feature selection methods
consist of two steps: (1) construct a set of different feature selection results; and (2)
aggregate different outputs into a consensus result. Different methods differ in the
way how these two steps are performed. For the first step, existing methods either
ensemble the selected feature subsets of a single method on different sample sub-
set or ensemble the selected feature subsets from multiple feature selection algo-
rithms. In particular, a sampling method to obtain different sample subsets is nec-
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essary for the first case; and typical sampling methods include random sampling
and bootstrap sampling. For example, [Saeys et al. 2008] studied the ensemble fea-
ture selection which aggregates a conventional feature selection algorithm such as RE-
LIEF with multiple bootstrapped samples of the training data. In [Abeel et al. 2010],
the authors improved the stability of SVM-RFE feature selection algorithm by ap-
plying multiple random sampling on the original data. The second step involves
in aggregating rankings of multiple selected feature subset. Most of the existing
methods employ a simple yet effective linear aggregation function [Saeys et al. 2008;
Abeel et al. 2010; Yang and Mao 2011]. Nonetheless, other ranking aggregation func-
tions such as Markov chain-based method [Dutkowski and Gambin 2007], distance
synthesis method [Yang et al. 2005], and stacking method [Netzer et al. 2009] are also
widely used. In addition to using the aggregation function, another way is to identify
the consensus features directly from multiple sample subsets [Loscalzo et al. 2009].
Nowadays, deep learning techniques are popular and successful in various real-
world applications, especially in computer vision and natural language processing.
Deep learning is distinct from feature selection as deep learning leverages deep neu-
tral networks structures to learn new feature representations while feature selection
directly finds relevant features from the original features. From this perspective, the
results of feature selection are more human readable and interpretable. Even though
deep learning is mainly used for feature learning, there are still some attempts that
use deep learning techniques for feature selection. We briefly review these deep learn-
ing based feature selection methods. For example, in [Li et al. 2015a], a deep feature
selection model (DFS) is proposed. DFS selects features at the input level of a deep
neural network. Typically, it adds a sparse one-to-one linear layer between the in-
put layer and the first hidden layer of a multilayer perceptrons (MLP). To achieve
feature selection, DFS imposes sparse regularization term, then only the features cor-
responding to nonzero weights are selected. Similarly, in [Roy et al. 2015], the authors
also propose to select features at the input level of a deep neural network. The dif-
ference is that they propose a new concept - net positive contribution, to assess if
features are more likely to make the neurons contribute in the classification phase.
Since heterogeneous (multi-view) features are prevalent in machine learning and pat-
tern recognition applications, [Zhao et al. 2015] proposes to combine deep neural net-
works with sparse representation for grouped heterogeneous feature selection. It first
extracts a new unified representation from each feature group using a multi-modal
neural network. Then the importance of features is learned by a kind of sparse group
lasso method. In [Wang et al. 2014a], the authors propose an attentional neural net-
work, which guides feature selection with cognitive bias. It consists of two modules, a
segmentation module, and a classification module. First, given a cognitive bias vector,
segmentation module segments out an object belonging to one of classes in the input
image. Then, in the classification module, a reconstruction function is applied to the
segment to gate the raw image with a threshold for classification. When features are
sensitive to a cognitive bias, the cognitive bias will activate the corresponding relevant
features.
Recently, data reconstruction error emerged as a new criterion for feature selec-
tion, especially for unsupervised feature selection. It defines feature relevance as the
capability of features to approximate the original data via a reconstruction function.
Among them, Convex Principal Feature Selection (CPFS) [Masaeli et al. 2010] refor-
mulates the feature selection problem as a convex continuous optimization problem
that minimizes a mean-squared-reconstruction error with linear and sparsity con-
straint. GreedyFS [Farahat et al. 2011] uses a projection matrix to project the origi-
nal data onto the span of some representative feature vectors and derives an efficient
greedy algorithm to obtain these representative features. Zhao et al. [Zhao et al. 2016]
ACM Computing Surveys, Vol. 9, No. 4, Article 39, Publication date: March 2010.
39:22 J. Li et al.
formulates the problem of unsupervised feature selection as the graph regularized
data reconstruction. The basic idea is to make the selected features well preserve
the data manifold structure of the original data, and reconstruct each data sample
via linear reconstruction. A pass-efficient unsupervised feature selection is proposed
in [Maung and Schweitzer 2013]. It can be regarded as a modification of the classi-
cal pivoted QR algorithm, the basic idea is still to select representative features that
can minimize the reconstruction error via linear function. The aforementioned meth-
ods mostly use linear reconstruction functions, [Li et al. 2017b] argues that the recon-
struction function is not necessarily linear and proposes to learn the reconstruction
function automatically function from data. In particular, they define a scheme to em-
bed the reconstruction function learning into feature selection.
3. FEATURE SELECTION WITH STRUCTURED FEATURES
Existing feature selection methods for conventional data are based on a strong as-
sumption that features are independent of each other (flat) while ignoring the in-
herent feature structures. However, in many real applications features could ex-
hibit various kinds of structures, e.g., spatial or temporal smoothness, disjoint
groups, overlap groups, trees and graphs [Tibshirani et al. 2005; Jenatton et al. 2011;
Yuan et al. 2011; Huang et al. 2011; Zhou et al. 2012; Wang and Ye 2015]. If this is the
case, feature selection algorithms incorporating knowledge about the structure infor-
mation may help find more relevant features and therefore can improve subsequent
learning tasks. One motivating example is from bioinformatics, in the study of array
CGH, features have some natural spatial order, incorporating such spatial structure
can help select more important features and achieve more accurate classification ac-
curacy. Therefore, in this section, we discuss some representative feature selection
algorithms which explicitly consider feature structures. Specifically, we will focus on
group structure, tree structure and graph structure.
A popular and successful approach to achieve feature selection with structured fea-
tures is to minimize an empirical error penalized by a structural regularization term:
w = argmin
w
loss(w;X,y) + αpenalty(w,G), (39)
where G denotes the structures among features and α is a trade-off parameter between
the loss function and the structural regularization term. To achieve feature selection,
penalty(w,G) is usually set to be a sparse regularization term. Note that the above
formulation is similar to that in Eq. (26), the only difference is that for feature selection
with structured features, we explicitly consider the structural information G among
features in the sparse regularization term.
3.1. Feature Selection with Group Feature Structures
Sparse Group 
Lasso
G1 G2 G4G3
Lasso
Group 
Lasso
Fig. 3: Illustration of Lasso, Group Lasso, and Sparse Group Lasso. The feature set
can be divided into four groupsG1, G2, G3 and G4. The column with dark color denotes
selected features while the column with light color denotes unselected features.
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First, features could exhibit group structures. One of the most common examples is
that in multifactor analysis-of-variance (ANOVA), each factor is associated with sev-
eral groups and can be expressed by a set of dummy features [Yuan and Lin 2006].
Some other examples include different frequency bands represented as groups in sig-
nal processing [McAuley et al. 2005] and genes with similar functionalities acting as
groups in bioinformatics [Ma et al. 2007]. Therefore, when performing feature selec-
tion, it is more appealing to model the group structure explicitly.
3.1.1. Group Lasso. Group Lasso [Yuan and Lin 2006; Bach 2008; Jacob et al. 2009;
Meier et al. 2008], which derives feature coefficients from certain groups to be small
or exact zero, is a solution to this problem. In other words, it selects or ignores a group
of features as a whole. The difference between Lasso and Group Lasso is shown by
the illustrative example in Fig. 3. Suppose that these features come from 4 different
groups and there is no overlap between these groups. Lasso completely ignores the
group structures among features, and the selected features are from four different
groups. On the contrary, Group Lasso tends to select or not select features from dif-
ferent groups as a whole. As shown in the figure, Group Lasso only selects the second
and the fourth group G2 and G4, features in the other two groups G1 and G3 are not
selected. Mathematically, Group Lasso first uses a ℓ2-norm regularization term for fea-
ture coefficients wi in each group Gi, then it performs a ℓ1-norm regularization for all
previous ℓ2-norm terms. The objective function of Group Lasso is formulated as follows:
min
w
loss(w;X,y) + α
g∑
i=1
hi‖wGi‖2, (40)
where hi is a weight for the i-th group wGi which can be considered as a prior to
measuring the contribution of the i-th group in the feature selection process.
3.1.2. Sparse Group Lasso. Once Group Lasso selects a group, all the features in the
selected group will be kept. However, in many cases, not all features in the selected
group could be useful, and it is desirable to consider the intrinsic feature structures
and select features from different selected groups simultaneously (as illustrated in
Fig. 3). Sparse Group Lasso [Friedman et al. 2010; Peng et al. 2010] takes advantage
of both Lasso and Group Lasso, and it produces a solution with simultaneous intra-
group and inter-group sparsity. The sparse regularization term of Sparse Group Lasso
is a combination of the penalty term of Lasso and Group Lasso:
min
w
loss(w;X,y) + α‖w‖1 + (1− α)
g∑
i=1
hi‖wGi‖2, (41)
where α is parameter between 0 and 1 to balance the contribution of inter-group
sparsity and intra-group sparsity for feature selection. The difference between Lasso,
Group Lasso and Sparse Group Lasso is shown in Fig. 3.
3.1.3. Overlapping Sparse Group Lasso. Above methods consider the disjoint group
structures among features. However, groups may also overlap with each
other [Jacob et al. 2009; Jenatton et al. 2011; Zhao et al. 2009]. One motivating ex-
ample is the usage of biologically meaningful gene/protein groups mentioned
in [Ye and Liu 2012]. Different groups of genes may overlap, i.e., one protein/gene may
belong to multiple groups. A general Overlapping Sparse Group Lasso regularization
is similar to the regularization term of Sparse Group Lasso. The difference is that dif-
ferent feature groups Gi can have an overlap, i.e., there exist at least two groups Gi
and Gj such that Gi
⋂
Gj 6= ∅.
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3.2. Feature Selection with Tree Feature Structures
In addition to the group structures, features can also exhibit tree structures. For ex-
ample, in face recognition, different pixels can be represented as a tree, where the root
node indicates the whole face, its child nodes can be different organs, and each specific
pixel is considered as a leaf node. Another motivating example is that genes/proteins
may form certain hierarchical tree structures [Liu and Ye 2010]. Recently, Tree-guided
Group Lasso is proposed to handle the feature selection for features that can be rep-
resented in an index tree [Kim and Xing 2010; Liu and Ye 2010; Jenatton et al. 2010].
0
1
G
2
1
G 2
2
G
1
1
G
1
2
G
2
3
G
1
3
G
1
f
2
f
5
f
3
f
4
f
6
f
7
f
8
f
Fig. 4: Illustration of the tree structure among features. These eight features form a
simple index tree with a depth of 3.
3.2.1. Tree-guided Group Lasso. In Tree-guided Group Lasso [Liu and Ye 2010], the
structure over the features can be represented as a tree with leaf nodes as features.
Each internal node denotes a group of features such that the internal node is consid-
ered as a root of a subtree and the group of features is considered as leaf nodes. Each
internal node in the tree is associated with a weight that represents the height of its
subtree, or how tightly the features in this subtree are correlated.
In Tree-guided Group Lasso, for an index tree G with a depth of d, Gi =
{Gi1, Gi2, ..., Gini} denotes the whole set of nodes (features) in the i-th level (the root node
is in level 0), and ni denotes the number of nodes in the level i. Nodes in Tree-guided
Group Lasso have to satisfy the following two conditions: (1) internal nodes from the
same depth level have non-overlapping indices, i.e., Gij
⋂
Gik = ∅, ∀i = 1, 2, ..., d, j 6= k,
i ≤ j, k ≤ ni; and (2) if Gi−1m is the parent node of Gij , then Gij ⊆ Gi−1m .
We explain these conditions via an illustrative example in Fig. 4. In the figure, we
can observe that 8 features are organized in an indexed tree of depth 3. For the inter-
nal nodes in each level, we have G01 = {f1, f2, f3, f4, f5, f6, f7, f8}, G11 = {f1, f2}, G12 ={f3, f4, f5, f6, f7}, G13 = {f8}, G21 = {f1, f2}, G22 = {f3, f4}, G23 = {f5, f6, f7}. G01 is the root
node of the index tree. In addition, internal nodes from the same level do not overlap
while the parent node and the child node have some overlap such that the features of
the child node is a subset of those of the parent node. In this way, the objective function
of Tree-guided Group Lasso is:
min
w
loss(w;X,y) + α
d∑
i=0
ni∑
j=1
hij‖wGi
j
‖2, (42)
where α ≥ 0 is a regularization parameter and hij ≥ 0 is a predefined parameter to
measure the contribution of the internal node Gij . Since parent node is a superset of
its child nodes, thus, if a parent node is not selected, all of its child nodes will not be
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selected. For example, as illustrated in Fig. 4, if the internal node G12 is not selected,
both of its child nodes G22 and G
2
3 will not be selected.
3.3. Feature Selection with Graph Feature Structures
In many cases, features may have strong pairwise interactions. For example, in nat-
ural language processing, if we take each word as a feature, we have synonyms and
antonyms relationships between different words [Fellbaum 1998]. Moreover, many bi-
ological studies show that there exist strong pairwise dependencies between genes.
Since features show certain kinds of dependencies in these cases, we can model them
by an undirected graph, where nodes represent features and edges among nodes show
the pairwise dependencies between features [Sandler et al. 2009; Kim and Xing 2009;
Yang et al. 2012]. We can use an undirected graph G(N,E) to encode these depen-
dencies. Assume that there are n nodes N = {N1, N2, ..., Nn} and a set of e edges
{E1, E2, ..., Ee} in G(N,E). Then node Ni corresponds to the i-th feature and the pair-
wise feature dependencies can be represented by an adjacency matrix A ∈ RNn×Nn .
3.3.1. Graph Lasso. Since features exhibit graph structures, when two nodes (features)
Ni and Nj are connected by an edge in G(N,E), the features fi and fj are more likely
to be selected together, and they should have similar feature coefficients. One way to
achieve this target is via Graph Lasso – adding a graph regularizer for the feature
graph on the basis of Lasso [Ye and Liu 2012]. The formulation is:
min
w
loss(w;X,y) + α‖w‖1 + (1− α)
∑
i,j
A(i, j)(wi −wj)
2, (43)
where the first regularization term α‖w‖1 is from Lasso while the second term en-
sures that if a pair of features show strong dependency, i.e., large A(i, j), their feature
coefficients should also be similar to each other.
3.3.2. GFLasso. In Eq. (43), Graph Lasso encourages features connected together
have similar feature coefficients. However, features can also be negatively correlated.
In this case, the feature graph G(N,E) is represented by a signed graph, with both
positive and negative edges. GFLasso [Kim and Xing 2009] is proposed to model both
positive and negative feature correlations, the objective function is:
min
w
loss(w;X,y) + α‖w‖1 + (1− α)
∑
i,j
A(i, j)|wi − sign(ri,j)wj |, (44)
where ri,j indicates the correlation between two features fi and fj . When two features
are positively correlated, we have A(i, j) = 1 and ri,j > 0, and the penalty term forces
the feature coefficients wi and wj to be similar; on the other hand, if two features are
negatively correlated, we haveA(i, j) = 1 and ri,j < 0, and the penalty term makes the
feature coefficients wi and wj to be dissimilar. A major limitation of GFLasso is that
it uses pairwise sample correlations to measure feature dependencies, which may lead
to additional estimation bias. The feature dependencies cannot be correctly estimated
when the sample size is small.
3.3.3. GOSCAR. To address the limitations of GFLasso, [Yang et al. 2012] propose
GOSCAR by putting a ℓ∞-norm regularization to enforce pairwise feature coefficients
to be equivalent if two features are connected in the feature graph. The formulation is:
min
w
loss(w;X,y) + α‖w‖1 + (1− α)
∑
i,j
A(i, j)max(|wi|, |wj |). (45)
In the above formulation, the ℓ1-norm regularization is used for feature selection while
the pairwise ℓ∞-norm term penalizes large coefficients. The pairwise ℓ∞-norm term
can be decomposed as max(|wi|, |wj|) = 12 (|wi +wj |+ |wi −wj |) = |u′w|+ |v′w|, where
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u and v are sparse vectors with only two nonzero entries such that ui = uj =
1
2 ,
vi = −vj = 12 .
Discussion: This family of algorithms explicitly take the structures among features
as prior knowledge and feed into feature selection. Therefore, the selected features could
enhance subsequent learning tasks. However, most of these methods are based on the
sparse learning framework, and often involves in solving complex optimization algo-
rithms. Thus, computational costs could be relatively high. Moreover, the feature struc-
ture are often given a priori, it is still a challenging problem to automatically infer the
structures from data for feature selection.
4. FEATURE SELECTION WITH HETEROGENEOUS DATA
Traditional feature selection algorithms are heavily based on the data i.i.d. assump-
tion. However, heterogeneous data from different sources is becoming more and more
prevalent in the era of big data. For example, in the medical domain, genes are of-
ten associated with different types of clinical features. Since data of each source can
be noisy, partial, or redundant, how to find relevant sources and how to fuse them
together for effective feature selection is a challenging problem. Another example is
in social media platforms, instances of high dimensionality are often linked together,
how to integrate link information to guide feature selection is another difficult prob-
lem. In this section, we review current feature selection algorithms for heterogeneous
data from three aspects: (1) feature selection for linked data; (2) multi-source feature
selection; and (3) multi-view feature selection. Note that multi-source and multi-view
feature selection are different in two ways: First, multi-source feature selection aims
to select features from the original feature space by integrating multiple sources while
multi-view feature selection selects features from different feature spaces for all views
simultaneously. Second, multi-source feature selection normally ignores the correla-
tions among sources while multi-view feature selection exploits relations among fea-
tures from different sources.
4.1. Feature Selection Algorithms with Linked Data
Linked data is ubiquitous in real-world applications such as Twitter (tweets linked
by hyperlinks), Facebook (users connected by friendships) and biological systems (pro-
tein interactions). Due to different types of links, they are distinct from traditional
attribute-value data (or so-called “flat” data).
Fig. 5 illustrates an example of linked data and its representation. Fig. 5(a)
shows 8 linked instances, the feature information is illustrated in the left
part of Fig. 5(b). Linked data provides an extra source of information, which
can be represented by an adjacency matrix, illustrated in the right part
of Fig. 5(b). Many linked data related learning tasks are proposed such
as collective classification [Macskassy and Provost 2007; Sen et al. 2008], re-
lational learning [Long et al. 2006; Long et al. 2007; Li et al. 2017c], link
prediction [Liben-Nowell and Kleinberg 2007; Backstrom and Leskovec 2011;
Chen et al. 2016], and active learning [Bilgic et al. 2010; Hu et al. 2013], but the
task of feature selection is not well studied due to some of its unique challenges: (1)
how to exploit relations among data instances; (2) how to take advantage of these
relations for feature selection; and (3) linked data is often unlabeled, how to evaluate
the relevance of features without labels. Recent years have witnessed a surge of
research interests in performing feature selection on linked data [Gu and Han 2011;
Tang and Liu 2012a; Tang and Liu 2012b; Tang and Liu 2013; Wei et al. 2015;
Wei et al. 2016b; Li et al. 2015b; Li et al. 2016b; Li et al. 2016a; Cheng et al. 2017].
Next, we introduce some representative algorithms in this family.
ACM Computing Surveys, Vol. 9, No. 4, Article 39, Publication date: March 2010.
Feature Selection: A Data Perspective 39:27
 
  
! 
" # 
$ 
% 
& 
(a) Linked Data
 
  
! 
" 
# 
$ 
% 
& 
' '  '( …. …. …. 
1 1 
1 1 1 
1 1 1 
1 1 1 1 
1 1 1 
1 1 1 
1 1 
1 1 1 
 
  
! 
" 
# 
$ 
% 
& 
   ! $ " # % & 
(b) Linked Data Representation
Fig. 5: An illustrative example of linked data.
4.1.1. Feature Selection on Networks. In [Gu and Han 2011], the authors propose a su-
pervised feature selection algorithm (FSNet) based on Laplacian Regularized Least
Squares (LapRLS). In detail, they propose to use a linear classifier to capture the rela-
tionship between content information and class labels, and incorporate link informa-
tion by graph regularization. Suppose that X ∈ Rn×d denotes the content matrix and
Y ∈ Rn×c denotes the one-hot label matrix, A denotes the adjacency matrix for all n
linked instances. FSNet first attempts to learn a linear classifierW ∈ Rd×c to map X
to Y:
min
W
‖XW −Y‖2F + α‖W‖2,1 + β‖W‖
2
F . (46)
The term ‖W‖2,1 is included to achieve joint feature sparsity across different classes.
‖W‖2F prevents the overfitting of the model. To capture the correlation between link
information and content information to select more relevant features, FSNet uses the
graph regularization and the basic assumption is that if two instances are linked, their
class labels are likely to be similar, which results in the following objective function:
min
W
‖XW−Y‖2F + α‖W‖2,1 + β‖W‖
2
F + γtr(W
′
X
′
LXW), (47)
where tr(W′X′LXW) is the graph regularization, and γ balances the contribution of
content information and link information for feature selection.
4.1.2. Feature Selection for Social Media Data (LinkedFS). [Tang and Liu 2012a] inves-
tigate the feature selection problem on social media data by evaluating various
social relations such as CoPost, CoFollowing, CoFollowed, and Following. These
four types of relations are supported by social correlation theories such as ho-
mophily [McPherson et al. 2001] and social influence [Marsden and Friedkin 1993].
We use the CoPost relation as an example to illustrate how these relations can be inte-
grated into feature selection. Let p = {p1, p2, ..., pN} be the post set and X ∈ RN×d
be the matrix representation of these posts; Y ∈ Rn×c denotes the label matrix;
u = {u1, u2, ..., un} denotes the set of n users and their link information is encoded
in an adjacency matrix A; P ∈ Rn×N denotes the user-post relationships such that
P(i, j) = 1 if ui posts pj, otherwise 0. To integrate the CoPost relations among users
into the feature selection framework, the authors propose to add a regularization term
to enforce the hypothesis that the class labels (i.e., topics) of posts by the same user
are similar, resulting in the following objective function:
min
W
‖XW −Y‖2F + α‖W‖2,1 + β
∑
u∈u
∑
{pi,pj}∈pu
‖X(i, :)W −X(j, :)W‖22, (48)
where pu denotes the set of posts by user u. The parameter α controls the sparsity ofW
in rows across all class labels and β controls the contribution of the CoPost relations.
4.1.3. Unsupervised Feature Selection for Linked Data. Linked Unsupervised Feature Se-
lection (LUFS) [Tang and Liu 2012b] is an unsupervised feature selection framework
for linked data. Without label information to assess feature relevance, LUFS assumes
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the existence of pseudo labels, and uses Y ∈ Rn×c to denote the pseudo label ma-
trix such that each row of Y has only one nonzero entry. Also, LUFS assumes a linear
mapping matrixW ∈ Rd×c between featureX andY. First, to consider the constraints
from link information, LUFS employs social dimension approach [Tang and Liu 2009]
to obtain the hidden factorsH that incur the interdependency among instances. Then,
according to the Linear Discriminative Analysis, within, between and total hidden fac-
tor scatter matrix Sw, Sb and St are defined as Sw = Y′Y −Y′FF′Y, Sb = Y′FF′Y,
St = Y
′Y respectively, where F = H(H′H)−
1
2 is the weighted hidden factor matrix.
Considering the fact that instances with similar hidden factors are similar and in-
stances with different hidden factors are dissimilar, the constraint from link infor-
mation can be incorporated by maximizing tr((St)−1Sb). Second, to take advantage of
feature information, LUFS obtains the constraints by spectral analysis to minimize
tr(Y′LY), where L is the Laplacian matrix derived from feature affinity matrix S.
With these, the objective function of LUFS is formulated as follows:
min
W
tr(Y′LY)− αtr((St)
−1
Sb), (49)
where α is a regularization parameter to balance the contribution from these two con-
straints. To achieve feature selection, LUFS further adds a ℓ2,1-norm regularization
term onW, and with spectral relaxation of the pseudo-class label matrix, the objective
function in Eq. (49) can be eventually represented as:
min
W
tr(W′(X′LX+ αX′(In − FF
′))W) + β‖W‖2,1
s.t. W′(X′X+ λId)W = Ic,
(50)
where β controls the sparsity ofW in rows and λId makes X′X+ λId invertible.
4.1.4. Robust Unsupervised Feature Selection for Networked Data. LUFS performs network
structure modeling and feature selection separately, and the feature selection heavily
depends on the quality of extracted latent representations. In other words, the perfor-
mance of LUFS will be jeopardized when there are a lot of noisy links in the network.
[Li et al. 2016b] propose a robust unsupervised feature selection framework (NetFS) to
embed latent representation learning into feature selection. Specifically, let X ∈ Rn×d
and A ∈ Rn×n denote the feature matrix and adjacency matrix respectively. NetFS
first uncovers a low-rank latent representation U by a symmetric NMF model. The
latent representation describes a set of diverse affiliation factors hidden in a network,
and instances with similar latent representations are more likely to be connected to
each other than the instances with dissimilar latent representations. As latent factors
encode some hidden attributes of instances, they should be related to some features.
Thus, NetFS takes U as a constraint to perform feature selection via:
min
U≥0,W
‖XW −U‖2F + α‖W‖2,1 +
β
2
‖A−UU′‖2F , (51)
where α and β are two balance parameters. By embedding latent representation learn-
ing into feature selection, these two phases could help and boost each other. Feature in-
formation can help learn better latent representations which are robust to noisy links,
and better latent representations can fill the gap of limited label information and rich
link information to guide feature selection. The authors further extended the NetFS
model to the dynamic case to obtain a subset of relevant features continuously when
both the feature information and network structure evolve over time [Li et al. 2016a].
In addition to positive links, many real-world networks also contain negative links,
such as distrust relations in Epinions and foes in Slashdot. Based on NetFS, the au-
thors in [Cheng et al. 2017] further study if negative links have added value over pos-
itive links in finding more relevant features.
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4.2. Multi-Source Feature Selection
For many learning tasks, we often have multiple data sources for the same set of data
instances. For example, recent advancements in bioinformatics reveal that non-coding
RNA species function across a variety of biological process. The task of multi-source
feature selection in this case is formulated as follows: given m sources of data depict-
ing the same set of n instances, and their matrix representations X1 ∈ Rn×d1 ,X2 ∈
R
n×d2 , ...,Xm ∈ Rn×dm (where d1, ..., dm denote the feature dimensions), select a subset
of relevant features from a target source (e.g., Xi) by taking advantage of all informa-
tion from m sources.
4.2.1. Multi-Source Feature Selection via Geometry-Dependent Covariance Analysis (GDCOV).
To integrate information from multiple sources, [Zhao and Liu 2008] propose an intu-
itive way to learn a global geometric pattern from all sources that reflects the intrin-
sic relationships among instances [Lanckriet et al. 2004]. They introduce a concept of
geometry-dependent covariance that enables the usage of the global geometric pattern
in covariance analysis for feature selection. Given multiple local geometric patterns
in multiple affinity matrices Si, where i denotes the i-th data source, a global pattern
can be obtained by linearly combining all affinity matrices as S =
∑m
i=1 αiSi, where αi
controls the contribution of the i-th source. With the global geometric pattern obtained
from multiple data sources, one can build a geometry-dependent sample covariance
matrix for the target source Xi as C =
1
n−1ΠX
′
i(S− S11
′S
1′S1
)XiΠ, whereΠ is a diagonal
matrix with Π(j, j) = ‖D 12Xi(:, j)‖−1, and D is also a diagonal matrix from S with
D(k, k) =
∑n
j=1 S(k, j).
After getting a geometry-dependent sample covariance matrix, a subsequent ques-
tion is how to use it effectively for feature selection. Basically, two methods are pro-
posed. The first method, GPCOVvar sorts the diagonal of the covariance matrix and
selects the features that have the highest variances. Selecting features based on this
approach is equivalent to choosing features that are consistent with the global geom-
etry pattern. The second method, GPCOVspca, applies Sparse Principal Component
Analysis (SPCA) [d’Aspremont et al. 2007] to select features that can retain the total
variance maximally. Hence, it considers interactions among features and can select
features with less redundancy.
4.3. Feature Selection Algorithms with Multi-View Data
Multi-View data represent different facets of data instances in different feature
spaces. These feature spaces are naturally dependent and high-dimensional. Hence,
the task of multi-view feature selection arises [Feng et al. 2013; Tang et al. 2013;
Wang et al. 2013; Liu et al. 2016a], which aims to select features from different feature
spaces simultaneously by using their relations. Onemotivating example is to select rel-
evant features in pixels, tags, and terms associated with images simultaneously. Since
multi-view feature selection is designed to select features across multiple views by
using their relations, they are naturally different from multi-source feature selection.
The difference between multi-source feature selection and multi-view feature selection
is illustrated in Fig. 6. For supervised multi-view feature selection, the most common
approach is Sparse Group Lasso [Friedman et al. 2010; Peng et al. 2010]. In this sub-
section, we review some representative algorithms for unsupervised multi-view fea-
ture selection.
4.3.1. Adaptive Multi-View Feature Selection. Adaptive unsupervised multi-view feature
selection (AUMFS) [Feng et al. 2013] takes advantages of the data cluster structure,
the data similarity and the correlations among views simultaneously. Specifically, let
X1 ∈ Rn×d1 ,X2 ∈ Rn×d2 , ...,X1 ∈ Rn×dm denote the description of n instances from m
different views respectively, X = [X1,X2, ...,Xm] ∈ Rd denotes the concatenated data,
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Fig. 6: Differences between multi-source and multi-view feature selection.
where d = d1 + d2 + ... + dm. AUMFS first builds a feature selection model by using
ℓ2,1-norm regularized least squares loss function:
min
W,F
‖XW − F‖2,1 + α‖W‖2,1, (52)
whereF ∈ Rn×c is the pseudo class label matrix. The ℓ2,1-norm loss function is imposed
since it is robust to outliers and ℓ2,1-norm regularization selects features across all c
pseudo class labels with joint sparsity. Then AUMFS uses spectral clustering on an
affinity matrix from different views to learn the shared pseudo class labels. For the
data matrix Xi in each view, it first builds an affinity matrix Si based on the data
similarity on that view and gets the corresponding Laplacian matrix Li. Then it aims
to learn the pseudo class label matrix by considering the spectral clustering from all
views. Integrating it with Eq. (52), we have the following objective function:
min tr(F′
m∑
i=1
λiLiF) + β(‖XW − F‖2,1 + α‖W‖2,1)
s.t. F′F = Ic,F ≥ 0,
m∑
i=1
λi = 1, λi ≥ 0.
(53)
where the contribution of each view for the joint spectral clustering is balanced by
a nonnegative weight λi and the summation of all λi equals 1. β is a parameter to
balance the contribution of spectral clustering and feature selection.
4.3.2. Unsupervised Feature Selection for Multi-View Data. AUMFS [Feng et al. 2013]
learns one feature weight matrix for all features from different views to approximate
the pseudo class labels. [Tang et al. 2013] propose a novel unsupervised feature selec-
tion method called Multi-View Feature Selection (MVFS). Similar to AUMFS, MVFS
uses spectral clustering with the affinity matrix from different views to learn the
pseudo class labels. It differs from AUMFS as it learns one feature weight matrix
for each view to fit the pseudo class labels by the joint least squares loss and ℓ2,1-norm
regularization. The optimization problem of MVFS can be formulated as follows:
min tr(F′
m∑
i=1
λiLiF) +
m∑
i=1
β(‖XiWi − F‖2,1 + α‖Wi‖2,1)
s.t. F′F = Ic,F ≥ 0,
m∑
i=1
λi = 1, λi ≥ 0.
(54)
The parameter λi is employed to control the contribution of each view and
∑m
i=1 λi = 1.
4.3.3. Multi-View Clustering and Feature Learning via Structured Sparsity. In some cases, fea-
tures from a certain view contain more discriminative information than features
from other views. One example is that in image processing, the color features are
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more useful than other types of features in identifying stop signs. To address this
issue in multi-view feature selection, a novel feature selection algorithm is proposed
in [Wang et al. 2013] with a joint group ℓ1-norm and ℓ2,1-norm regularization.
For the feature weight matrixW1, ...,Wm fromm different views, the group ℓ1-norm
is defined as ‖W‖G1 =
∑c
j=1
∑m
i=1 ‖Wi(:, j)‖. Crucially, the group ℓ1-norm regulariza-
tion term is able to capture the global relations among different views and is able
to achieve view-wise sparsity such that only a few views are selected. In addition to
group ℓ1-norm, a ℓ2,1-norm regularizer onW is also included to achieve feature spar-
sity among selected views. Hence, the objective function of the proposed method is
formulated as follows:
min
W,F
‖XW − F‖2F + α‖W‖2,1 + β‖W‖G1
s.t. F′F = Ic,F ≥ 0,
(55)
where α and β are used to control inter-view sparsity and intra-view sparsity.
Discussion: Feature selection algorithms for heterogeneous data can handle vari-
ous types of data simultaneously. By fusing multiple data sources together, the selected
features are able to capture the inherent characteristics of data and could better serve
other learning problems on such data. However, most of the proposed algorithms in
this family use matrices to represent the data and often convert the feature selection
problem into an optimization algorithm. The resulted optimization problem often re-
quires complex matrix operations which is computationally expensive, and also, limits
the scalability of these algorithms for large-scale data. How to design efficient and dis-
tributed algorithms to speed up the computation is still a fertile area and needs deeper
investigation.
5. FEATURE SELECTION WITH STREAMING DATA
Previous methods assume that all data instances and features are known in advance.
However, it is not the case in many real-world applications that we are more likely
faced with data streams and feature streams. In the worst cases, the size of data or
features are unknown or even infinite. Thus it is not practical to wait until all data
instances or features are available to perform feature selection. For streaming data,
one motivating example online spam email detection problem, where new emails are
continuously arriving; it is not easy to employ batch-mode feature selection methods
to select relevant features in a timely manner. On an orthogonal setting, feature se-
lection for streaming features also has its practical significances. For example, Twitter
produces more than 500 million tweets every day, and a large amount of slang words
(features) are continuously being generated. These slang words promptly grab users’
attention and become popular in a short time. Therefore, it is preferred to perform
streaming feature selection to adapt to the changes on the fly. There are also some at-
tempts to study these two dual problems together, which is referred as feature selection
on Trapezoidal data streams [Zhang et al. 2015]. We will review some representative
algorithms for these two orthogonal problems.
5.1. Feature Selection Algorithms with Feature Streams
For the feature selection problems with streaming features, the number of in-
stances is considered to be constant while candidate features arrive one at a
time; the task is to timely select a subset of relevant features from all features
seen so far [Perkins and Theiler 2003; Zhou et al. 2005; Wu et al. 2010; Yu et al. 2014;
Li et al. 2015b]. At each time step, a typical streaming feature selection algorithm first
determines whether to accept the most recently arrived feature; if the feature is added
to the selected feature set, it then determines whether to discard some existing fea-
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tures. The process repeats until no new features show up anymore. Different algo-
rithms have different implementations in the first step. The second step which checks
existing features is an optional step.
5.1.1. Grafting Algorithm. The first attempt to perform streaming feature selection is
credited to [Perkins and Theiler 2003]. Their method is based on a stagewise gradient
descent regularized risk framework [Perkins et al. 2003]. Grafting is a general tech-
nique that can deal with a variety of models that are parameterized by a feature weight
vector w subject to ℓ1-norm regularization, such as Lasso.
The basic idea of Grafting is based on the observation – incorporating a new feature
into the Lasso model involves adding a new penalty term into the model. For example,
at the time step j, when a new feature fj arrives, it incurs a regularization penalty of
α|wj |. Therefore, the addition of the new feature fj reduces the objective function value
in Lasso only when the reduction in the loss function part loss(w;X,y) outweighs the
increase in the ℓ1-norm regularization. With this observation, the condition of accept-
ing the new feature fj is
∣∣∣∂loss(w;X,y)∂wj
∣∣∣ > α. Otherwise, the Grafting algorithm will set
the feature coefficientwj of the new feature fj to be zero. In the second step, when new
features are accepted and included in the model, Grafting adopts a conjugate gradient
(CG) procedure to optimize the model with respect to all current parameters to exclude
some outdated features.
5.1.2. Alpha-investing Algorithm. Alpha-investing [Zhou et al. 2005] is an adaptive com-
plexity penalty method which dynamically changes the threshold of error reduction
that is required to accept a new feature. It is motivated by a desire to control the
false discovery rate (FDR) of newly arrived features, such that a small portion of spu-
rious features do not affect the model’s accuracy significantly. The detailed algorithm
works as follows: (1) it initializes w0 = 0 (probability of false positives), i = 0 (index
of features), and selected features in the model to be empty; (2) it sets αi = wi/2i
when a new feature arrives; (3) it sets wi+1 = wi − αi if p value(fi, SF ) ≥ αi; or set
wi+1 = wi+α∆−αi, SF = SF ∪fi if p value(fi, SF ) < αi. The threshold αi corresponds
to the probability of selecting a spurious feature at the time step i. It is adjusted by the
wealth wi, which denotes the acceptable number of false positively detected features
at the current moment. The wealth wi increases when a feature is added to the model.
Otherwise, it decreases when a feature is not included to save for future features. More
precisely, at each time step, the method calculates the p-value by using the fact that
∆Logliklohood is equivalent to t-statistics. The p-value denotes the probability that a
feature coefficient could be set to nonzero when it is not (false positively detected). The
basic idea of alpha-investing is to adaptively adjust the threshold such that when new
features are selected and included into the model, it allows a higher chance of includ-
ing incorrect features in the future. On the other hand, each time when a new feature
is not included, the wealth is wasted and lowers the chance of finding more spurious
features.
5.1.3. Online Streaming Feature Selection Algorithm. Some other researchers study
the streaming feature selection problem from an information theoretic perspec-
tive [Wu et al. 2010]. According to the definition, the whole feature set consists of
four types of features: irrelevant, redundant, weakly relevant but non-redundant, and
strongly relevant features. An optimal feature selection should select non-redundant
and strongly relevant features. But as features continuously arrive in a streaming
fashion, it is difficult to find all strongly relevant and non-redundant features. The
proposed method, OSFS is able to capture these non-redundant and strongly relevant
features via two steps: (1) online relevance analysis, and (2) online redundancy analy-
sis. In the online relevance analysis step, OSFS discovers weakly relevant and strongly
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relevant features, and these features are added into the best candidate features (BCF).
Otherwise, if the newly arrived feature is not relevant to the class label, it is discarded
and not considered in future steps. In online redundancy analysis step, OSFS dynami-
cally eliminates redundant features in the selected subset using Markov Blanket. For
each feature fj in the best candidate set BCF , if there exists a subset of BCF making
fj and the class label conditionally independent, then fj is removed from BCF .
5.1.4. Unsupervised Streaming Feature Selection in Social Media. Vast majority of stream-
ing feature selection methods are supervised which utilize label information to guide
feature selection. However, in social media, it is easy to amass vast quantities of
unlabeled data, while it is time and labor consuming to obtain labels. To deal with
large-scale unlabeled data in social media, authors in [Li et al. 2015b] propose the
USFS algorithm to tackle unsupervised streaming feature selection. The key idea of
USFS is to utilize source information such as link information. USFS first uncovers
hidden social factors from link information by mixed membership stochastic block-
model [Airoldi et al. 2009]. After obtaining the social latent factors Π ∈ Rn×k for each
linked instance, USFS takes advantage of them as a constraint to perform selection. At
a specific time step t, let X(t), W(t) denote the corresponding feature matrix and fea-
ture coefficient respectively. To model feature information, USFS constructs a graph
G to represent feature similarity and A(t) denotes the adjacency matrix of the graph,
L(t) is the corresponding Laplacian matrix from X(t). Then the objective function to
achieve feature selection at the time step t is given as follows:
min
W(t)
1
2
‖X(t)W(t) −Π‖2F + α
k∑
i=1
‖(w(t))i‖1 +
β
2
‖W(t)‖2F +
γ
2
‖(X(t)W(t))′(L(t))
1
2 ‖2F , (56)
where α is a sparse regularization parameter, β controls the robustness of the model,
and γ balances link information and feature information. Assume at the next time
step t+1 a new feature arrives, to test the new feature, USFS takes a similar strategy
as Grafting to perform gradient test. Specifically, if the inclusion of the new feature
is going to reduce the objective function in Eq. (56), the feature is accepted; otherwise
the new feature can be removed.When new features are continuously being generated,
some existing features may become outdated, therefore, USFS also investigates if it is
necessary to remove any existing features by re-optimizing the model through a BFGS
method [Boyd and Vandenberghe 2004].
5.2. Feature Selection Algorithms with Data Streams
In this subsection, we review the problem of feature selection with data streams which
is considered as a dual problem of streaming feature selection.
5.2.1. Online Feature Selection. In [Wang et al. 2014b], an online feature selection
algorithm (OFS) for binary classification is proposed. Let {x1,x2, ...,xt...} and
{y1, y2, ..., yt...} denote a sequence of input data instances and input class labels re-
spectively, where each data instance xi ∈ Rd is in a d-dimensional space and class
label yi ∈ {−1,+1}. The task of OFS is to learn a linear classifier w(t) ∈ Rd that
can be used to classify each instance xi by a linear function sign(w(t)
′
xi). To achieve
feature selection, it requires that the linear classifier w(t) has at most B-nonzero el-
ements such that ‖w(t)‖0 ≤ B. It indicates that at most B features will be used for
classification. With a regularization parameter λ and a step size η, the algorithm of
OFS works as follows: (1) get a new data instance xt and its class label yt; (2) make a
class label prediction sign(w(t)
′
xt) for the new instance; (3) if xt is misclassified such
that yiw(t)
′
xt < 0, then w˜t+1 = (1 − λη)wt + ηytxt, wˆt+1 = min{1, 1/
√
λ‖w˜t+1‖2}w˜t+1,
and wt+1 = Truncate(wˆt+1, B); (4) wt+1 = (1 − λη)wt. In particular, each time when
a training instance xt is misclassified, wt is first updated by online gradient descent
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and then it is projected to a ℓ2-norm ball to ensure that the classifier is bounded. After
that, the new classifier wˆt+1 is truncated by taking the most important B features. A
subset of B features is returned at each time step. The process repeats until there are
no new data instances arrive anymore.
5.2.2. Unsupervised Feature Selection on Data Streams. To timely select a sub-
set of relevant features when unlabeled data is continuously being gener-
ated, [Huang et al. 2015] propose a novel unsupervised feature selection method
(FSDS) with only one pass of the data and with limited storage. The basic idea of
FSDS is to use matrix sketching to efficiently maintain a low-rank approximation of
the current observed data and then apply regularized regression to obtain the feature
coefficients, which can further be used to obtain the importance of features. The au-
thors empirically show that when some orthogonality conditions are satisfied, the ridge
regression can replace the Lasso for feature selection, which is more computationally
efficient. Assume at a specific time step t, X(t) ∈ Rnt×d denotes the data matrix at that
time step, the feature coefficients can be obtained by minimizing the following:
min
W(t)
‖B(t)W(t) − {e1, ..., ek}‖
2
F + α‖W
(t)‖2F , (57)
where B(t) ∈ Rℓ×d denote the sketching matrix ofX(t) (ℓ≪ nt), ei ∈ Rℓ is a vector with
its i-th location as 1 and other locations as 0. By solving the optimization problem in
Eq. (57), the importance of each feature fi is score(j) = maxi |W(t)(j, i)|. The higher
the feature score, the more important the feature is.
Discussion: As data is often not static and is generated in a streaming fashion, fea-
ture selection algorithms for both feature and data streams are often more desired in
practical usage. Most of the existing algorithms in this family employ various strategies
to speed up the selection process such that it can deal with new data samples or new fea-
tures upon the arrival. However, it should be mentioned that most of these algorithms
require multiple pass of the data and some even need to store all the historically gener-
ated data, which jeopardizes the usage of these algorithms when we only have limited
memory or disk storage. It requires further efforts to design streaming algorithms that
are effective and efficient with limited storage costs.
6. PERFORMANCE EVALUATION
We first introduce our efforts in developing an open-source feature selection reposi-
tory. Then we use algorithms included in the repository as an example to show how to
evaluate different feature selection algorithms.
6.1. Feature Selection Repository
First, we introduce our attempt in developing a feature selection repository – scikit-
feature. The purpose of this feature selection repository is to collect some widely used
feature selection algorithms that have been developed in the feature selection research
to serve as a platform to facilitate their application, comparison, and joint study. The
feature selection repository also effectively assists researchers to achieve more reliable
evaluation in the process of developing new feature selection algorithms.
We develop the open source feature selection repository scikit-feature by one of the
most popular programming language – python. It contains around 40 popular feature
selection algorithms. It is built upon one widely used machine learning package scikit-
learn and two scientific computing packages Numpy and Scipy. At the same time, we
also maintain a website (http://featureselection.asu.edu/) for this project which offers
several sources such as publically available benchmark datasets, performance evalua-
tion of algorithms and test cases to run each algorithm. The source code of this reposi-
tory is available at Github (https://github.com/jundongl/scikit-feature). An interactive
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tool of the repository is also available [Cheng et al. 2016]. We welcome researchers in
this community to contribute algorithms and datasets to our repository.
6.2. Evaluation Methods and Metrics
As an example, we empirically show how to evaluate the performance of feature selec-
tion algorithms in the repository. The experimental results can be obtained from our
repository project website (http://featureselection.asu.edu/datasets.php). In our project
website, for each dataset, we list all applicable feature selection algorithms along with
its evaluation on either classification or clustering. Next, we will provide detailed infor-
mation how these algorithms are evaluated, including evaluation criteria and experi-
mental setup. Different feature selection algorithms can be categorized by the follow-
ing two criteria: (1) labels: supervised or unsupervised; (2) output: feature weighting
or subset selection. The first criterion determines whether we need to use the label
information to perform feature selection or not. The second criterion categorizes these
algorithms based on the output. Feature weighing algorithms give each feature a score
for ranking and feature subset algorithms only show which features are selected.
Next, we introduce the widely adopted way to evaluate the performance of feature
selection algorithms. We have different evaluation metrics for supervised and unsu-
pervised methods. For different output types, different evaluation strategies are used:
(1) if it is a feature weighting method that outputs the feature scores, then the quality
of the first {5, 10, 15, ..., 295, 300} features are evaluated respectively; (2) if it is a fea-
ture subset selection method that only outputs which features are selected, then we
use all the selected features to perform the evaluation.
Supervised Methods. To test the performance of supervised feature selection algo-
rithms, we divide the whole dataset into two parts - the training set T and test set
U . Feature selection algorithms will be first applied to the training set T to obtain a
subset of relevant features S. Then the test set on the selected features acts as input to
a classification model for the testing purpose. In the experiments, we use classification
accuracy to evaluate the classification performance and three classification models,
Linear SVM, Decision Tree, Naı¨ve Bayes are used. To get more reliable results, 10-
folds cross validation is used. Normally, the higher the classification performance, the
better the selected features are.
Unsupervised Methods. Following the standard way to assess unsupervised feature
selection, we evaluate unsupervised algorithms in terms of clustering performance.
Two commonly used clustering performance metrics [Cai et al. 2010], i.e., normalized
mutual information (NMI) and accuracy (ACC) are used. Each feature selection algo-
rithm is first applied to select features; then K-means clustering is performed based
on the selected features. We repeat the K-means algorithm 20 times and report the
average clustering results since K-means may converge to a local optimal. The higher
the clustering performance, the better the selected features are.
We also list the following information of main algorithms reviewed in this paper in
Table II: (1) the type of data: conventional data or other types of data; (2) usage of la-
bels: supervised or unsupervised1; (3) output: feature weighting or subset selection; (4)
feature type: numerical variables or discrete variables (numerical variables can also
be divided into continuous variables and discrete variables). For supervised feature
selection methods, we also list if the methods are designed to tackle binary-class or
multi-class classification problems. Based on the above information, the practitioners
can have a more intuitive sense about the applicable scenarios of different methods.
1feature selection for regression can also be regarded as a supervised method, here we focus on feature
selection for classification problems
ACM Computing Surveys, Vol. 9, No. 4, Article 39, Publication date: March 2010.
3
9
:3
6
J.
L
i
e
t
a
l.
Table II: Detailed information of main feature selection algorithms reviewed in the paper.
Data Methods
Supervision Output of Features Feature Type
Binary Multi-class Unsupervised Ranking Subset
Numerical
Categorical
Continuous Discrete
Conventional–Flat Features
Fisher Score [Duda et al. 2012] X X X X X
ReliefF [Robnik-Sˇikonja and Kononenko 2003] X X X X X
Trace Ratio [Nie et al. 2008] X X X X X
Laplacian Score [He et al. 2005] X X X X
SPEC [Zhao and Liu 2007] X X X X X X
MIM [Lewis 1992] X X X X X
MIFS [Battiti 1994] X X X X X
MRMR [Peng et al. 2005] X X X X X
CIFE [Lin and Tang 2006] X X X X X
JMI [Meyer et al. 2008] X X X X X
CMIM [Fleuret 2004] X X X X X
IF [Vidal-Naquet and Ullman 2003] X X X X X
ICAP [Jakulin 2005] X X X X X
DISR [Meyer and Bontempi 2006] X X X X X
FCBF [Yu and Liu 2003] X X X X X
ℓp-regularized [Liu et al. 2009b] X X X X
ℓp,q-regularized [Liu et al. 2009b] X X X X
REFS [Nie et al. 2010] X X X X X
MCFS [Cai et al. 2010] X X X X
UDFS [Yang et al. 2011] X X X X
NDFS [Li et al. 2012] X X X X
Low Variance [Pedregosa et al. 2011] X X X X
T-score [Davis and Sampson 1986] X X X X
Chi-square [Liu and Setiono 1995] X X X X X
Gini [Gini 1912] X X X X X
CFS [Hall and Smith 1999] X X X X X
Conventional – Structured Feature
Group Lasso [] X X X X
Sparse Group Lasso [Friedman et al. 2010] X X X X
Tree Lasso [Liu and Ye 2010] X X X X
Graph Lasso [Ye and Liu 2012] X X X X
GFLasso [Kim and Xing 2009] X X X X
GOSCAR [Yang et al. 2012] X X X X
Linked Data
FSNet [Gu and Han 2011] X X X X X
LinkedFS [Tang and Liu 2012a] X X X X X
LUFS [Tang and Liu 2012b] X X X X
NetFS [Li et al. 2016b] X X X X
Multi-Source GDCOV [Zhao and Liu 2008] X X X X
Multi-View
AUMFS [Feng et al. 2013] X X X X
MVFS [Tang et al. 2013] X X X X
Streaming Feature
Grafting [Perkins and Theiler 2003] X X X X
Alpha-Investing [Zhou et al. 2005] X X X X
OSFS [Wu et al. 2010] X X X X
USFS [Li et al. 2015b] X X X X
Streaming Data
OFS [Wang et al. 2014b] X X X X
FSDS [Huang et al. 2015] X X X X
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7. OPEN PROBLEMS AND CHALLENGES
Over the past two decades, there has been a significant number of attempts in devel-
oping feature selection algorithms for both theoretical analysis and real-world applica-
tions. However, we still believe there is more work that can be done in this field. Here
are several challenges and concerns that we need to mention and discuss.
7.1. Scalability
With the tremendous growth in the size of data, the scalability of most current fea-
ture selection algorithms may be jeopardized. In many scientific and business appli-
cations, data is usually measured in terabyte (1TB = 1012 bytes). Normally, datasets
in the scale of terabytes cannot be loaded into the memory directly and therefore lim-
its the usability of most feature selection algorithms. Currently, there are some at-
tempts to use distributed programming frameworks to perform parallel feature selec-
tion for large-scale datasets [Singh et al. 2009; Zhao et al. 2013; Yamada et al. 2014;
Zadeh et al. 2017]. In addition, most of the existing feature selection methods have a
time complexity proportional to O(d2) or even O(d)3, where d is the feature dimen-
sion. Recently, big data of ultrahigh-dimensionality has emerged in many real-world
applications such as text mining and information retrieval. Most feature selection al-
gorithms do not scale well on the ultrahigh-dimensional data whose efficiency deterio-
rates quickly or is even computationally infeasible. In this case, well-designed feature
selection algorithms in linear or sublinear running time are preferred [Fan et al. 2009;
Tan et al. 2014]. Moreover, in some online classification or online clustering tasks, the
scalability of feature selection algorithms is also a big issue. For example, the data
streams or feature streams may be infinite and cannot be loaded into the memory,
hence we can only make one pass of the data where the second pass is either un-
available or computationally expensive. Even though feature selection algorithms can
reduce the issue of scalability for online classification or clustering, these methods ei-
ther require to keep all features in the memory or require iterative processes to visit
data instances more than once, which limit their practical usage. In conclusion, even
though there is some preliminary work to increase the scalability of feature selection
algorithms, we believe that more focus should be given to the scalability problem to
keeping pace with the rapid growth of very large-scale and streaming data.
7.2. Stability
For supervised feature selection algorithms, their performance is usually evaluated
by the classification accuracy. In addition to accuracy, the stability of these algo-
rithms is also an important consideration when developing new feature selection al-
gorithms. It is defined as the sensitivity of a feature selection algorithm to pertur-
bation in the training data [Kalousis et al. 2007; He and Yu 2010; Saeys et al. 2008;
Loscalzo et al. 2009; Yang and Mao 2011]. The perturbation of data could be in vari-
ous format such as addition/deletion of data samples and the inclusion of noisy/outlier
samples. More rigorous definition on the stability of feature selection algorithms can
be referred to [Kalousis et al. 2007]. The stability of feature selection algorithms has
significant implications in practice as it can help domain experts gain more confidence
on the selected features. A motivating example in bioinformatics indicates that domain
experts would like to see the same set or similar set of genes (features) selected each
time when they obtain new data samples. Otherwise, domain experts would not trust
these algorithms and may never use them again. It is observed that many well-known
feature selection algorithms suffer from the low stability problem after the small data
perturbation is introduced in the training set. It is also found in [Alelyani et al. 2011]
that the underlying characteristics of data may greatly affect the stability of feature
selection algorithms and the stability issue may also be data dependent. These factors
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include the dimensionality of the feature, the number of data instances, etc. In against
with supervised feature selection, the stability of unsupervised feature selection al-
gorithms has not been well studied yet. Studying stability for unsupervised feature
selection is much more difficult than that of the supervised methods. The reason is
that in unsupervised feature selection, we do not have enough prior knowledge about
the cluster structure of the data. Thus, we are uncertain that if the new data instance,
i.e., the perturbation belongs to any existing clusters or will introduce new clusters.
While in supervised feature selection, we have prior knowledge about the label of each
data instance, and a new sample that does not belong to any existing classes will be
considered as an outlier and we do not need to modify the selected feature set to adapt
to the outliers. In other words, unsupervised feature selection is more sensitive to noise
and the noise will affect the stability of these algorithms.
7.3. Model Selection
For most feature selection algorithms especially for feature weighting methods, we
have to specify the number of selected features. However, it is often unknown what
is the optimal number of selected features. A large number of selected features will
increase the risk in including noisy, redundant and irrelevant features, which may
jeopardize the learning performance. On the other hand, it is also not good to include
too small number of selected features, since some relevant features may be eliminated.
In practice, we usually adopt a heuristic way to grid search the number of selected fea-
tures and pick the number that has the best classification or clustering performance,
but the whole process is computationally expensive. It is still an open and challeng-
ing problem to determine the optimal number of selected features. In addition to the
optimal number of selected features, we also need to specify the number of clusters or
pseudo classes for unsupervised feature selection algorithms. In real-world problems,
we usually have limited knowledge about the clustering structure of the data. Choos-
ing different numbers of clusters may merge totally different small clusters into one
big cluster or split one big cluster into smaller ones. As a consequence, it may result
in finding totally different subsets of features. Some work has been done to estimate
these tricky parameters. For instance, in [Tibshirani et al. 2001], a principled way to
estimate the number of suitable clusters in a dataset is proposed. However, it is still
not clear how to find the best number of clusters directly for unsupervised feature se-
lection. All in all, we believe that the model selection is an important issue and needs
deeper investigation.
8. CONCLUSION
Feature selection is effective in preprocessing data and reducing data dimensionality.
Meanwhile, it is essential to successful data mining and machine learning applica-
tions. It has been a challenging research topic with practical significance in many areas
such as statistics, pattern recognition, machine learning, and data mining (including
web, text, image, and microarrays). The objectives of feature selection include: build-
ing simpler and more comprehensive models, improving data mining performance,
and helping prepare clean and understandable data. The past few years have wit-
nessed the development of many new feature selection methods. This survey article
aims to provide a comprehensive review about recent advances in feature selection.
We first introduce basic concepts of feature selection and emphasize the importance
of applying feature selection algorithms to solve practical problems. Then we classify
conventional feature selection methods from the label perspective and the selection
strategy perspective. As current categorization cannot meet the rapid development of
feature selection research especially in the era of big data, we propose to review re-
cent advances in feature selection algorithms from a data perspective. In particular,
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we survey feature selection algorithms in four parts: (1) feature selection with conven-
tional data with flat features; (2) feature selection with structured features; (3) fea-
ture selection with heterogeneous data; and (4) feature selection with streaming data.
Specifically, we further classify conventional feature selection algorithms for conven-
tional data (flat features) into similarity based, information theoretical based, sparse
learning based and statistical based methods, and other types of methods according to
the used techniques. For feature selection with structured features, we consider three
types of structured features, namely group, tree and graph features. The third part
studies feature selection with heterogeneous data, including feature selection with
linked data, multi-source and multi-view feature selection. The last part consists of
feature selection algorithms for streaming data and streaming features. We analyze
the advantages and shortcomings of these different types of feature selection algo-
rithms. To facilitate the research on feature selection, this survey is accompanied by
a feature selection repository - scikit-feature, which includes some of the most popular
feature selection algorithms that have been developed in the past few decades. Some
suggestions are given on how to evaluate these feature selection algorithms, either
supervised or unsupervised methods. At the end of the survey, we present some open
problems that require future research. It also should be mentioned that the aim of the
survey is not to claim the superiority of some feature selection algorithms over others,
but to provide a comprehensive structured list of recent advances in feature selection
algorithms from a data perspective and a feature selection repository to promote the
research in this community.
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