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Abstract: The local scaling approach was examined based on the multi-level measurements of atmospheric turbulence 7 
in the wintertime (December 2008  February 2009) stable atmospheric boundary layer (SBL) established over a 8 
heterogeneous surface influenced by mixed agricultural, industrial and forest surfaces. The heterogeneity of the surface 9 
was characterized by spatial variability of both roughness and topography. Nieuwstadt's local scaling approach was 10 
found to be suitable for the representation of all three wind velocity components. For neutral conditions, values of all 11 
three non-dimensional velocity variances were found to be smaller at the lowest measurement level and larger at higher 12 
levels in comparison to classical values found over flat terrain. Influence of surface heterogeneity was reflected in the 13 
ratio of observed dimensionless standard deviation of the vertical wind component and corresponding values of 14 
commonly used similarity formulas for flat and homogeneous terrain showing considerable variation with wind 15 
direction. The roughness sublayer influenced wind variances, and consequently the turbulent kinetic energy and 16 
correlation coefficients at the lowest measurement level, but not the wind shear profile. The observations support the 17 
classical linear expressions for the dimensionless wind shear (  ) even over inhomogeneous terrain after removing 18 
data points associated with the flux Richardson number (Rf) greater than 0.25. Leveling-off of    at higher stabilities 19 
was found to be a result of the large number of data characterized by small-scale turbulence (Rf > 0.25). Deviations 20 
from linear expressions were shown to be mainly due to this small-scale turbulence rather than due to the surface 21 
heterogeneities, supporting the universality of this relationship. Additionally, the flux-gradient dependence on stability 22 
did not show different behavior for different wind regimes, indicating that the stability parameter is sufficient predictor 23 
for flux-gradient relationship. Data followed local z-less scaling for    when the prerequisite Rf ≤0.25 was imposed. 24 
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1.  Introduction 32 
Stable atmospheric boundary layers (SBLs) are influenced by many independent forcings, such as, 33 
(sub)mesoscale motions, which act on a variety of time and space scales, net radiative cooling, temperature 34 
advection, surface roughness and surface heterogeneity (Mahrt, 2014) enhancing the complexities and 35 
posing challenges in the study of the SBL. The fate of pollutants in the boundary layer is strongly affected 36 
by turbulence which is extremely complicated in complex terrain and over heterogeneous surfaces. 37 
Moreover, due to weak turbulence the SBL is generally favorable for the establishment of air pollution 38 
episodes. Atmospheric dispersion models, used for air quality studies, as well as high-resolution regional 39 
models use similarity scaling to model flow characteristics and dispersion in such environments. 40 
Monin-Obukhov similarity theory (MOST) (Monin and Obukhov, 1954; Obukhov, 1946) relates surface 41 
turbulent fluxes to vertical gradients, variances and scaling parameters. The assumptions underlying MOST 42 
include stationary atmospheric turbulence, surface homogeneity and the existence of an inertial sublayer 43 
(that is, surface layer, SL). Relations between these parameters (Businger et al., 1971; Dyer, 1974) are based 44 
on several experimental campaigns conducted over horizontally homogeneous and flat (HHF) surfaces 45 
(Kaimal and Wyngaard, 1990), where the original assumptions are considered to be met. Originally, MOST 46 
was based on surface fluxes, which were assumed to be constant with height, and equal to surface values 47 
within the SL (also referred to as constant-flux layer). In the unstable boundary layer, MOST has been 48 
extensively studied and proven useful in relating turbulent fluxes to profiles (Businger et al., 1971; Dyer, 49 
1974; Wyngaard and Coté, 1972). However, the applicability of MOST in the stable SL (e.g. Cheng et al., 50 
2005; Trini Castelli and Falabino, 2013) and over complex (Babić et al., 2016; Nadeau et al., 2013; Stiperski 51 
and Rotach, 2016) and heterogeneous surfaces is still an open issue due to many difficulties when applying 52 
traditional scaling rules since MOST assumptions may not be fulfilled. Nieuwstadt (1984) extended Monin-53 
Obukhov similarity in terms of a local scaling approach. This regime represents the extension of MOST 54 
above the SL. Accordingly, all MOST variables are based on the local fluxes at a certain height z instead of 55 
using surface values. As MOST should be valid over flat and homogeneous terrain, studies of the SBL in 56 
terms of surface layer and local scaling approaches were made over areas characterized by long and uniform 57 
fetch conditions, such as, Greenland, Arctic pack ice and Antarctica (Forrer and Rotach, 1997; Grachev et 58 
al., 2013, 2007; Sanz Rodrigo and Anderson, 2013). Forrer and Rotach (1997) concluded that local scaling is 59 
superior over surface layer scaling. This was mainly due to the fact that surface layer over an ice sheet, with 60 
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continuously stable stratification, can be very shallow (< 10 m). Moreover, for cases of strong stability, non-61 
dimensional similarity functions for momentum and heat were in agreement with the results obtained from 62 
the local scaling approach. Grachev et al. (2013) examined limits of applicability of local similarity theory in 63 
the SBL by revisiting the concept of a critical Richardson number. 64 
Even modest surface heterogeneity can significantly influence the nocturnal boundary layer (NBL) and 65 
lead to turbulence at higher Richardson numbers in comparison with homogeneous surfaces (Derbyshire, 66 
1995). Since the earth's solid surfaces are mainly heterogeneous (at least to a certain degree), the interest in 67 
flow and turbulence characteristics over complex surfaces has increased in recent decades. Moreover, a 68 
proper representation of turbulence is particularly important for parameterization of surface-atmosphere 69 
exchange processes in atmospheric models (e.g., dispersion, numerical weather prediction or regional 70 
models). The turbulence characteristics have been studied through direct measurements for different 71 
complex surfaces including, complex forest sites (e.g. Dellwik and Jensen, 2005; Nakamura and Mahrt, 72 
2001; Rannik, 1998), agricultural fields, such as, apple orchard (e.g. de Franceschi et al., 2009) or rice 73 
plantation (e.g. Moraes et al., 2005), metre-scale inhomogeneity (Andreas et al., 1998a), urban areas (e.g. 74 
Fortuniak et al., 2013; Wood et al., 2010), and complex mountainous terrains (e.g. Rotach et al., 2008), 75 
addressing to both valley floors (e.g. de Franceschi et al., 2009; Moraes et al., 2005; Rotach et al., 2004) and 76 
steep slopes (Nadeau et al., 2013; Stiperski and Rotach, 2016). However, most of these studies are 77 
associated with flows over homogeneous surfaces. In recent years much effort has been put into simulations 78 
of turbulent fluxes over relatively heterogeneous surfaces using large-eddy simulations (LES, e.g. Calaf et 79 
al., 2014). Bou-Zeid et al. (2007) used LES over surfaces with varying roughness lengths to assess the 80 
parameterization for the equivalent surface roughness and the blending height in the neutral boundary layer 81 
at regional scales. Large eddy simulations of surface heterogeneity effects on regional scale fluxes and 82 
turbulent mixing in the stably stratified boundary layers were studied by Miller and Stoll, 2013; Mironov 83 
and Sullivan, 2010; Stoll and Porté-Agel, 2008. 84 
The vertical structure of the atmospheric boundary layer is traditionally partitioned into a SL, an outer 85 
layer and the entrainment zone (e.g. Mahrt, 2000). The SL, in turn, is subdivided into a canopy layer (CL), a 86 
roughness sublayer (RSL) and inertial sublayer. Over surfaces with small roughness elements the latter, 87 
which corresponds to the true equilibrium layer, is often identified with SL. These concepts are less 88 
applicable over heterogeneous surfaces but for the SBL they provide, nevertheless, a useful starting point. 89 
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Above very rough surfaces, such as forests or agricultural crops, the RSL has a non-negligible extension. 90 
Due to the influence of individual roughness elements on the flow within the RSL (e.g. Finnigan, 2000; 91 
Katul et al., 1999), MOST is not widely accepted. The existence of large-scale coherent turbulent structures 92 
within the RSL, which are generated at the canopy top through an inviscid instability mechanism (Raupach 93 
et al., 1996), is thought to be a reason for the failure of standard flux-gradient relationships (Harman and 94 
Finnigan, 2010).  95 
In the scientific community substantial effort was made to address MOST in different conditions. Most 96 
of the observational studies are based on measurements from a single tower, and sometimes they result in 97 
inconsistent conclusions on the applicability of similarity theory. These inconsistencies are mostly found for 98 
studies of MOST in complex terrain (e.g. de Franceschi et al., 2009; Kral et al., 2014; Martins et al., 2009; 99 
Nadeau et al., 2013) or for small scale turbulence for which z-less scaling regime should apply (e.g. Basu et 100 
al., 2006; Cheng and Brutsaert, 2005; Forrer and Rotach, 1997; Grachev et al., 2013; Pahlow et al., 2001). 101 
The main objective of the present paper is to examine the applicability of local similarity scaling over a 102 
heterogeneous terrain influenced by a mixture of forest, agricultural and industrial surfaces, based on multi-103 
level turbulence observations in the wintertime SBL. Many of the above mentioned studies in complex 104 
terrain are mainly characterized by homogeneous surface roughness, while studies over heterogeneous and 105 
patchy vegetation are still scarce in the literature. Additionally, this paper relates to the approach of Grachev 106 
et al. (2013), who investigated the limits of applicability of local similarity theory in the SBL over idealized 107 
homogeneous surface of the Arctic pack ice. In the present work we use their approach to distinguish 108 
between Kolmogorov and non-Kolmogorov turbulence, and consequently, to investigate whether classical 109 
linear flux-gradient relationships can be applied for non-homogeneous surfaces. The paper is organized as 110 
follows: in Section 2, we give a brief overview of the local scaling approach. In Section 3, we describe the 111 
measurement site and measurements and we provide a description of post processing procedures. Section 4 112 
contains our results for scaled standard deviations of wind components, turbulent kinetic energy, turbulent 113 
exchange coefficients and non-dimensional wind profile. A summary and conclusions are given in Section 5.  114 
 115 
2. Local scaling 116 
Holtslag and Nieuwstadt (1986) presented an overview of scaling regimes for the SBL. Each of the 117 
scaling regimes is characterized by different scaling parameters. The turbulence in the SL can be described 118 
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by MOST with surfaces fluxes of heat and momentum and the height z as scaling parameters. In this layer 119 
the relevant scaling parameter is the Obukhov length L (Obukhov, 1946), given by 120 
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     is the surface friction velocity,                 is the surface kinematic heat 121 
flux,       is the virtual potential temperature, g is the acceleration due to the gravity, k=0.4 is the von Kármán 122 
constant. Overbars and primes denote time averaging and fluctuating quantities, respectively. 123 
Above the SL, the local scaling regime applies, a regime proposed by Nieuwstadt (1984). According to 124 
Nieuwstad’s local similarity approach, properly scaled turbulence statistics should solely be a function of the 125 
local stability parameter           , where z is the measurement height, d is zero-plane displacement 126 
height and Λ is the local Obukhov length. Even if Nieuwstadt (1984) was not referring to rough surfaces, we 127 
have introduced d as we will be concerned with data from a site where the canopy height is non-negligible. 128 
In the local scaling framework, the local Obukhov length is based on the local fluxes at height z and varies 129 
with height    130 
 
   
   
 
 
 
     
            
 (2) 
where     indicates local friction velocity and              is the local heat flux. Holtslag and Nieuwstadt (1986, 131 
their Fig. 2) showed that in the part of the SBL which encompasses a layer between 10 and 50 % of the total 132 
BL height at neutral stability and is exponentially decreasing with increasing stability, Λ L. This indicates 133 
that the use of (z-d)/Λ, which is required by local scaling, is almost equivalent to the SL scaling parameter (z-134 
d)/L. Therefore, the local scaling approach can be viewed as an extension of MOST for the entire SBL. 135 
For large values of     (     ), the dependence on z disappears because stable stratification restricts 136 
vertical motion causing turbulence scales to be very small. Wyngaard and Coté (1972) named this limit 137 
“local z-less stratification” (height-independent). Based on the observations from a tall tower (Cabauw), 138 
Nieuwstadt (1984) found this limit to be for   > 1. 139 
Evaluation of second-order moments, especially of wind velocity standard deviations provides a good 140 
understanding of turbulence statistics. According to similarity theory, dimensionless quantities should be 141 
universal functions of the non-dimensional stability parameter. In the local scaling framework, standard 142 
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deviations of wind speed components   , where          denotes longitudinal, lateral and vertical 143 
velocity components, respectively, are scaled as 144 
     
  
   
 (3) 
where    represents a set of universal similarity functions, different for each velocity component. In the 145 
literature different formulations of the    functions can be found. de Franceschi et al. (2009) presented a 146 
comprehensive review of various formulations of    functions suggested by different studies and for 147 
different stabilities. A generally accepted form of the flux-variance similarity relationships in the stable 148 
boundary layer is 149 
                   
   (4) 
where coefficients   ,    and    need to be found experimentally. Accordingly, the non-dimensional wind 150 
shear defined as 151 
 
       
      
   
  
  
 (5) 
where U is the mean wind speed, is also a unique function of stability. For neutral conditions (ζ = 0),    152 
approaches unity. As the exact forms of the similarity functions are not predicted by similarity theory and 153 
they should be determined from field experiments, many different formulations have been proposed based 154 
on the data from different experiments (e.g. Beljaars and Holtslag, 1991; Cheng and Brutsaert, 2005; Dyer, 155 
1974; Grachev et al., 2007; Sorbjan and Grachev, 2010). We will compare our results to the linear 156 
relationship of  Dyer (1974) obtained for the stable SL 157 
             
 
 
 (6) 
where    = 5. Högström (1988) modified several existing formulas for    (and also for the non-158 
dimensional temperature profile,   ), in order to comply with his assumptions of        and         159 
    . For Dyer's expression (6), he obtained a value       . Additionally, we compare our results to the 160 
non-linear stability function of Beljaars and Holtslag (1991) 161 
            
 
 
   
 
 
   
 
     
 
 
 
 
 
 
 
 
    
 
  (7) 
where a = 1, b = 0.667, c = 5, d = 0.35, as expressions (6) and (7) are probably the most often used for 162 
parameterization in numerical models. Both relationships were derived over flat and homogeneous terrain 163 
using Obukhov length, which is based on surface values. While the first expression was derived and verified 164 
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by different experiments in the stability range 0 < z/L < 1, Eq. (7) is valid in strongly stable conditions were 165 
the overestimation of the non-dimensional gradients is reduced. Linear equations for the stable SL together 166 
with the relations for the unstable conditions are traditionally called Businger-Dyer relations (Businger et al., 167 
1971; Dyer, 1974). Similar to the non-dimensional velocity variances we use the non-dimensional wind 168 
shear in its local form (see Eq. (5)).  169 
 Another widely used stability parameter is the flux Richardson number, defined based on the vertical 170 
gradient of wind speed 171 
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Grachev et al. (2013) argued that the upper limit for applicability of the local similarity theory is determined 172 
by the inequalities         and          where    is the gradient Richardson number. They found both 173 
critical values to be equal to                    , with                being the primary 174 
threshold. The z-less concept requires that z cancels in Eqs. (4) and (6). As a result, a linear relationship for 175 
the non-dimensional function    is obtained, while non-dimensional functions    asymptotically approach 176 
constant values: 177 
             , 
       , 
(9) 
(10) 
where    and    are experimentally determined coefficients. For convenience, throughout this paper we will 178 
use the notation       as all variables are based on local values. 179 
 180 
3. Data and Methods 181 
3.1. Site description 182 
A 62 m high tower was located in the vicinity of the small industrial town Kutina, Croatia (tower 183 
coordinates: 45
o
28'32"N, 16
o
47'44"E). The tower was placed above a grassy surface and it was surrounded 184 
by approximately 18 m high black walnut (Juglans nigra) trees. The closest trees are approximately 20 25 185 
m away from the tower and they encompass an area of approximately 120 480 m2 (Fig. 1). The tower is 186 
situated in a rather heterogeneous surrounding regarding both a larger spatial scale (Fig. 1a) and immediate 187 
vicinity of the measurement site (on the order of 1 km distance, Fig. 1b). To the east of the tower, crop 188 
8 
 
fields, which extend to the aerial distance of more than 1 km, are found. South-southeast of the tower, about 189 
800 m to 1.5 km distant a large petrochemical industry plant is placed. In a sector that encounters winds 190 
from the north-northwest to the northeast, low, forested hills are located. They are covered with a dense 191 
forest, while at lower elevations, cultivated orchards and vineyards are found. Foots of these hills are 192 
roughly 1.3 km away from the measurement site. Thus, due to different surface roughness features 193 
measurements in the SBL at the measuring site may be contaminated by local advective fluxes, drainage 194 
flows and/or orographically-generated gravity waves. These features are related to (sub)mesoscale motions 195 
which do not obey similarity scaling and are therefore removed from our data by the rigorous data quality 196 
control and post-processing options as described later in the paper (Section 3.2.). We are thus focusing on 197 
the micrometeorologically complex local site characteristics, which may be more typical for real sites than 198 
the usually investigated homogeneous reference sites. 199 
 200 
Fig. 1. (a) Topographic map with contour lines each 25 m of the area surrounding the measurement site (red 201 
dot) representing inhomogeneous terrain on a larger spatial scale. (b) Google Maps image (Image © 2015 202 
DigitalGlobe) of the observational site. Measurement tower is indicated with a red dot (45
o
28'32"N, 203 
16
o
47'44"E). Light gray shaded areas correspond to wind directions depicted in Fig. 5. 204 
 205 
Data used in this study were collected during wintertime (1 December 2008 28 February 2009) and 206 
correspond to the nocturnal period from 1800 to 0600 local time. Turbulence measurements of three-207 
dimensional wind and sonic temperature were continuously measured using identical WindMaster Pro (Gill 208 
Instruments) ultrasonic anemometers that sampled at 20 Hz. Data were measured at five levels above the 209 
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canopy height, hereafter at level 1 (z1 = 20 m above the surface), level 2 (z2 = 32 m), level 3 (z3 = 40 m), 210 
level 4 (z4 = 55 m) and level 5 (z5 = 62 m). Measurement levels were prescribed prior to the experiment 211 
through existing tower infrastructure. Given the complicated and spatially inhomogeneous characteristics of 212 
the measurement site, an idealized vertical structure is considered as a zero-order approach in the analysis. 213 
Estimate of vertical layers for neutral conditions was done using different models available in the literature 214 
and serves as a simple model for the interpretation of the results. For stably stratified conditions these 215 
estimates will not be perfectly appropriate, but will provide the gross picture. 216 
Conceptually, when the air flows over changing terrain, the downwind surface conditions are likely to 217 
influence the measurements via internal boundary layers (IBLs), which grow in height (  ) with downwind 218 
distance (Fig. 2) (e.g. Cheng and Castro, 2002; Dellwik and Jensen, 2005). Only the lowest portion of the 219 
IBL (10%) is in equilibrium with the new surface (internal equilibrium layer, IEL) while the flow above the 220 
IBL is in equilibrium with the upstream surface conditions. The IEL can, finally, be identified with the 221 
inertial sublayer (IS). However, if the new surface is very rough its lower part must be considered as a RSL. 222 
Within the upper part of the IEL, i.e. IS, turbulent fluxes are approximately constant with height, MOST is 223 
valid and the mean wind speed follows the expected logarithmic profile. Within the RSL, the flow is 224 
influenced by the distribution and structure of canopy elements (Monteith and Unsworth, 1990; Rotach and 225 
Calanca, 2014), with momentum and scalars transported by turbulence, wake effects and molecular diffusion 226 
(Malhi, 1996). Above the height of the IEL (  ) stress and fluxes start to decrease due to the upwind 227 
influence. This layer is defined as a transition layer (Fig. 2). Due to the very tall roughness elements we use 228 
the zero-plane displacement height (d) as our reference - hence the IBL is assumed to range from     up 229 
to        . Ideally, after a long enough flow over the new surface the IBL fills the entire boundary layer. 230 
Since we are interested in evaluating the degree to which local scaling applies under inhomogeneous fetch 231 
conditions we map the idealized SBL structure to the IBL. The transition layer then becomes the outer part 232 
of the inhomogeneously forced SBL. 233 
We have estimated the length scales introduced above as follows:    is estimated based on the model of 234 
Cheng and Castro (2002) 235 
   
   
       
 
   
 
    
, (11) 
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 236 
Fig. 2. Conceptual sketch of idealized vertical layers after a step change in surface roughness for the 237 
long fetch case (391 m) under neutral conditions. The height of the IBL (hi), which develops due to the 238 
change in roughness conditions, is estimated based on the model of Cheng and Castro (2002). Above the 239 
   the flow is in equilibrium with the upwind surface. Within the internal equilibrium layer (IEL) the 240 
flow is in equilibrium with the forest. The transition layer indicates the transition zone between upwind 241 
and downwind equilibrium conditions. The dotted line denotes the height of the RSL,   , estimated 242 
based on relation of Raupach (1994). The dash-dot line shows the zero-plane displacement height (d) 243 
estimated as       (Kaimal and Finnigan, 1994; Stull, 1988).    and     correspond to upwind and 244 
downwind roughness lengths, respectively. The black arrow denotes the mean wind (U) direction.  245 
 246 
where   is the distance to the roughness change from the position of measurement (fetch) and     is the 247 
roughness length of the new surface. Following Cheng and Castro (2002),    can be determined as 248 
   
   
      
 
   
 
    
. (12) 
The depth of the RSL (  ) depends on different properties, such as canopy density, roughness length for 249 
momentum and tree height. Raupach (1994) estimated the height of the RSL as 250 
  
   
    
  . (13) 
For the zero-plane displacement we use a straightforward methodology,   
 
 
    (Kaimal and Finnigan, 251 
1994; Stull, 1988), where       m is the average canopy height, which is estimated through direct 252 
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measurements (using laser distance meter). Additionally, for the walnut forest we used       m (the lower 253 
value for the roughness length over forest,      m, according to Foken (2008), his Table 3.1). 254 
The estimated height of the IBL at our site (Tab. 1) varied between 40 and 76 m for short ( 56 m) and 255 
long ( 390 m) fetch conditions, respectively. Estimated values of    at the location of the tower ranged 256 
between 6.5 and 13.7 m according to Cheng and Castro (2002) for short and long fetch cases, respectively.  257 
 258 
Table 1 259 
Height of the equilibrium layer (  ) and of the internal boundary layer (  ) estimated based on the model of 260 
the Cheng and Castro (2002) (Eqs. (11) and (12)) for different fetch (x) values corresponding to particular 261 
wind directions (WD). Note that these heights indicate the height above the displacement height d. In the 262 
determination of the fetch length, holes in the forest or corridors of vegetation other than forest were 263 
disregarded if their size was small enough. 264 
WD (deg) 30 60 90 120 150 180 210 240 270 300 330 360 
x (m) 92 89 69 56 58 77 391 415 110 84 78 105 
   (m) 7.8 7.7 7.0 6.5 6.6 7.3 13.4 13.7 8.3 7.6 7.4 8.2 
   (m) 47 46 43 40 40 44 76 77 50 46 44 49 
 265 
These estimates indicate that the second measurement level is above the IEL height (       ) for all 266 
wind directions. Also, the height of the RSL at our measurement site is          , that is, approximately 267 
22.5 m. Using the above estimates, we find that level 1 is likely to be within the RSL for all wind directions. 268 
For cases characterized with the short fetch, the IEL will most likely be within the RSL (       
 ), 269 
while only for wind direction with large fetch conditions (200 250 deg) the growing equilibrium layer will 270 
encompass the RSL and a thin IS will form. Levels 2 and 3 are in the transition layer for all wind directions, 271 
while levels 4 and 5 are even above hi for the short fetches (105 175 deg). The highest measurement level 272 
reflects the upwind surface conditions for fetches shorter than 100 m. Hence a potential RSL influence 273 
should be detectable if level 1 behaves differently. If levels 2 5 do not show different behavior this can be 274 
taken as an indication that our crude mapping assumption has some validity. 275 
 276 
3.2. Post processing of the data 277 
Instruments were mounted 3 m away from the triangular lattice tower (booms facing to the northeast) to 278 
minimize any flow distortion effect by the tower. Considerable loss of data was incurred due to intermittent 279 
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winter icing or temporary instrument malfunction (Table 2). During this period, light nocturnal winds were 280 
common at the site at the lowest measurement level (Fig. 3). We assume that the sonic temperature    281 
          , where T is the air temperature, is close to the virtual potential temperature   . Automated 282 
quality control procedures were not used since they may be too strict for the SBL analysis of weak 283 
turbulence. Raw 20-Hz data were first divided into 30-min intervals. These intervals were checked for large 284 
data gaps, and all 30-min intervals with more than 1% of missing data were omitted from further analyses. 285 
After the consistency limits check, where we removed the data having unrealistically high values, spikes 286 
(defined as data points within the time series which deviate more than four standard deviations from the 287 
median value of the particular 30-min averaging window) were removed. If the number of spikes within the 288 
30-min interval was less than 1% of the total data, spikes were replaced by linear interpolation from 289 
neighboring values. We calculated angles of attack for each measurement and for each flux averaging 290 
period, and flagged it if angles of attack exceeded 15 deg. The number of 30-min intervals available for the 291 
further post-processing is labeled as “minimum QC” (Table 2). A cross-correlation correction of the time 292 
series is already implemented in the Gill Instruments software. 293 
Although double rotation of the data is the most commonly used to correct for sonic misalignment, 294 
according to Mahrt (2011) and Mahrt et al. (2013) it should not be applied to SBL data under weak-wind 295 
conditions. In the very stable boundary layer direction-dependent mean vertical motions may occur where 296 
minor surface obstacles can significantly perturb the flow. In a setup like ours characterized by tall 297 
vegetation and/or complex terrain, a non-zero 30-min mean vertical wind component may exist. In such 298 
situations a planar fit (PF) method (Wilczak et al., 2001) would be better since it is based on an assumption 299 
that the vertical wind component is equal to zero only over longer averaging periods. PF method performs a 300 
multiple linear regression on the 30-min wind components to obtain the mean streamline plane (Aubinet et 301 
al., 2012). This plane is based on the measurements made during the 88-night period for each of five levels 302 
(Table 2). 303 
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 304 
Fig. 3. Wind roses at the measurement site for 30-min averaged data for the analyzed period (December 305 
2008 February 2009). Levels 1 to 5 correspond to measurement heights of 20, 32, 40, 55 and 62 m above 306 
the ground, respectively. 307 
 308 
Basu et al. (2006) have shown that using an averaging window of inappropriate length can lead to false 309 
conclusions concerning the behavior of the turbulence. In stable flows, use of an averaging time that is too 310 
large leads to serious contamination of the computed flux by incidentally captured mesoscale motions 311 
(Howell and Sun, 1999; Vickers and Mahrt, 2003). Previously Babić et al. (2012) applied two methods 312 
based on Fourier analysis to determine an appropriate turbulence averaging time scale. In this study, we have 313 
used a multiresolution flux decomposition (MFD) method (Howell and Mahrt, 1997) as described in Vickers 314 
and Mahrt (2003). If the gap timescale is employed in the calculation of turbulent fluctuations, 315 
contamination by mesoscale motions should be removed. Accordingly, in comparison with the use of an 316 
arbitrary averaging time scale, similarity relationships should be improved. Here, based on the MFD method 317 
we obtained a gap timescale of 100 sec, which is shorter than the previous value obtained by Babić et al. 318 
(2012) for a single night case. Thus, a value of 100 sec was used here for a high-pass filtering of the time 319 
series of raw u, v, w and Ts by applying a moving average. Since averaging over a longer time period (i.e. 30 320 
or 60 min) reduces random flux errors in the case of relatively stationary turbulence, turbulent variances and 321 
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covariances in the present study correspond to 30-min averages. The mean wind speed and wind direction 322 
were derived from the sonic anemometer data.  323 
Stationarity of the time series is a fundamental assumption of similarity theory. Thus, it should be tested 324 
prior to evaluation of similarity theory. Večenaj and De Wekker (2015) performed a comprehensive analysis 325 
to detect non-stationarity based on various tests proposed in the literature. They found that the Foken and 326 
Wichura (1996) test most often detects the largest number of non-stationary time intervals among all the 327 
tests investigated. They concluded that non-stationarity significantly decreases if detrending or high-pass 328 
filtering is applied, since highly non-stationarity (sub)mesoscale motions are removed by filtering. 329 
Therefore, while testing non-stationarity of our datasets we first removed the linear trend for each 30-min 330 
interval and then applied the Foken and Wichura (1996) test to the filtered time series. The percentage of 331 
non-stationary periods for our dataset over heterogeneous terrain in the SBL varied between 20 and 30 % 332 
depending on the level of observation (Tabe 2). This is slightly lower compared to studies of complex 333 
mountainous terrain of  Večenaj and De Wekker (2015) and Stiperski and Rotach (2016). 334 
The statistical uncertainty (or sampling error) is inherent to every turbulence measurement. The 335 
assessment of the statistical uncertainty is related to the averaging period. In order to estimate statistical 336 
uncertainty we followed Stiperski and Rotach (2016). We performed this test on the time intervals which 337 
were declared stationary by the foregoing test. The statistical uncertainty was estimated for the momentum 338 
and heat fluxes, and for the variances. This was done for the fixed averaging period of 30-min. Although 339 
over ideally flat and homogeneous surfaces one might choose 20% as a limit of statistical uncertainty, we 340 
chose the 50% to assure both, high quality data sets, and a significantly large amount of input data for the 341 
similarity analysis (Stiperski and Rotach, 2016). Thus, for the subsequent analysis only 30-min intervals 342 
associated with statistical uncertainty below 50% were chosen. The uncertainty was largest for the kinematic 343 
heat flux while for variances it was on average smaller than 50%. 344 
Finally, following the QC recommendations by e.g. Klipp and Mahrt (2004) and Grachev et al. (2014) 345 
we imposed the following thresholds: data with the local wind speed less than 0.2 ms
-1 
were omitted, while 346 
minimum thresholds for the kinematic momentum flux, kinematic heat flux, and standard deviation of each 347 
wind speed component were 0.001 ms
-1
, 0.001 Kms
-1
 and 0.04 ms
-1
, respectively. 348 
 349 
 350 
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Table 2 351 
Number of 30-min intervals that satisfy the minimum QC (no large data gaps, no unrealistic values and no 352 
spikes) within the observed period of 88 nights (out of a total of 2112 possible intervals). The number of 353 
stationary and also the number of time intervals which are stationary and have uncertainty < 50% (used for 354 
the analysis in this study) is given. 355 
Crtieria Level 1 Level 2 Level 3 Level 4 Level 5 
Minimum QC 647 802 1898 564 803 
Stationary 482 576 1323 388 649 
Stationary & Uncertainty    % 342 388 760 225 357 
 356 
 357 
Footprints are estimated and used in order to facilitate an interpretation of the results. Kljun et al. (2015) 358 
presented a new parameterization for Flux Footprint Prediction (FFP) which has improved footprint 359 
predictions for elevated measurement heights in stable stratification. Furthermore, the effect of the surface 360 
roughness has been implemented into the scaling approach. It is based on a scaling approach of flux 361 
footprint results of a thoroughly tested Lagrangian footprint model. A two-dimensional flux footprint model 362 
of Kljun et al. (2015) (http://footprint.kljun.net/) was used to estimate the surface upwind of the 363 
measurement tower that defined the fetch (flux footprint function) for the measurements at each level during 364 
stable conditions. As input parameters we used the mean standard deviations of lateral wind component (   365 
= 0.40, 0.45, 0.41, 0.46 and 0.46 ms
-1
 for levels from 1 to 5, respectively), the mean local Obukhov lengths 366 
(  = 33, 28, 38, 45 and 39 m), the mean friction velocities (    = 0.23, 0.20, 0.19, 0.22 and 0.21 ms
-1
) and 367 
correspondingly, mean wind velocity for each measurement height (U = 1.9, 2.9, 3.1, 4.0 and 4.1 ms
-1
). The 368 
height of the SBL was set to 250 m since the result did not exhibit noticeable sensitivity to its choice. The 369 
peak location of the footprint function, i.e. location of the maximum influence on the measurement, 370 
increases with increasing height and varies between 19 and 405 m from the lowest to the highest 371 
observational level, respectively. Additionally, the distance from the receptor that includes 90% of the area 372 
influencing the measurement (  ) increases with height, where    65, 331, 570, 1260 and 1300 m, 373 
correspond to levels 1 to 5, respectively. 374 
 375 
3.3. Assesment of self-correlation 376 
Monin-Obukhov as well as local similarity theory leads to self-correlation, because both predicted 377 
variables and the predictors are functions of the same input quantities (Hicks, 1978). As an example, 378 
prediction of        (i = u, v, w) or    in terms of the stability parameter contains self-correlation since both 379 
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       or    and ζ depend on    . To test the role of self-correlation in our dataset, we followed the 380 
approach of Mahrt (2003) as described in Klipp and Mahrt (2004), using 1000 random samples. Random 381 
datasets were created by redistributing the values of   ,   ,         and       from the original dataset for 382 
each measurement level. We used threshold values –                     mKs
-1
 and       > 0.001 s-1, as values 383 
less than these are indistinguishable from zero. We repeated this process 1000 times and we calculated 384 
corresponding 1000 random linear-correlation coefficients between     and ζ and    and ζ. The average of 385 
these 1000 random correlation coefficients,        , is a measure of self-correlation because random data no 386 
longer have any physical meaning. The difference between the squared correlation coefficient of the original 387 
dataset      
  and       
   is proposed as a measure of the actual fraction of variance attributed to the 388 
physical process. A very small value of the linear-correlation coefficient (     ) indicates no correlation 389 
between compared variables. Mahrt (2014) stated that physical interpretation of results becomes ambiguous 390 
when the self-correlation is of the same sign as the expected physical correlation. However, this test does not 391 
seem to be appropriate for near-neutral and very stable cases (z-less limit), since         and    tend to 392 
constant values, resulting in small (or even negative) correlation coefficients (Babić et al., 2016)  393 
 394 
4. Results and Discussion 395 
4.1. Flux-variance similarity 396 
Variances of wind velocity components provide important information on turbulence intensity as well as 397 
for the modeling of turbulent kinetic energy and transport. In this section we evaluate similarity of scaled 398 
standard deviations of wind velocity components. Normalized standard deviations of wind components are 399 
plotted as a function of the local stability parameter in Figs. 4 and 6. Figure 4 shows that scatter of the data 400 
(gray symbols) increases with increasing height, where standard deviations of 0.27, 0.29, 0.41, 0.36 and 0.34 401 
ms
-1
 correspond to levels from 1 to 5, respectively. Note that the number of data is the largest at level 3. 402 
Moreover, after applying strict quality control criteria the scatter is substantially reduced (standard 403 
deviations in the range 0.21 0.23 ms-1). This is similar to results of Babić et al. (2016), and opposed to some 404 
other studies in complex terrain (e.g. Fortuniak et al., 2013; Nadeau et al., 2013; Wood et al., 2010). 405 
Stationary data that exceed our uncertainty threshold of 50% are presented in order to show the influence of 406 
small fluxes (which are difficult to measure and hence uncertain) on the scatter of          (presented as 407 
gray symbols in Fig. 4). As seen from Fig. 4, this criterion is crucial for excluding the high values of the 408 
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scaled vertical wind variance in the strongly stable regime where z-less scaling should be valid. Without this 409 
exclusion, an incorrect conclusion on the validity of z-less scaling might be drawn. In the subsequent 410 
analysis these data are omitted and individual data as well as bin-averages in all figures correspond to data 411 
(namely, wind variances and turbulent fluxes) which satisfy an uncertainty limit < 50%. 412 
To evaluate the similarity of the scaled standard deviations we used the relationship form (4), where   , 413 
   and    (       ) are free fitting parameters (e.g. Wood et al., 2010). The best-fit coefficients were 414 
obtained using a robust least-squares fit of all 30-min data (Table 3). We note that values of fitting parameter 415 
   (neutral limit) for all three non-dimensional velocity variances are smallest at the lowest measurement 416 
level. Also, they are smaller than the canonical values for flat and uniform terrain (           417 
                                     Panofsky and Dutton (1984)) which clearly indicates 418 
influence of the RSL. This justifies our estimates of the vertical structure and footprints. Turbulence 419 
characteristics and transport in this layer are determined by the presence of coherent structures which are 420 
generated at the canopy top (e.g. Finnigan and Shaw, 2000; Shaw et al., 2006). These coherent eddies and 421 
extra mixing are generated by the inviscid instability mechanism (Raupach et al., 1996). Values of     at 422 
levels 2 5 are larger compared to the Panofsky and Dutton (1984) values for the neutral range, while the    423 
value for level 2 is larger. For three other levels values are slightly smaller (Table 3). Values of         424 
larger than 1.25 (value reported for “ideal” flat terrain) are often observed over non-uniform terrain and may 425 
be attributed to horizontal momentum transport  (Katul et al., 1995). 426 
 427 
Table 3 428 
Fitted relationships for non-dimensional standard deviations of wind components. Functional forms (Eq. (4)) 429 
of non-dimensional standard deviations of velocity components were tested using a robust least-squares 430 
method. 431 
Level Height*                      
Level 1 20 m                                                     
Level 2 32 m                                                   
Level 3 40 m                                                     
Level 4 55 m                                                      
Level 5 62 m                                                     
 * above ground level 432 
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 433 
Fig. 4. Scaled standard deviation of vertical velocity fluctuations as a function of stability. Black solid line 434 
(     ) corresponds to:   = 1.25(1 + 0.2ζ ) (Kaimal and Finnigan, 1994). Thin dashed line is an 435 
extension for 1 < ζ < 10. Individual data at each level are shown as background symbols (gray symbols 436 
represent stationary data points which exceed our uncertainty threshold of 50%). Error bars indicate one 437 
standard deviation within each bin. The bin size is determined in a logarithmic scale using fifteen equally 438 
spaced bins in the stability range 0.002 < ζ < 12.5. 439 
440 
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As already mentioned, flux-variance similarity relationships are influenced by self-correlation. Small 441 
values of fitted coefficients    and/or    indicate the best-fit curve which converges to a constant, i.e.   . 442 
Consequently, values of      
  tend to converge to small values or even to zero, while       
    are usually 443 
larger which leads to negative values of      
        
  . The same result was obtained by Babić et al. 444 
(2016) and, as they pointed out, this presents a limitation of the method since it relies on the linear 445 
correlation coefficient and does not allow for a reliable conclusion about self-correlation in the SBL. 446 
Table 4 presents a review of             published in the literature for different terrain characteristics 447 
under neutral conditions. As already noted, dimensionless velocity variances in the RSL often exhibit 448 
lower values in comparison with the flat terrain reference of  Kaimal and Finnigan (1994). Our results for 449 
         at the lowest measurement level are in the range of values obtained within RSLs over forest 450 
(Rannik, 1998) and urban (Rotach, 1993) areas. For levels 2 5, neutral values are close to those reported 451 
by Moraes et al. (2005) and Wood et al. (2010). Using local scaling over the city of London 452 
(measurements at 190 m above the ground), Wood et al. (2010) obtained near-neutral limits of        453 
(       ), which are in accordance with those reported for flat and homogeneous terrain where MOST 454 
applies. They concluded that MOST was not complicated by too many factors, since London is quite flat 455 
and there are consistent building heights across a wide area which produced a longer upwind fetch causing 456 
the London boundary layer likely to be in equilibrium with the surface. Our results for        are 457 
furthermore consistent with Nieuwstadt (1984) who found it to be constant (    ) in the stability range 458 
0.1 < ζ < 2. 459 
Table 4 460 
Comparison of neutral values for non-dimensional standard deviations of the wind from different studies. 461 
Our near-neutral values correspond to the mean value of scaled standard deviations of wind in the range 462 
0    0.05. 463 
Reference Site description                      
Panofsky and Dutton (1984) Flat (reference) 2.39      1.92      1.25      
Rotach (1993) Urban RSL 2.2 1.5 0.94 
Rannik (1998) Pine forest RSL 2.25      1.82      1.33      
Moraes et al. (2005) Complex (valley) 2.4 2.2 1.2 
Wood et al. (2010) Urban BL 2.36 1.92 1.40 
This study – Level 1 Heterogeneous 2.13 1.65 1.11 
This study – Levels 2 5 Heterogeneous 2.41 2.08 1.37 
464 
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4.1.1. Influence of the surface heterogeneity 465 
Due to the fact that measurements were performed in a very heterogeneous landscape, we investigated 466 
possible influences of different land-use types on turbulence statistics by considering changes for different 467 
wind directions. Figure 5a shows the normalized standard deviation of the vertical wind component for each 468 
observational level averaged over the entire stability range plotted versus wind direction. For the wind sector 469 
45 90 deg there is no consistent increase of        with height, possibly due to the fact that this narrow 470 
wind sector is characterized through a sudden change of surface roughness (from agricultural fields to rough 471 
forest) and also through a short fetch (some 70 m). This might indicate a more complex vertical structure 472 
than depicted in Fig. 2 with flow which has not reached equilibrium yet. In the 300 360 deg wind sector, 473 
the non-dimensional variance of the vertical wind has decreased values at the highest level in comparison 474 
with values at levels 2 4. We hypothesize that this might indicate an influence of drainage flows from hills 475 
located north of the measurement site. Drainage flows are thermally-driven and they occur during night over 476 
sloping terrain often leading to the formation of low level jets. However, we do not have the necessary 477 
information to substantiate this hypothesis. In the 190 260 deg sector,        increases with height 478 
indicating the flow which has adjusted to the new surface. This sector has the longest fetch (over 300 m) and 479 
highly rough but uniform underlying surface (Figs. 1 and 2). 480 
Observed changes of the normalized vertical wind variance with varying wind direction reflect the 481 
influence of the surface inhomogeneity (and possibly topography). This influence is seen from the ratio of 482 
observed non-dimensional variance of the vertical wind and corresponding values of commonly used 483 
similarity formulas for        in the “ideal” HHF terrain (e.g. Kaimal and Finnigan (1994),        = 1.25(1 484 
+ 0.2ζ )) in the stability range 0 < ζ < 1 (Fig. 5b). We observe that ratio of these two similarity functions at 485 
the lowest measurement level is typically less than one, except for the flow from sectors 200 220 deg and 486 
300 340 deg, which correspond to high roughness and long fetch (Fig. 1) and high wind speeds (Fig. 3), 487 
respectively. At upper levels values of the ratio            are larger than unity for wind azimuth ranges 488 
55 80 deg, 170 230 deg and 300 360 deg (Fig. 5b). For these levels, the average             ratio in 489 
Fig. 5b varies between 0.96 and 1.33, which is similar to values obtained by Rannik (1998) in the study over 490 
a forest, and the standard deviation for 10 deg wide bins is between 0.08 and 0.22. 491 
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 492 
Fig. 5. (a) Scaled standard deviation of vertical velocity fluctuations as a function of wind direction 493 
(regardless of stability). Individual data points at each level corresponding to the particular wind sector are 494 
shown as background symbols. Colored filled symbols correspond to bin averages over the entire stability 495 
range at each observational level. Error bars indicate one standard deviation within each bin. (b) Observed 496 
dimensionless standard deviation of vertical wind speed (for the lowest level and levels 2 5) relative to the 497 
SL similarity prediction for HHF terrain (Kaimal and Finnigan (1994), denoted “HHF”) for stability 0 < ζ < 498 
1, plotted versus wind direction. Shaded light gray areas indicate the wind azimuths which correspond to 499 
undistorted surface conditions (            ). These correspond to wind directions 20 55 deg, 85 175 500 
deg and 235 295 deg. The flow from other wind directions is considered as distorted. 501 
 502 
Accordingly, we separately analyzed the velocity variances for different wind directions corresponding 503 
to undistorted and distorted sectors, respectively. Based on              undistorted wind directions 504 
were defined to correspond to wind directions 20 55 deg, 85 175 deg and 235 295 deg (light gray shaded 505 
area in Fig. 5b). All other wind directions were considered as distorted. The number of data within each 506 
group was nearly evenly distributed except for the highest level. Namely, the percentage of data 507 
corresponding to the undistorted sectors was 47, 56, 54, 52 and 64 % for levels from 1 to 5, respectively. 508 
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Figure 6 shows all three non-dimensional standard deviations at the lowest level and for levels 2 5 for 509 
undistorted and distorted wind direction sectors separately. We note that the scatter is larger for horizontal 510 
components than for the vertical wind component. Also, as one might expect the scatter is larger for the 511 
distorted sectors compared to undistorted. Normalized variances at level 1 show much less dependence on 512 
the wind direction compared to levels 2 5. This reflects the rather local RSL impact that determines the 513 
statistics. That is, RSL turbulence appears to be affected by a fetch of less than 100 m from the tower as was 514 
estimated by the flux-footprint model (Section 3.2.) rather than by the more distant complex surface. 515 
Differences between distorted and undistorted sectors at this level are only found in the near-neutral regime 516 
with larger magnitudes for the distorted sectors. For levels 2 5 we observe that the overall shape of the 517 
curves for the two sectors is quite similar for all three wind variances. Dimensionless longitudinal and 518 
vertical wind variances show higher values in the distorted sectors, while the lateral wind variance seems to 519 
be independent on the wind direction. Similar to level 1, the lateral wind component shows a more 520 
pronounced increase with stability than the longitudinal and vertical variances. The dimensionless vertical 521 
wind variance in the undistorted sectors can be represented quite well with the similarity relationship valid 522 
for flat and homogeneous terrain (Kaimal and Finnigan, 1994) in the stability range 0.01 < ζ < 1. Based on 523 
modeled footprints particular wind sectors were related to corresponding surface types, accordingly. For the 524 
undistorted wind directions 20 55 deg and 85 175 deg the underlying surface is represented with 525 
agricultural fields, while the 235 295 deg sector represents somewhat rougher but quite uniform surface 526 
covered mostly with the forest (Fig. 1). This implies that measurements at levels 2 5 corresponding to these 527 
sectors correspond to a layer which is in equilibrium with the underlying surface of more uniform roughness. 528 
In the strongly stable regime (for ζ > 1) the normalized variances show a tendency for a leveling-off , thus 529 
suggesting that z-less scaling might be appropriate. This implies that even for highly inhomogeneous terrain 530 
local scaling appears to be appropriate for all three velocity variances and that the local Obukhov length is 531 
relevant length scale. Additionally, in the strong stability limit the z-less scaling seems to be appropriate for 532 
longitudinal and vertical wind variances. 533 
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 534 
Fig. 6. Scaled standard deviations of (a) longitudinal, (b) lateral and (c) vertical velocity fluctuations as 535 
functions of stability for level 1 (lower sub-panels) and levels 2 5 (upper sub-panels) for distorted (pink 536 
triangles) and undistorted (gray diamonds) wind sectors. For explanation of other symbols see Fig. 4.537 
538 
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4.1.2. Subcritical and supercritical turbulence regimes 539 
Grachev et al. (2013) showed that the inertial subrange, associated with the Richardson-Kolmogorov 540 
cascade, dies out when both the gradient and the flux Richardson number exceed a “critical value” of 541 
approximately          , with                being the primary threshold. They argued that a 542 
collapse of the inertial subrange is caused by the collapse of energy-containing/flux-carrying eddies. This 543 
leads to the invalidity of Kaimal's spectral and cospectral similarity (Kaimal, 1973) and consequently, to 544 
violations of flux-profile and flux-variance similarity. Correspondingly, Grachev et al. (2013) classified the 545 
traditional SBL into two major regimes: subcritical and supercritical. In the former (        and    546 
    ), turbulence statistics can be described by similarity theory and it is associated with Kolmogorov 547 
turbulence. The supercritical regime (        and        ) is related to small-scale, decaying, non-548 
Kolmogorov turbulence, and strong influence of the Earth's rotation even near the surface. Figure 7 shows 549 
the dependence of    (Eq. (8)) on the local stability parameter at the measuring site. Dyer's parameterization 550 
(Dyer, 1974) predicts an asymptotic limit to     = 0.2 (solid black line), but this under-predicts    for 551 
higher stabilities for which    increases above      = 0.25 (supercritical regime). The range of stability 552 
available for our analysis of the profile data is 0 < ζ < 5. For example, at levels 4 and 5, 40% and 50% of 553 
data points have        , respectively. Thus, higher levels, which correspond to higher stabilities, are 554 
characterized by non-Kolmogorov turbulence.  555 
 Grachev et al. (2013) have found that            was the primary threshold for       . The 556 
normalized standard deviation of the vertical wind speed was reported to become asymptotically constant in 557 
the subcritical regime indicating consistency with z-less scaling in this regime. In the supercritical regime 558 
        was monotonically increasing with increasing stability. The turbulence characteristics at our site 559 
(exemplified by the vertical velocity variance, Fig. 8) do not show a clear distinction in behavior between 560 
sub- and supercritical regimes as was found in Grachev et al. (2013) and for the non-dimensional vertical 561 
gradient of mean wind (Fig. 12). In the subcritical regime the number of data points at levels 2 5 with ζ > 1 562 
is equal to 25 and is represented by only two bin averages. While Grachev et al. (2013) had a much broader 563 
range of stability in both regimes (they obtained     as small as 0.02 for the supercritical and up to 5 for the 564 
subcritical regime, respectively), in our dataset the results for these two regimes are almost indistinguishable 565 
(Fig. 8). Additionally, for the supercritical regime Grachev et al. (2013) observed an 566 
 567 
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 568 
Fig. 7. Stability dependence of the flux Richardson number for all five levels (shown with corresponding 569 
symbol). Red squares and blue circles denote bin averages for the lowest level and for levels 2 5, 570 
respectively. Error bars indicate one standard deviation within each bin. Number of data points inside each 571 
bin for the two subsets of the data is also given. 572 
 573 
 574 
Fig. 8. Scaled standard deviation of vertical velocity fluctuations as a function of stability. Data from the 575 
lowermost level (squares) and for levels 2 5 (circles) in the subcritical (green) and supercritical (violet) 576 
regime are presented. The dashed line is equal to 1.4 which is the mean value of all data for levels 2 5 in the 577 
subcritical regime. The number of data in each regime is indicated with the corresponding color. 578 
 579 
increase of         in the range 3 < ζ < 100. For this regime we observed an increasing tendency for the two 580 
highest levels, but this is probably not significant because of the small number of data and a restricted 581 
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stability range (upper limit is ζ = 5). Note that the number of data points here is much less compared to Figs. 582 
4 and 6 because only 100 simultaneous 30-min intervals were available for the calculation of the flux 583 
Richardson number. Similar results are found for the horizontal wind variances (not shown). 584 
 585 
4.2. Turbulent kinetic energy 586 
Estimation of turbulent kinetic energy (TKE) is very important for atmospheric numerical modeling, 587 
since turbulent mixing is often parameterized using TKE. Here we investigate the TKE, defined as,   588 
 
 
                      , which represents a turbulent kinetic energy per unit mass (Stull, 1988). Fig. 9 shows   589 
scaled by the squared friction velocity. In numerical models which use 1.5-order closure or TKE closure, 590 
TKE is predicted with a prognostic energy equation, and eddy viscosity is specified using the TKE and some 591 
length scale. Since TKE is essentially the sum of variances (divided by 2), according to Kansas values for 592 
neutral conditions (Kaimal and Finnigan, 1994), the value of scaled TKE is equal to 5.48 for HHF terrain. 593 
Over HHF terrain in Antarctica, Sanz Rodrigo and Anderson (2013) found that for neutral to moderate 594 
stabilities non-dimensional TKE is roughly constant up to ζ = 0.5. Above this value, non-dimensional TKE 595 
grows until it reaches ζ = 10 (corresponding to the boundary-layer top), which is followed by an asymptotic 596 
value for stronger stabilities (Fig. 9, dashed black line, Eq. (14)). They proposed a simple empirical 597 
parameterization: 598 
 
   
   
     
 
 
 
 
  
          
 
  
           
  (14) 
where         is the neutral limit value and       . 599 
We fitted the above linear relation to our data from levels 2 5 in the stability range 0.006 <   < 8.30 600 
(Fig. 9, orange dashed line) using the least-squares method. Figure 9 shows a clear influence of the RSL on 601 
the lowest measurement level, which does not correspond to the proposed near-linear expression (14). The 602 
RSL influence also results in a reduced value of non-dimensional TKE for the neutral range (      
   603 
     based on values from Tab. 4) in comparison with the value of 4.5 found by Sanz Rodrigo and Anderson 604 
(2013). Their value is smaller than the reference value of 5.48 for HHF terrain probably due to higher air 605 
density in the Antarctica causing reduced values of      
   compared to mid-latitudes. We note that the 606 
relation of the type given by Eq. (14) fits our data for levels 2 5 quite well (Fig. 9, orange dashed curve), 607 
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but with slightly different coefficients        , which corresponds to a neutral value of      
      , 608 
and       . The fitted neutral value of dimensionless TKE for levels 2 5 is close to the value of 6.01, 609 
which is obtained based on values from Tab. 4. 610 
611 
 612 
Fig. 9. Dependence of non-dimensional turbulent kinetic energy on stability. The black dashed line is an 613 
empirical fit (Eq. (14), Sanz Rodrigo and Anderson (2013)). Individual data at each level are shown in 614 
background symbols, while red squares and blue circles represent bin-averages for the lowest and four 615 
higher levels, respectively. Error bars indicate one standard deviation within each bin. The number of data 616 
points within each bin for levels 2 5 is also indicated. The orange curve is a fit to our data for levels 2 5. 617 
 618 
Similar to wind variances, analysis of the TKE with respect to wind direction shows similar distinction 619 
between the distorted and undistorted sectors. While values of normalized TKE are similar for the two 620 
sectors at the lowest level, at levels 2 5 magnitudes in the distorted sectors are larger. The dependence of 621 
      
   on the stability parameter can be represented with a linear relationship, but the best fit coefficients 622 
are somewhat changed:         and 0.14 and         and 0.95 for undistorted and distorted sectors, 623 
respectively (not shown). The behavior of the normalized TKE in the sub- and supercritical regime was 624 
found to be consistent with the behavior of the normalized wind variances and no discernible difference 625 
between these two regimes was observed (not shown). 626 
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4.3. Correlation coefficients 627 
In order to estimate fluxes from mean wind and temperature as inputs for dispersion models it is useful 628 
to use turbulent correlation coefficients. These coefficients are a measure of the efficiency of turbulent 629 
transfer and are defined as 630 
 
    
          
    
 
     
            
     
 
(15) 
(16) 
where     and     are correlation coefficients for momentum and heat transfer, respectively. Figure 10 631 
shows momentum and heat flux correlation coefficients estimated for the lowest and the four higher 632 
measurement levels. For strong stratification we obtained smaller values of the correlation coefficients for 633 
momentum, but they increase quite steeply while approaching neutral conditions. This was also observed in 634 
both an urban (e.g. Wood et al., 2010) and a rural dataset (e.g. Conangla et al., 2008). Additionally,     635 
exhibits the same behavior with respect to the stability when analyzed for different wind azimuths. The 636 
magnitude of the momentum correlation coefficient is larger for the undistorted sector compared to distorted 637 
in the stability range 0 < ζ < 1 in the whole measurement layer (not shown). The stability-averaged 638 
momentum flux correlation coefficient values are between 0.23 and 0.46 at level 1 (Fig. 10a) and a similar 639 
range was observed for undistorted (0.22 0.51) and distorted (0.25 0.45) wind sectors. These values are 640 
similar to those obtained by Marques Filho et al. (2008). For levels 2 5, the values of     are somewhat 641 
smaller compared to level 1 and are in the range 0.14 0.34 (Fig. 10a), and they are similar to those obtained 642 
for the distorted wind sectors: 0.16 0.31 (not shown), which is in the range of values observed over 643 
generally rougher urban surfaces (Wood et al., 2010). 644 
The correlation coefficient for heat exhibits larger values for    0.1 for levels 2 5, and it decreases 645 
while approaching neutral conditions. The correlation coefficient for heat is between 0.10 and 0.26, which is 646 
similar to values reported in other studies (Marques Filho et al., 2008; Wood et al., 2010). Additionally, no 647 
discernible dependence on wind direction was found for     mostly due to the large scatter of the data (not 648 
shown). Mean values of the momentum and heat flux correlation coefficients over the entire measurement 649 
layer, and for all stabilities, are equal to 0.26 and 0.24, respectively. Also, no discernible difference in 650 
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behavior of the momentum and heat flux correlation coefficients was observed between the sub- and 651 
supercritical regimes (not shown). 652 
 653 
 654 
Fig. 10. Momentum (a) and heat flux (b) correlation coefficients plotted as a function of stability. 655 
Background symbols represent individual data at each level while red squares and blue circles show bin-656 
averages for the first level and for levels 2 5, respectively. Error bars indicate one standard deviation 657 
corresponding to the particular bin. 658 
 659 
4.4. Flux-gradient similarity 660 
We also investigated the relationship between mean vertical gradients and turbulent fluxes, also known 661 
as the flux-gradient relationships. Several interpolation methods were tested in order to determine the mean 662 
wind profile, and the second order polynomial fit was found to best fit the observed data. Thus, the vertical 663 
gradient of mean wind speed is obtained by fitting a second order polynomial through the 30-min measured 664 
profiles 665 
 
            
   
  
  
 
      
   
  
     (17) 
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and by evaluating a derivative with respect to z for each measurement level. The second order polynomial fit 666 
is widely used for measurements within the roughness sublayer (e.g. Dellwik and Jensen, 2005; Rotach, 667 
1993) as well as within the inertial sublayer (e.g. Forrer and Rotach, 1997; Grachev et al., 2013). Only about 668 
one hundred simultaneous 30-min intervals were available from each measurement level for the profile 669 
analysis. Results of the variance and TKE analyses showed a different behavior of the first level in 670 
comparison with all the others. In order to investigate whether there is a difference in the flux-gradient 671 
relationship as well, the data from the first level and levels 2 5 are presented separately (Fig. 11). For our 672 
dataset no discernible difference of    between level 1 and levels 2 5 can be observed. Almost all data at 673 
the first measurement level are within the stability range         and    tends to a constant value of 1 674 
when approaching near-neutral conditions. Quite diverse results concerning the value of    in the RSL in 675 
the near-neutral conditions can be found in the literature. While in some studies of flux-gradient similarity 676 
within the forest RSL,    was found to be less than unity in the near-neutral range (e.g. Högström et al., 677 
1989; Mölder et al., 1999; Raupach, 1979; Thom et al., 1975), other studies indicate that    is close to unity 678 
(e.g. Bosveld, 1997; Simpson et al., 1998; Dellwik and Jensen, 2005; Nakamura and Mahrt, 2001). Bosveld 679 
(1997) found that momentum and heat eddy diffusivities differ in magnitude in neutral conditions. This 680 
means that, with increasing canopy density, heat exchange remains enhanced in the RSL, whereas 681 
momentum exchange approaches surface-layer values. Dellwik and Jensen (2005) observed an increase of 682 
   in the RSL in neutral conditions over fetch-limited deciduous forest due to the increased wind gradients 683 
directly above the canopy top. In previous studies reporting       and having mostly been conducted over 684 
pine forests (which compared to a closed deciduous forest have less biomass in the top of the canopy) the 685 
observed wind profile close to the three tops was less steep.  686 
The previous sections have revealed clear differences in the flux-variance relationships between level 1 and 687 
levels 2-5 (i.e., the RSL and the transition layer, respectively) at the present site. In contrast, no significant 688 
difference is observed for the flux-gradient relationship. Similar results were reported by Katul et al. (1995) 689 
who pointed out that inhomogeneity in the RSL impacts variances but not necessarily fluxes. Following this 690 
line, our results seem to indicate that surface characteristics at our site are influencing the strength of 691 
turbulent mixing and the wind gradient in the same way. This conclusion is additionally corroborated by the 692 
results of the analysis for different wind sectors as no dependence on the wind direction was found for the 693 
non-dimensional gradient of wind speed (not shown). 694 
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According to Fig. 11,    increases more slowly with increasing stability than predicted by the linear 695 
approach (Eq. (6), dashed black line) and it appears to closely follow the Beljaars-Holtslag function (Eq. 696 
(7)). The Beljaars-Holtslag formulation reduces the overestimation of the non-dimensional gradients for very 697 
stable conditions (Fig. 11, black solid line). Similar results were also obtained by other studies. For example, 698 
Mahrt (2007) found that    increases linearly only up to 0.6, while in the range 0.6 < ζ < 1.0 it increases 699 
more slowly than the linear prediction. However, according to Grachev et al. (2013) this result brings into 700 
question z-less scaling. Assuming that    is a linear function of stability, the gradients should tend to 701 
constant values for  ζ 1. Thus, the leveling-off of the    at large stabilities is an evidence for the 702 
breakdown of z-less stratification. Grachev et al. (2013) hypothesized that the leveling-off of    functions 703 
for strong stability may be due to including data for which local similarity is not applicable into the analysis. 704 
 705 
 706 
Fig. 11. Non-dimensional vertical gradient of the wind speed plotted versus the local stability parameter. 707 
Individual data points for each level are shown in the corresponding symbol (as in Fig. 4), while data from 708 
the lowest level are indicated with red color and from levels 2 5 in blue color. Dashed line corresponds to 709 
the linear relationship of Dyer (1974)(Eq. (6)) and the solid line is Beljaars and Holtslag (1991) relationship 710 
(Eq. (7)). Bin averages for the lowest and four higher levels are included for easier interpretation of results. 711 
Error bars indicate one standard deviation within each bin. Number of data points in each bin is also shown. 712 
 713 
Following the approach of Grachev et al. (2013), we imposed the prerequisite              on all 714 
individual data at each level. According to Fig. 12, data with         almost perfectly follow the linear 715 
dependence on stability (according to Eq. (6)) with the best-fit coefficient        (thin dashed line in Fig. 716 
12). This implies the consistency of the data with the z-less prediction. The behavior of the non-dimensional 717 
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gradient of wind speed in the supercritical regime in Fig. 12 exhibits a large deviation from the linear 718 
similarity prediction in the entire stability range. Moreover, supercritical data have a tendency to level-off. 719 
This suggests that the Beljaars-Holtslag non-linear expression ( Eq. (7), Beljaars and Holtslag, 1991), as well 720 
as the results from other studies which exhibited leveling-off of similarity functions (e.g. Baas et al., 2006; 721 
Forrer and Rotach, 1997; Grachev et al., 2013, 2007) were most likely affected by a large number of small-722 
scale, non-Kolomogorov turbulence data. 723 
 724 
 725 
Fig. 12. The non-dimensional vertical gradient of wind speed plotted versus stability for two different 726 
regimes: subcritical (       , green) and supercritical (       , violet). Error bars indicate one 727 
standard deviation within each bin. Thick dashed line indicates the linear relationship (6) (Dyer, 1974); the 728 
thin dashed line is the best fit to our data for         (in the stability range 0.005 < ζ < 2.43), while the 729 
bold solid line corresponds to Eq. (7) (Beljaars and Holtslag, 1991). 730 
 731 
Ha et al. (2007) evaluated surface layer similarity theory for different wind regimes in the nocturnal 732 
boundary layer based on the CASES-99 data. They concluded that although the stability parameter is 733 
inversely correlated to the mean wind speed, the speed of the large-scale flow has an independent role on the 734 
flux-gradient relationship. For strong and intermediate wind classes, they found that    obeyed existing 735 
stability functions when     is less than unity, while for weak mean wind and/or strong stability (       ) 736 
similarity theory broke down. Following their approach, we evaluated the flux-gradient relationship 737 
separately for different wind regimes, which were classified based on the mean wind speed at each level 738 
similarly as in the study of Ha et al. (2007), and discriminated between subcritical and supercritical regimes. 739 
The striking difference of the behavior of    with stability for different wind classes, which was found in 740 
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the study of Ha et al. (2007), cannot be observed in our dataset (Fig. 13). In the weak wind regime the scatter 741 
is largest, although we have noted substantial scatter even for the intermediate and strong classes, caused by 742 
the small scale turbulence, which survived even in the supercritical regime (violet symbols). If we consider 743 
only data for        , they follow Dyer's linear prediction even for the weak wind regime, indicating that 744 
similarity theory holds in this regime for the whole range of stabilities. 745 
 746 
 747 
Fig. 13. Non-dimensional vertical gradient of wind speed for each level plotted versus local stability 748 
parameter for weak-, intermediate- and strong wind regimes, respectively. Individual data points for each 749 
level are shown with the corresponding symbol. Data points exceeding critical value of           750 
(supercritical regime) are shown in violet. Dashed line indicates the linear relationship of Dyer (1974) (Eq. 751 
(6)) and the solid line corresponds to the relationship (7) (Beljaars and Holtslag, 1991). 752 
 753 
We now turn to the self-correlation analysis. Since the present data exhibit different behavior for the 754 
subcritical and supercritical regimes, the self-correlation analysis was performed separately for each of these 755 
regimes. Linear correlation coefficients between    and ζ for the original data and random data sets were 756 
calculated for each level. Table 5 shows the impact of self-correlation on the dimensionless wind shear. 757 
Generally, the results for both the sub- and supercritical regimes suggest a non-negligible but not decisive 758 
impact of self-correlation. There are, however, two exceptions. At the lowest level, the subcritical data 759 
mostly reflect the near-neutral range where large scatter of the data is present resulting in a relatively small 760 
correlation coefficient of 0.54. Hence the self-correlation test, which is based on linear correlation, produces 761 
small correlations of similar magnitudes for both physical and random data. This in turn results in a very 762 
small value of      
        
   which means that results of this test are not very conclusive. At level 5, the 763 
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correlation coefficient is large in the subcritical regime and reduced in the supercritical due to the increased 764 
scatter of the data for ζ > 1.5 in this regime. Consequently, the value of      
        
   is small. For the 765 
three middle levels,       has similar values in both the subcritical and supercritical regime, since in both 766 
regimes they exhibit a strong positive fit, i.e.    increases with increasing stability with the larger scatter 767 
observed at level 4 (Fig. 12). 768 
 769 
Table 5 770 
Self-correlation analysis.       is a linear correlation coefficient between    and ζ for the original data at 771 
each level.         is the self-correlation and it is the average of the correlation coefficients for 1000 772 
random datasets.      
        
   is a measure of the true physical variance explained by the linear model 773 
as proposed by Klipp and Mahrt (2004). Standard deviations are also indicated. N is the number of 30-min 774 
intervals. 775 
Subcritical N                             
        
          
        
    
Level 1 93 0.54 0.51 0.14 0.01 0.14 
Level 2 83 0.91 0.55 0.11 0.50 0.12 
Level 3 78 0.95 0.49 0.11 0.64 0.11 
Level 4 60 0.73 0.49 0.13 0.28 0.13 
Level 5 52 0.97 0.49 0.14 0.68 0.13 
Supercritical 
Level 1 7 0.91 0.68 0.22 0.33 0.25 
Level 2 17 0.91 0.51 0.18 0.54 0.18 
Level 3 22 0.92 0.55 0.18 0.51 0.19 
Level 4 39 0.66 0.43 0.15 0.22 0.13 
Level 5 48 0.57 0.41 0.14 0.14 0.12 
 776 
 777 
Grachev et al. (2013) proposed a new method which is not influenced by self-correlation and for which 778 
z-less scaling should also be valid. This new function represents a combination of universal functions and is 779 
thus a universal function itself. This new function, 780 
     
              (18) 
where the value of         corresponds to the median value in the subcritical regime found in the study 781 
of Grachev et al. (2013) (Fig. 14, gray solid line). For our data, the median    value for levels 2 5 was also 782 
found to be equal to 1.33 in the subcritical regime. According to Fig. 14a, the increase of     
   with 783 
stability is slower than the linear prediction (solid and dashed lines, respectively). Due to the fact that this 784 
new similarity function     
   shares no variable with the stability parameter (except the reference height 785 
z d), the observed decrease below the linear prediction is not caused by self-correlation. As seen from Fig. 786 
14b, this deviation from the linear relationship is mainly due to the small scale turbulence in the supercritical 787 
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regime (       ). Additionally, this function is consistent with the z-less scaling when the prerequisite 788 
        is imposed on the data (Fig. 14b). As already noted, the RSL shows a more pronounced influence 789 
on the    profile compared to the wind shear profile, thus leading to an overestimation of Eq. (18) at level 1 790 
while no systematic deviation can be observed for levels 2 5 (Fig. 14). The scatter in the near-neutral range 791 
at level 1 could be partly due to the wind direction inhomogeneities (not shown).  792 
 793 
 794 
Fig. 14. The bin-averaged non-dimensional function     
   
      
  
  
  
 , which is not influenced by self-795 
correlation, plotted versus local stability. Individual data for each level are shown in the corresponding 796 
symbol as in Fig. 4. Bin averages for the lowest level (red squares) and four higher levels (blue circles) are 797 
included for easier interpretation of trends. Error bars indicate one standard deviation within each bin. Gray 798 
line corresponds to the experimental fit according to Grachev et al. (2013) (    
             ) and the 799 
dashed black line is the best fit to our data      
               ) in the subcritical regime. (b) Same 800 
as (a) but subject to the condition        . 801 
 802 
5. Summary and Conclusions 803 
Multi-level measurements of atmospheric turbulence carried out over a heterogeneous surface in the 804 
continental part of Croatia have been used to study turbulence characteristics in the wintertime nocturnal 805 
boundary layer. Measurements that were obtained from five levels in the layer between 20 and 62 m above 806 
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the ground and 2 44 m above the local canopy height, provided valuable insight in the turbulence 807 
characteristics within tens of meters above the ground level. We focused on evaluating the applicability of 808 
local similarity scaling approach, in terms of flux-variance and flux-gradient similarity, over spatially 809 
inhomogeneous surface characteristics. 810 
Due to specific local terrain characteristics and distinctive features of the stable boundary layer (SBL), 811 
special attention was given to data quality control and post-processing options, which included 812 
determination of appropriate turbulence averaging time scale for defining turbulence fluctuations, testing the 813 
stationarity of the data and invoking an uncertainty test. Observations were conducted inside (the lowest 814 
observational level) and above the roughness sublayer (RSL). 815 
After removing highly uncertain data points (uncertainty threshold > 50 %), when assessing scaling 816 
under inhomogeneous fetch conditions in the SBL, dimensionless standard deviations of wind velocity 817 
components were found to behave differently than the dimensionless wind shear. Concerning the normalized 818 
standard deviations, it was found that vertical velocity shows a tendency to “ideal” behavior, that is, it 819 
follows z-less scaling when approaching large stability. The longitudinal and transversal components show a 820 
dependency on stability, with the latter exhibiting a more pronounced linear increase with increasing 821 
stability. Consequently, scaled turbulent kinetic energy was found to have a linear dependence on the 822 
stability parameter in the range           for levels above the RSL. However, we found local scaling 823 
to be valid for all three variables, which is astonishing given the complex and spatially inhomogeneous 824 
surface characteristics. For neutral conditions, due to the RSL influence values of all three non-dimensional 825 
velocity variances were found to be smaller at the lowest measurement level, while these were larger at 826 
higher levels in comparison with values obtained for HHF terrain. 827 
The ratio of the observed dimensionless standard deviation of the vertical wind component and 828 
corresponding values of commonly used similarity formulas over horizontally homogeneous and flat (HHF) 829 
terrain showed considerable variation with wind direction, indicating the influence of surface roughness 830 
changes and topography. Therefore, we separately analyzed velocity variances for different wind directions 831 
corresponding to undistorted (            ) and distorted (            ) sectors, respectively. 832 
Differences between these sectors at the lowest level were only found in the near-neutral regime with larger 833 
magnitudes for the distorted sectors. At upper levels, dimensionless longitudinal and vertical wind variances 834 
also showed higher values for these wind directions. However, this did not influence results regarding the 835 
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relationship with stability. For non-dimensional velocity variances, and consequently non-dimensional TKE 836 
and the momentum and heat flux correlation coefficients, no discernible difference between sub- and 837 
supercritical regimes was observed. 838 
Results for the non-dimensional wind shear appear to be less sensitive to inhomogeneous site 839 
characteristics. Despite the largely inhomogeneous surface characteristics at the measuring site, flux-gradient 840 
relationship showed a similar distinction between Kolmogorov and non-Kolmogorov turbulence as found 841 
under ideal (HHF) conditions (Grachev et al., 2013). Our results support the classical Businger-Dyer linear 842 
expression for the non-dimensional profile of wind speed, with slightly different best-fit coefficient, even 843 
over inhomogeneous terrain but only after removing data which correspond to the flux Richardson number 844 
       . Hence, our data follow local z-less scaling for the    function when the condition         is 845 
imposed. Similar to HHF conditions, supercritical (       ) data show a leveling-off for    at higher 846 
stability thus seemingly supporting the non-linear relationship of Beljaars and Holtslag (1991). Therefore, 847 
we conclude that the non-dimensional wind shear over a largely heterogeneous vegetated surface is only 848 
weakly, if at all, affected by the surface inhomogeneity. Thus, when interested in only subcritical, fully 849 
turbulent conditions, the classical linear formulation for    is appropriate. Correspondingly, if all 850 
turbulence states (regardless of sub- or supercritical) are of interest, the Beljaars-Holtslag formulation is to 851 
be preferred. Finally, we investigate whether the wind magnitude has an impact on the distinction between 852 
Kolmogorov and non-Kolmogorov turbulence. The flux-gradient dependence on stability did not show 853 
different behavior for different wind regimes, indicating that the stability parameter is sufficient predictor for 854 
flux-gradient relationship. 855 
Overall, the present stable night-time results from a forested site with highly inhomogeneous fetch 856 
conditions show that flux-variance relationships obey local scaling but the corresponding non-dimensional 857 
functions do not exhibit the same parameter values as over HHF terrain. The z-less limes for strong stability 858 
is assumed by the vertical and to somewhat lesser degree by the horizontal velocity fluctuations. The RSL 859 
influence appears to be larger than the distortion due to inhomogeneous surface conditions. Flux-gradient 860 
relationships, on the other hand, seem to be less influenced by surface inhomogeneity: they exhibit the same 861 
distinction into sub- and supercritical turbulence regimes as over HHF terrain. For both, subcritical 862 
turbulence alone and “all conditions” the data follow quite closely the respective functions from the 863 
literature. Finally, no distinct impact of the RSL can be observed for the flux-gradient relations. 864 
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