Snoring is a common symptom of serious chronic disease known as obstructive sleep apnea (OSA). Knowledge about the location of obstruction site (V-Velum, O-Oropharyngeal lateral walls, T-Tongue, E-Epiglottis) in the upper airways is necessary for proper surgical treatment. In this paper we propose a dual source-filter model similar to the source-filter model of speech to approximate the generation process of snore audio. The first filter models the vocal tract from lungs to the point of obstruction with white noise excitation from the lungs. The second filter models the vocal tract from the obstruction point to the lips/nose with impulse train excitation which represents vibrations at the point of obstruction. The filter coefficients are estimated using the closed and open phases of the snore beat cycle. VOTE classification is done by using SVM classifier and filter coefficients as features. The classification experiments are performed on the development set (283 snore audios) of the MUNICH-PASSAU SNORE SOUND CORPUS (MPSSC). We obtain an unweighted average recall (UAR) of 49.58%, which is higher than the INTERSPEECH-2017 snoring sub-challenge baseline technique by ∼3% (absolute).
Introduction
Snoring is a prevalent disorder affecting 20-40% of the general population [1] . It is a marker of obstructive sleep apnea (OSA) which lead to hypertension [2] , myocardial infarction [3] and stroke [4] . Sleep quality of bed partners affected by the simple snoring leads to social nuisance even though it is harmless for snorer.
Snoring is caused by the airway narrowing or obstruction during breathing [5] [6] . Based on the location of airway narrowing or obstruction along the vocal tract, the snorers are broadly divided into four groups [5] , namely V-Velum (palate), including soft palate, uvula, lateral velopharyngeal walls; O-Oropharyngeal lateral walls, including palatine tonsils; T-Tongue, including tongue base and airway posterior to the tongue base; E-Epiglottis. The classification of these four groups often referred as VOTE classification. The corresponding locations are shown in Figure. 2 in the work by Qian et. al [7] .
Key to better clinical results is a treatment exactly targeting the area in the upper airways where the snoring sound is generated in a patient. Only moderate success has been shown by various conservative and surgical methods attempting to improve or cure snoring. Now a days, drug induced sleep endoscopy (DISE) is widely used to identify location of obstructions and form of vibrations [5] in order to evaluate the obstruction level and pattern. But DISE is expensive, time consuming and strenuous for patients. Therefore, treatment using acoustic based analysis and classification of snore sounds becomes useful [1] .
There are several works in the literature that try to classify the four snorer groups (or their subsets). Pevernagie et. al [1] pioneer in using snore audio to classify the snorer group. They demonstrated the similarity and dissimilarity between snoring and speech. Miyazaki et al. [8] observed that the fundamental frequency of snoring can be used to distinguish between palatal/non-palatal snoring. Hill et al. [9] found that the crest factor (the ratio of peak to root mean square value of a time-varying signal) was significantly higher for palatal snorers. Agrawal et al. [10] showed that snoring sound generated by the palate and tongue are characterized by low and high peak frequency respectively. Qian et. al [7] did VOTE classification by using multiple features such as spectral frequency, sub-band energy ratio, mel-scale frequency cepstral coefficients (MFCC), empirical mode decomposition based features and wavelet features (WF). They found that MFCC and WF features are best suited for snorer group classification.
The aforementioned literature focuses on evaluating certain well-known acoustic features for snorer group classification. None of them tried to model the generative process of the snore directly. In this paper, we propose a model similar to the source-filter model of speech [11] , which approximates the generative process of the snore audio. Based on the model, we propose a three step method for snorer group classification. The first step is to estimate the proposed model parameters from the snore audio. The second step is to extract the features from estimated model parameter. Finally, we use SVM based classifier to classify the extracted features into four-snorer groups (VOTE). The classification experiments are performed on the development set (283 snore audios) of the MPSSC. We obtain an unweighted average recall (UAR) of 49.58%, which is higher than the INTERSPEECH-2017 snoring sub-challenge baseline technique by ∼3% (absolute). Figure 1 shows the block diagram, summarizing the steps involved in the proposed snorer group classification task, which consists of four main blocks. Given a snore audio s[n], and snore generative process represented by block M, model parameters (θ) are estimated by a parameter estimator. The feature extractor computes features (f ) from the model parameters (θ). In the final step, we classify the snorer group (VOTE) based on the computed features (f ).
Proposed snorer group classification
The source-filter (SF) model of speech assumes that the speech is generated by exciting a filter by an impulse train or a white Gaussian noise [11] . The filter represents the vocal tract and excitation represents the airflow through the glottis. The impulse train excitation is for the voiced sounds, which approximates the quasi periodic oscillations of the glottal flow. The white Gaussian noise excitation is for the unvoiced sound, which approximates the glottal flow when the vocal folds are open. Several modifications to the SF model have been proposed in the past, such as branched tube model for the nasal sounds [12, 13] and transmission model for the respiratory tract [14, 15] . We hypothesize that a similar model comprising fil- ter and excitation holds good for snore audio. The comparison among snore audio for different snorer groups and voiced speech is shown in the first and third row of Figure 2 . It is evident from the figure that : 1) The waveform in all four groups are quasi periodic [16] [17] and impulsive in nature, similar to the voiced speech 2) s[n] noise level increases from group V to E , while the voiced speech has the least noise level 3) time period of the voiced speech is lower than that of snore audio. We call one period of snore audio as snore beat cycle and the location of impulse is referred to as snore beat closing instant (SBCI). This term is similar to the glottal closure instant (GCI) used in speech [18] .
Our hypothesis for generative process of snore audio involves two main components: 1) Two acoustic tubes: one tube from lungs to the obstruction location and second is from obstruction location to lips/nose. 2) Two excitation sources: the first excitation at lungs is white noise similar to the unvoiced speech sounds, which excites the first acoustic tube. Second excitation at the location of obstruction is modelled by sum of airflow from first tube and impulse excitations. Impulse excitation represents the quasi-periodic obstruction which is similar to voiced speech. Based on the above hypothesis, we propose a dual source-filter model which models the snore audio using two acoustic tubes and two excitation sources.
Proposed dual source-filter model for snore audio
The first acoustic tube from lungs to obstruction location is modelled as one all-pole filter (F1), which is excited by wide sense stationary white Gaussian noise (w[n]). Second acoustic tube from airway obstruction to lips/nose is modelled as another all-pole filter (F2), excited by sum of impulse train (e[n]) and the first filter output. Output of the second filterŝ [n] approximates the observed snore audio s[n]. As snore sound could come through both lips and nose, a pole-zero filter would be a good choice for F2, although, in this work, we approximate it by an all-pole filter. The block diagram of the snore audio model (M) is shown in the blue box in Figure. 1. Thus, s[n] can be written as: T indicates the transpose operator. In the Z-domain the eq. 1 can be written as:
where
, where a k and b k are coefficients of all-pole filters F1 and F2 respectively. The Z-transform of the hc[n] is given by
Given the snore audio s[n], 0 ≤ n ≤ N − 1, the parameters of the model, θ = {a k , c k } are estimated.
Proposed model parameter estimation method
The direct estimation of model parameters (θ) from the snore audio is, in general, computationally intractable. Hence, to make it computationally tractable we assume impulse response of F2 (h b ) decays faster as compared to the period of e. The above assumption makes the effect of h b dominant around SBCIs and less dominant in the middle of the snore beat cycle. Therefore, we weigh different parts of the snore beat cycle based on the SBCIs and estimate the filter coefficients. This process is similar to the method proposed by Airaksinen et. al [18] for glottal inverse filtering of speech signal to remove the effect of glottal source in estimating the impulse response of the vocal tract. Model parameter estimation process is summarized in Figure 3 . The main steps involve detecting the SBCI locations, constructing the two windows to attenuate the effect of source/filter and estimating the filter coefficients from the windowed signal. These steps are described in detail below.
1. Spectral tilt estimation and removal: In this step, we estimate the spectral tilt by using a single order linear prediction model on the given snore audio. The estimated coefficient is denoted by t. The snore audio is inverse filtered to get the preprocessed snore audio denoted by s[n].
2. SBCI estimation: The SBCIs are similar to GCIs of the speech waveform. Hence we use GCI estimation method proposed by Prathosh et. al [19] on the snore audio. The m-th attenuates the samples around the SBCIs. The proposed windows are defined as:
As the effect of h b [n] is assumed to be not dominant in the w2[n], the second term is approximately zero. Thus, eq. 3 can be written as:
Z-transform of hc[n] is Hc(z) =
1+
M +L−1 k=1 c k z −k . The error function to estimate c is given by
The minimum mean squared estimate ofĉ is same as the WLP [20] given by
5. Inverse filtering: Given the estimate of c or Hc(z), we remove the effect of Hc(z) from the snore audio using the inverse filter 1 Hc(z) and get r[n]. From eq. 2 the inverse filtered output can be written as:
Note that the Ha(z) is an FIR filter with impulse response a = [1, a1, a2, . . . , aL−1], n-th element of a is denoted by a[n]. In the time domain, eq. 6 can be written as:
6. Sparse estimation: Given the inverse filtered signal r[n], the filter coefficient vector a = [1, a1, a2, . . . aL−1] needs to be estimated. Eq. 7 can be compactly written as: T , is an impulse train and hence, it is sparse. a contains the filter coefficients corresponding to the filter from lungs to obstruction point (F1). In the snorer group classification problem, the obstruction point is unknown, that makes the order of first filter to be unknown. Therefore, we impose a sparsity constraint on a to automatically infer the order of the filter. The maximum likelihood estimate of a and e from eq. 8 with sparse (l1-norm) constraint on e and a is given by , a * , e * = arg min e,a ||r − Ae||
where, β and λ control the sparsity of the a and e respectively. From eq. 8, we see that the effect of a is dominant around the impulse location of e[n]. It is also evident in r[n], from the second row of the Figure 2 . It is clear that impulse response of H b (z) decays fast and is primarily centered around a SBCI. We use temporal weighting w1[n] to only capture the samples around SBCI. Hence, eq. 9 can be written as:
where, W1 is a diagonal matrix with entries w1[n].
Since both e and a are unknown, the direct optimization of eq. 10 is difficult. Therefore, we use the alternate minimization method [21] to optimize one variable given the other. The initial value of a is found by moving average estimation of the signal r[n] using the Durbin method [22] . Thus, given a snore signal s[n], the model parameters θ = {a k , c k } are estimated.
Feature extraction and classification
Given a snore recording, we extract model parameters in two different ways: 1) We extract model parameters using middle ζ percentage of the entire snore audio to get θ overall = {a overall , c overall }. 2) We divide the recording into frames of length N f , shift Ns to estimate the model parameters and tilt (t) in each frame (θ f rame ) and compute the functionals such as mean,variance and median of the parameters across all frames to get θ mean = {a mean , c mean }, θ var = {a var , c var }, θ median = {a median , c median }, t mean , t var and t median respectively.
We use SVM classifier to identify the four snorer groups by using extracted features. In general, SVM 1 classifiers are binary and discriminative. However, a four-class SVM classifier is built using pair-wise coupling strategy [23] .
Experiments and results
We use the MPSSC database to evaluate the proposed method. The details of the dataset and the train/development/test split details can be found in [24] . The number of events per class in the database is strongly unbalanced, with 85% of samples from the classes V and O, 11% E-events and 5% T-snores. This is in line with the probability of these categories in normal sleep.
Feature extraction and Hyper parameter optimization
The window attenuation factor (d) is set to 1e − 5 [18] and the fraction of snore beat cycle (η) for w1[n] is set to 0.3. The order of filter for both optimization in eq. 5 and 10 is set to 25. We use ζ=50 to estimate the θ overall . We use N f =900 and Ns=64 to estimate the θ f rame . The sparsity parameters λ = 5e − 3 and β = 5e − 4 are found experimentally using 3-fold cross validation within the training set. The optimization problem in eq. 10 is solved using the interior point method [25] .
We implement SVM classifiers using the LIBSVM toolkit [26] . The values of complexity (C) and variance γ of the radial basis function (RBF) are found using 3-fold cross validation on the train set and the grid search. To handle the class imbalance, we use the class weights of 1, 2, 21, 6 for V, O, T, E groups respectively, which are same as the up-sampling factors used by the baseline [24] . To compare the proposed model with the single source filter model, we extracted LPC (linear predictive coefficients) of order 50 using entire snore audio denoted by AR overall . We also extract frames wise LPC coefficients using N f =900 and Ns=64 and compute the same set of functionals defined in the section 2.3 and denoted by AR mean , AR var and AR median .
Results and discussion
The classifier is trained using the train set and evaluated on the development set. Table 1 shows the UAR for different combinations of features and the classifier settings. Out of all combinations of features and classifier settings, the best eleven combinations are only reported in the table. From the table it can be seen that the filter coefficients c overall with the RBF kernel performs 9.18% and 3% (absolute) better than the COMPARE functional (CF) and COMPARE BoAW (CBoAW) methods respectively [24] . This indicates that the proposed dual source-filter based approach is able to classify the snorer groups using only 25-dimensional feature vector unlike a large number of features used in CF and CBoAW [24] . The filter coefficients a overall performs worse compared to the baseline. Hence, no results are reported with the a overall feature. The combination of c var and t var achieves better UAR than the baseline with linear and RBF kernel. The LPC coefficients and its functional with RBF kernel result in a lower UAR than the CF indicating that the single filter may not be sufficient to model the snore audio. Table 2 shows the confusion matrix and the classification accuracy (%) for each snore group obtained by using CF, CBoAW and features #3, #7 and #9 from Table 1 -the three best performing feature-classifier combinations. It can be observed from the table that classification accuracies for T and E classes with CF and CBoAW are low because of the highly imbalanced dataset. On the other hand our proposed feature #9 shows an improvement of ∼ 41% and ∼27% in classifying the T group as compared to CF and CBoAW respectively. An improvement of ∼58% and ∼34% from CF and CBoAW, respectively, is displayed by using feature #7 in classifying E-group, even though the average UAR decreased after adding t-feature. The misclassification for E to V class is reduced in all proposed feature sets. This could be because the obstruction location for E and V groups are far apart which results in significantly different filter coefficient estimates. The classification accuracies of V and O groups is decreases in all the proposed features because the obstruction point for V and O are closer, which results in the similar filter coefficient estimates.
We further train the classifier using train and development sets and test on the test set. The proposed feature#3 results in Table 2 : Confusion matrix for the baseline and the proposed feature set. % indicates the class wise classification accuracy. an UAR of 52.75%, which is 5.75% lower than that of CF and 2.85% higher than CBoAW. Classification accuracies for V, O, T, E classes are 54%, 41%, 37% and 78%, respectively. The c overall feature shows the highest UAR on the development set. A possible explanation is, c overall represents the transfer function from lungs to the lips/nose, which represents the overall shape of the vocal tract that also includes the obstruction location. We observe that the a overall feature performs poorly because of the slow convergence of alternative minimization algorithm used for optimizing eq. 10, which fails to select the right model order for the first filter. We also notice that the proposed model is very sensitive to SBCI detection accuracy. The UAR can be further improved by modifying the existing GCI detection method for the snore audio that has more noisy structure and a lower fundamental frequency.
Conclusion
In this paper, we propose a dual source-filter model for the generative process of the proposed snore audio and present the corresponding parameter estimation method. We compute features from model parameters to classify the snorer group. The proposed method performs better than the CF and CBoAW by 9.18% and 3% respectively on the development set. We also find that the proposed method is able to discriminate the E/Tclasses well from the V/O class. Two major limitations of the model are the independence among the two filters and the restriction of the second filter to be all-pole. Future work includes modifying the model to include the interaction between the filters and improve the estimation method with a pole-zero filter model.
