Studies on collaborative virtual environments (CVEs) have suggested capture and later replay of multimodal interactions (e.g., speech, body language, and scene manipulations), which we refer to as multimodal recordings, as an effective medium for time-distributed collaborators to discuss and review 3D content in an immersive, expressive, and asynchronous way. However, there exist gaps of empirical knowledge in understanding how this multimodal asynchronous VR collaboration (MAVRC) context impacts social behaviors in mediated-communication, workspace awareness in cooperative work, and user requirements for authoring and consuming multimedia recording. This study aims to address these gaps by conceptualizing MAVRC as a type of CSCW and by understanding the challenges and design considerations of MAVRC systems. To this end, we conducted an exploratory need-finding study where participants (N = 15) used an experimental MAVRC system to complete a representative spatial task in an asynchronously collaborative setting, involving both consumption and production of multimodal recordings. Qualitative analysis of interview and observation data from the study revealed unique, core design challenges of MAVRC in: (1) coordinating proxemic behaviors between asynchronous collaborators, (2) providing traceability and change awareness across different versions of 3D scenes, (3) accommodating viewpoint control to maintain workspace awareness, and (4) supporting navigation and editing of multimodal recordings. We discuss design implications, ideate on potential design solutions, and conclude the paper with a set of design recommendations for MAVRC systems.
INTRODUCTION
Collaborative virtual environments (CVEs) are emerging as a promising CSCW platform, through which distributed stakeholders can create, discuss, and review spatial content (e.g., 3D models, room layouts, animations, as in [7, 28, 71, 79] ). Such content is becoming increasingly important in creative industries such as architecture firms, video game companies, and design agencies. Simultaneously, in these domains, the modern workforce is also becoming more globalized and time-distributed, increasing the need for supporting asynchronous collaboration between teams working across different time-zones or working hours. In these settings, successful collaboration depends on support for asynchrony, which has several unique advantages over synchronous communication, such as: work parallelism, flexible time-coordination, reviewability, and reflection [40, 58] . Several contexts where asynchronous collaboration becomes crucial in the evolution of a shared artifact were discussed in-depth by Tam and Greenberg [76] .
With the advancement of virtual reality technology, asynchronous collaboration in immersive 3D environments has become an active research area [14, 32, 44, 50, 60, 67, 80, 85] . Multimodal recording-the capture and later playback of multiple, dynamic interaction modes, such as speech, locomotion, body language, and object manipulations-is at the foundation of asynchronous collaboration in these VR systems. In these studies, however, multimodal recording was regarded only as one of many features of a system, designed for a specific purpose such as training [85] or 3D design [80] . The state of the literature leaves room for more empirical research [84] on conceptualizing multimodal recording in VR and producing a generalizable understanding of it.
We aim to address the knowledge gap in conceptualizing and understanding this multimodal asynchronous VR collaboration (MAVRC) as a type of CSCW, backed by an empirical understanding of its challenges and design considerations. VR, CSCW, and HCI literature reveals three aspects of MAVRC: social behaviors in mediated-communication, awareness in cooperative work, and authoring and consuming multimedia. Using these aspects as an intellectual lens, we begin to identify and tackle these knowledge gaps by formulating the following research questions:
• How are social behaviors transferred from face-to-face to MAVRC? In VR, where collaborators can leverage embodied avatars with multimodal communication capacities, different aspects of social norms (e.g., proxemics, bias, anxiety, etc.) can be transferred to, or even amplified or diminished in CVEs [4, 26, 73] . However, MAVRC is fundamentally different from those of the previous studies in that asynchronous communication is one-way-the message sender cannot respond to the viewer's inquiry in real-time.
It is an open question to what extent, or if at all, users feel the social presence of an embodied 3D representation of their asynchronous collaborator and display social behaviors towards it (e.g., what do they feel if the recorded avatar breaches their intimate space?). • What are the challenges of maintaining workspace awareness and coordination in MAVRC? It is critical for the success of any CSCW system to offer proper support for establishing and maintaining different types of awareness about others' activities: workspace awareness is the knowledge of what is going on and what others are doing [17, 25, 36] ; asynchronous change awareness is the knowledge of how shared artefacts (e.g., 3D models, source code, documents) have evolved via the contributions of time-distributed collaborators [76] . The MAVRC setting is at the intersection of 3D and asynchrony, where the challenges of awareness may be exacerbated by the combination of spatial occlusion, limited viewpoint, and lack of real-time feedback mechanisms (e.g., dynamic activities of one's asynchronous collaborator can occur out of the user's view, and the collaborator would not know how to draw one's attention to it). • What are the challenges of navigating and creating multimodal recordings in MAVRC? Benefits and challenges of multimodal recording have been deeply studied in non-VR CSCW contexts, such as document annotation [86] , design prototyping [49] , and video production [62] . On the one hand, the rich, communicative capacities of recorded multimodal interactions help …this plant should be by the window… …this plant should be by the window… ► REPLAYING • RECORDING Fig. 1 . Capturing and replaying speech, pointing, and head movement for a spatial collaborative task using our experimental system; (left, in the view of a recording producer) a remote collaborator makes a request about moving the position of the plant; (right, in the view of a recording consumer) an asynchronous listener replays the recording, watching the avatar of the remote collaborator as they express themselves through multimodal interactions.
collaborators express and understand nuanced, complex ideas effectively [13, 55, 87] . On the other hand, as Grudin pointed out, when consuming, browsing recorded speech can be tedious and slow for the consumer [34] , and, when producing, it is known that multimodal recordings are harder to revise than text [72] and can provoke self-consciousness [1, 52] . When it comes to supporting spatial tasks in immersive CVEs, however, there is a significant gap of knowledge regarding the challenges and design considerations of authoring or consuming multimodal recording in VR.
To answer these questions, we conducted a qualitative, exploratory need-finding study based on our experimental system, in support of multimodal recording in immersive VR. Our participants were tasked to perform asynchronously collaborative 3D design tasks by viewing and recording multimodal interactions. Key findings from our observations and interviews include: (1) participants felt the social presence of asynchronous collaborators when viewing recordings, leading to proxemic behaviors and empathy, (2) immersion in VR can cause challenges in viewing multimodal recordings, such as viewpoint disorientation or confusion from different versions of 3D scenes, (3) recording (and viewing) co-expressive speech and body language enabled participants to express (and understand) nuanced ideas effectively but highlighted needs for editing (and browsing) tools. We discuss implications of these findings for designing MAVRC systems and present a set of design recommendations. Demonstration and preliminary evaluation of four proof-of-concept interfaces provide support for the feasibility of our design implications.
The contributions of this paper are three-fold: (1) a conceptualization of multimodal recordingbased asynchronous collaboration in VR; (2) empirical findings on the user challenges of respecting proxemics, maintaining awareness, and consuming/producing multimodal recordings in MAVRC; and (3) design implications for multimodal recording for asynchronous collaboration: proactive proxemics management, animating changes in 3D, viewpoint display for awareness, and 3D navigational cues. We also touch on the transferability and generalizability of our findings on MAVRC to non-VR asynchronous 3D interactions (e.g., AR, mobile 3D, etc.). Through the exploration of asynchronous collaboration in VR, this work opens up new opportunities for richer forms of collaboration, lessening the challenges presented by geographical and temporal barriers.
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RELATED WORK
Our study combines themes of asynchronous collaboration, CVEs, and multimodal annotation from HCI, CSCW, and VR literature.
Tools to support asynchronous collaboration
Asynchronous collaboration refers to cooperative scenarios where participants interact at different times. CSCW researchers established theoretical frameworks to help identify benefits and challenges of asynchronous collaboration. Olson and Olson theorized advantages of time-distributed collaboration as work parallelism, flexibility in coordination, reviewability, and reflection [58] . Tam and Greenberg suggested change awareness, the ability of the user to trace the non-real-time changes made to the shared workspace, as a critical consideration in designing asynchronous collaboration systems for shared documents and graphical artifacts [76] . One of the main foci in HCI, informed by these CSCW frameworks, is to develop asynchronous collaboration tools for a variety of applications: video meetings [77] , data visualizations [39] , web search [54] , and review & feedback [63, 64, 86] .
However, since these frameworks and tools are developed for applications in a 2D environment, it is still unclear how the challenges and design considerations for asynchronous collaboration reveal themselves differently in VR. Our study extends past research by identifying issues unique to VR collaboration.
Multimodal asynchronous collaboration in virtual reality
Virtual reality systems with digitally constructed environments and robust spatial tracking can offer compelling opportunities in aiding collaboration. In the field of collaborative virtual environments (CVEs), researchers have focused on harnessing VR to provide more effective means in supporting communication and information sharing [74] . Most research, however, focuses on applications of synchronous collaboration, such as joint-tasks [24, 65] , giving instructions via a ghost-hand metaphor [78, 85] , tele-presence [59] , or review & feedback [56] . Our study aims to discover the design considerations specific to asynchronous VR collaboration.
The premise of MAVRC in our research is grounded on many successful previous studies on VR systems for asynchronous collaboration. V-Mail [44] and MASSIVE-3 [32] are the most relevant to MAVRC in that they supported the capture and replay of rich, multimodal interactions. Several applications were built based on the notion of multimodal recording in different domains including architectural review [35] , creative feedback [56, 80] , training [85] , and tele-communication [14, 60, 67] . The primary foci of these studies were more on developing novel interaction techniques/concepts or designing a new technical pipeline. In contrast, we aim to provide extensive empirical evidence that help us understand the range of user needs, challenges, and design considerations for MAVRC.
Very recently, Lindlbauer and Wilson [50] conceptualized several types of time manipulations, including pause, loop, and replay of a captured 3D scene, as part of the taxonomy of possible interactions in mixed reality. Our study adds to this by lending a fresh task-centric view to the time manipulation that takes place in a collaboration context.
Multimodal recording and annotation
Central to asynchronous collaboration is the exchange of messages across time. Early examples of asynchronous communication are typically textual (e.g., email or text messages). With the ubiquity of audio capture devices, use of recorded speech (e.g., voicemail) for expressive messages have been extensively explored in HCI and CSCW. With a voice recording, message producers can leverage paralingual cues (e.g., inflection, pause timing, energy) for conveying equivocal and complex ideas [13] . Speech annotation/commenting, thanks to its rich, nuanced expressivity, has been widely adopted in different applications including online discussions [52] or document review [55] . Inspired by media richness theory [18] and the conceptual framework of deictic gestures [17] , several multimodal annotation systems have tried to enrich communication and collaboration by combining multiple face-to-face inspired modalities, such as inking + speech [75, 83] , inking + gesture + speech [86] , and video + hand gesture overlay [38] .
The benefit of expressive richness comes at a cost in browsing and editing. Grudin, in his seminal work on CSCW applications [34] , insisted that the major reason why voicemail is not popular is because its browsing and navigation features are very slow and tedious. To address this challenge, HCI researchers suggested various approaches such as using semantic navigation cues like captions [82] , ink strokes [75] , gesture trace [86] , video thumbnails [66] , viewers' collective navigational trace (e.g., skips and jumps) [47] , or directly manipulating an in-video visual entity along its motion trajectory [57] . Besides the browsing issue, in Yoon et al. 's study where a speech-based document annotation tool was deployed to classrooms, it was found that the support for efficient interfaces for editing and revising audio recording is necessary for the success of speech commenting tools [87] . For this problem, researchers devised efficient multimodal editing solutions such as using time-aligned captions as a proxy for editing audio and video [8, 68] .
In contrast to these previous studies on 2D media, our empirical setting is in 3D where the recording of body movement and scene manipulation is a multidimensional data stream. Our study identifies users' specific needs for viewing, skimming, and revising such data.
Proxemic interactions in VR and HCI
Proxemics, originally introduced in Hall's seminal work [37] , describes the way interpersonal distance manifest social context. As modern computing systems became sensitive to the physical presence and social context of users, designing proxemic interactions attracted the attention of HCI researchers [5] . Greenberg, Marquardt, and their colleagues-the pioneers of proxemics in HCI-proposed proxemics as a new genre of HCI [31] . Due to the embodied nature of VR, many researchers studied the social implication of interpersonal distance in CVEs. The most relevant work is Bailenson et al. 's study on proxemics in immersive VR [4] . They found that human proxemic behaviors, such as moving away from an embodied agent who invades one's personal space, can be transferred or even amplified in collaborative VR environments. Similarly, Schroeder and colleagues showed that VR users exhibit such behaviors to an interactive avatar with high behavioral realism [70] . Our study adds to this literature by suggesting that proxemic behaviors can be transferred to asynchronous CVEs.
METHOD
Our mode of inquiry was geared toward an exploration and elicitation of ways in which multimodal recording can support and impact spatial tasks in MAVRC. Answering such questions requires qualitative data collection and analysis procedures. Hence, we collected interview and observation data where subjects experienced a representative spatial task in an asynchronously collaborative setting. First, we describe our experimental system, which enabled subjects to create and consume multimodal recordings in a CVE, and then detail our task, procedure, and analysis methods.
Experimental system: CVE for creating and viewing 3D multimodal recordings
To study the nature of MAVRC, we needed to have a representative instantiation of MAVRC systems 1 where participants' user experiences can be grounded and the task scenarios can be executed for the experiment. We were inspired by the common denominators of existing MAVRC systems [14, 50, 60, 67, 80, 85] , which include the capture and replay of multiple interaction modalities, known to be conducive for communication in spatial tasks in VR.
3.1.1 Multimodal recording. In MAVRC systems, a multimodal recording encapsulates timesynced streams of interactions that can be captured and then replayed, akin to streams of pixels and audio in a video recording, but in 3D. For our experimental system, we selected (1) speech, (2) body gestures (e.g., head and hand movements, locomotion, and pointing), and (3) manipulations on scene objects as core interaction modalities. These modalities were chosen as they enabled rich expression for spatial tasks in a CVE and were easy to capture using most off-the-shelf VR systems.
On recording playback, the body gestures and movements of the producer are represented through an embodied avatar in VR. The producer's speech during the capture process is also spatially synced to the changing location of the avatar, forming a soundscape. We chose a simple, identity-neutral avatar design ( Figure 1 (right)). A modeled view frustum indicates the avatar's head orientation, and two controllers represent their hands. The controllers can emit laser pointers that highlight targeted objects, in support of deictic referencing. Integrating a highly realistic avatar design showing the full range of emotions and gestural interactions can pose complex challenges (e.g., tracking instrumentation, computational complexity) that is beyond our scope [30] .
In asynchronous collaboration, multimodal recording is a medium for time-distributed collaborators to exchange immersive and expressive messages. Recordings in our system were akin to annotations, which are anchored to some master document-or, in the case of a VR-based multimodal recording, to a given master 3D scene. Just like an annotation that doesn't change body text, scene changes made by producers while creating a recording do not change the master scene. The solution for version control in 3D is an open question beyond the scope of this paper, and thus not implemented. Instead, we focus on discovering the specific challenges of tracking changes between 3D scenes in MAVRC.
3.1.2 Creating and viewing multimodal recordings. Our system uses a simple and familiar interface for creating and viewing recordings, modeled after typical screen recording or video player apps.
To create recordings, users can click on the "REC" button on the world-stabilized VR menu. An audible beep goes off and a viewfinder is overlaid on the user's view to indicate capture in progress (Figure 1 (left) ). Clicking on the same button again stops and saves the recording. In addition to the user's synced speech, hand and head gestures, and scene manipulations-indicators for certain types of input, such as teleportation arcs or laser pointer traces-are also saved for visual consistency.
To view, users browse through saved recordings in the menu and select one. A standard timelinebased widget allows users to control playback. Although advanced spatial playback mechanisms exist [50] , we purposely adopt a simple and familiar baseline interface. Clicking on the exit icon button stops recording playback, returning users to the master scene. During playback, an embodied avatar will speak, gesture, and manipulate the 3D scene, based on the captured interaction streams.
Apparatus.
We developed the experimental system in Unity for the HTC Vive, which includes a VR headset (FOV: 110°, refresh rate: 90 Hz, resolution: 1080 × 1200 pixels per eye) and a pair of 6-DOF controllers [42] . The system ran on an Alienware 15 R3 Laptop with an Intel Core i7-7700HQ CPU @ 2.80GHz processor and an NVIDIA GeForce GTX 1070 graphics card.
Experimental task: reviewing and designing VR environments
In our study, participants performed three types of activities critical to collaborative 3D content design: (1) listening to input from collaborators, (2) revising 3D content based on their input, and (3) responding to and justifying changes made (see Figure 2 ). Real asynchronous collaboration is composed of multiple interleaving and evolving chains of such activities. As an initial exploration, and for cost and feasibility, we looked only at a single chain of these three activity types. In doing so, we could simulate the essential elements of MAVRC that constitute long-term collaborative turn-taking, without significant loss of generalizability.
3.2.1
Interior design task context. To put participants' mindset into a concrete context for asynchronous collaboration, we asked them to act as an interior designer working overseas at an international agency to plan a local company's newly renovated office layout, simulating a realistic remote work scenario. As interior designers, participants collaborated with their clientsemployees of the local company-by exchanging multimodal recordings about the requirements of the office layout. The task context of interior design was carefully chosen to examine the space where multimodal recordings may have the most impact. Because of its 3D, spatial nature, interior [10] or architecture design [28] has been commonly identified as a key application for VR. Work in interior design has also been extended to evaluating collaborative VR systems in previous research [43, 61] .
Task materials.
Multimodal recordings of client requirements were pre-generated by pilot users of the experimental system who recorded themselves acting as clients based on scripts created by the research team. In these recordings, each client detailed their suggestions on the office layout to the interior designer, as if they were collaborating in person, face-to-face, despite being distributed physically and temporally in the task context. Three clients each had five different requirements which varied in importance. Requirements were purposefully designed to be dilemmatic so that the layout task would be non-trivial, and generate richer response recordings. Examples of client requirements include:
• "I work with confidential information-my screen shouldn't be easily visible to bystanders. "
• "I need to access the photocopier occasionally. " (a dilemmatic request from multiple clients)
3.2.3
Procedure and data collection. First, participants were briefed through a short tutorial, which familiarized them with VR and the production and consumption features of our system.
For the task (Figure 2 ), participants carried out the following steps in order: (Step 1) view the clients' multimodal recordings to understand their suggestions, ( Step 2) edit the layout by moving furniture models around, and finally (Step 3) create a "response" recording back to the clients to describe how they balanced the different needs of each client in the final layout. Participants were given the option to rewatch recordings viewed in Step 1 while editing the layout in Step 2, if needed. They were not given a time limit, and continued with the task until they were satisfied with their final office layout and response recording. We did not assign a strict measure of task completion, as completion criteria may vary between individuals due to the dilemmatic and open-ended nature of our task.
Participants took a short break from VR after each step. To check for possible adverse motionsickness effects, we collected Simulator Sickness Questionnaire (SSQ) data [46] before and after the task. We refer to each questionnaire as the pre-exposure and post-exposure SSQ, respectively.
At the end of the entire task, we conducted a 30-minute semi-structured interview where we asked participants about their needs and challenges experienced while using the system. While interviewing participants, we also reviewed their point of view (POV) video data with them to both guide our questions and ground their answers. The interview was audio-recorded and transcribed for later analysis. During the task, participant head orientation, spatial position, controller input, and timeline navigational patterns were logged by our system. POV video data was captured using the OpenVR input plugin [45] for supplementary video analysis.
Analysis
A systematic thematic analysis [51] approach was used to identify relevant patterns and themes in the interview and observation data. In our analysis, we invested a conscious effort to maintain theoretical sensitivity to patterns regarding a range of issues, motivated by previous work and our research questions. An inter-coder reliability test yielded a Cohen's kappa score of 0.87 indicating strong agreement between two independent coders. This score was calculated using 64% of the entire dataset (719 out of 1123 total sentences) while the other 36% was set aside for coder training; it is common to evaluate inter-coder reliability based on a dataset sample [12] .
Participants
The study was conducted with 15 (7 female, 8 male, mean age = 22 years, SD = 1.55) university students or recent graduates in a Western society. They had various academic backgrounds: forestry, psychology, media studies, statistics, biology, and computer science. Of note are P 5 and P 6 -students with school and work experience in construction and architecture, respectively. 6 participants have never used VR nor AR, 5 have used only VR, and 4 have used both VR and AR. Each participant was compensated with $15 for their time (1.5 hours).
RESULTS
All but one participant successfully completed all task steps; P 7 only completed the viewing and editing steps, as they did not follow instructions when re-watching recordings. Hence, P 7 was excluded from any descriptive statistics, but not from qualitative data analysis as their comments corroborated other participants and helped us characterize the nature of MAVRC. On average, the study took 67.5 minutes (SD = 5.81), not including breaks or briefing time. Average total task time was 35.1 minutes (SD = 7.55), and average time for the post-task interview was 32.4 minutes (SD = 6.97).
While acting as an interior designer, participants said that they saw the benefits of multimodal recording for collaborative, spatial tasks. 8 participants reported that they felt the emotions and social presence of their asynchronous collaborators, showing signs of empathy towards them. "It's almost like the real person is there, so it's much easier to relate to the client (P 6 )." Their remarks are supported by the known benefits of multimodality for complex collaborative tasks, such as [13] and ease of deictic referencing [29] . Watching the combined co-expression of speech and body gestures helped them "gauge the magnitude of how much someone cares about something (P 4 )". The laser pointer was a powerful deictic device for associating speech to target spatial objects; when producing the "response" recordings, participants used deictic keywords, such as "here", "this", "there", and "that", on average 3.13 times (SD = 3.20). 57.4% of such utterances were accompanied with a co-expressive pointing gesture. SSQ metrics indicated no significant difference in VR sickness before and after using our system (t(14) = -1.602, p = 0.13, paired t-test).
Our thematic analysis revealed four novel design considerations (see Table 1 ) for MAVRC systems: (1) coordinating proxemic behaviors between time-distributed collaborators, (2) tracing changes across different versions of 3D scenes, (3) maintaining workspace awareness via viewpoint control in 3D, and (4) navigating and editing 3D multimodal recording.
Proxemics of asynchronous, embodied interactions in VR
A major theme from our analysis was indicative of the nature of proxemic social protocols in MAVRC. Users exhibited proxemic behaviors that are structurally similar to that of face-to-face scenarios, due to the embodied nature of MAVRC interactions. However, asynchrony can lead to breaches in proxemic norms, provoking negative emotional responses from users. Motivators for proxemic behaviors were both socio-cognitive (e.g., interpersonal attitudes) and functional (e.g., visibility, ease of communication), analogous to that of real-world proxemics [37] . In the following subsections, we focus on findings unique to MAVRC. 4.1.1 Asynchronous avatars violate one's personal space and disorient viewers. 11 out of 15 participants reported feeling "disoriented", "annoy[ed]", and "jarr[ed]" when avatars in recordings teleported too close to them or even "into" their body. P 1 explains: "It disoriented me because suddenly it was right in my face, and that messed me up. " In Hall's theory of proxemics, managing interpersonal distance has both functional and social connotations [37] . Reports from our participants were indicative of both. The functional aspect was trivial-when the avatar's head was too close, it blocked their vision.
A fresh finding was that many participants perceived this behavior from the avatar as an invasion of their space. 5 participants described that they felt "violated" and "invaded". This indicates that the social norm of proxemic interactions-in this case, a respect for one's intimate or personal spacewas expected from the recorded behaviors of the avatar. This expectation is not met as recorded avatars cannot adjust their interpersonal distance and circumvent the participant's position. Several participants, such as P 2 , seemed to be aware of the cause behind this issue, saying: "...you can't tell them to move, you just have to navigate around them. " However, they still felt that a breach of their personal space by the embodied avatar was invasive. 4.1.2 Viewers chose to remain at a "social distance" from the avatar. A relative of the above avatarto-viewer effect is the way viewers adjust their own distance to the avatar's position. To unpack this, we created a histogram (Figure 3) showing the distribution of viewer-to-avatar distances for every teleport action made by participants in the study, an approach akin to previous work on synchronous CVEs [27] . Because participants rarely walked in our study, we only counted teleportations, an aim-and-shoot style mode of locomotion widely used in modern off-the-shelf VR platforms. All distances are Euclidean and in metres. Units of distance in our VR environment have an approximate 1-to-1 mapping to metres in the real world. We count repeated teleports that don't vary significantly (>1 metre) from the users' previous position as one action to capture deliberate teleportations only. The histogram showed structural similarity to the classification of proxemic spaces in face-to-face [37] or synchronous CVEs [27] . Participants chose to teleport most frequently (83 out of 144 total teleports) to the avatar's 'social space' (a distance range of 1.2 to 3.6 metres), which is known to be conducive to communication among acquaintances. They rarely teleported to distances closer than .45 metres, the 'intimate space', reserved only for those whom one has close, intimate relationships. This triangulates our findings about the avatar-to-viewer proxemic breach effects, showing that participants respect the embodied avatar's intimate space, and expect the same likewise. Some teleports were to the personal or public spaces, but they were not as common as the social space.
Reports from participants support this finding. 5 participants stated that they "followed" the avatar, maintaining an appropriate distance. Their primary motivation was to "get a better view (P 15 )" of the shared workspace for better awareness of "what they're doing (P 8 )", or what they are working on: "they were trying to point to things that were sort of far away in the office space, so that is why I had to teleport closer (P 9 ). " Many related their proxemic behaviors to similar real-life scenarios. P 6 says: "If I have anything to say to them they would be within speaking distance. I feel like if they're standing far away I have to shout. [...] Kind of like if someone was giving you a tour of their house, you wouldn't stand opposite them and look in the other direction, you'd probably be standing near them, next to them. "
Version tracing and change awareness in different VR scenes
Challenges in managing different workspace versions are inevitable in asynchronous collaboration, where collaborators contribute changes to the shared workspace in a time-distributed manner. We found that the unique beneficial traits of MAVRC, such as immersion and the capture of scene manipulations in recordings, can engender new challenges that existing version control systems cannot handle.
4.2.1
Feeling disoriented when transitioning between different VR scenes. 11 participants reported that they struggled with understanding the transition between different recordings in VR. As multimodal recordings are made on different versions of the same, shared 3D workspace, many recordings have similar-looking VR environments, but also contain changes (e.g., objects added, removed, or re-positioned). These changes caused confusion: "I was trying to move things around then I would switch back to the recording to see what they wanted, and the layout suddenly changed and kind of made me disoriented-took me a couple of seconds to figure out where things were (P 1 )", "...it is the same space, but things are moved around (P 2 )." In a way, the transition of switching between scenes is similar to a teleportation, which tend to trigger disorientation [53] . However, the disorientation effect might have been amplified when the transition to a new scene is not apparent, such that viewers might think they are looking at a slightly different scene, but could not figure out what had been changed.
4.2.2
Awareness of changes between multiple MAVRC recordings anchored to different timelines. 4 participants reported difficulties in maintaining asynchronous change awareness of the 3D scenes [76] . They articulated the need for tracking and understanding changes made in scenes (e.g., what object was moved, where it was moved from/to, and when the change was made). For example, P 1 and P 6 wanted to compare two different scenes: "Having a side-by-side comparison of seeing how things are changing at the moment would be helpful (P 1 Tracing the origin and destination of changes in multiple branching timelines were deemed to be difficult. P 7 even tried to compromise potentially conflicting visual information for focused attention to the avatar's verbal description by closing their eyes when watching the recordings, saying: "I was imagining the visuals in my head, instead of the default layout that I was seeing." This problem applies to many MAVRC systems that contain 3D scene manipulation in exchanged messages (e.g., the avatar moves an object in the scene), as scenes are changed temporally within a recording. As illustrated in Figure 4 , scene manipulation within a recording can exacerbate challenges in understanding asynchronous changes. The version of a 3D scene can change not only when the user moves the playhead to various points within a recording's timeline, but also when the user switches to an entirely different recording. For example, in our experimental system (see Figure 4 ), the M 4 -to-R M 1 0 transition will make the drawer and monitor seem to disappear, while the R M 1 2 -to-R M 2 0 transition will remove the lamp and add the drawer to the scene. Although our depiction of the challenges in tracing changes was situated in the particular implementation of our experimental system, such problems can be easily generalized to any MAVRC system that employs a similar versioning or scene manipulation feature.
Challenges and workarounds in establishing workspace awareness
Workspace awareness refers to the understanding of the activities of other collaborators [36] . In typical asynchronous collaboration systems (e.g., collaboration systems for document editing or software version control), there is little need for real-time workspace awareness because there are no present activities of one's collaborators [76] . What is unique about MAVRC is that there still are needs for establishing and maintaining components of real-time workspace awareness. Because MAVRC recordings capture interactions of collaborators in an expressive VR environment, viewing Fig. 4 . In our version of a MAVRC system, a multimodal recording is anchored to a version of the master scene (e.g., R M 1 is a recording anchored to M 1 ). A recording can contain scene manipulations as part of the captured interaction streams. Each scene manipulation within a recording generates a version of the 3D scene (e.g., R M 1 0 , R M 1 1 , and R M 1 2 in R M 1 ). When the user navigates between multiple timepoints of different recordings (e.g., the red arrows in the figure), it can be challenging to maintain awareness of the asynchronous changes.
these recordings can simulate aspects of real-time face-to-face collaboration as if one is talking to someone being there or watching others' ongoing activity. We document the unique user needs regarding such pseudo real-time workspace awareness below.
4.3.1
Consumer-side challenges in maintaining awareness of the avatar's intention, action, and location in an immersive, 3D recording. Unlike 2D video, relevant content in VR-based multimodal recording is not always in the consumer's view. 10 participants reported challenges and workarounds in establishing workspace awareness of the avatar's activity. We found several key design factors.
First, when viewing an avatar's recorded activity, participants reported that they want to see and understand more of what the avatar is doing. For example: "where they are (P 13 )", "where they go (P 3 )", " what they're doing (P 8 )", "the thing they're pointing at (P 11 )", and what they can see. Some participants wanted to see exactly what the avatar sees: "I kind of want to be locked and just see it from their view, you don't have to teleport or move around, you don't have to follow him, [you can] just become him (P 3 )." These requests are similar to those found in previous studies about real-time workspace awareness [36] .
Second, participants reported difficulties in locating the avatar's position in the scene. This was particularly difficult when a recording was loaded up for the first time ("I just couldn't find that person at first (P 9 ). ") and right after avatars teleport ("when the employees [clients] use the teleport function, you will lose track of where they go (P 3 )"). Sometimes, the avatar might appear into view, disappear from view, or even be completely behind the participant: "...they would be off or behind me somewhere, so I'd look to the side and not know where they were (P 2 )." As a result, they needed to spend time and effort to locate the avatar, causing them to miss out on viewing key content. Some participants had to rewind to rewatch missed segments, or potentially even restart the recording entirely.
Third, participants put in a great deal of effort to maintain a good viewpoint-both position and view orientation in the 3D scene-from which they can best see what the avatar is doing and looking at (P 3 and P 5 ), as well as what they are pointing at (P 3 and P 11 ). Participants reported two types of barriers in establishing an optimal 3D viewpoint: occlusion and apparent scale. Participants often moved in response to occlusion, as depicted by P 13 : "I had to go closer when changes are being made in the developer section because it was blocked off by a wall, so I didn't even know that there was a small couch there until I actually went there. " To increase visibility, participants adopted a surveillance-like strategy: they first observe the scene from afar to gain spatial context (P 3 and P 11 ) and then when needed, move toward the avatar to observe details (P 3 , P 4 , and P 5 ). P 4 's quote best illustrates this pattern: "I think I would go with the wide angle perspective first, but if they were to focus in on a certain thing, if they talk about the water cooler, for a few seconds, and they keep on going, then I would probably go closer to them and then think about it. " 4.3.2 Producer-side challenges in accommodating and directing the awareness of viewers. When looking at the production step of the task (e.g., when participants created a "response" recording), we found that 6 participants, when creating a multimodal recording, tried to bring the attention of an imaginary listener to their ongoing activities, but were missing interactive grounding devices, such as feedback through acknowledgements and relevant conversational turn-taking, for confirmation of established common ground [17] .
Producers felt like they were giving a walk-through to an imaginary listener, with the expectation that the listener would follow them around. They predicted the expected locomotion of a prospective viewer and tried to accommodate for the viewer's awareness of their activity. P 9 says, "If I want to move a plant to a corner of the room, then I need to teleport there. So, sometimes I need to go through the far end of the office to do certain tasks and explain to people. I think it's best for them to know and follow me around. " To engage the viewer of their action and intent, several participants employed a number of gestures to call for attention. Some examples include teleporting close to spatial areas of interest, orienting head direction towards a particular position, and casting the laser pointer onto an object for deictic referencing. These are known to be effective mechanisms for offering awareness information.
A significant challenge arises from the one-way communication nature of asynchronous collaboration. In MAVRC, there is no way to know where the viewer will be, whether or not the viewer is seeing what they are seeing, and whether or not they understand the producer's message. Participants suggested a potential solution of directly sharing their viewpoint with the viewer: "I thought more about where I am specifically, because I want to show my point of view to them. That doesn't really matter though, because it's going to be in another point of view [for the viewer]. But I'm just stuck in this mindset that what I'm looking at is what the viewer is looking at, but that's not really the case (P 14 ). "
Challenges in navigating and creating multimodal recordings for MAVRC
Participants reported different types of challenges in consuming and producing multimodal recordings. Some of the challenges share similarities with those in consuming and producing non-VR multimedia content (e.g., video or voice annotation). For example, navigating/skimming multimodal recordings was slower and reviewing/editing was more tedious than textual media. On average, participants spent less time on creating the "response" recordings (M = 2.62 minutes, SD = 1.32) than viewing the "request" recordings (M = 7.98 minutes, SD = 1.15). This result conforms to Grudin's remarks on the workload imbalance between the consumption and production of a voice-laden message [34] . In the following subsections, we highlight findings unique to MAVRC settings (e.g., lack of space-time navigation cues and performance anxiety when creating a live recording).
4.4.1
Immersive recordings need appropriate space-time navigational cues. 11 participants mentioned that they had to rewatch the recordings in order to get a firm grasp of the client's needs. They wanted to have a skimmable form of the recorded content (such as captions of the client's speech) because re-watching the same recording was tedious and also remembering and finding key points in the timeline was difficult. A comment from P 6 summarizes this point aptly: "...I had to remember so much of it and I didn't want to have to replay the recordings all over again because it's a lot watching it, I wish I could have taken notes... "
As detailed in Section 4.3.1, a unique challenge of navigating multimodal recordings is viewpoint management. In a recording, an avatar can move around different spatial positions of the 3D environment. Hence, when viewers navigate between different time points, there's no guarantee that the avatar's activity will be visible in the viewer's viewpoint. P 15 elaborates on this issue: "I think the only part that is different, is that if you scroll to different points, and you're not quite sure what you're looking for, it looks like the exact same thing, because you're in the office, so they might be in a different position and talking about something else but then, when you're looking for the [point in the] video, you might not remember that they're in that position." As presented in 4.3.1, when watching a recording, users tend to teleport around the scene multiple times to follow client activity, which made it harder for them, as they had to remember and associate both where and when an event happened: "It's like, I need to remember the spatial -where I am spatially over time, it's kinda confusing when I'm teleporting to all these spaces, and I forget, where things are [in the recording] and stuff (P 14 ). "
Performance anxieties and needs for editing features when creating asynchronous recordings.
Producing multimodal recordings can be taxing. At least 7 participants felt performance pressures in creating asynchronous, recorded content, because re-recording the same message can be time consuming. P 10 says "If I mess up I have to go back, delete it, rerecord, so I am conscious of messing up. " Hence, more than half (8 of 14 participants, excluding P7) recorded their "response" in one go. 2 recorded twice, 3 recorded three times, and 1 recorded five times (mean = 1.86, SD = 1.23). Of the participants that recorded more than once, 4 made mistakes they deemed big enough to warrant restarting, such as losing their train of thought or picking up the wrong object.
Since participants knew that recorded content can be time-consuming to listen to and understand, they tried to keep their produced recordings concise and clear. P 6 states: "...when I was recording I was more aware of time, because nobody really wants to watch that long of a recording because I didn't want to either. So I want to be really concise." P 9 's remark on the importance of clarity: "I didn't really want to confuse people. So I became a little more tense. "
In contrast to in-person presentations to real-time audiences (i.e. public speaking), producers didn't feel as anxious as they knew that they were alone in MAVRC and did not feel the pressures of a live audience. P 8 says "...it wasn't as bad as if I was presenting something directly to people, I knew that I could start over if I screwed up, so it was less scary." In addition, our simple avatar representation allowed participants to detach their identity from the embodied avatar, which remedied their social anxiety (different from performance anxiety). For instance, P 15 said "I wasn't self-conscious at all when making this as I knew people wouldn't see my face. So then, I didn't really feel anxiety or anything. " 9 participants asked for appropriate editing capabilities, in order to fix mistakes without excessive recovery costs. They asked for standard features such as clipping or stitching recording segments together: "I would like the ability to edit a recording -kind of like when you're doing it in Windows Movie Maker, you just want to clip out certain parts, and make it coherent. I don't want it to be a really, really long list of gibberish, things that I could have said in five sentences instead of twenty (P 13 )" A lack of effective editing tools would have also contributed to the performance pressures participants when recording. However, manipulating multimodal interactions can be difficult especially in VR where a recording captures expressive data such as head movement and gestural references (e.g., "adding motion to whatever you're doing just makes things more complicated (P 14 ). ").
Closing remarks on the results
There are three core concepts, each of which cross-cut multiple themes presented earlier. First, adjustment of viewer's viewpoint in 3D, evident in Sections 4.1.2 and 4.4.1, was critical for understanding visual events in a recording. Second, multimodality was both a blessing in communicative expressivity, but also a curse in navigation and editing challenges, as in Section 4.4. Lastly, the lack of real-time feedback hampered MAVRC users from leveraging interactive communication devices that would have enabled them to recover from challenges such as breach of proxemic protocols and common ground breakdowns.
DISCUSSION
Upon further reflection on our methods and the results, we discuss and present a set of novel design implications and recommendations. To demonstrate the feasibility of these insights in generating solutions for the discovered challenges, we also illustrate four proof-of-concept interfaces and conduct an informal evaluation.
Design implications
5.1.1 Embodied asynchronous social presence: impact to social norms and anxiety. In our study, our participants tended to humanize the avatar, which was recorded asynchronously, as if it was a flesh-and-bone social agent. Although it's known that collaborators may exhibit proxemic behaviors in synchronous settings [4] , it is a fresh finding in our study that aspects of social norm can occur in asynchronous VR interactions as well. This finding highlights a rich design space regarding social dynamics that a designer must consider when designing MAVRC systems.
One potential direction to explore is what instances of social norm, other than proxemics, can be transferred to MAVRC. Since our avatar design was simple rather than realistic and sophisticated, interpersonal distance was one of the most apparent behavioral patterns observed. However, researchers have found that people using asynchronous communication tools feel a stronger social presence of collaborators as the expressivity and interactivity of the media gets richer (e.g., audio over text and video over audio) [11] . Hence, it's worth studying whether increasing the fidelity of the avatar could help transfer more nuanced social interactions such as trust, deception, self-consciousness, or vanity to MAVRC.
The task design is also an important aspect that affects social behaviors in MAVRC. The task context in our study was moderately sociopetal, meaning that collaborators are invited to stand nearby so they can see and understand what the other is doing. Also, our task only involved one asynchronous collaborator and no synchronous one. In a hybrid collaboration setting where multiple synchronous and asynchronous collaborators are intermixed, users will show different uses of interpersonal space. The theories of proxemics and F-formation will be viable sources of inspiration to study such topics [16, 37] .
Yet, researchers may need to be vigilant about the over-interpretation of social nuances insinuated in MAVRC interactions. We want to reinforce our finding that people depicted functional needs (e.g., visibility, workspace awareness) as the major driver or their proxemic behaviors. Hence, our design solution idea focuses on remedying the apparent breakdown of appropriate proxemic behaviors: the violation of personal space by the recorded avatar. The design challenge is that the asynchronous avatar is incapable of adjusting its locomotion on its own to avoid collision with the viewer. One possible solution involves proactive management of such violations. Given the asynchronous nature of a recording, positions of the avatar are known at all time points. When a user is about to teleport into a location where the avatar will also teleport to in the near future, the user can be prevented or warned against doing so. 5.1.2 Asynchronous change awareness across multiple 3D scenes. The results from 4.2 indicate that users in MAVRC systems may face difficulties in keeping track of the complex changes made across and within different versions of a 3D/spatial scene, which evolves as collaborators contribute changes over time. This is an instance of challenges in asynchronous version tracking, previously documented as asynchronous change awareness in CSCW [76] or as traceability management and recovery in the software engineering field [19] .
Existing version control systems offer some insights on what kind of version management features a fully fledged MAVRC system should support, such as diffing, merging, branching, history tracing, and pull-request/discussion. Some studies that focus on 3D model version control [22, 23, 69] exist, but they fall short of such versioning features. These are still open questions in Graphics, VR, HCI, and CSCW.
A newly found challenge in MAVRC is the jarring sensation when the viewer sees sudden changes at the transition between two different 3D scenes. Animated transition is a popular technique to remedy such confusion in navigating multiple versions of a shared artefact, as demonstrated in the context of versioning systems for documents [15] and graphs [3] . MAVRC systems can help users trace changes in versions of a 3D scene by animating objects that are moved, created, and removed, or the person who made such changes. In VR it is important to animate scene differences only when the changes are visible in the user's field-of-view because the user may fail to notice visual signifiers out of view.
5.1.
3 Support for establishing workspace awareness. MAVRC users were missing support for awareness display mechanisms, when acting as both a consumer and as a producer. One particular consumption feature needed was a way to reveal "what the avatar can see right now" without excessively changing the viewer's viewpoint for optimal visibility. In particular, avatars hiding "behind a wall" was one of the major reasons why viewers had to follow them to keep them in view. Hence, solutions should employ a disocclusion technique, such as X-ray [2, 21] or multiperspective [81] . Following the avatar's position was so tedious that some participants even wanted to take the avatar's position and orientation as their point-of-view (POV). Slaving a viewpoint in VR is prone to motion sickness; however, methods exist that help to mitigate sickness effects [20] , including ones which look at transitions between a 1st-and 2nd-person POV [48] .
When recording their activities as a producer, users wanted to accommodate awareness of their prospective viewers. However, there's no way for them to be assured if their multimodal performance will successfully build up a robust common ground about their communicative intent when viewed by the consumer. As a potential solution, the grounding process can be delegated to an intelligent MAVRC system that is capable of analyzing the clarity of messages in a multimodal recording (e.g., the quality of narration, the semantic alignment between the producer's verbal content and their body gestures), so that the system can give feedback to the producer about their message even before the consumer views it.
The nature of this asynchronous workspace awareness problem is similar to that of real-time collaboration [36] . What makes this problem more challenging in asynchronous interactions is the lack of interactive or communicative mechanisms to signal to collaborators so that they respond to the viewer's needs for workspace awareness in real-time. Participants had to pause, locate the avatar themselves, and rewind recordings when they missed out on important information. 5.1.4 Navigating and authoring space-time recordings. Participants wanted to edit the recorded content for clarity and conciseness. Creating multimodal recording in VR shares many challenges in authoring different types of space-time recording such as VR/360 video [56] . Identifying proper time-points to make a cut or transition in a recording is still an open research problem. Previous work on editing linear streams of multimedia suggests that automatically recognizing semantic editing handles, such as auto-captions or key-frame [8, 72] , can be a potential solution. However, interfaces from previous work were primarily designed for desktop input. A follow up study can approach this problem from a perspective of designing spatial UIs for VR-based multimedia editing.
On the consumption side, prior work on skimming and browsing multimedia content offer insights to address an analogous problem in MAVRC. Existing solutions extract and present semantic navigation cues that viewers can time-index to jump or skim through linear multimedia content [33] . Such cues include captions from speech recognition, key-frames, or artefacts where meaningful events have occurred. These solutions can be transferred from 2D media to 3D VR with ease.
A unique challenge of space-time navigation in MAVRC is assisting the viewer in directing their viewpoint to the location where important events are taking place. For example, navigating in a recording should not only move the time point, but also the user's viewpoint to the optimal position to see the avatar's activity and the surrounding context. At the beginning of a recording, the user's view can also automatically point towards the avatar's location so the initial load of locating the avatar is reduced. Also, recordings can be paused when the avatar is out of view.
Design recommendations
To help guide the design of effective MAVRC systems, we offer the following design recommendations (DR<number>) derived directly from the results and design implications of our study. 
Proof-of-concept interfaces
To concretize our design recommendations, we developed and evaluated four proof-of-concept (PoC) techniques (see Figure 5 ). Their key contribution lies in helping to demonstrate the feasibility of our design implications and to explore the possibilities of this design space, rather than presenting the only, or optimal, design solutions.
• Proxemic-sensitive teleportation (from DR1): If the user moves to a location where the avatar will soon pass by, it is likely that the avatar will trespass the user's personal or intimate space. We adopt a preemptive approach to help users avoid this collision. Since, in our study, the primary mode of locomotion was to teleport, we modified the teleportation technique such that it can detect and highlight potential collisions before teleportation. During the teleport aiming stage, our technique detects potential collisions in the near future by testing if the recorded movement of an avatar will overlap with the teleportation target the user is aiming at. If a potential collision is detected, our technique will warn the user with an animated snippet of the avatar (Figure 5 (a) ), and redirect the target endpoint of the teleportation arc away from the avatar to a distance that matches the upper limit of Hall's classification of personal space (1.2 m). This puts users just outside of the avatar's personal space, maintaining proxemic protocols. • Animated scene transitions (from DR2): A VR environment can abruptly change when the user jumps to a different time using the timeline or when she opens a new recording. To remedy disorientation, we added a transition mechanism into our system to render visual changes in VR. Inspired by Mnemonic Rendering [9] , our system shows the upcoming changes with animation and alpha blending. The animation shows the ghosting of an object moving from the previous position to the current position (see Figure 5 (b)). A unique aspect of VR is that changes can happen all around the user. Thus, we buffer changes outside the user's current viewpoint and animate these changes when updated objects are in view. • Collaborator-aware X-ray vision (from DR3): When viewing a recording, a user may miss activities of a collaborator avatar if they are occluded by the 3D scene (e.g., behind a wall or desk). To enhance workspace awareness about the avatar's activity, we developed an X-ray vision technique that selectively disoccludes important visual entities, including the avatar's body parts and objects that the avatar is interacting with (see Figure 5 (c)). To achieve this effect, each object in the scene was assigned a shader that controls visibility. The scene is rendered conventionally from the user's viewpoint. When occluded objects come into the view frustrum of the avatar, the shader modifies the visibility of these objects based on the depth buffer to create the X-ray vision effect. • Enhanced timeline for space-time navigation (from DR4 and DR5): Our timeline slider
shows key moments of a recording as clickable bookmarks that help the viewer quickly identify and navigate key moments in a recording. Each bookmark records two data points: the time of the moment and the camera pose (position + orientation) in the 3D scene for viewing that moment. For the sake of testing this technique, we reused the recordings and the participants' behavior from the main user study to estimate the bookmarks. Specifically, we manually chose the key moments and the optimal camera pose based on the participants' recorded teleportation location and interactions with objects in the scene. Because of the asynchronous nature of recordings, more advanced techniques may automatically organize the data for easier consumption by identifying key moments in a VR recording based on spoken content or recorded behaviors (e.g., interacting with objects), or to plan optimal viewpoints [6] .
To test the feasibility of our design implications and gauge user reactions toward our suggested interfaces, we conducted an informal evaluation comparing each of the four PoC interfaces against the original experimental system described in Section 3.1. Eight participants, none of which experienced our main study, were convenience sampled by the authors. After an on-boarding session similar to Section 3.2.3, participants conducted 4 types of tasks, one task using each of the new interfaces and another using the original interface (in total, 4 × 2 tasks). Each of the four tasks replicated a challenging situation described in the relevant design implication: (Proxemics) teleporting to a location where the avatar can violate the viewer's private space, (Scene-diff) seeing a scene transition with sudden changes and describing the changes, (Awareness) viewing and describing the avatar's activity hidden behind a wall, and (Navigation) time-navigating a complex recording. We collected subjective ratings (e.g., questionnaires on user frustration at the proxemic violation for the Proxemics task and at the scene transition for the Scene-diff task, and weighted NASA TLX ratings for Awareness and Navigation tasks) and qualitative responses after each of the 8 sessions. The order of the two systems and task materials were balanced.
Overall, the participants' rating and comments were in favor of each of our PoC interfaces over the original. (Proxemics) Participants rated their experience with the proxemic teleportation interface to be less intrusive (M(SD) P oC = 3.00(1. 6) ). Although no ratings showed statistical significance due to the small sample size, the qualitative comments were in line with our design intent and expected user responses, confirming the feasibility of our design implications: "(Proxemics) it would prevent me from teleporting to a place where the avatar would suddenly jump inside my body," "(Scene-diff) it was a lot easier to identify moved objects in the animation," "(Navigation) it allowed me to [...] teleport to the area of the scene that has the best viewing location," and "(Awareness) being able to see how the avatar was trying to interact and tell me what to do. "
CONCLUSION AND FUTURE WORK
In this paper, we investigated asynchronous VR collaboration based on multimodal recording for spatial tasks. Using our experimental system, which affords the capture and replay of multiple interaction modalities, we conducted a qualitative, exploratory study where participants consumed and produced recordings to collaborate on interior design. Participants displayed social behaviors, such as proxemics and empathy, even when viewing a replayed representation of an asynchronous collaborator. Viewpoint management and awareness were critical for coordinating varying perspectives without real-time feedback in spatial VR. While immersion in CVEs can help build up 3D context in spatial tasks, it may disorient users when switching between different versions of scenes.
Although interior design is a popular representative spatial task, not all of our results are necessarily transferable to other types of asynchronous tasks in VR. They may vary by spatial scale (e.g., urban planning), number of collaborators (e.g., virtual conferences), and the complexity of the required multimodal interactions. Applying our method to different task contexts will help us triangulate and contrast findings, further inspiring future work.
We are aware of some limitations of the study. First, our depiction of a versioning mechanism shown in Figure 4 is specific to our implementation of the experimental system and cannot be generalized to all possible implementations of MAVRC systems. Another implementation-specific example is that, as an initial exploration into characterizing MAVRC, our system only supported viewing a single recording at a time. Future work could investigate the utility of a different implementation that affords viewing multiple recordings or scenes in parallel. Second, the choice of interaction modalities are only representative of what is affordable in the current VR infrastructure. For example, given that eye-tracking is beginning to be commonly integrated into the latest VR headsets [41] , one might consider replicating our study with an implementation that can capture user gaze as a way to register awareness and attention of the collaborators. Third, participants only exchanged a single chain of multimodal recordings. Tasks that involve back-and-forth chains of asynchronous messages are costly, but important to study. Tracking across a long history of past scene changes is likely more challenging to understand and manage.
Extending our design implications to augmented reality (AR) may be a promising angle. However, regarding version control issues, reality-virtuality conflicts [88] are more difficult to resolve than virtuality-virtuality conflicts in VR. An AR user's viewpoint is strictly bounded to their real body, so addressing the time-space navigation problem will be a non-trivial problem. Exploring how heterogeneous collaborators (e.g., multiple co-located/distant or synchronous/asynchronous collaborators) might work together in a similarly immersive system could also be challenging but rewarding.
