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a b s t r a c t
We use the system of linear Diophantine equations introduced by
Coolsaet and Jurišić to obtain information about a feasible family
of distance-regular graphs with vanishing Krein parameter q122 and
intersection arrays
{(r + 1)(r3 − 1), r(r − 1)(r2 + r − 1), r2 − 1;
1, r(r + 1), (r2 − 1)(r2 + r − 1)}, r ≥ 2.
In this way we are able to calculate certain triple intersection
numbers and prove nonexistence for all r ≥ 3. For r = 3
nonexistence was not known before, however it is well known
that the intersection array for r = 2 uniquely determines the
halved 7-cube. Thenwe showhow to apply Terwilliger balanced set
conditions for Q -polynomial distance-regular graphs to produce
additional linear Diophantine equations.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Coolsaet and Juris˘ić [2] demonstrated how one can determine some structural properties of a
distance-regular graph by solving a system of linear Diophantine equations with triple intersection
numbers as variables. Most of the equations are obtained from the triangle inequality and the fact that
each intersection number of the graph is a sum of certain triple intersection numbers. If the graph had
nontrivial vanishing Krein parameters, they obtained additional linear equations that were in general
independent of the previous ones.
In the table of feasible intersection arrays of primitive distance-regular graphs of diameter 3 in
Brouwer et al. [1, p. 425] one can find only two examples with vanishing Krein parameter q122, if we
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order the eigenvalues from the largest to the smallest. These are intersection arrays
(i) {21, 10, 3; 1, 6, 15}, which uniquely determines the halved 7-cube, and
(ii) {104, 66, 8; 1, 12, 88}, for which the existence of the corresponding graphs has been open.
Based on this information, we constructed the following infinite family of feasible intersection arrays
(r + 1)(r3 − 1), r(r − 1)(r2 + r − 1), r2 − 1; 1, r(r + 1), (r2 − 1)(r2 + r − 1) (1)
for all r ≥ 2. The first two members are exactly the above intersection arrays (i) and (ii). Let Γ
denote a distance-regular graph with intersection array (1). Then Γ is primitive with diameter 3, has
r6 vertices and nontrivial eigenvalues θ1 = (r + 1)2(r − 1), θ2 = r2 − r − 1 and θ3 = −r − 1. Since
intersection numbers p122 and p
3
22 are equal, the distance graph Γ2 is strongly regular. It is feasible and
has eigenvalues k = (r − 1)(r3 − 1)(r2 + r − 1), θ = 2r − 1 and τ = (1− r)(r2 + r − 1).
The following is our main result.
Theorem 1.1. Let r be an integer with r ≥ 2 and Γ be a distance-regular graph with intersection
array (1). Then Γ is the halved 7-cube.
With other words, our result rules out the above family with exception of (i). In particular, there
are no distance-regular graphs with intersection array (ii).
At the end, we will show how one can use Terwilliger balanced set conditions for Q -polynomial
distance-regular graphs [4] to obtain linear equations with triple intersection numbers as variables.
2. Preliminaries
In this section we review some definitions and basic concepts. See Brouwer et al. [1] or Godsil [3]
for more background information. Let Γ denote a finite, undirected, connected graph without loops
or multiple edges and let VΓ denote its vertex set. Let ∂ denote the shortest path-length distance
function. A diameter d of Γ is defined as d := max{∂(x, y) | x, y ∈ VΓ }. Let t denote an integer,
u1, . . . , ut ∈ VΓ and r1, . . . , rt ∈ {0, . . . , d}. We define symbols
u1 · · · ut
r1 · · · rt

:= {v ∈ VΓ | ∂(v, ui) = ri, 1 ≤ i ≤ t} and
u1 · · · ut
r1 · · · rt

:=
u1 · · · utr1 · · · rt
 ,
where |S| denotes cardinality of the set S. We will write {r1 · · · rt} and [r1 · · · rt ], when no confusion
about selected vertices may arise. Note that these symbols are invariant under permutations of their
columns and many of them vanish due to a triangle inequality.
Lemma 2.1. Let Γ be a graph of diameter d. Let t be an integer, u1, . . . , ut , v ∈ VΓ and r1, . . . , rt ∈
{0, . . . , d}. Then the following holds
(i)

u1 · · · ut v
r1 · · · rt 0

=

1, when ∂(ui, v) = ri, for all i (1 ≤ i ≤ t),
0, otherwise.
(ii)
d
i=0

u1 · · · ut v
r1 · · · rt i

=

u1 · · · ut
r1 · · · rt

.
(iii) Suppose u1 = u2. Then

u1 · · · ut
r1 · · · rt

= δr1,r2

u2 · · · ut
r2 · · · rt

.
Proof. Item (i) follows immediately form the fact, that the only vertex at distance 0 from vertex v
is the vertex v itself. For all integers i (0 ≤ i ≤ d), nonempty sets

u1 · · · ut v
r1 · · · rt i

partition the set
u1 · · · ut
r1 · · · rt

and this implies (ii). Item (iii) is straightforward. 
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A graph Γ is said to be distance-regular, whenever for all u, v ∈ VΓ and for all integers i, j (0 ≤
i, j ≤ d) the number

u v
i j

depends only on ∂(u, v), i and j. In this case, the constants phij :=

u v
i j

,
where h = ∂(u, v), are called the intersection numbers of Γ . Let us define ci := pi1,i−1 (1 ≤ i ≤
d), ai := pi1,i (0 ≤ i ≤ d), bi := pi1,i+1 (0 ≤ i ≤ d − 1), ki := p0i,i (0 ≤ i ≤ d) and set
c0 = bd = 0. If we set t = 1 in Lemma 2.1, we obtain from item (i) that a0 = 0 and c1 = 1 and
from (ii) also k1 = ci + ai + bi (0 ≤ i ≤ d). It is well-known that all the intersection numbers of a
distance-regular graph can be expressed with only 2d − 1 intersection numbers from the sequence
{b0, b1, . . . , bd−1; 1, c2, . . . , cd}, called the intersection array of Γ , and that they can be derived using
the following recurrence relation
cj+1phi,j+1 + ajphi,j + bj−1phi,j−1 = ci+1phi+1,j + aiphi,j + bi−1phi−1,j,
obtained by a two-way counting of edges between sets

u v
i− 1 j

∪

u v
i j

∪

u v
i+ 1 j

and
u v
i j− 1

∪

u v
i j

∪

u v
i j+ 1

.
Let Γ be a graph of diameter d. For each i (0 ≤ i ≤ d), let Ai denote the matrix with (u, v)-entry
equal to 1, when ∂(u, v) = i and 0 otherwise. Suppose that the graph Γ is distance-regular. Then the
matrices {Ai}di=0 form a basis for a commutative semi-simpleR-algebraM, known as the Bose–Mesner
algebra of the graph Γ . Recall that there exists another basis of minimal idempotents {Ei}di=0 for M.
Therefore, for each j (0 ≤ j ≤ d), there exist scalars {Pij}di=0 such that Aj =
d
i=0 PijEi. We call the
scalar Pij the eigenvalue of Aj corresponding to Ei and set P := (Pij)di,j=0 to denote the eigenmatrix of
Γ . Similarly, for each j (0 ≤ j ≤ d), there exist such scalars {Qij}di=0 that Ej = |VΓ |−1
d
i=0 QijAi.
We call the scalar Qij the dual eigenvalue of Ai corresponding to Ej and set Q := (Qij)di,j=0 to denote
the dual eigenmatrix of Γ . Let us denote the eigenvalues of Γ as θi := Pi1 (0 ≤ i ≤ d). We usually
order the minimal idempotents as θ0 > · · · > θd and note that in this case E0 = |VΓ |−1J . A
distance-regular graph Γ is said to be formally self-dual if P = Q for some ordering of the minimal
idempotents. Let ◦ denote the entry-wise product of matrices. Since Ai ◦ Aj = δijAi (0 ≤ i, j ≤ d),
the Bose–Mesner algebraM is closed under ◦. Thus, there exist scalars qhij (0 ≤ i, j, h ≤ d) such that
Ei ◦ Ej = |VΓ |−1dh=0 qhijEh (0 ≤ i, j ≤ d). We call the scalars qhij the Krein parameters of Γ . They are
nonnegative [1, Theorem 2.3.2], q0ij = δijmi, where mi denotes the multiplicity of the eigenvalue θi,
qhij = qhji and qhijmh = qijhmi = qjhimj (0 ≤ i, j, h ≤ d) [1, Theorem 2.3.1].
Let Γ be a graph of diameter d. From item (ii) of Lemma 2.1 we obtain a system of dt linear
Diophantine equationswith dt(d+1) unknowns. Sometimeswe can obtain additional equations from
the symmetry of the graph, but in general they do not suffice to obtain a unique solution. Let us now
suppose that Γ is a distance-regular graph and devote our attention to triple intersection numbers
(i.e. t = 3). The following result will provide us new equations, when the graph Γ has one or more
vanishing Krein parameters (see [1, Theorem 2.3.2], cf. Coolsaet and Juris˘ić [2, Theorem 3]).
Theorem 2.2. Let Γ be a distance-regular graph of diameter d with the dual eigenmatrix Q , eigenvalues
θ0 > · · · > θd and Krein parameters qhij (0 ≤ i, j, h ≤ d). For u, v, w ∈ VΓ , we have
d
r,s,t=0
QriQsjQth

u v w
r s t

= 0
if and only if the Krein parameter qhij vanishes. 
Note that the entries of the dual eigenmatrix Q can be irrational or even complex, thus we can
obtainmore thanone equation for each vanishingKrein parameter of the graphΓ , considering rational
and irrational or real and complex part separately. We will now show how one can sometimes obtain
additional equations.
Let Γ denote a distance-regular graph with diameter d and {Ei}di=0 its minimal idempotents. For
some h (0 ≤ h ≤ d) let E := Eh (0 ≤ h ≤ d). Let ∆E denote a graph corresponding to E with the
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Fig. 1. Representation diagram∆E for Q -polynomial ordering 0 i j h.
vertex set {0, . . . , d}, where vertices i and j are adjacent whenever i ≠ j and qhij ≠ 0. It is called
the representation diagram of the minimal idempotent E. When ∆E is a path, the graph Γ is called
Q -polynomial (cf. [1, Theorem 2.11.6]). Let θ0, . . . , θd be an ordering of the eigenvalues of Γ . We say,
that the ordering is Q -polynomial if for each i (0 ≤ i ≤ d) there exists such a polynomial qi of degree
i, that Ei = qi(E1). We state a simple corollary of [1, Theorem 2.11.6].
Lemma 2.3. Let Γ be a distance-regular graph of diameter 3 with eigenvalues θ0 > θ1 > θ2 > θ3 and
the Krein parameters qhij (0 ≤ i, j, h ≤ 3). Then, for distinct indices i, j, h ∈ {1, 2, 3}, the following are
equivalent
(i) Γ is Q -polynomial with the ordering 0 i j h,
(ii) qiih = 0, qiij ≠ 0 and qijh ≠ 0.
Proof. Let Γ be a distance-regular graph of diameter 3. If Γ is Q -polynomial with Q -polynomial
ordering 0 i j h, the representation diagram∆E is a path and item (ii) follows immediately.
Let now qiih = 0, qiij ≠ 0 and qijh ≠ 0. Since qi0h = δih, for all i, h ∈ {1, 2, 3}, the representation
diagram of Γ is a path and item i follows (see Fig. 1). 
3. Main result
Let Γ be a distance-regular graph with intersection array (1) and eigenvalues θ0 > θ1 > θ2 > θ3.
Throughout this section we will order its eigenvalues as τ0 := θ0, τ1 := θ2, τ2 := θ3 and τ3 := θ1.
Lemma 3.1. A distance-regular graph Γ with intersection array (1) and eigenvalues θ0 > θ1 > θ2 > θ3
is formally self-dual for r ≥ 2 and Q-polynomial ordering 0 2 3 1.
Proof. Straightforward calculation of the matrix of eigenvalues P and the matrix of dual eigenvalues
Q , where we use eigenvalues τi (0 ≤ i ≤ 3), gives us
P =

1 (r + 1)(r3 − 1) (r − 1)(r3 − 1)(r2 + r − 1) (r − 1)(r3 − 1)
1 r2 − r − 1 (1− r)(r2 + r − 1) (r − 1)(r2 − 1)
1 −r − 1 2r − 1 1− r
1 (r + 1)(r2 − 1) (1− r)(r2 + r − 1) −r2 − r + 1
 = Q .
Therefore, the graph Γ is formally self-dual for Q -polynomial ordering 0 2 3 1 and its Krein
parameters are equal to the corresponding intersection numbers. 
It follows by Lemma 2.3 that the only nontrivial vanishing Krein parameters of the family (1) for
r ≥ 3 are q311 = q113 = q131 = 0. When r = 2, Krein parameters q323, q332, q233 and q333 also vanish.
Therefore, in this case the graph has two different Q -polynomial orderings.
Proof of Theorem 1.1. Let Γ be a distance-regular graph with intersection array (1) and r ≥ 3. Let u
and v be two adjacent vertices of Γ . We will consider the edges between the sets

u v
2 3

and

u v
3 3

.
Intersection numbers p1ij are equal to
(p1ij)
3
i,j=0
=

0 1 0 0
1 r3 + 2r2 − 2r − 2 r(r − 1)(r2 + r − 1) 0
0 r(r − 1)(r2 + r − 1) r(r − 1)(r2 − 2)(r2 + r − 1) (r − 1)2(r2 + r − 1)
0 0 (r − 1)2(r2 + r − 1) 2(r − 1)2
 .
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Since p123 = (r − 1)2(r2+ r − 1) > 0 and p133 = 2(r − 1)2 > 0, sets

u v
2 3

and

u v
3 3

are nonempty.
Thus there exists a vertexw in each of them. From now on we assume the order u, v, w of vertices in
all the symbols

u v w
i j s

.
The case w ∈

u v
2 3

. The system of Diophantine equations from item (ii) of Lemma 2.1 has a 3-
parametric solution, where nonvanishing variables can be expressed with parameters α = [1 2 3],
β = [3 3 3] and γ = [3 2 1] as follows
[0 1 2] = [1 0 3] = [2 3 0] = [1 2 1] − r2 − r + 1 = 1,
[1 1 3] = r3 + 2r2 − 2r − 2− [1 1 2] = [1 2 2] − r4 + 4r2 − 2
= [2 1 2] − (r − 1)(r + 2)(r2 − r − 1) = 2(r2 − 1)− [2 1 3] = r2 − 2− α,
[3 2 3] = [2 3 3] − (r − 2)(r2 + r − 1) = (r − 1)(r − 2)− β,
[3 3 1] = [2 2 1] − (r + 1)(r3 − 4r + 2) = 2(r2 − 1)− [2 3 1] = r2 − 1− γ ,
[3 3 2] = (r − 1)(r − 2)(r2 + r − 1)− [2 3 2]
= r(r − 1)(r2 − 2)− [3 2 2] = (r − 1)(r − 3)+ γ − β,
[2 2 3] = r6 − 5r4 + 7r2 − 1+ γ − [2 2 2] = (r2 − 4)(r − 1)2 − α + β.
Since the parameters α, β and γ and the symbols [1 1 3], [3 2 3] and [3 3 1] have to be nonnegative,
we obtain restrictions
0 ≤ α ≤ r2 − 2, 0 ≤ β ≤ (r − 1)(r − 2) and 0 ≤ γ ≤ r2 − 1. (2)
Theorem 2.2 for Krein parameters q113 and q
3
11 gives us additional equations for the parameters α, β
and γ
(r − 1)α + (r + 1)β − γ = r3 − 2r2 − 2r + 3 and
(r + 1)2(β + (r − 1)γ )− α = r5 + r4 − 4r3 − 3r2 + r + 3,
respectively. By substituting γ in the second equation with the one in the first, we obtain a linear
Diophantine equation
(r2 − 2)α + (r + 1)2β = (r − 2)(r3 + 2r2 − 2), (3)
with solutions
α = 4r + 1+ s(r + 1)2 and β = r2 − 6r + 6− s(r2 − 2), where s ∈ Z.
If r = 3 or r = 4, the restrictions (2) will never be satisfied. Therefore, the graph Γ does not exist. If
r ≥ 5, the restrictions (2) are satisfied only when s = 0. Thus, we obtain a unique solution
α = 4r + 1, β = r2 − 6r + 6 and γ = r2 − r + 2.
Therefore, the number of edges from set

u v
2 3

to set

u v
3 3

is equal to [3 3 1] = r − 3.
The case w ∈

u v
3 3

. The system of Diophantine equations from item (ii) of Lemma 2.1 has
a 3-parametric solution, where nonvanishing variables can be expressed with parameters α′ =
[1 2 3], β ′ = [3 3 3] and γ ′ = [3 2 1] as follows
[0 1 3] = [1 0 3] = [3 3 0] = 1,
[1 1 3] = r3 + 2r2 − 2r − 2− [1 1 2]
= 2r2 − 3− [2 1 3] = [1 2 2] − r4 + 4r2 − r − 3
= [2 1 2] − r4 + 4r2 − r − 3 = 2r2 − 3− α′,
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[2 3 3] = [3 2 3] = (r − 2)(r2 + 2r − 2)− β ′,
[3 3 1] = 2(r2 − 1)− [2 3 1]
= [2 2 1] − (r2 − 1)(r2 + r − 3) = 2(r2 − 1)− γ ′,
[3 3 2] = (r − 2)(r − 1)(r2 + r − 1)− [2 3 2]
= (r − 2)(r − 1)(r2 + r − 1)− [3 2 2] = 3− 4r − β ′ + γ ′,
[2 2 2] = r6 − 6r4 + 3r3 + 8r2 − 12r + 5+ α′ − β ′ + γ ′,
[2 2 3] = (r − 2)(r3 − r2 − 4r + 3)− α′ + β ′.
Since the parameters α′ and β ′ and the symbols [1 1 3], [2 3 3], [3 3 1] and [3 3 2] have to be
nonnegative, we obtain restrictions
0 ≤ α′ ≤ 2r2 − 3, 0 ≤ β ′ ≤ (r − 2)(r2 + 2r − 2) and
β ′ + 4r − 3 ≤ γ ′ ≤ 2(r2 − 1). (4)
Theorem 2.2 for Krein parameters q113 and q
3
11 gives us additional equations for the parameters α
′, β ′
and γ ′
(r − 1)α′ + (r + 1)β ′ − γ ′ = 2r3 − 4r2 − 5r + 5 and
(r + 1)2(β ′ + (r − 1)γ ′)− α′ = 2r5 + 3r4 − 5r3 − 8r2 + 5,
respectively. By substituting γ ′ in the second equation with the one in the first, we obtain a linear
Diophantine equation
(r2 − 2)α′ + (r + 1)2β ′ = (r − 2)(2r3 + 4r2 − 3), (5)
with solutions
α′ = r − 2+ s(r + 1)2 and β ′ = (2r − 1)(r − 2)− s(r2 − 2), where s ∈ Z.
Since r ≥ 3, the conditions (4) are satisfied only when s = 0. Thus, we obtain a unique solution
α′ = r − 2, β ′ = (2r − 1)(r − 2) and γ ′ = (r − 1)(2r + 1).
Therefore, the number of edges from the set

u v
3 3

to the set

u v
2 3

is equal to [2 3 1]=(r−1)(2r+1).
Conclusion. A two-way counting of edges between sets

u v
2 3

and

u v
3 3

gives us the following
relation
u v
2 3

(r − 3) =

u v
3 3

(r − 1)(2r + 1), i.e. (r + 1)(r2 − 7r + 5) = 0,
which has no solutions for r ∈ N. Finally, when r = 2, we can observe edges between sets

u v
1 1

and
u v
1 2

. Since the Krein parameters q233 and q
3
33 vanish, we can use similar calculations as above to
prove that the local graph is strongly regular with parameters {n, k, λ, µ} = {21, 10, 5, 4} and thus
uniquely determined by a triangular graph T (7). We can finally conclude it is the halved 7-cube by
Proposition [1, 4.3.9]. 
4. Balanced set condition
Let Γ be a Q -polynomial distance-regular graph with diameter d. For notational convenience, we
will identify VΓ with the standard orthonormal basis in the Euclidean spaceRVΓ with the dot product
⟨u, v⟩ = utv for any u, v ∈ VΓ . Fix two vertices u, v ∈ VΓ that are at distance h (0 ≤ h ≤ d) from
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each other. Let E := Eℓ (0 ≤ ℓ ≤ d) be the minimal idempotent of Γ . The scalar product of vectors Eu
and Ev is by Terwilliger [4, Lemma 1.1] equal to
⟨Eu, Ev⟩ = |VΓ |−1Qhℓ. (6)
Terwilliger [4, Theorem 3.3] proved the following result for Q -polynomial distance-regular graphs.
Theorem 4.1. Let Γ be a distance-regular graph with diameter d ≥ 3, let E := Eℓ (0 ≤ ℓ ≤ d) be its
minimal idempotent and Q its dual eigenmatrix, with Q0ℓ ≠ Qhℓ, for all integers h (1 ≤ h ≤ d). Then the
following are equivalent
(i) Γ is Q -polynomial with respect to E,
(ii) for all integers i, j (0 ≤ i, j ≤ d) and h (1 ≤ h ≤ d) and all u, v ∈ VΓ with ∂(u, v) = h,
x∈

u v
i j
 Ex−

x∈

u v
j i
 Ex =

u v
i j

Qiℓ − Qjℓ
Q0ℓ − Qhℓ (Eu− Ev).  (7)
Relations (7) are called the balanced set conditions. We can use them to obtain additional equations
for the systemof linearDiophantine equations obtained fromLemma2.1 for sumsof triple intersection
numbers, as we will see from the following corollary.
Corollary 4.2. Let Γ be a distance-regular graph with diameter d ≥ 3, let E := Eℓ (0 ≤ ℓ ≤ d) be its
minimal idempotent and Q its dual eigenmatrix, with Q0ℓ ≠ Qhℓ for all integers h (1 ≤ h ≤ d) and vertex
w ∈

u v
f g

. Then, for all u, v ∈ VΓ with ∂(u, v) = h, we have
d
s=0

u v w
i j s

−

u v w
j i s

Qsℓ =

u v
i j

Qiℓ − Qjℓ
Q0ℓ − Qhℓ (Qf ℓ − Qgℓ) (0 ≤ i, j ≤ d).
Proof. Apply the scalar product with the vector Ew to LHS and RHS of Eq. (7), use the relation (6) and
group together all vertices x ∈

u v w
i j s

(0 ≤ s ≤ d). 
Note that the equation from the above Corollary is trivial when i = j and since we have symmetry
on i and j, we can always assume i < j. It remains an open problem whether using scalar products
is equivalent to using Theorem 2.2 for distance-regular graphs of diameter 3. It appears we should in
general obtain more equations from the balanced set condition as the diameter increases.
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