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Abstract
In this paper we obtain scaling limits of Λ-coalescents near time zero under a regularly varying
assumption. In particular this covers the case of Kingman’s coalescent and beta coalescents.
The limiting processes are coalescents with infinite mass, obtained geometrically as tangent
cones of Evans metric space associated with the coalescent. In the case of Kingman’s coalescent
we are able to obtain a simple construction of the limiting space using a two-sided Brownian
motion.
1 Introduction
1.1 Statement of the main results
A coalescent process is a particle system in which particles merge into blocks. Coalescent processes
have found a variety of applications in physics, chemistry and most notably in genetics where the
coalescent process models ancestral relationships as time runs backwards. The work on coalescent
theory dates back to the seminal paper [Kin82] where Kingman considered coalescent processes
with pairwise mergers. In [Pit99], [Sag99] and [DK99] this was extended to the case where multiple
mergers are allowed to happen. We refer to [Ber09] and [Ber06] for an overview of the field.
In this paper we shall consider Λ-coalescents where Λ is a finite strongly regularly varying
measure with index 1 < α ≤ 2, see (2). These coalescents encompass a large variety of well known
examples such as beta coalescents and Kingman’s coalescent. Further, these coalescents have the
property that they come down from infinity, that is, when starting with infinitely many particles,
the process has finitely many blocks for any time t > 0.
Our goal is to gain precise information about the behaviour of the coalescent near time zero
under the regularly varying assumption. Prior work on this appears in [BBS08] where the authors
establish many results about the behaviour of beta coalescents as t ↓ 0; they show the asymptotic
behaviour of the number of blocks and further show results about the largest block and the block
containing 1 at time t. These results are generalisations of the results for the case of Kingman’s
coalescent (see [Ald99]) and concern the behaviour of a single block at a single time. Our aim here
is to describe the behaviour of many blocks spanning over a small interval of time.
One central insight of this work is that the correct framework for taking such scaling limits is to
view coalescent processes as geometric objects. What follows is an outline of our approach. To any
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coalescent process Π = (Π(t) : t ≥ 0), one can associate a certain ultra–metric space (E, δ) which
completely characterises the process Π. This was first suggested in the work of Evans in [Eva00],
who introduced this object in the case of Kingman’s coalescent and studied some of its properties.
The construction is simple and we describe it now. Let Π = (Π(t) : t ≥ 0) be a coalescent
process and define an ultra–metric on N by
δ(i, j) := inf{t > 0 : i Π(t)∼ j} (1)
where i Π(t)∼ j if and only if i, j are in the same block of Π(t). The metric space (E, δ) is then the
completion of (N, δ).
Notice that δ(i, j) gives the time for the most recent common ancestor of i and j. Moreover it
is not hard to check that (E, δ) is compact if and only if the coalescent process Π comes down from
infinity, that is for all t > 0, Π(t) has finitely many (non-empty) blocks. We call the space (E, δ)
the Evans space associated to the coalescent Π.
Let Λ be a finite measure on [0, 1]. We say that Λ is SRV(α) if Λ is strongly regularly varying
with index α ∈ (1, 2). That is when Λ(dp) = f(p) dp and there exists a constant AΛ > 0 such that
f(p) ∼ AΛp1−α p→ 0 (2)
where the above notation means the quotient of both sides approaches 1. We will abuse notation
slightly and say that Λ is SRV(2) when Λ = δ{0}. It is possible to associate with each finite Λ on
[0, 1] a coalescent process called the Λ-coalescent and the case when Λ is SRV(2), the Λ-coalescent
is Kingman’s coalescent. Note that if Λ is a finite SRV(α), then the Λ-coalescent comes down from
infinity if and only if α ∈ (1, 2].
Finite SRV(α) measures encompass a large variety of measures. A prominent example is the
Beta(2−α, α) distribution which has density B(2−α, α)−1p1−α(1− p)α−1 dp, where B(x, y) is the
beta function. This is a one parameter family which interpolates between the uniform measure
(α = 1) and δ0 (α → 2) for which the corresponding coalescents are the Bolthausen-Sznitman
coalescent and Kingman’s coalescent respectively. The importance of the SRV(α) condition stems
primarily from population genetics where the models correspond to populations in which there is
large variability in the offspring distribution, see [Ber09, Section 3.2].
The first theorem of the paper presented below shows convergence of the metric spaces that
correspond to the coalescent processes as in (1). Let us briefly discuss the pointed Gromov–
Hausdorff topology which we use as our notion of convergence (see Section 2 for the details). A
pointed metric space (S, d, p) is called proper if every closed ball is compact and Polish if it is
complete and separable. A sequence of proper Polish pointed metric spaces (Sn, dn, pn) converges
to a proper Polish pointed metric space (S, d, p) under the pointed Gromov–Hausdorff topology
if for every r > 0, the closed ball of radius r around pn ∈ Sn converges in the usual Gromov–
Hausdorff sense to the closed ball of radius r around p ∈ S. The space of all proper Polish pointed
metric spaces can be equipped with a metric, called the pointed Gromov–Hausdorff metric, which
is compatible with the notion of convergence described and further this space is itself a Polish space
when equipped with the pointed Gromov–Hausdorff metric.
Theorem 1.1. Let Λ be a finite measure satisfying (2) for some α ∈ (1, 2] and (E, δ) be the Evans
space associated to the corresponding Λ coalescent via (1). Then for all i ∈ N, there exists a random
pointed ultra–metric space (S, dS, o), which is independent of i, such that
(E, −1δ(·, ·), i)→ (S, dS, o)
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weakly under the pointed Gromov–Hausdorff metric as → 0.
The limiting spaces in the theorem depend on the value of α ∈ (1, 2] and AΛ. We will denote
them by (S(α), d(α)S , o(α)) if there is a risk of confusion.
Geometrically, the space (S, dS, o) in Theorem 1.1 is referred to as tangent cone of (E, δ) at the
point i. More precisely a tangent cone of a metric space (X, d) at a point x ∈ X is given by the
pointed Gromov–Hausdorff limit of (X, r−1i d, x) as i→∞ where {ri}i≥1 is some sequence such that
ri ↓ 0. Tangent cones are generalisations of tangent spaces on manifolds. Indeed, on a Riemannian
manifold the tangent cone at any point exists and is isometric to the tangent space. Tangent cones
have appeared in a variety of contexts ranging from geometric measure theory [Sim83] to a recent
paper [CLG13] in which the tangent cones of the Brownian map are identified as the Brownian
plane. In our case, tangent cones are the correct objects for describing the scaling limits as they
allow us to forget about the mass and ordering imposed on the coalescent.
In [Hug04] the author identifies a homeomorphism between the space of ultra–metric spaces and
the space of real trees both equipped with the Gromov–Hausdorff metric. Consequently Theorem
1.1 can be stated in terms of the real trees that correspond to the coalescents. The tangent
cones are only of interest at the leaves of a real tree as they can be easily identified at any other
point as follows. If (T, d) is a coalescent tree and x ∈ T such that T\{x} has exactly two connected
components then the tangent cone limr↓0(T, r−1d, x) exists and is isometric to R with the Euclidean
distance. If T\{x} has k ≥ 3 components then the tangent cone around x exists and is isometric
to k disjoint copies of [0,∞) glued together at the point 0, equipped with the intrinsic metric.
The next result (which is both a crucial step in the proof of Theorem 1.1, and of independent
interest) provides a description of the mergers of the block containing 1 at small times. This de-
scription will allow us to depict the space (S, dS). Loosely speaking, this result should be interpreted
as a local limit of the coalescent tree, whereas Theorem 1.1 deals with global scaling limits. More
precisely for  > 0 and r ∈ [0, 1) let Z(r) be the number of blocks of Π((1 − r)) that make up
Π1(), the block containing 1 at time  (see also Figure 1). Thus there exists 1 = i1 < · · · < iZ(r)
such that
Π1() = Πi1((1− r)) ∪ · · · ∪ΠiZ(r)((1− r)).
where Πi(t) denotes the i–th block of Π(t) under the standard infimum ordering. Henceforth we
shall be considering the càdlàg modification of the process Z.
Theorem 1.2. For α ∈ (1, 2] and Λ a finite SRV(α) measure let Z be the process constructed
above using a Λ-coalescent. Then as → 0, Z → Z in the Skorokhod sense on [0, 1). The process
Z is an inhomogeneous Markov process with generator
Lrf(i) = AΛ
∑
j≥1
(i+ j)Γ(2− α)Γ(j − α+ 1)(1− r)αΓ(j + 2) [f(i+ j)− f(i)]
when α ∈ (1, 2) and
Lrf(i) =
(i+ 1)
1− r [f(i+ 1)− f(i)]
when α = 2.
We will now depict how the closed unit ball B(o, 1) ⊂ (S, dS) is constructed (see Section 3.2
for a proof of the assertions here). First construct a tree T from a branching process. Start the
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Figure 1: Picture illustrating the process Z. The red sub-tree represents the blocks of the coalescent
process which eventually merge to form Π1(). Here Z(r) = 5.
tree with one particle which does not die and is hence referred to as an immortal particle. The
immortal particle produces j ≥ 1 offspring at time r ∈ [0, 1) with rate (j + 1)q(r)j+1 where
q
(r)
j+1 =

Γ(2− α)Γ(j − α+ 1)
(1− r)αΓ(j + 2) if α ∈ (1, 2)
1{j=1}
1
1− r if α = 2.
For j ≥ 1, the other particles at time r ∈ [0, 1) die and are replaced by j + 1 offspring at rate q(r)j+1.
Thus for each r ∈ [0, 1), the number of particles which are at distance r from the root is distributed
Z(r). The process Z(r) explodes as r → 1 so we have infinitely many particles at distance one from
the root. The space B(o, 1) is the set of particles at distance one from the root and o is the immortal
particle that is distance one from the root. For each v, w ∈ B(o, 1) there exists two unique paths
from the root ending at the points v, w and these paths deviate at distance hv,w ≥ 0 from the root.
The distance between two points is given by dS(v, w) = 1−hv,w. The multi-type branching process
described is the spine decomposition of an inhomogeneous Galton–Watson process for which each
particle at time r ∈ [0, 1) dies gives rise to j + 1 offspring at rate q(r)j+1 as introduced in [CR88].
In the case α = 2 we are able to strengthen the convergence in Theorem 1.1 to that of metric
measure spaces and explicitly construct the limiting space (S, dS, o) = (S(2), d(2)S , o(2)) (see Figure
2). To that end construct a measure ν on the space (E, δ) as follows. Let ν be such that the mass
it assigns to each closed ball B(i, t) of radius t > 0 around i is equal to the asymptotic frequency
of the block of Π(t) containing i. This extends uniquely to a measure on the whole space by
Carathéodory’s extension theorem. Our next result shows the tangent cones of the metric space
(E, δ) equipped with the measure ν.
Theorem 1.3. In the case when α = 2 in Theorem 1.1, there exists a locally finite measure µ on
the space (S, dS) such that for all i ∈ N,
(E, −1δ(·, ·), 4−1ν, i)→ (S, dS, µ, o)
weakly as → 0 under the Gromov–Hausdorff–Prokhorov topology.
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Figure 2: Construction of the space (S(2), d(2)S , o(2)) from a two-sided Brownian motion.
The limiting metric measure space (S, dS, µ, o) is independent from i and can be constructed as
follows. Let W = (W (t) : t ∈ R) be a two-sided Brownian motion on R and let N := {t ∈ R :
W (t) = 0}. For each x, y ∈ N with x ≤ y, define the pseudo-metric
dS(x, y) := sup{W (t) : t ∈ [x, y]} ∨ 0. (3)
and S = N/ ∼ where x ∼ y if and only if dS(x, y) = 0 and o = 0. The measure µ is the projection
of the local time measure on N .
We delay the exact definition of the Gromov–Hausdorff–Prokhorov metric to Section 2.
Note that Theorem 1.2 in the case α = 2 can be obtained from Theorem 1.3 through some
routine computations. The factor of 4 appearing on the measure in Theorem 1.3 is for the following
reason. For small  > 0 and t ≤ , the number of blocks of a Kingman coalescent at time t is
roughly 2/(t). Hence the typical mass of a ball of radius t in (E, −1δ) is roughly t/2. On the other
hand the typical ball of radius t under (S, dS) is the same as the total local-time at level t obtained
by a Brownian excursion conditioned to reach level t. This has an exponential distribution with
expectation 2t. Thus the two measures are off by roughly a factor of 4.
To illustrate the usefulness of the results in the case α = 2 we present the following corollary.
This is an immediate consequence of Theorem 1.3.
Corollary 1.4. Let F (t) be the asymptotic frequency of the block containing 1 in Kingman’s coa-
lescent at time t ≥ 0. Then we have in the sense of weak convergence on the Skorokhod space
(−1F (t) : t ≥ 0)→ (X(t) : t ≥ 0)
as → 0.
The process X = (X(t) : t ≥ 0) is characterised by the following.
(i) X(0) = 0 and for t > 0, X(t) is the sum of two i.i.d. exponential distributions with
parameter 1/(2t)
(ii) X is an inhomogeneous compound Poisson process where at time t > 0 the rate of jumps
is given by 2/t and the jump distribution is exponential with parameter 1/(2t).
Note that Corollary 1.4 extends [BB09, Corollary 1.3] which shows the above convergence for
fixed t ≥ 0.
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1.2 Directions for further research
It would be interesting to see if any of the results presented thus far can be extended to general
coalescents. It seems that not every Λ-coalescent which comes down from infinity will admit a
scaling limit (see for example the Λ-coalescent constructed in [BBL14, Section 5]). For coalescents
which do not come down from infinity we have that the closed balls are not compact. Taking scaling
limits of these coalescents would require a new framework of metric space convergence.
We note that similar objects appear in the limit when studying the behaviour of fragmentation
process with large mass, near the explosion time, see [Haa07; GH10; GH13]. It would also be inter-
esting to see if there is a relation between coalescents near time zero and fragmentation processes
with large mass.
A simpler question is if Theorem 1.1 can be extended to use metric-measure space convergence
when α ∈ (1, 2)? This was done in Theorem 1.3 for Kingman’s coalescent but the proof of Theorem
1.3 relies on a very specific construction of Kingman’s coalescent.
1.3 Outline of the paper
In Section 2 we introduce some background on metric geometry. We assume the reader is familiar
with the basic concepts in coalescent theory and excursion theory. We refer to [Ber09], [Ber06] and
[RY99]. In Section 3.1 we prove Theorem 1.2 for α ∈ (1, 2) and explain the changes needed for the
case α = 2. Then in Section 3.2 we prove Theorem 1.1. In Section 4 we shall prove Theorem 1.3.
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2 Convergence of metric spaces
In this section we briefly review some basic notions of convergence of metric spaces. For a detailed
treatment of the material refer to [BBI01].
Here we introduce the Gromov–Hausdorff metric used in Theorem 1.1 and the Gromov–Hausdorff–
Prokhorov metric in Theorem 1.3. We start by defining a metric on certain metric spaces without
measures, called the Gromov–Hausdorff metric. We introduce this by first defining the Gromov–
Hausdorff metric on compact metric spaces. Consider two compact metric spaces (X, dX) and
(Y, dY ). The compact Gromov–Hausdorff distance dcGH((X, dX), (Y, dY )) is constructed as follows.
Let (Z, dZ) be a metric space such that there exists isometric embeddings φX : (X, dX)→ (Z, dZ),
φY : (Y, dY )→ (Z, dZ), then
dcGH((X, dX), (Y, dY )) := inf{dZH(φX(X), φY (Y ))} (4)
where the infimum is over all metric spaces (Z, dZ) with the above property and
dZH(A,B) := inf{ > 0 : B ⊂ {z ∈ Z : distdZ (z,A) < } and A ⊂ {z ∈ Z : distdZ (z,B) < }}
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is the Hausdorff distance in (Z, dZ). In particular, dcGH((X, dX), (Y, dY )) = 0 if and only if (X, dX)
and (Y, dY ) are isometric.
Now we define the Gromov–Hausdorff–Prokhorov metric on compact spaces. Suppose in addi-
tion we have two finite measures µ and ν defined on the spaces (X, dX) and (Y, dY ) respectively.
Again let (Z, dZ) be a metric space such that there exist isometric embeddings φX : (X, dX) →
(Z, dZ), φY : (Y, dY ) → (Z, dZ). Then µ∗ = µ ◦ φ−1X and ν∗ = ν ◦ φ−1Y are measures on the space
(Z, dZ). The Prokhorov metric on (Z, dZ) is given by
dZPr(µ∗, ν∗) := inf{ > 0 : µ∗(A) ≤ ν∗(A) +  and ν∗(A) ≤ µ∗(A) +  ∀ measurable A}
where A := {z ∈ Z : distdZ (z,A) < }. Then the compact Gromov–Hausdorff–Prokhorov distance
is given by
dcGHP ((X, dX , µ), (Y, dY , ν)) = inf{dZH(φX(X), φY (Y )) + dZPr(µ∗, ν∗)}
where the infimum is over all metric spaces (Z, dZ) with the above property.
In this paper we work with non-compact spaces and there are several ways to extend the defi-
nition above to a certain class of non-compact metric spaces. We now introduce our notion of the
Gromov–Hausdorff and Gromov–Hausdorff–Prokhorov distance on non-compact metric spaces sat-
isfying certain properties. Suppose that (X, dX , µ, pX) and (Y, dY , ν, pY ) are proper Polish pointed
metric spaces, that is they are complete, separable and every closed ball is compact. Then the
(pointed) Gromov–Hausdorff distance is given by
dGH((X, dX , pX), (Y, dY , pY )) =
∑
n≥1
2−n(1 ∧ dcGH((B(pX , n), dX), (B(pY , n), dY )))
where here and throughout B(p, r) denotes the closed ball of radius r around p.
Denote by (X , dGH) the space of proper Polish spaces with a distinguished point, up to isometry,
equipped with the Gromov–Hausdorff metric. The space (X , dGH) is a Polish space (see [Eva08]).
Some of the properties of metric spaces are preserved under dGH convergence. One such example
is when the metric is an ultra–metric. A metric d is called an ultra–metric if
d(x, y) ≤ d(x, y) ∨ d(y, z) ∀x, y, z.
It is not hard to check all the metric spaces in this paper are in fact ultra–metric spaces and that
this property is preserved under dGH convergence.
Suppose that (X, dX , µ, pX) and (Y, dY , ν, pY ) are proper Polish pointed metric spaces which
come equipped with two measures µ and ν respectively. Suppose further that both measures are
finite on compact sets. Then the (pointed) Gromov–Hausdorff–Prokhorov distance is given by
dGHP ((X, dX , µ, pX), (Y, dY , ν, pY )) =
∑
n≥1
2−n(1 ∧ dcGHP ((B(pX , n), dX , µ), (B(pY , n), dY , ν))).
Denote by (Xµ, dGHP ) the space of proper Polish spaces with a distinguished point, up to mea-
sure preserving isometries, equipped with the Gromov–Hausdorff–Prokhorov metric. Then space
(Xµ, dGHP ) is a Polish space (see for example [ADH13]).
It is not hard to check that the space (E, δ) is compact and the measure ν is finite. Further it
can be seen that the limiting space (S, dS) for α = 2 in Theorem 1.3 is a proper Polish space and
the measure µ is finite on compact sets.
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3 SRV(α) Case
3.1 Proof of Theorem 1.2
Throughout this proof we omit the superscript α from the notation and assume that α ∈ (1, 2).
The proof for the case α = 2 follows analogously and we remark the only alteration to the proof
that is required for α = 2.
Let Π = (Π(t) : t ≥ 0) denote a Λ-coalescent such that Λ(dp) = f(p) dp with f(p) ∼ AΛp1−α as
p→ 0. Let N = (N(t) : t > 0) denote the number of blocks of process Π. Recall that Z(r) is the
number of blocks at time (1− r) that make up the block containing 1 at time . We will show the
convergence result by showing that Z(r) almost satisfies a certain martingale problem for small
 > 0.
We will simplify the notation further by writing Π(r) := Π((1− r)) and N (r) := N((1− r))
for r ∈ [0, 1). We will denote by F r the natural filtration of Z(r). Before we begin the proof let
us describe an outline.
Outline of the proof
Our strategy in proving Theorem 1.2, the convergence Z → Z as  → 0, is separated into two
steps: (1) showing that {Z}>0 is tight (Lemma 3.6) and (2) showing that every subsequence of Z
which converges satisfies the martingale problem for the generator Lr of the limit Z, which given
in Theorem 1.2 (Lemma 3.5). The latter statement turns out to be somewhat harder to show.
The natural approach to show (2) would be to identify limδ↓0 δ−1P(Z(r + δ) − Z(r) = j|F r)
as this corresponds to the Q-matrix of the process. We could then take the limit as  → 0 and
conclude the proof by using results from [EK86]. Unfortunately we are unable to show the existence
of limδ↓0 δ−1P(Z(r + δ)−Z(r) = j|F r), so instead we rely on estimating limδ↓0 δ−1P(Z(r + δ)−
Z(r) = j;A) uniformly over A ∈ F r and r inside a compact interval. For fixed  > 0 our upper
and lower bound will differ however they become arbitrarily close to each other as  ↓ 0. This will
be sufficient to show that the limit Z satisfies the martingale problem.
Our strategy for obtaining bounds on δ−1P(Z(r+ δ)−Z(r) = j;A) is by using Bayes’ formula
to write this probability in terms of events that move forwards in time for the coalescent process.
We do this as follows. The event {Z(r + δ)−Z(r) = j} means that there was a coalescent event
during ((1−r−δ), (1−r)) merging j+1 blocks together, afterwhich the resulting block as well as
Z(r)−1 other blocks merge during the interval ((1−r), ) to form the block containing 1 at time .
Calculating the probability of the first merger is simple. Next, we apply the Markov property after
the first merger (at time (1− r)) and ask for the conditional probability the event A holds as well
as the resulting block together with Z(r)− 1 other blocks merging during the interval ((1− r), )
to form the block containing 1 at time . It turns out that the unconditional probability of this
event is much easier to calculate. Thus firstly in Lemma 3.1 we estimate the difference between
the conditional and the unconditional probability of such events. Then in Lemma 3.2 we use the
strategy described here to derive bounds on limδ↓0 δ−1P(Z(r+δ)−Z(r) = j;A). Finally in Lemma
3.3 we show the convergence of the bounds obtained in Lemma 3.2 as  ↓ 0.
Recall that the event {Z(r) = `} means that the block containing 1 at time  is made up of
exactly ` blocks at time (1− r). It will be very convenient to fix the indices of these blocks. For
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` ≤ n, define
S`,n := {z = (zj)`j=1 : 1 = z1 < · · · < z` ≤ n}
which will represent the set indices of the blocks at time (1− r) which eventually merge and form
the block containing 1 at time . For z ∈ S`,n and r ∈ [0, 1) consider the event
κ(r, z) :=
{
Π1(0) =
⋃
i∈z
Πi(r)
}
∩ {Πi(r) 6= ∅, ∀i ∈ z}. (5)
where Πi(r) denotes the i–th block of Π(r) where the blocks are ordered by infimum. In words,
this is the event that the block containing 1 at time  is made up of blocks with labels given by z
at time (1− r). For example if Π(0) = {{1, 3, 5}, {2, 4}} and Π(r) = {{1, 3}, {2}, {4}, {5}}, then
the event κ(r, {1, 4}) would hold since Π1(0) = {1, 3, 5} = {1, 3} ∪ {5} = Π1(r) ∪ Π4(r). Thus for
fixed r ∈ [0, 1), κ(r, z) ∩ κ(r, z′) = ∅ for z 6= z′, further
{Z(r) = `} ∩ {N (r) = n} =
⋃
z∈S`,n
κ(r, z) ∩ {N (r) = n}. (6)
For the next lemma let Rn be the map which maps a partition on N to a partition on [n] by
projection. The next lemma estimates the effects of a merger of j + 1 blocks during ((1 − r −
δ), (1− r)) on the probability of the event A.
Lemma 3.1. For any  > 0, r ∈ [0, 1), A ∈ F r and j < n, it holds that
|P(A|N (r) = n)− P(A|N (r) = n− j)| ≤ j(1− e−). (7)
Let us give heuristics about the proof before we begin. The event A asks questions concerning
the particles which merge with block containing 1 during the time period [(1 − r), ]. Now we
have two configurations for N (r) = N((1− r)), one of which has j extra particles. On the event
that these extra j particles do not interact with the block containing 1 during the time interval
[(1−r), ], the event A has the same probability in each of these two configurations. The probability
on the right hand side of (7) is an estimate for the event that the extra j particles do interact with
the block containing 1 during the time interval [(1− r), ].
Proof. Fix r ∈ [0, 1), n ∈ N and j < n throughout. In order to make the sketch above rigorous we
will use a monotone class argument. Let M be the set of A ∈ F r such that (7) holds. Suppose
that A1, A2, · · · ∈ M such that A1 ⊂ A2 ⊂ . . . and let A = ⋃i≥1Ai. Then
|P(A|N (r) = n)−P(A|N (r) = n−j)| ≤ lim sup
i→∞
|P(Ai|N (r) = n)−P(Ai|N (r) = n−j)| ≤ j(1−e−).
and hence M is a monotone class. All that remains to be shown is that M contains a pi-system
which generates the σ-algebra F r since once this is shown the result follows from monotone class
theorem.
Condition on N (r) = n, so that Π(r) = (Π1(r), . . . ,Πn(r)). Let A denote the set of events of
the form ⋃
z∈S`,n
κ(u, z), u ≤ r, ` ≤ n.
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Let A′ denote the pi-system generated by A. We will show that A′ ⊂ M by showing that every
A ∈ A′ satisfies (7).
Note that conditioning on N (r) = n implies that for each ` ≤ n and u ≤ r, {Z(u) = `} =⋃
z∈S`,n κ(u, z). Hence A′ generates the σ-algebra F r . Henceforth let A ∈ A′ be fixed and denote
by A1, . . . , Am ∈ A the elements such that A = A1 ∩ · · · ∩Am.
For any u ≤ r, ` ≤ n, applying the Markov property we have
P
 ⋃
z∈S`,n
κ(u, z)
∣∣∣∣∣∣N (r) = n

= P
 ⋃
z∈S`,n
{RnΠ1(r) = RnΠz1((r − u)) ∪ · · · ∪RnΠz`((r − u))}
 (8)
where RnΠi(t) is the i–th block of RnΠ at time t > 0. For each Ai, i = 1, . . . ,m, we denote by A˜ni
the event on the right hand side of (8) so that A˜ni ∈ σ(RnΠ(s) : s ≤ r) and
P(Ai|N (r) = n) = P(A˜ni ) i ≤ m (9)
We will show that P(∩i≤mA˜ni ∆ ∩i≤m A˜n−ji ) ≤ j(1− e−), which will show (7) for all A ∈ A′.
For any u ≤ r, ` ≤ n and z ∈ S`,n,
{RnΠ1(r) = RnΠz1((r − u)) ∪ · · · ∪RnΠz`((r − u))} ∩
n⋂
k=n−j+1
{k /∈ RnΠ1(r)} (10)
= {Rn−jΠ1(r) = Rn−jΠz1((r − u)) ∪ · · · ∪Rn−jΠz`((r − u))} ∩
n⋂
k=n−j+1
{k /∈ RnΠ1(r)}.
Indeed, consider the blocks at time (r − u) that coalesce by time r form the block containing 1.
The only way these can differ between the restrictions to {1, . . . , n − j} and to {1, . . . , n} is if at
least one of {n− j + 1, . . . , n} coalesced with 1 by time r.
Recall that for each i ∈ m, A˜ni and A˜n−ji are given by (9). Similar to (10),
m⋂
i=1
A˜ni ∩
n⋂
k=n−j+1
{k /∈ RnΠ1(r)} =
m⋂
i=1
A˜n−ji ∩
n⋂
k=n−j+1
{k /∈ RnΠ1(r)}.
The event ⋂nk=n−j+1{k /∈ RnΠ1(r)} does not depend on u, it suffices to show that this event
has probability at least 1− j(1− e−) as(
m⋂
i=1
A˜ni
)
∆
(
m⋂
i=1
A˜n−ji
)
⊂
 n⋂
k=n−j+1
{k /∈ RnΠ1(r)}
c .
Now notice that P({k ∈ RnΠ1(r)}) = 1− e−r ≤ 1− e− and hence
P
 n⋃
k=n−j+1
{k ∈ RnΠ1(r)}
 ≤ j(1− e−).
Thus it follows that (7) holds for every A ∈ A′.
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1
(1− r − δ)z1 z2 z3 z4 = q1 z5 = q2
(1− r)z
(q)
1
z
(q)
2 z
(q)
3 z
(q)
4
Figure 3: Example showing how to evaluate interpret P(Z(r+δ) = `;Z(r) = `− j|N (r+δ) = n).
In this figure z = {1, 2, 3, 4, 5}, q = {4, 5} and z(q) = {1, 2, 3, 4}
Let λn,k be the rate at which a collision involving exactly k fixed blocks occurs when there are
currently n blocks present. Define
γn,k :=
(
n
k
)
λn,k
which is the total rate of mergers of k blocks when n blocks are present. Let us fix M > 1 and
define the process ZM by
ZM (r) := Z(r) ∧M r ∈ [0, 1).
The next lemma gives is the central lemma of the proof and gives estimates on the jump
probabilities of Z. The expectation of the random variable which these probabilities are close to
will be identified in Lemma 3.3.
Lemma 3.2. Let K ⊂ [0, 1) be a compact set, then for any j ≤M ,
sup
r∈K
sup
A∈Fr
lim sup
δ→0
∣∣∣∣1δP(A;ZM (r + δ)−ZM (r) = j) − E
[
(j + ZM (r))
γN(r),j+1
N (r) 1A;ZM (r)<M−j
]∣∣∣∣
≤ j(1− e−)3M(M + 1)2 E
[
sup
r∈K

γN(r),j+1
N (r)
]
.
Before we begin let us give a small outline of the proof. Suppose for simplicity that we want to
work out P(Z(r+ δ) = `;Z(r) = `− j|N (r+ δ) = n). This means that there are ` blocks at time
(1− r − δ) with labels z ∈ S`,n which form the block containing 1 at time . Furthermore during
the time interval [(1− r− δ), (1− r)] there must have been a merger involving some labels q ⊂ z
with |q| = j + 1, see Figure 3.
The key to unravelling this statement is to successively use Bayes’ formula and the Markov
property of the coalescent. First we can work out the probability that there is merger which
merges the blocks with labels q during the time interval [(1 − r − δ), (1 − r)]. Conditionally on
this, we work out the probability that indices z(q) of size `− j at time (1− r) must make up the
block containing 1 at time . The indices z(q) are the indices which correspond to the positions of
indices z after the merger involving blocks with labels q has taken place (see again Figure 3).
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Proof. Let n ∈ N, ` < n∧M , j ≤ (n− `)∧M , r ∈ [0, 1) and A ∈ F r . Suppose further that pi ∈ P∞
with n blocks and that δ > 0 is small. Let P˜ be the measure P conditioned on having at most one
coalescent event during the time interval ((1− r− δ), (1− r)). Then it suffices to show the result
for P˜ since for any event A′, P(A′) = P˜(A′) + o(δ) uniformly over r ∈ K a compact set K.
For q ⊂ z let Mδ(q) denote the event that there is a coalescent event in the interval ((1 −
r − δ), (1 − r)) which merges the blocks of Π(r + δ) with labels q. We claim that that for any
z ∈ S`+j,n
P˜(A;κ(r + δ, z);Z(r) = `; Π(r + δ) = pi)
=
∑
q⊂z
|q|=j+1
P˜(A;Mδ(q);κ(r, z(q)); Π(r + δ) = pi) (11)
where z(q) ∈ S`,n−j represents the position of the indices z after the merger involving indices q
has occurred (see Figure 3). Indeed, suppose there is only one coalescent event during the interval
((1− r − δ), (1− r)). On the event κ(r + δ, z) ∩ {Π(r + δ) = pi}, Z(r) = ` if and only if during
this coalescent event exactly j+ 1 blocks piq1 , . . . , piqj+1 merge with qi ∈ z for each i ≤ j+ 1. We set
q = {q1, . . . , qj+1}. After this merger the blocks of pi with labels given by z now have new labels
z(q) ∈ S`,n−j . Then we require that the blocks of Π(r) with labels z(q) eventually merge to give
Π1(1), i.e. κ(r, z(q)) holds.
Similar to z(q), let pi(q) ∈ P∞ be the partition obtained from pi by merging the blocks with
labels q. Markov property of the coalescent implies that
P˜(A;κ(r, z(q))|Π(r + δ) = pi;Mδ(q)) = P˜(A;κ(r, z(q))|Π(r) = pi(q)).
The above equation and (11) gives
P˜(A;κ(r + δ, z);Z(r) = `; Π(r + δ) = pi)
=
∑
q⊂z
|q|=j+1
P˜(Mδ(q)|Π(r + δ) = pi)P˜(A;κ(r, z(q))|Π(r + δ) = pi;Mδ(q))P˜(Π(r + δ) = pi)
=
∑
q⊂z
|q|=j+1
P˜(Mδ(q)|Π(r + δ) = pi)P˜(A;κ(r, z(q))|Π(r) = pi(q))P˜(Π(r + δ) = pi). (12)
Now we compute each term inside the sum in (12). Using the exchangeability of the coalescent
for the first term gives that
P˜(Mδ(q)|Π(r + δ) = pi) = P˜(Mδ({1, . . . , j + 1})|N (r + δ) = n). (13)
For the second term notice first that by exchangeability for any z′ ∈ S`,n−j and any partition pi′
with n− j blocks,
P˜(A;κ(r, z(q))|Π(r) = pi(q)) = P˜(A;κ(r, z′)|Π(r) = pi′).
Thus it follows that
P(A;Z(r) = `;N (r) = n− j) =
∑
#pi=n−j
∑
z′∈S`,n−j
P˜(A;κ(r, z′)|Π(r) = pi′)P˜(Π(r) = pi′)
= |S`,n−j |P˜(A;κ(r, z(q))|Π(r) = pi(q))P˜(N (r) = n− j).
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Now |S`,n−j | =
(n−j−1
`−1
)
, thus
P˜(A;κ(r, z(q))|Π(r) = pi(q)) = P˜(A;Z(r) = `|N (r) = n− j)
(
n− j − 1
`− 1
)−1
. (14)
Plugging (13) and (14) into (12) and summing gives
P˜(A;Z(r + δ) = `+ j;Z(r) = `;N (r + δ) = n)
=
∑
#pi=n
∑
z∈S`+j,n
P˜(A;κ(r + δ, z);Z(r) = `; Π(r + δ) = pi)
=
∑
#pi=n
∑
z∈S`+j,n
∑
q⊂z
|q|=j+1
P˜(Mδ(q)|Π(r + δ) = pi)P˜(A;κ(r, z(q))|Π(r) = pi(q))P˜(Π(r + δ) = pi)
=
∑
#pi=n
∑
z∈S`+j,n
∑
q⊂z
|q|=j+1
P˜(Mδ({1, . . . , j})|N (r + δ) = n)P˜(A;Z(r) = `|N (r) = n− j)P˜(Π(r + δ) = pi)(n−j−1
`−1
)
=
( n−1
`+j−1
)(`+j
j
)(n−j−1
`−1
) P˜(Mδ({1, . . . , j + 1})|N (r + δ) = n)P˜(A;Z(r) = `|N (r) = n− j)P˜(N (r + δ) = n)
= j + `
n
(
n
j + 1
)
P˜(Mδ({1, . . . , j + 1})|N (r + δ) = n)P˜(A;Z(r) = `|N (r) = n− j)P˜(N (r + δ) = n)
where #pi denotes the number of blocks of pi. Diving by δ and taking limits gives
lim
δ↓0
1
δ
P˜(A;Z(r + δ) = `+ j;Z(r) = `;N (r + δ) = n) (15)
= j + `
n
γn,j+1P˜(A;Z(r) = `|N (r) = n− j)P˜(N (r) = n)
where we have used the fact that(
n
j + 1
)
lim
δ↓0
1
δ
P˜(Mδ({1, . . . , j + 1})|N (r + δ) = n) = γn,j+1.
We wish to sum (15) over n and then apply dominated convergence to swap the limit with the
summation. For δ′ < 1− r there exists a constant C > 0 such that
sup
δ<δ′
1
δ
P˜(A;Z(r + δ) = `+ j;Z(r) = `;N (r + δ) = n)
≤ C sup
δ<δ′
1
δ
P˜(A;Z(r + δ) = `+ j;Z(r) = `;N (r) = n)
≤ C sup
δ<δ′
1
δ
CP( there is a coalescent event during ((1− r − δ), (1− r));N (r) = n)
= C sup
δ<δ′
1
δ
(1− e−δλn)P˜(N (r) = n)
≤ CλnP(N (r) = n)
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where λn =
∑
k≤n
(n
k
)
λn,k is the total rate of coalescent events and in the final inequality we have
used the fact that for x ≥ 0, 1− e−x ≤ x. The final term on the line above is summable hence by
(15) and dominated convergence theorem,
lim
δ↓0
1
δ
P˜(A;Z(r + δ) = `+ j;Z(r) = `) (16)
=
∞∑
n=`+j
j + `
n
γn,j+1P˜(A;Z(r) = `|N (r) = n− j)P˜(N (r) = n).
Next Lemma 3.1 gives
|P˜(A;Z(r) = `|N (r) = n− j)− P˜(A;Z(r) = `|N (r) = n)| ≤ j(1− e−). (17)
Using (17) together with (16) we get that
lim sup
δ↓0
∣∣∣∣1δ P˜(A;ZM (r + δ)−ZM (r) = j) −
M∑
`=1
∞∑
n=`+j
γn,j+1
j + `
n
P˜(A;Z(r) = `;N (r) = n)
∣∣∣∣∣∣
≤ j(1− e−)
M∑
`=1
∞∑
n=`+j
γn,j+1
j + `
n
P˜(N (r) = n)
≤ j(1− e−)3M(M + 1)2
∞∑
n=j+1

γn,j+1
n
P˜(N (r) = n)
and the result follows.
Now we can identify the limiting behaviour of the expectations in Lemma 3.2 when  ↓ 0.
Lemma 3.3. For any M > 1, j < M and K ⊂ [0, 1) compact,
lim
→0E
[
sup
r∈K
∣∣∣∣γN(r),j+1N (r) −AΛ Γ(2− α)Γ(j − α+ 1)(1− r)αΓ(j + 2)
∣∣∣∣
]
= 0 (18)
Let us present the idea of the proof of this lemma. Firstly [BBL10, Theorem 2] implies that
/N (r) ≈ (1− r)−1N (r)−α thus we are effectively seeking to show that
lim
n→∞
γn,j+1
nα
= AΛ
Γ(2− α)Γ(j − α+ 1)
αΓ(j + 2) .
This limit is not hard to take and has appeared in literature before in [BLG06, Lemma 4] and
[BBS08, p. 10]. The proof presented below is somewhat more delicate since we would like to obtain
a strong notion of convergence.
Proof. Fix M > 1, j < M and K ⊂ [0, 1) compact. Firstly from [BBL10, Theorem 2] we have that
there exists a constant Cα > 0 such that
lim
→0E
[
sup
r∈K
∣∣∣∣ (1− r)CαN (r)1−α − 1
∣∣∣∣2
]
= 0. (19)
14
One can show (see [Fel71, p. XIII.6]) that this constant is given by
Cα =
α
Γ(2− α) .
Using the Cauchy–Schwartz inequality we have
E
[
sup
r∈K
∣∣∣∣γN(r),j+1N (r) − α(1− r)Γ(2− α) γN(r),j+1N (r)α
∣∣∣∣
]2
= E
[
sup
r∈K
∣∣∣∣γN(r),j+1N (r)α
((1− r)Γ(2− α)
αN (r)1−α − 1
)∣∣∣∣
]2
≤ E
[
sup
r∈K
∣∣∣∣γN(r),j+1N (r)α
∣∣∣∣2
]
E
[
sup
r∈K
∣∣∣∣(1− r)Γ(2− α)αN (r)1−α − 1
∣∣∣∣2
]
. (20)
The second term on the last line converges to zero by (19), thus we focus on the first term in the
last line.
Recall that for n ∈ N we have that
γn,j+1 =
(
n
j + 1
)
λn,j+1 =
Γ(n+ 1)
Γ(j + 2)Γ(n− j)
∫ 1
0
pj−1(1− p)n−j−1 Λ(dp). (21)
Moreover Λ(dp) = f(p) dp where f(p) ∼ AΛp1−α as p→ 0. Fix η0 > 0, then there exist a p0 ∈ (0, 1)
such that whenever p < p0 we have |f(p)−AΛp1−α| ≤ ηp1−α. Thus∣∣∣∣∫ p00 pj−1(1− p)n−j−1 Λ(dp)−AΛ
∫ p0
0
pj−α(1− p)n−j−1 dp
∣∣∣∣
≤ ηAΛ
∫ p0
0
pj−α(1− p)n−j−1 dp ≤ ηAΛ
∫ 1
0
pj−α(1− p)n−j−1 dp. (22)
Then combining (21) and (22) we have∣∣∣∣∣γn,j+1 −
(
n
j + 1
)
AΛ
∫ 1
0
pj−α(1− p)n−j−1 dp.
∣∣∣∣∣
≤ η
(
n
j + 1
)
AΛ
∫ 1
0
pj−α(1− p)n−j−1 dp+
∫ 1
p0
pj−1(1− p)n−j−1|AΛp1−α − f(p)| dp
≤ η
(
n
j + 1
)
AΛ
∫ 1
0
pj−α(1− p)n−j−1 dp+ (1− p0)n−j−1(AΛp1−α0 + Λ[0, 1]) (23)
From the definition of the Beta function we have that(
n
j + 1
)∫ 1
0
pj−α(1− p)n−j−1 dp = Γ(j − α+ 1)Γ(n+ 1)Γ(j + 2)Γ(n− α+ 1) . (24)
Thus using (23) and (24) we have,
E
[
sup
r∈K
∣∣∣∣γN(r),j+1N (r)α −AΛ Γ(j − α+ 1)Γ(N
(r) + 1)
N (r)αΓ(j + 2)Γ(N (r)− α+ 1)
∣∣∣∣2
]
≤ ηAΛE
[
sup
r∈K
∣∣∣∣ Γ(j − α+ 1)Γ(N (r) + 1)N (r)αΓ(j + 2)Γ(N (r)− α+ 1)
∣∣∣∣2
]
+ (AΛp1−α0 + Λ[0, 1])2E[sup
r∈K
(1− p0)2(N(r)−j−1)]. (25)
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The final term on the right hand side converges to 0 as  → 0. For the penultimate term an
application of Stirling’s formula yields that
E
[
sup
r∈K
∣∣∣∣ Γ(j − α+ 1)Γ(N (r) + 1)N (r)αΓ(j + 2)Γ(N (r)− α+ 1) − Γ(j − α+ 1)Γ(j + 2)
∣∣∣∣2
]
→ 0
as  → 0. Thus the term on the left hand side of (25) goes to zero as  → 0. Moreover using the
triangle inequality we have that
E
[
sup
r∈K
∣∣∣∣γN(r),j+1N (r)α −AΛ Γ(j − α+ 1)Γ(j + 2)
∣∣∣∣2
]
≤ E
[
sup
r∈K
∣∣∣∣γN(r),j+1N (r)α −AΛ Γ(j − α+ 1)Γ(N
(r) + 1)
N (r)αΓ(j + 2)Γ(N (r)− α+ 1)
∣∣∣∣2
]
(26)
+ E
[
sup
r∈K
∣∣∣∣AΛ Γ(j − α+ 1)Γ(N (r) + 1)N (r)αΓ(j + 2)Γ(N (r)− α+ 1) − Γ(j − α+ 1)Γ(j + 2)
∣∣∣∣2
]
→ 0
as → 0. A final application of the triangle inequality and using (20) gives
E
[
sup
r∈K
∣∣∣∣γN(r),j+1N (r) −AΛ Γ(2− α)Γ(j − α+ 1)(1− r)αΓ(j + 2)
∣∣∣∣
]
≤ E
[
sup
r∈K
∣∣∣∣γN(r),j+1N (r) − α(1− r)Γ(2− α) γN(r),j+1N (r)α
∣∣∣∣
]
+ E
[
sup
r∈K
∣∣∣∣γN(r),j+1N (r)α − Γ(j − α+ 1)Γ(j + 2)
∣∣∣∣
]
.
The proof now follows from (26) and (25).
Remark 3.4. In the case when α = 2 all the arguments in this section apply apart from Lemma
3.3. In its place we have that for α = 2 as → 0,
E
[
sup
r∈K
∣∣∣∣γN(r),j+1N (r) − 11− r1j=1
∣∣∣∣
]
→ 0.
Indeed, this follows from the fact that for α = 2, γn,2 =
(n
2
)
and γn,j+1 = 0 for j > 1, together with
[BBL10, Theorem 2].
The preceding two lemmas directly imply that for each M > 1, j ≤ M and K ⊂ [0, 1), there
exists a constant C = C(M,K) > 0 such that
lim sup
δ→0
∣∣∣∣1δP(A;ZM (r + δ)−ZM (r) = j) −AΛ Γ(2− α)Γ(j − α+ 1)(1− r)αΓ(j + 2) E
[
(j + ZM (r))1A
]∣∣∣∣ ≤ C
(27)
uniformly over all r ∈ K and A ∈ F r .
For f : N→ R recall that
Lrf(i) := AΛ
∑
j≥1
(i+ j)Γ(2− α)Γ(j − α+ 1)(1− r)αΓ(j + 2) [f(i+ j)− f(i)]. (28)
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Using the last two lemmas we are able to show that ZM almost solves a martingale problem. This
will enable us to show that the limiting process satisfies the martingale problem.
Lemma 3.5. Let u < r ∈ [0, 1) then for any f : N→ R with support in {1, . . . , bMc},
lim
→0 supA∈Fu
∣∣∣∣E [(f(ZM (r))− ∫ r0 Lsf(ZM (s)) ds
)
1A
]
− E
[(
f(ZM (u))−
∫ u
0
Lsf(ZM (s)) ds
)
1A
]∣∣∣∣ = 0.
Proof. Fix u < r ∈ [0, 1), A ∈ F s and f : N→ R with support in {1, . . . , bMc}. Suppose that δ > 0
is small. Suppose that {s`}mi=0 is such that s0 = u, sm = r and s` − s`−1 ≤ δ for each ` = 1, . . . ,m.
Now
E[(f(ZM (r))− f(ZM (u)))1A] =
m∑
`=1
E[(f(ZM (s`))− f(ZM (s`−1)))1A]
=
m∑
`=1
M∑
j=1
M∑
i=1
[f(i+ j)− f(i)]P(ZM (s`)−ZM (s`−1) = j;ZM (s`−1) = i;A). (29)
Now by (27), for small enough δ > 0, there exists a constant C > 0 independent of i, j, ` and A
(but depending on M) such that∣∣∣∣∣[f(i+ j)− f(i)]P(ZM (s`)−ZM (s`−1) = j;ZM (s`−1) = i;A)δ − Ls`−1f(i)P(ZM (s`−1) = i;A)
∣∣∣∣∣ ≤ C.
(30)
Suppose also that δ > 0 is small enough so that
E
[∣∣∣∣∣
∫ r
u
Lsf(ZM (s)) ds− δ
m∑
`=1
Ls`−1f(ZM (s`−1))
∣∣∣∣∣
]
< . (31)
Thus from (29), (30) and (31) and using the fact that f is bounded,∣∣∣∣E [(f(ZM (r))− f(ZM (u))− ∫ r
u
Lsf(ZM (s)) ds
)
1A
]∣∣∣∣ ≤ C ′
for some new constant C ′ > 0. The result follows by taking limits.
Next we show a tightness result.
Lemma 3.6. For each M > 1, the sequence of processes {ZM }>0 is tight in the Skorokhod sense.
Proof. Let M > 1 be fixed. To prove this lemma we will verify the conditions of [Ald78, Corollary
2]. Note that ZM is uniformly bounded by M . Hence it suffices to check that for each s ∈ [0, 1),
there exists a deterministic constant α(, δ), possibly depending on s, such that
sup
r≤s
P(ZM (r + δ)−ZM (r) > 0|F r) ≤ α(, δ) a.s. (32)
and
lim
δ→0
lim sup
→0
α(, δ) = 0. (33)
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Fix s ∈ [0, 1), let r ≤ s and let δ > 0. Let M2 (a, b) denote the event that there are two or more
coalescent events during the time interval ((1− a), (1− b)). Then by (15) there exists a constant
C > 0 such that gives that for each A ∈ F r ,
P(A;ZM (r + δ)−ZM (r) > 0)
≤
M∑
`=1
∑`
j=1
∞∑
n=j
P(A;Z(r + δ) = `+ j;Z(r) = `;N (r + δ) = n|M2 (r, r + δ)c) + P(M2 (r, r + δ))
≤ Cδ
M∑
`=1
∑`
j=1
∞∑
n=j
j + `
n
γn,j+1P(N (r) = n|M2 (r, r + δ)c) + P(M2 (r, r + δ))
≤ C ′δ
M∑
j=1
E
[

γN(r),j+1
N (r)
]
where C ′ = C ′(M, s) > 0 is a constant and in the final inequality we have used the fact that
supr≤s P(M2 (r, r + δ)) = o(δ).
Hence we have that (32) holds with
α(, δ) = δC ′ sup
r≤s
M∑
j=1
E
[

γN(r),j+1
N (r)
]
.
Using Lemma 3.3,
lim sup
→0
α(, δ) = δC ′ lim sup
→0
sup
r≤s
M∑
j=1
E
[

γN(r),j+1
N (r)
]
= δC ′
M∑
j=1
AΛ
Γ(2− α)Γ(j − α+ 1)
(1− s)αΓ(j + 2) .
Taking limits as δ → 0 in the above equation we obtain (33).
Now we can show the convergence of Z in the Skorokhod sense to a Markov process Z =
(Z(r) : r ∈ [0, 1)) with generator given by (28).
Proof of Theorem 1.2. We are done if we can show that for any M > 1 we have that
ZM → (Z(r) ∧M : r ∈ [0, 1))
in the Skorokhod sense as → 0.
Fix M > 1. The sequence of processes {ZM }>0 is tight by Lemma 3.6. Suppose now that for
some sequence ′ → 0 we have that
ZM′ → ZM
in the Skorokhod sense as ′ → 0, to some process ZM = (ZM (r) : r ∈ [0, 1)). It is enough to
show that ZM has the same law as (Z(r)∧M : r ∈ [0, 1)). We will show this by showing that ZM
satisfies a martingale problem. Let f : N → R have support in {1, . . . , bMc}. Then to prove the
lemma, it is enough to show that
Mfr := f(ZM (r))−
∫ r
0
Lsf(ZM (s)) ds (34)
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is a martingale. Let u ∈ [0, 1) be fixed and let D([0, u],N) denote the Skorokhod space of cádlág
functions g : [0, u] → N. Suppose that F : D([0, u],N) → R is a continuous and bounded function.
We will show (34) by showing that for u < r < 1,
E[Mfr F ((ZM (s) : s ≤ u))] = E[MfuF ((ZM (s) : s ≤ u))]. (35)
Fix u < r < 1 and η > 0. The Skorokhod convergence implies that there exist an 0 > 0 such
that∣∣∣∣E[Mfr F ((ZM (s) : s ≤ u))] −E [(f(ZM0 (r))− ∫ r0 Lsf(ZM0 (s)) ds
)
F ((ZM0 (s) : s ≤ u))
]∣∣∣∣ < η.
(36)
On the other hand by Lemma 3.5, we have that there exists an 1 > 0 such that∣∣∣∣E [(f(ZM1 (r))− ∫ r0 Lsf(ZM1 (s)) ds
)
F ((ZM1 (s) : s ≤ u))
]
− E
[(
f(ZM1 (r))−
∫ r
0
L1s f(ZM1 (s)) ds
)
F ((ZM1 (s) : s ≤ u))
]∣∣∣∣ < η. (37)
Applying the Skorokhod convergence once more yields that there exists an 2 > 0 such that∣∣∣∣E[MfuF ((ZM (s) : s ≤ u))] −E [(f(ZM2 (u))− ∫ u0 Lsf(ZM2 (s)) ds
)
F ((ZM2 (s) : s ≤ u))
]∣∣∣∣ < η.
Combining this with (36) and (37) gives that
|E[Mfr F ((ZM (s) : s ≤ u))]− E[MfuF ((ZM (s) : s ≤ u))]| < 3η
As η > 0 is arbitrary this shows (35) which concludes the proof.
3.2 Proof of Theorem 1.1
The proof of Theorem 1.1 follows from Theorem 1.2 in a straight forward manner. We first begin by
describing a sufficient and necessary condition for the convergence of compact ultra–metric spaces.
Let recall that a metric space (X, d) is called and ultra–metric space if
d(x, y) ≤ d(x, z) ∨ d(z, y) ∀x, y, z ∈ X.
Compact ultra–metric spaces have the property that for any η > 0, there exists disjoint by closed
balls B1, . . . , Bk of radius η which cover X.
Definition 3.7. For a compact ultra–metric space (X, d), the η-cover space (Xη, dη) is defined as
follows. Let B1, . . . , Bk be the disjoint closed balls of radius η which cover X. Then Xη = {1, . . . , k}
and
dη(i, j) := inf{d(x, y) : x ∈ Bi, y ∈ Bj} i, j ∈ Xη.
The following lemma is not hard to show and we leave the proof out.
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Lemma 3.8. Let (X1, d1), (X2, d2), . . . be a sequence of compact ultra–metric spaces and for η > 0
let (Xη1 , d
η
1), (X
η
2 , d
η
2), . . . denote the respective η-cover spaces.
Suppose that for every η > 0, (Xηk , d
η
k)→ (Xη, dη) under the compact Gromov–Hausdorff metric
as k →∞, then there exists a compact ultra–metric space (X, d) such that limk→∞(Xk, dk) = (X, d)
in the compact Gromov–Hausdorff sense.
Henceforth fix η ∈ (0, 1). Here and throughout we let B(i, r) denote the closed ball of radius r
around i in the space (E, −1δ). Then to show the theorem it suffices to show that (B(1, 1), −1δ)
converges weakly. Indeed we may assume that i = 1 by exchangeability of the coalescent and the
proof for general r > 0 follows with more cumbersome notation.
Notice that (B(1, 1), −1δ) is a compact ultra–metric space. Let (S, r) denote its η-cover
space. Thus to show the theorem, it suffices to verify Lemma 3.8 by showing the convergence of
(S, r) as  ↓ 0.
The cardinality of S is precisely the number of blocks of Π at time (1− η) that make up the
block containing 1 at time  and hence |S| = Z(1− η). Furthermore we will now see that we can
discover the exact structure of (S, r) using the process Z.
LetB1, . . . , BZ(1−η) denote the disjoint closed balls of radius η that cover the space (B(1, 1), −1δ).
Without a loss of generality we will assume that 1 ∈ B1. Given the process Z we can construct
the space (S, r) as follows. First construct a tree T from a branching process. Start the tree with
one immortal particle which will not die. We call all other particles mortal. Suppose now that for
some i ∈ N and j ≥ 1, Z(r−) = i and Z(r+) = i + j. Then there is a birth at height r of the
tree. With probability (j + 1)/(i + j), the immortal particle gives birth to j offspring and with
probability (i− 1)/(i+ j) a uniformly chosen mortal individual dies gives birth to j + 1 offspring.
Thus the tree has exactly Z(1 − η) leaves and height 1 − η. These leaves form the space S and
the distance r between two leaves is the genealogical distance i.e. half of the length of the unique
path between the two leaves. Use the same procedure but with the process Z to obtain a space
(S, r). It is clear that (S, r) is a compact metric space.
Using Theorem 1.2 and Skorokhod’s representation theorem suppose henceforth that Z → Z
as → 0 almost surely under the Skorokhod topology. Let J 1, . . . , J n be the jumps of the process Z
before time 1−η and similarly let J1, . . . , Jm be the jumps of the process Z before time 1−η. Then
from the almost sure convergence of the process Z to Z we can conclude the following for  > 0
small enough. Firstly m = n and Z(J i ) = Z(Ji) for each i ≤ n = m. Second, maxi≤n |J i − Ji| is
small.
Thus for  > 0 small enough this gives a coupling between the spaces (S, r) and (S, r) such
that S = S and further
max
i,j∈S
|r(i, j)− r(i, j)| ≤ 2Z(1− η) max
i≤n
|J i − Ji|
which is small. Hence (S, r)→ (S, r) almost surely under the compact Gromov–Hausdorff topol-
ogy as → 0 and the theorem now follows from Lemma 3.8.
4 Kingman Case
In this section we will prove Theorem 1.3. As before we write B(i, r) to mean the closed ball of
radius r around i in the space (E, −1δ). Recall the construction of the space (S, dS, µ, 0) given in
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1ji
1− d(i, j)
Figure 4: Visual interpretation of the construction of the metric space (S, d).
the statement of Theorem 1.3. Again we will only show that
(B(1, 1), −1δ, 4−1ν)→ (B(0, 1), dS, µ)
weakly under the compact Gromov–Hausdorff metric as → 0, where B(0, 1) ⊂ (S, dS) is the closed
ball of radius 1 around 0.
We first show how to construct metric measure spaces using excursions. We term this the Evans
metric space associated to an excursion due to the similarities of the Evans metric space associated
to coalescent processes. We describe this process in generality and then use it to construct the
spaces (B(1, 1), −1δ, 4−1ν), (B(0, 1), dS, µ) as well as an auxiliary space.
Constructing Evans metric measure space from an excursion
Let e = (e(t) : 0 ≤ t ≤ ζ(e)) be an excursion that has height greater than 1 meaning e : [0, ζ(e)]→
[0,∞) is a continuous path such that e hits 1 and further e(t) = 0 if and only if t ∈ {0, ζ(e)}. In
all the applications we consider, e will be Brownian. In this case there exists a jointly continuous
local time (L(t, x) : t ∈ [0, ζ(e)], x ∈ R) with the property that
L(t, x) = lim
→0
1
2
∫ t
0
1{e(s)∈(x−,x+)}ds t ∈ [0, ζ(e)], x ∈ R,
see for example [RY99, Chapter IV] and in particular Corollary 1.8 and Corollary 1.9. We now
show how to obtain a metric measure space (S, d, pi) from the excursion e. Let {i}∞i=1 be the
positive excursions of the excursion e above level 1 and we order them as follows. Since t 7→ L(t, 1)
is increasing the Stieltjes measure dL(·, 1) exists and we let U1, U2 . . . be i.i.d. random variables
with the law given by dL(·, 1)/Z1 where Z1 = L(ζ(e), 1). For each k ∈ N, Uk is the local time
corresponding to a unique excursion at level 1 (see [RY99, Chapter IV, Proposition 2.5]) which
may be positive or negative. Let Uk1 , Uk2 , . . . denote the local times corresponding to positive
excursions, then {i}∞i=1 is ordered such that for each i ∈ N, i is the excursion which starts at local
time Uki .
For i, j ∈ N with i 6= j we define 1− d(i, j) to be the first height at which i and j are a part
of the same excursion (see Figure 4). In other words let t(i) and t(j) denote the start time of the
excursions i and j and suppose without a loss of generality that t(i) < t(j). Then
d(i, j) = 1− inf{e(t) : t(i) ≤ t ≤ t(j)}. (38)
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By definition, the space (S, d) is the completion of (N, d). We also define a measure pi on (S, d) as
follows. For each i ∈ N and r ∈ (0, 1], every closed ball B(i, r) ⊂ (S, d) corresponds to an excursion
e of e above level 1 − r that hits level 1. We define pi(B(i, r)) to be the total local time `1(e)
the excursion e attains at level 1. Note that this defines the measure uniquely by Carathédeory’s
extension theorem and thus we obtain a metric measure space (S, d, pi). We remark that the total
mass pi(S) = Z1 is the total local time spent at level 1 by the excursion e and thus is finite. Lastly
in all of our applications the excursion e will have unique local minima which is enough to conclude
that (S, d) is compact.
Definition 4.1. The metric measure space (S, d, pi) is called the Evans metric measure space as-
sociated to the excursion e.
Remark 4.2. For the reader who is familiar with continuum real trees, the Evans metric measure
space associated to the excursion e can be constructed as follows. Let (T, dT , o) be the rooted real
tree that is encoded by the excursion e where o ∈ T is the root of the tree. Then S is the set of
points x ∈ T such that dT (o, x) = 1, and the metric d is given by d = (1/2)dT . Let T˜ be the subtree
of T spanned by S and the root o so that S is the let of leaves of T˜ . Then pi is the uniform measure
on (T˜ , dT ) which is supported on S.
Constructing (E, δ, ν) from an excursion
Let X = (Xt : 0 ≤ t ≤ ζ(X)) be a Brownian excursion conditioned to hit level 1. Let (E˜, δ˜, ν˜) be
the Evans metric measure space associated to the excursion X. Then [BB09, Theorem 1.1] gives a
construction of (E, δ, ν) in terms of (E˜, δ˜, ν˜) which we now describe. For x ≥ 0 let Zx be the total
local time attained at level x ≥ 0 by the process X. For t ∈ [0, 1] define
V (t) :=
∫ 1
1−t
4
Zv
dv. (39)
Then E = E˜ and for x, y ∈ E, δ(x, y) = V (δ˜(x, y)). Lastly ν is the renormalisation of ν˜, that is
ν(·) = ν˜(·)/Z1 where Z1 is the total local time that the excursion X attains at level 1.
Constructing an intermediary space (B˜(1, 1), Tδ˜, Tν˜)
For  > 0 let
T :=
4
Z1−√
∨ 1√

. (40)
The maximum in the definition is for technical reasons and for small  > 0 it will be the case
that T = 4(Z1−√)−1 with high probability. Thus for small  > 0, it is not hard to see that
V (t) ≈ tT. We will now construct a space (B˜(1, 1), Tδ˜, Tν˜) which will turn out to be close to
(B(1, 1), −1δ, 4−1ν) and has the advantage that it is easier to show convergence to the limiting
space (B(0, 1), dS, µ).
Let B˜(1, 1) ⊂ (E˜, δ˜) be the closed ball of radius 1/T around 1 and consider (B˜(1, 1), Tδ˜, Tν˜)
as a compact metric measure space in its own right. Thus the space (B˜(1, 1), Tδ˜, Tν˜) has diameter
1. It will be convenient for us to obtain this space as the Evans metric measure space of some
excursion. Since (E˜, δ˜, ν˜) is obtained from a Brownian excursion X conditioned to reach level 1,
we can obtain (B˜(1, 1), Tδ˜, Tν˜) by scaling X. To be more precise, define
X(t) := 1 + [X(tT−2 )− 1]T 0 ≤ t ≤ ζ(X)T 2 . (41)
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Then (B˜(1, 1), Tδ˜, Tν˜) is the Evans metric measure space obtained using a sub-excursion Y of X
above level 0 that hits level 1.
To describe the law of Y fully, let e()1 , . . . , e
()
M() be the excursions of X above level 0 that reach
level 1 where M() is the total number of such excursions. Though we have obtained the process
X by performing diffusive scaling on X, the scaling factor T is random so it is not obvious that
e
()
1 , . . . , e
()
M() are themselves Brownian excursions conditioned to reach level 1. We will see that
this is nevertheless the case in Lemma 4.3. From the construction of the Evans metric measure
space above we see that given the excursions e()1 , . . . , e
()
M(), the excursion Y is selected by biasing
on the total local time obtained at level 1. Precisely, Y can be described by the following
P(Y = e()i |e()1 , . . . , e()M()) =
`1(e()i )∑M()
j=1 `1(e
()
j )
1 ≤ i ≤M() (42)
where `1(e()i ) is the total local time at 1 that the excursion e
()
i accumulates.
Constructing (B(0, 1), dS, µ) from an excursion
Finally we show how to construct (B(0, 1), dS, µ) directly from an excursion. Let W = (Wt : t ∈ R)
be a two-sided Brownian motion and let Y = (Yt : t ∈ [0, ζ(Y )]) be the excursion of W above level
−1 straddling the origin. That is, let τ+ = inf{t > 0 : Wt = −1} and τ− = sup{t < 0 : Wt = −1},
then Yt = Wt+τ− + 1 for t ≤ τ+ − τ−. It is not hard to check that the space (B(0, 1), dS, µ) can be
constructed as the Evans metric measure space associated to the excursion Y .
We sum up the various spaces defined here with the following table:
Evans mm-space Excursion Description of excursion
(E˜, δ˜, ν˜) X Brownian excursion conditioned to reach level 1
(B˜(1, 1), Tδ˜, Tν˜) Y Local-time biased pick of excursions of X above level 0 that
hit level 1, where X(t) := 1 + [X(tT−2 )− 1]T
(B(0, 1), dS, µ) Y Excursion of a two-sided Brownian motion above level −1
straddling the origin
Outline of the proof
The proof consists of (1) showing the spaces (B˜(1, 1), Tδ˜, Tν˜) and (B(1, 1), −1δ, 4−1ν) are close
and (2) showing lim↓0(B˜(1, 1), Tδ˜, Tν˜) = (B(0, 1), dS, µ) in the compact Gromov–Hausdorff–
Prokhorov sense. Showing (1) is relatively straight forward and relies on analytical estimates on
V (t) as well as well as controls on Zx. We show (1) at the end with equation (48).
Showing (2) on the other hand is a little bit more complicated and will take up large portion
of the proof. First in Lemma 4.3 we show that the excursions that Y is picked from are actually
Brownian excursions conditioned to reach level 1. An important observation is that the excursion
Y can be picked from an infinite sequence of i.i.d. Brownian excursions conditioned to reach level
1, where each excursion is weighted by the total local it accumulates at level 1. The difference is
that Y is picked from a finite set of excursions, however the number of excursions that Y is picked
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from goes to∞ as  ↓ 0. We will use this in Lemma 4.5 to give a suitable coupling of Y to Y which
will imply lim↓0(B˜(1, 1), Tδ˜, Tν˜) = (B(0, 1), dS, µ).
We begin the proof with the following lemma.
Lemma 4.3. Let e()1 , . . . , e
()
M() be the excursions of X above level 0 that reach level 1. Then
conditionally on M(), e()1 , . . . , e
()
M() are i.i.d. Brownian excursions conditioned to reach level 1.
Proof. Fix  > 0. Observe that the excursions e()1 , . . . , e
()
M() correspond to excursions of X above
level u := 1 − 1/T that hit level 1. Note that since T ≥ 1/
√
 we have that u ≥ u0 := 1 −
√
.
Define the σ-algebra H = σ(Xα(s) : s ≥ 0) where
α(s) := inf
{
t ≥ 0 :
∫ t
0
1{X(v)≤u0}dv > s
}
.
In words H contains all the information about the excursions of X below level u0 = 1 −
√
. The
total local time Zu0 of the process X at level u0 satisfies (see [RY99, Chapter VI Corollary (1.9)])
Zu0 = lim
η→0
1
η
∫ ζ(X)
0
1{Xs∈(u0−η,u0]} ds.
Thus Zu0 is measurable with respect to H and consequently so is T and u = 1− 1/T.
It is well known that after hitting level u0, the law of X is that of a Brownian motion started
at level u0, killed the first time it hits 0 and conditioned to reach level 1 before hitting level 0. Itô’s
description of Brownian motion ([RY99, Chapter XII Theorem (2.4)]) tells us that conditionally on
Zu0 = z the excursions of the process X above level u0 form a Poisson point process on the local
time interval [0, z], conditioned to have at least one excursion of height grater than
√
. Further,
the excursions above level 1−√ are independent of the excursions below level 1−√, and hence
independent of the σ-algebra H.
On the other hand Zu0 and u are measurable with respect to H. Thus conditionally on H
the excursions of the process X above level u = 1 − 1/T that hit level 1 are i.i.d. Brownian
excursions conditioned to have height greater than 1/T. By Brownian scaling and (41) it follows
that conditionally on H and M() = m, e()1 , . . . , e()m are i.i.d. Brownian excursions conditioned
to reach level 1. In other words let e be a Brownian excursion conditioned to reach level 1 and
φ1, . . . , φm be continuous bounded functions mapping the set of excursions to R, then we have just
shown that
E[φ1(e()1 ) . . . φm(e()m )|H,M() = m] =
m∏
i=1
E[φi(e)].
Taking expectations conditionally on M() = m on both sides above finishes the proof.
The next lemma shows the convergence of the local time at 1 of Y. Recall that Y is the
excursion of two-sided Brownian motion straddling the origin which is used in the construction of
the space (B(0, 1), dS, µ).
Lemma 4.4. We have that
`1(Y)→ `1(Y )
in distribution as  → 0, where `1(·) denotes the total local time attained by the excursion at level
1.
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Proof. Let e()1 , . . . , e
()
M() be the excursions of X above level 0 that reach level 1. Condition on
M() = m. Then from Lemma 4.3 it follows that e()1 , . . . , e
()
m are i.i.d. Brownian excursions
conditioned to reach level 1. Thus it follows that `1(e()1 ), . . . , `1(e
()
m ) are i.i.d. exponential random
variables with parameter 1/2 (see [RY99, Chapter VI Proposition (4.6)]). Let E1, E2, . . . be i.i.d.
exponential random variables with parameter 1/2, then by (42) it follows that
P(`1(Y) ∈ ·|M() = m) = E
[
mE1∑m
i=1Ei
1{E1∈·}
]
.
On the other hand `1(Y ) has the same law as E1 + E2, the sum of two independent exponential
random variables. This is a sized biased exponential random variable and by bounded convergence
and the law of large numbers we have
P(`1(Y ) ∈ ·) = lim
n→∞E
[
nE1∑n
i=1Ei
1{E1∈·}
]
.
The lemma now follows from the fact that M()→∞ in probability as → 0.
From Lemma 4.3 for Y and the definition of Y we can deduce the following. Conditionally on
`1(Y) = ` and `1(Y ) = `, the excursions Y and Y are both Brownian excursions conditioned on
attaining total local time ` and `, respectively, at level 1. Thus at this point it is immediate that
Y → Y in the Skorokhod sense as  → 0. Unfortunately, this is not enough to show the weak
convergence of the space (B˜(1, 1), Tδ˜, Tν˜), under the Gromov–Hausdorff–Prokhorov metric, to
the space (B(0, 1), dS, µ). Instead, in the next lemma we construct a coupling between Y and Y
under which the paths of the two processes agree up to a time. This will in turn enable us to show
that the spaces (B˜(1, 1), Tδ˜, Tν˜) and (B(0, 1), dS, µ) are close to each other.
Lemma 4.5. We have that
(B˜(1, 1), Tδ˜, Tν˜)→ (B(0, 1), dS, µ)
weakly as → 0 under the Gromov–Hausdorff–Prokhorov topology.
Proof. We first present a coupling between Y and Y . By Lemma 4.4 and Skorokhod representation
theorem we can suppose that `1(Y) and `1(Y ) are coupled such that `1(Y)→ `1(Y ) almost surely
as → 0. Fix  > 0 and condition on `1(Y) = ` and `1(Y ) = `. Suppose further that ` ≤ ` (the
other case is similar). Note that both Y and Y are Brownian excursions conditioned to have `
and ` total local time at level 1. Hence we can couple Y and Y such that they have the same path
until their local time at level 1 reaches `.
Excursions of the process Y above level 1 correspond to the dense subset N of of the space
(B˜(1, 1), Tδ˜). Similarly for Y and (B(0, 1), dS). Thus the coupling of the processes Y and Y gives
us a coupling of the spaces such that (B˜(1, 1), Tδ˜) ⊂ (B(0, 1), dS). Under this coupling of the
spaces it is immediate that
dPr(Tν˜, µ) = |`− `|. (43)
where dPr denotes the Prokhorov distance.
Fix η ∈ (0, 1) and recall that dH((B˜(1, 1), Tδ˜), (B(0, 1), dS)) < η if and only if the η-enlargement
of the space (B˜(1, 1), Tδ˜) contains (B(0, 1), dS). Clearly it suffices to show the latter condition for
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the dense subspaces of (B˜(1, 1), Tδ˜) and (B(0, 1), dS) corresponding to the excursions above level
1 of the processes Y and Y respectively. Consider the excursions of Y above level 1 which appear
before local time `. Call these excursions matched; these are also excursions of Y above level 1.
Then dH((B˜(1, 1), Tδ˜), (B(0, 1), dS)) < η if and only if every excursion of Y above level 1− η that
hits level 1 contains a matched excursion. This is the same as the event that every excursion of Y
below 1 with local time in the interval [`, `) has infimum greater than −η. Thus from standard
excursion theory (see [RY99, Chapter XII Exercise (2.10)]) we have that
P(dH((B¯T(1, 1), Tδ˜), (B¯(0, 1), dS)) ≤ η) = e−
|`−`|
η . (44)
The equations (43) and (44) hold by the same argument when ` < `. Hence in conclusion we
have constructed a coupling where
P(dH((B˜(1, 1), Tδ˜), (B(0, 1), dS)) + dPr(Tν˜, µ) > 2η)
≤ P(dH((B˜(1, 1), Tδ˜), (B(0, 1), dS)) > η) + P(dPr(Tν˜, µ) > η)
= 1− E
[
exp
(
−|`1(Y)− `1(Y )|
η
)]
+ P(|`1(Y)− `1(Y )| > η).
Taking the limit as → 0 above and using bounded convergence finishes the proof.
Using the previous lemma we can now prove Theorem 1.3.
Proof of Theorem 1.3. For t ∈ [0, 1] let U(t) denote the inverse of V (t) in (39), that is
U(t) = V −1(t) = inf
{
s > 0 :
∫ 1
1−s
4
Zv
dv > t
}
.
Fix η ∈ (0, 1) and define
Aη := {(1− η)Z1−√ ≤ Zs ≤ (1 + η)Z1−√ ∀s ∈ [1− U(), 1]}
B :=
{
T =
4
Z1−√
}
=
{
Z1−√ ≤ −1/2
}
Eη := Aη ∩B.
We claim that P(Eη )→ 1 as → 0. Indeed, x 7→ Zx is uniformly continuous (this follows from
the Ray-Knight theorems, see [RY99, Chapter XI Theorem (2.2)]). Further it is elementary to check
that lim→0 U() = 0. This shows that P(Aη )→ 1 as → 0. The convergence of P(B) follows from
the fact that Z1−√ is distributed exponentially with parameter 1/(2 − 2
√
) (see [RY99, Chapter
VI, Proposition (4.6)]). Thus P(Eη )→ 1 as → 0.
On the event Eη we have that for each t ≤ ,
U(t)T
1 + η =
4U(t)
(1 + η)Z1−√
≤ t ≤ 4U(t)(1− η)Z1−√
= U(t)T1− η . (45)
Recall that E = E˜ and that for each x, y ∈ E, δ˜(x, y) = U(δ(x, y)). Hence from (45) it follows that
on the event Eη for any x, y ∈ E such that δ(x, y) ≤  we have
1
1 + ηTδ˜(x, y) ≤ 
−1δ(x, y) ≤ 11− ηTδ˜(x, y). (46)
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A brief computation shows that on the event Eη , for each x ∈ E and r ∈ (0, 1]
4−1ν(B(x, r)) =
TZ1−√
Z1
ν˜
(
B˜ (x, TU(r))
)
where B˜(p, r) ⊂ (E˜, Tδ˜) is the closed ball of radius r > 0 around p. Thus it follows that on the
event Eη for each x ∈ E,
1
1 + ηTν˜(B˜(x, (1− η)r)) ≤ 4
−1ν(B¯(x, r)) ≤ 11− ηTν˜(B˜(x, (1 + η)r)). (47)
Using the fact that P(Eη )→ 1 as → 0, Lemma 4.5 and that η > 0 is arbitrary, an easy pinching
argument using (46) and (47) shows that
lim
→0 dGHP ((B(1, 1), 
−1δ, 4−1ν), (B˜(1, 1), Tδ˜, Tν˜)) = 0 (48)
almost surely. The theorem now follows from Lemma 4.5.
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