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Abstract
We present and analyze a probabilistic model for asynchronous iteration of linear systems.
The model is similar in spirit to the chaotic model proposed by Chazan and Miranker in 1969,
but with the choice of components and delays being based on probability distributions. We give
sufficient conditions and necessary conditions for the expected value of the error to converge
to zero. In addition we give sufficient conditions for the variance of the error to converge to
zero. These conditions are all weaker than the strong condition of Chazan and Miranker. We
also give numerical results of simulations illustrating the theoretical results. © 2002 Published
by Elsevier Science Inc.
AMS classification: 65F10
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1. Introduction
In their seminal paper [3] Chazan and Miranker studied chaotic relaxation, now
usually called asynchronous iteration, for the solution of linear systems. In asynchro-
nous iteration the order in which components of the solution are updated is not fixed
and the selection of previous values of the components used in the updates is also
not fixed. This is intended to be a model for parallel computation in which different
processors work independently and have access to data values in either shared or
distributed memory.
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Frommer and Szyld [4] have an excellent survey of asynchronous iterations and
the mathematical theory of the models developed to date. They also discuss the ap-
plicability of results about linear processes to nonlinear processes. We refer read-
ers to [4] for references to recent applications of asynchronous methods and related
literature. Other references of interest are [1,2].
The model of Chazan and Miranker is interesting because of the great generali-
ty allowed and because there is a simple necessary and sufficient condition for the
system to converge for chaotic updates. Their analysis was based on determining
conditions under which every one of the possible sequences of iterations is conver-
gent.
In this paper we consider a probabilistic model for asynchronous iteration. The
advantage of this model, we believe, is that it gives more reasonable conditions for
the convergence of the solution in practical situations.
By considering the probability of different events, extreme cases that are non-con-
vergent, but occur with negligible probability, are not given significant influence on
the convergence criteria. Thus if the circumstances that cause non-convergence occur
with negligible probability, then the expected result could be a convergent process.
As we show, there are matrices which have non-convergent events according to the
Chazan and Miranker model, but which are convergent according to the probabilistic
model.
The structure of this paper is as follows. We first present the model for asyn-
chronous iteration for a shared memory model. This model is the easiest to analyze
of the methods considered in this paper. We consider both the expectation of the
error and the variance of the error. Both necessary and sufficient conditions for the
convergence of these quantities are given. We next consider a model for a distributed
memory model, then we look at under or over-relaxation. Finally, we present some
numerical results that illustrate the results of this paper and present some conclu-
sions.
2. A probabilistic model for asynchronous iteration
We consider the solution of linear systems of the form
(I − B)x = d, (2.1)
where I is the N by N identity matrix, B is an N by N matrix with real entries, d is the
data vector, and x is the vector of unknowns. Both x and d have N components. We
assume that the matrix I − B is non-singular. (See [8] for information on the case
when I − B is singular.) The iteration begins with an initial vector x0 and proceeds
by computing successive iterates xν. Successive iterates are obtained by updating
different components at each step.
In asynchronous iteration, the choice of which component of the iterate xν is
updated next is not fixed. In our model this choice is governed by a probabilistic
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process. Moreover, the iterates that are used to update this component need not be
the values computed most recently. Due to latency in computer networks, the past
iterates may be out of date by some amount. We model the delay in the data usage
by another probabilistic process.
Our model is intended to simulate distributed computation such as arises on net-
works of computers, including connections using the Internet. Because of network
delays, variations in the speed of the computers, computer availability, and similar
issues, the tasks assigned to the different computers take different amounts of time
to complete. We consider the situation where there is no attempt to synchronize the
computation.
We do not address the question of whether asynchronous computation is a rea-
sonable strategy for computation. That question would require an analysis that uses
the results that are obtained here. One part of the computation that we do not need to
model here is the length of time between the successive updates. This would have to
be done to compare computational methods since computational speed refers to the
time of the computation, not the number of iterations, however they are counted.
We now describe our model in some detail. This model is for a shared or common
memory model as illustrated in Fig. 1. The several processors obtain data from the
common memory and return values to the memory. There is no attempt to synchro-
nize the computation. In an actual implementation of such an iterative process there
would be one processor which checks on the convergence behavior of the method.
Fig. 1. Illustration of shared memory model.
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The iteration counter ν is increased by 1 each time the data are read from the common
memory. We assume that at each step the data used for the update come from the
solution vector stored in common memory at some previous step. Also, only one
component is updated per step.
The probability that the 
th component is updated on any given step is p
. We also
consider the choice of delay to be probabilistic, that is, the probability that the delay
is q steps in the past is sq . We assume that both of these probability distributions
are independent of the step ν and that the delay probabilities are independent of the
component 
. Then we may express the model with these formulas:
xν+1
 =
N∑
m=1
b
,mx
ν−q
m + d
 with probability p
sq,
xν+1
 = xν
 with probability 1 − p
.
Notice that the probability that component 
 is updated with delay q is p
sq and the
updated value of the component uses the solution at step ν − q.
Also note that the components xν
 need not be single components, but could be
collections of components. Much of our analysis applies equally to the case of single
components or collections of components. For simplicity, we consider in detail only
the case of single components.
The following relations obviously must be satisfied for the model to be well-
defined:
N∑

=1
p
 = 1,
∞∑
q=0
sq = 1. (2.2)
In addition, we require each of the probabilities p
 to be non-zero.
In comparison with the Chazan and Miranker model, we note that they strictly
enforced that each component is updated infinitely often. Here we rely on the results
of probability theory that with probability 1 each component will be updated infinite-
ly often. Also, in the Chazan and Miranker model it is required that no delay may
exceed a certain limit, here we allow arbitrary delays but the greater delays occur
with less probability.
Having defined the model, we now begin the analysis of the model. Without loss
of generality we take d = 0 so that x is the error in the iteration. We also assume that
xν = x0 for all negative values of ν.
The analysis depends on the recurrence relation for the probability density func-
tions for the error at each step. We work with the probability density functions βν(x)
for x ∈ RN . That is, the probability that the error xν is in a measurable set G at step
ν is given by the integral
Prob(xν ∈ G) =
∫
G
βν(y) dy.
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The probability distribution at step ν + 1 is related to the probability densities at
previous steps and depends on the update probabilities of the components and the
delay probabilities. In order to compute the probability distribution at the new time
level, we need the following integration result.
Lemma 2.1. Integration on a hyperplane. Consider the integral of a function f (·)
on the hyperplane given by b · y = z with the natural (inherited) measure on this
plane µ. In addition, consider the function g(z) integrated over all values of z. Then
the following formula holds:∫
g(z)
∫
b·y=z
f (y) dµ dz = ‖b‖
∫
g(b · x)f (x) dx.
Proof. First, make an orthogonal change of coordinates in y so that the unit vector
in the direction of b is a coordinate direction, say the first coordinate. Call this new
coordinate vector w and let Q be the orthogonal matrix for this change of coordinates,
such that y = Q w. Then b · y = z becomes ‖b‖w1 = z. After rearranging, change
back to the original coordinates.∫
g(z)
∫
b·y=z
f (y) dµ dz
=
∫
g(z)
∫
‖b‖w1=z
f (Q w) dw2 · · · dwN dz
= ‖b‖
∫
w1
g(‖b‖w1)
∫
w2
∫
w3
. . .
∫
wN
f (Q w) dw2 · · · dwN dw1
= ‖b‖
∫
g(b · y)f (y) dy. 
From this result, using g(·) ≡ 1, we have that the probability distribution on the
plane b · y = z that is inherited from a distribution f (·) is
fb(z) =
1
‖b‖
∫
b·y=z
f (y) dy.
We now proceed with deriving the recursion relation for asynchronous iteration.
Given that the component being updated is 
 and the delay is q, then the probability
distribution is equal to the product of the distribution for the new component and the
distribution for the other components. The distribution for x
 is
1
‖b
‖
∫
(B y)
=x

βν−q(y) dy,
where (B y)
 = b
 · y and b
 is the vector that forms the 
th row of the matrix B. The
distribution for the other components is
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−∞
βν(x) dx
,
that is, only the 
th component is integrated.
Putting all this together, we obtain the relation
βν+1(x) =
∑

,q
p
sq
‖b
‖
∫
(B y)
=x

βν−q(y) dy
∫ ∞
−∞
βν(x) dx
. (2.3)
Relation (2.3) is the basic relation from which we derive all information about the
asynchronous iterative method.
3. Convergence of the solution in the mean
We begin by studying the convergence of the error. The error is a vector quantity,
so the expected value of the error is also a vector. We first consider the expected
value of the single coordinate x1
Eν+1(x1) =
∫
x1β
ν+1(x) dx.
Using the recursion (2.3) and the integration result of Lemma 2.1, we have
Eν+1(x1) =
∑

,q
p
sq
‖b
‖
∫
x1
∫
(B y)
=x

βν−q(y) dy
∫ ∞
−∞
βν(x) dx
 dx
=
∑
q
p1sq
‖b1‖
∫
x1
∫
(B y)1=x1
βν−q(y) dy
∫ ∞
−∞
βν(x) dx1 dx
+
∑

 /=1,q
p
sq
‖b
‖
∫
x1
∫
(B y)
=x

βν−q(y) dy
∫ ∞
−∞
βν(x) dx
 dx
=
∑
q
p1sq
∫
(B y)1βν−q(y) dy
∫
βν(x) dx
+
∑

 /=1,q
p
sq
∫
βν−q(y) dy
∫
x1β
ν(x) dx
=
∑
q
p1sq
∫
(B x)1βν−q(x) dx + (1 − p1)Eν(x1)
=
∑
q
p1sq(BE
ν−q(x))1 + (1 − p1)Eν(x1). (3.1)
Combining this with similar results for 
 = 2, . . . , N we obtain
Eν+1(x) = PB
∑
q
sqE
ν−q(x)+ (I − P)Eν(x), (3.2)
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where P is the diagonal matrix with entries p
. This is the recursion relation for the
expectation of the error. Notice that all essential information about the process is in
this formula, the matrix B, the component probabilities P, and the delay probabilities
sq .
We wish to find conditions under which the expectations converge as ν increases.
To do this, we transform Eq. (3.2) using the Laplace transform. We form the sum
∞∑
ν=0
zν+1Eν+1(x)
= z
∞∑
ν=0
zν
∞∑
q=0
sqPBE
ν−q(x)+ z(I − P)
∞∑
ν=0
zνEν(x)
= z
∞∑
q=0
sqz
q
∞∑
ν=0
zν−qPBEν−q(x)+ z(I − P)
∞∑
ν=0
zνEν(x)
= z
∞∑
q=0
sqz
q
∞∑
ν=0
zν−qPBEν−q(x)+ z(I − P)
∞∑
ν=0
zνEν(x). (3.3)
Recall that we assume that xν = x0 for all negative values of ν.
In the subsequent analysis we need the generating function s(z) of the delay prob-
abilities, defined by
s(z) =
∞∑
q=0
sqz
q .
Note that, since the coefficients sq are non-negative and s(1) = 1 by (2.2), s(z) is an
analytic function in the unit disk and is continuous on the closed unit disk.
If we define
E(z) =
∞∑
ν=0
zνEν(x),
then relation (3.3) becomes
E(z)− E(0)
= z
∑
q
sqz
q
∞∑
ν=0
zν−qPB Eν−q(z)+ z(I − P) E(z)
= z
∑
q
sq
q−1∑
ν=0
zνPBE0(x)+ z
∑
q
sqz
q
∞∑
µ=0
zµPB Eµ(z)+ z(I − P) E(z)
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= z
∑
q
sq
1 − zq
1 − z PB E(0)+ zs(z)PB E(z)+ z(I − P) E(z)
= z1 − s(z)
1 − z PB E(0)+ zs(z)PB E(z)+ z(I − P) E(z). (3.4)
Solving for E(z) we obtain
(I − z[I − P + s(z)PB]) E(z) = z1 − s(z)
1 − z PB E(0)+ E(0) (3.5)
or
E(z) = (I − z[I − P + s(z)PB])−1
(
z
1 − s(z)
1 − z PB + I
)
E(0). (3.6)
Define the matrices
M(z) = I − z[I − P + s(z)PB]
and
N(z) = z1 − s(z)
1 − z PB + I.
Because s(z) is an analytic function for z with |z| < 1, M(z) is also an analytic
function for z in the unit circle.
From (3.6), we have that the values of the expectation are given by
Eν(x) = 1
2i
∫

1
zν+1
M(z)−1N(z) dz E0(x), (3.7)
where  is any simple curve that circles the origin in the positive direction. The
convergence rate of Eν(x) depends on the points where M(z) is singular.
Define the matrices
Tν = 12i
∫

1
zν+1
M(z)−1N(z) dz (3.8)
and so, from (3.7) we have
Eν(x) = Tν E0(x).
Thus the convergence of the expectation is governed by the sequence of matrices Tν.
In particular, we have the following results.
Theorem 3.1. A necessary condition that the expected value of the solution con-
verge for all initial values x0 is that M(z) be non-singular in |z| < 1.
Proof. By standard results from the calculus of residues, if M(z) is singular for a
single value ξ with |ξ | < 1, then the matrices Tν satisfy
Tν = 12i
∫

1
zν+1
M(z)−1N(z) dz = O(|ξ |−ν).
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If there are other points at which M(z) is singular, then they add similar terms to the
sequence of the Tν . Thus if M(z) is singular inside the unit circle, then the sequence
of matrices Tν is unbounded. 
Theorem 3.2. If the matrix M(z) is analytic and non-singular in |z|  R with 1 <
R, then the expected value of the solution converges and
‖Eν(x)‖ = O(R−ν).
Proof. From (3.8), we have
‖Tν‖  12
∫
|z|=R
1
Rν+1
‖M(z)−1N(z)‖ R dθ
=R−ν 1
2
∫
|z|=R
‖M(z)−1N(z)‖ dθ
and the proof is immediate. 
We do not state other theorems for the convergence of the expectation of the error,
rather we state without proof a few sufficient conditions for convergence.
Assume that M(z) is non-singular inside the unit circle. Then for z = eiθ we have
Tν = 12
∫ 2
0
e−νiθM(eiθ )−1N(eiθ ) dθ. (3.9)
If the integrand is in L1 in an appropriate matrix norm then by the Riemann–Lebes-
gue theorem the values of Tν converge to 0. This implies that if M(z) has isolated
singularities on the unit circle and there are constants α and C with 0  α < 1 such
that
(1 − |z|)α‖M(z)−1N(z)‖ < C (3.10)
for all z inside and on the unit circle, then the expectation of the solution will con-
verge. We also see that if M(z) has a pole on the unit circle, then the expectation of
the solution will not converge.
We also have, from results in the L2 theory of Fourier series, Parseval’s relation
for the series of Tν
∞∑
ν=0
(Tν)
∗Tν = 12
∫ 2
0
[
M(eiθ )−1N(eiθ )
]∗
M(eiθ )−1N(eiθ ) dθ
= 1
2
∫ 2
0
N(eiθ )∗M(eiθ )−∗M(eiθ )−1N(eiθ ) dθ.
The integral will be finite if relation (3.10) holds for α with 0  α < 1/2.
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In the analysis of the variance, the following condition will be seen to be impor-
tant.
Definition 3.1. The matrix B is said to satisfy the weighting assumption if there
exists a diagonal matrix D with positive diagonal entries such that
BTDB < D. (3.11)
One application that will be useful is the following.
Theorem 3.3. If the matrix B satisfies the weighting assumption, then the matrix
M(z) is non-singular for |z|  1 and any diagonal probability matrix P.
Proof. Let α be an eigenvalue of the matrix I − P + ζPB, where ζ is a complex
number satisfying |ζ |  1 and let v be the associated eigenvector. Let D be a diagonal
matrix such that (3.11) is satisfied and define W = P−1D. Then we have
ζPBv = αv − (I − P)v
and by using the weighting assumption we obtain
|ζ |2(v,WP v) > |ζ |2(B v,WPB v) = |ζ |2(PB v, P−1WPB v)
= (αv − (I − P)v, P−1W(αv − (I − P)v))
=
∑
k
|α − (1 − pk)|2p−1k wk|vk|2
min
k
∣∣∣∣α − (1 − pk)pk
∣∣∣∣
2
(v,WP v).
Thus,
1  |ζ | > min
k
∣∣∣∣α − (1 − pk)pk
∣∣∣∣
and in particular, for some index k we have
pk > |α − (1 − pk)|
but this means that α is inside a circle of radius pk centered at 1 − pk . Thus α has
magnitude less than 1.
The matrix M(z) is
M(z) = I − z[I − P + s(z)PB]
and so if µ is an eigenvalue of M(z), then
µ = 1 − zα,
where α is an eigenvalue as above with ζ = s(z) (recall |s(z)|  1). But since α has
magnitude less than 1, µ cannot be zero for |z|  1. Thus M(z) is non-singular for
all z inside and on the unit circle. 
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For later results we need the following observation.
Theorem 3.4. If the expectation of the error converges, then the quantity
Sν(x) =
∞∑
q=0
sqE
ν−q(x)
also converges. This sum represents the average expected value to be used in updat-
ing the solution.
Proof. The proof follows from the observation that
Sν(x) = 1
2i
∫

s(z)
zν+1
M(z)−1N(z) dz E0(x)
=
ν∑
q=0
sν−qTq E0(x)+
∞∑
q=ν+1
sq E0(x). (3.12)
Since the sequence Tν is convergent to 0, for any ε there is an N such that for q  N,
‖Tq‖  ε. We may also assume that N is sufficiently large that
∞∑
r=N
sr  ε.
Hence, for ν  N the last summation in (3.12) is bounded by ε times the magni-
tude of the initial expectation and
∥∥∥∥
ν∑
q=0
sν−qTq
∥∥∥∥ 
ν∑
q=0
sν−q‖Tq‖ =
ν−N∑
q=0
sν−q‖Tq‖ +
ν∑
q=ν−N+1
sν−q‖Tq‖

∞∑
r=N
sr max
q
(‖Tq‖)+
∞∑
r=0
sr ε  ε
(
max
q
(‖Tq‖)+ 1
)
.
Thus, Sν(x) is convergent whenever Eν(x) is convergent. 
For the analysis of the distributed memory model we will need the following
result.
Theorem 3.5.
∞∑
ν=0
‖Sν(x)‖2 (3.13)
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converges if and only if
∞∑
ν=0
‖Eν(x)‖2 (3.14)
converges.
Proof. The proof follows from the observation that
∞∑
ν=0
‖Sν(x)‖2 = (E0(x),SE0(x)),
where
S = 1
2
∫ 2
0
|s(eiθ )|2[M(eiθ )−1N(eiθ )]∗M(eiθ )−1N(eiθ ) dθ. (3.15)
Similarly,
∞∑
ν=0
‖Eν(x)‖2 =
(
E0(x),
∞∑
ν=0
T ∗ν TνE0(x)
)
and
∞∑
ν=0
T ∗ν Tν =
1
2
∫ 2
0
[
M(eiθ )−1N(eiθ )
]∗
M(eiθ )−1N(eiθ ) dθ. (3.16)
The difference between the integrals in (3.15) and (3.16) is only the factor of |s(eiθ )|2
which is bounded by 1 according to (2.2). This factor might be zero for some value
of θ , however, in that case
M(eiθ ) = I − eiθ [I − P ]
is non-singular. Thus, if |s(eiθ )|2 is zero for some value of θ, then the integrand of
(3.16) is not unbounded there. Thus the integral in (3.16) is finite if and only if the
integral in (3.15) is finite. 
4. Convergence of the variance
In addition to having the expectation converge, it is important to have some esti-
mate of the variance of the error V ν at each step. The variance is given by
V ν = Eν(|x − Eν(x)|2) = Eν(|x|2)− |Eν(x)|2. (4.1)
We obtain estimates on Eν(|x|2) and, as we show, the natural estimates are on the
boundedness of the sum
∞∑
ν=0
Eν(|x|2). (4.2)
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Also, from (4.1) we have that
|Eν(x)|2  Eν(|x|2).
So if the expectation of the sum of squares of the error converges to zero, so does the
expectation of the error.
The convergence of the sum (4.2) implies that x converges to zero almost surely.
Theorem 4.1. If the sum (4.2) converges, then xν converges to zero almost surely.
Proof. For any positive value of ε we have
Prob(|xν | > ε) =
∫
|x|>ε
βν(x) dx <
∫
|x|>ε
∣∣∣∣ xε
∣∣∣∣
2
βν(x) dx  1
ε2
Eν(|x|2).
Thus, if ν is chosen large enough that Eν(|x|2) < ε3, then
Prob(|xν | > ε) < ε,
and so,
Prob(|xν |  ε)  1 − ε
for ν sufficiently large. 
We now state our first theorem on the convergence of the variance.
Theorem 4.2. Sufficient conditions for the convergence of the variance for the
shared memory model are:
(1) the matrix B satisfies the weighting assumption, Definition 3.1;
(2) the expected value of the delay, s′(1), is finite;
(3) the initial variance is finite.
Under these conditions the sum (4.2) is finite.
Proof. We begin by considering the expected value of |x|2, which is
Eν+1(|x|2) =
∫
|x|2βν+1(x) dx =
N∑
j=1
∫
x2j β
ν+1(x) dx.
We first consider the expected value of the one component x21 , i.e.,
Eν+1(x21) =
∫
x21β
ν+1(x) dx.
Similar to the derivation (3.1), we obtain
Eν+1(x21) =
∑

,q
p
sq
‖b
‖
∫
x21
∫
(B y)
=x

βν−q(y) dy
∫ ∞
−∞
βν(x) dx
 dx
=
∑
q
p1sq
‖b1‖
∫
x21
∫
(B y)1=x1
βν−q(y) dy
∫ ∞
−∞
βν(x) dx1 dx
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+
∑

 /=1,q
p
sq
‖b
‖
∫ ∫
(B y)
=x

βν−q(y) dy
∫ ∞
−∞
x21β
ν(x) dx
 dx
=
∑
q
p1sq
∫
(B x)21βν−q(x) dx + (1 − p1)Eν(x21).
We now combine this with similar results for 
 = 2, . . . , N, but first note that we
can multiply these relations by positive weights w
 obtaining
Eν+1(x,W x) =
∑
q
sqE
ν−q(B x,WPB x)
+Eν(x,W x)− Eν(x,WP x), (4.3)
where W is the diagonal matrix whose diagonal entries are the w
.
As with the expectation of the error, we use the Laplace transform. However,
whereas linearity can be used to give formulas for the expectation of the error, for
the expectation of the square of the error other techniques are used. Thus the Laplace
variable t is restricted to being a positive variable.
From (4.3) we obtain
∞∑
ν=0
tν+1Eν+1(x,W x) = t
∞∑
ν=0
tν
∑
q
sqE
ν−q(B x,WPB x)
+ t
∞∑
ν=0
tνEν(x,W x)− t
∞∑
ν=0
tνEν((x,WP x))
= t
∑
q
sq t
q
∞∑
ν=0
tν−qEν−q(B x,WPB x)
+ t
∞∑
ν=0
tνEν(x,W x)− t
∞∑
ν=0
tνEν((x,WP x))
= t
∑
q
sq t
q
∞∑
ν=0
tν−qEν−q(B x,WPB x)
+ t
∞∑
ν=0
tνEν(x,W x)− t
∞∑
ν=0
tνEν((x,WP x)).
(4.4)
We define
W(t) =
∞∑
ν=0
tνEν(x,W x),
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BWPB(t) =
∞∑
ν=0
tνEν(B x,WPB x),
and similarly for other summations in (4.4). We obtain from (4.4)
W(t)−W(0)
= t
∑
q
sq t
q
∞∑
ν=0
tν−qEν−q(B x,WPB x)+ tW(t)− tWP (t)
= t
∑
q
sq
q−1∑
ν=0
tνE0(B x,WPB x)
+ t
∑
q
sq t
q
∞∑
µ=0
tµEµ(B x,WPB x)+ tW(t)− tWP (t)
= t
∑
q
sq
1 − tq
1 − t BWPB(0)+ ts(t)BWPB(t)+ tW(t)− tWP (t)
= t 1 − s(t)
1 − t BWPB(0)+ ts(t)BWPB(t)+ tW(t)− tWP (t). (4.5)
Recall that xν = x0 for all negative values of ν.
After rearranging, we obtain the important relation
tWP (t)+ (1 − t)W(t) = t 1 − s(t)
1 − t BWPB(0)
+W(0)+ ts(t)BWPB(t). (4.6)
Note that the limit of (1 − s(t))/(1 − t) as t approaches 1 is s′(1). This is the
expected delay as is seen by
E(q) =
∞∑
q=0
qsq = s′(1).
If the initial variance is finite and if the expected delay is finite, then the first
two terms on the right-hand side are finite for t = 1. We now assume that these two
assumptions hold.
If B satisfies the weighting assumption for some diagonal matrix D, then we de-
fine the (diagonal) matrix W by D = WP . By the weighting assumption, there is a
positive value η such that
BTWPB  (1 − η)WP
and this implies that
BWPB(t)  (1 − η)WP(t).
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Using this in relation (4.6), we obtain
tWP (t)+ (1 − t)W(t) = t 1 − s(t)
1 − t BWPB(0)+W(0)+ ts(t)BWPB(t)
 t 1 − s(t)
1 − t BWPB(0)+W(0)+ (1 − η)ts(t)WP (t).
Rearranging this gives
ηtWP(t)+ (1 − η)t (1 − s(t))WP (t)+ (1 − t)W(t)
 t 1 − s(t)
1 − t BWPB(0)+W(0), (4.7)
where each of the terms on both sides is a non-negative quantity.
Taking the limit as t approaches 1 gives the result
ηWP(1)+ lim
t→1−
(1 − t)W(t)  s′(1)BWPB(0)+W(0), (4.8)
which implies that WP(1) is bounded. Since WP(1) is a series of non-negative
terms, we have that the terms Eν(x,WP x) tend to zero as ν increases. We also have
that W(1) is bounded. Moreover,
Eν(|x|2)  (wp)−1minEν(x,WP x)→ 0 (4.9)
as ν increases. Similarly, we conclude from
∑
Eν(x,WP x) being finite that
∞∑
ν=0
Eν(|x|2)
is finite. This concludes the proof of the theorem. 
It is interesting that the probabilities p
 do not play an important role in the con-
vergence of the variance.
Theorem 4.3. A necessary condition for the sum
W(1) =
∞∑
ν=0
Eν(x,W x)
and the sum of variances
∞∑
ν=0
V ν(x)
to be finite for all initial data x0 is that s′(1) be finite.
Proof. An examination of relation (4.7) shows that if W(1) is to be finite, then it is
necessary that s′(1) be finite. 
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Also, Theorem 3.3 shows that if the conditions of Theorem 4.2 are satisfied then
the matrix M(z)−1N(z) is bounded for all z inside and on the unit circle.
Notice that it is possible for the expectation of the error to converge, but that the
sum of variances not converge, in the sense of Theorem 4.3. An example is given by
the delay distributions generated with
s(z) = 1 −√1 − z
with B suitably chosen, e.g., ‖B‖ being sufficiently small. Then by (3.10) the expect-
ed value of the error may converge, but by Theorem 4.3 the sum of the variances is
not finite.
5. Asynchronous iteration with distributed memory
In this section we look at a model for distributed memory for asynchronous iter-
ation. As illustrated in Fig. 2 the different processors communicate with each other
for the data and there is no common source for the data. Each processor stores the
component or set of components which it updates. In this model the update of a
component uses components that may have different delays. The iteration counter is
increased each time some component is updated. The update of a component depends
on components xqkk where the delays are chosen independently. If the delays are the
N-tuple Q = (qk) then the probability of the delay is
Fig. 2. Illustration of distributed memory model.
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sQ =
N∏
k=1
sqk .
We define the expectation Eν−Q(x) by
Eν−Q(x) =


Eν−q1(x)
Eν−q2(x)
...
Eν−qN (x)

 .
For the distributed memory model, the iterative process can be written as
xν+1
 =
N∑
m=1
b
,mx
ν−qm
m + d
 with probability p
sQ,
xν+1
 = xν
 with probability 1 − p
.
Using ideas similar to those used in the derivation in Section 2, the probability
distribution for this case is seen to satisfy the recursion
βν+1(x) =
∑

,Q
p
sQ
‖b
‖
∫
(B y)
=x

βν−Q(y) dy
∫ ∞
−∞
βν(x) dx
,
where
βν−Q(y) =
N∏
i=1
∫
zi=yi
βν−qi (z) dzˆi for Q = (q1, q2, . . . , qN).
The integration with respect to dzˆi means that all variables other than zi are integrat-
ed over R.
We begin with determining the convergence of the expectation of the error. The
recursion formula is
Eν+1(x1) = p1
∑
Q
sQ
‖b1‖
∫
x1
∫
(B y)1=x1
βν−Q(y) dy
∫ ∞
−∞
βν(x) dxˆ1 dx
+
∑
Q,
 /=1
p
sQ
‖b
‖
∫
x1
∫
(B y)
=x

βν−Q(y) dy
∫ ∞
−∞
βν(x) dxˆ
 dx
= p1
∑
Q
sQ
∫
(B x)1βν−Q(x) dx + (1 − p1)Eν(x1).
We examine in more detail the integral in the last summation
∫
(B x)1βν−Q(x) dx =
∫ N∑
k=1
B1,k
∫
xk
N∏
i=1
∫
xi=xi
βν−qi (z) dzˆi dx
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=
N∑
k=1
B1,kE
ν−qk xk = (BEν−Q(x))1.
Hence, we have for the first component of the error
Eν+1(x1) = p1
∑
Q
sQ(BE
ν−Q(x))1 + (1 − p1)Eν(x1)
and combining this with similar relations for the other components, we have
Eν+1(x) = PB
∑
Q
sQE
ν−Q(x)+ (1 − P)Eν(x).
Finally, we note that
∑
Q
sQE
ν−Q(x) =


∑
Q sQE
ν−q1(x1∑
Q sQE
ν−q2(x2)
...∑
Q sQE
ν−qN (xN)

 =


∑
Q
∏
sqj E
ν−q1(x1)∑
Q
∏
sqj E
ν−q2(x2)
...∑
Q
∏
sqj E
ν−qN (xN)


=


∑
q1
sq1E
ν−q1(x1)∑
q2
sq2E
ν−q2(x2)
...∑
qN
sqNE
ν−qN (xN)

 =
∞∑
q=0
sqE
ν−q(x).
Thus, we have the same recurrence relation for this case as the case of shared
memory
Eν+1(x) = PB
∑
q
sqE
ν−q(x)+ (1 − P)Eν(x)
and so all the results for that case concerning the convergence of the expectation hold
for this case as well.
5.1. Convergence of the variance
As in the shared memory model we consider the expected value of |x|2. We begin
with the expected value of x21
Eν+1(x21) =
∫
x21β
ν+1(x) dx
=
∑

,Q
p
sQ
‖b
‖
∫
x21
∫
(B y)
=x

βν−Q(y) dy
∫ ∞
−∞
βν(x) dx
 dx
=
∑
Q
p1sQ
‖b1‖
∫
x21
∫
(B y)1=x1
βν−Q(y) dy
∫ ∞
−∞
βν(x) dx1 dx
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+
∑

 /=1,Q
p
SQ
‖b
‖
∫
x21
∫
(B y)
=x

βν−Q(y) dy
∫ ∞
−∞
βν(x) dx
 dx
=
∑
Q
p1sQ
∫
(B x)21βν−Q(x) dx + (1 − p1)Eν(x21)
=
∑
Q
p1sQE
ν−Q((B x)21)+ (1 − p1)Eν(x21). (5.1)
We look in more detail at the summation in this last expression.∑
Q
sQE
ν−Q((B x)21)
=
∑
Q
N∑
k=1
sQ
∫
(B1,kxk)
2βν−Q(x) dx
+
∑
Q
N∑
k /=j
sQ
∫
(B1,kxk)(B1,j xj )β
ν−Q(x) dx
=
N∑
k=1
∑
q
sq(B1,k)
2Eν−q(x2k )
+
∑
qk,qj
N∑
k /=j
sqk sqj B1,kE
ν−qk (xk)B1,jEν−qj (xj )
=
N∑
k=1
∑
q
sq(B1,k)
2Eν−q(x2k )+
N∑
k /=j
Sν(xk)B1,kB1,j S
ν(xj ),
where Sν(x) is defined as in Theorem 3.4.
LetD be the matrix diag(BTWPB) and let C = BTWPB −D. Then from (5.1)
and using weighting as done previously, we have
Eν+1(x,W x) =
∞∑
q=0
sqE
ν−q(x,Dx)+ Eν(x,W x)
−Eν(x,WP x)+ (Sν(x),CSν(x)).
As shown in Theorems 3.4 and 3.5, the convergence of Sν(x) follows from that of
Eν(x).
This leads to the relation
tWP (t)+ (1 − t)W(t) = t 1 − s(t)
1 − t D(0)+ ts(t)D(t)+W(0)+ C(t).
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For now assume that the value of C(1) is finite. A sufficient condition for conver-
gence of the variance is thatD < WP . Since these matrices are diagonal, this means
that
N∑
j
wjpj |Bj,k|2 < wkpk (5.2)
holds for each index k. But since the matrix
B(2) = (|Bj,k|2)
is a matrix of non-negative elements, there are weights wk such that condition (5.2)
is satisfied precisely when
ρ(B(2)) < 1, (5.3)
where ρ(·) is the spectral radius function for matrices.
We now examine the condition that C(1) be finite. This term is
C(1) =
∞∑
ν=0
(Sν(x),CSν(x))
and this can be bounded by a constant multiple of
∞∑
ν=0
‖Sν(x)‖2.
By Theorem 3.5 this sum is finite if and only if the similar sum forEν(x) (i.e., (3.14))
is finite. Thus if the sum (3.14) is finite, then C(1) will be finite. The sum (3.14) is
finite if the matrix M(z) satisfies (3.10) for α < 1/2.
We state this result as a theorem.
Theorem 5.1. Sufficient conditions for the convergence of the variance for the dis-
tributed memory model are:
(1) the matrix B satisfies ρ(B(2)) < 1;
(2) the expected value of the delay, s′(1), is finite;
(3) the matrix M(z) satisfies (3.10) for α < 12 ;(4) the initial variance is finite.
Under these conditions the quantity (4.2) is finite.
6. Over- and under-relaxation
In the theory of general linear methods (see e.g. [5]) over-relaxing or under-re-
laxing an iterative method may improve the rate of convergence. We now consider
briefly the effect of relaxing the iterative methods presented here.
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We consider the modifications resulting from relaxing the iteration with the for-
mula
xν+1
 = (1 − ω)xν
 + ω
(
N∑
m=1
b
,mx
ν−q
m + d

)
with probability p
sq,
xν+1
 = xν
 with probability 1 − p
.
Note that this modification does not increase the storage or communication costs
of the method. We consider only the case of shared memory for simplicity.
As was done previously, the recurrence relation for the expectation of the error
can be shown to satisfy
Eν+1(x) = (I − ω)PEν(x)+ ωPB
∑
q
sqE
ν−q(x)+ (I − P)Eν(x)
= ωPB
∑
q
sqE
ν−q(x)+ (I − ωP)Eν(x). (6.1)
Thus, the earlier results carry over with the matrix ωP replacing the matrix P.
Theorem 6.1. A necessary condition that the expected value of the solution con-
verge is that the matrix
Mω(z) = I − z[I − ωP + s(z)ωPB]
be non-singular in |z| < 1.
Theorem 6.2. If the matrix B satisfies the weighting assumption, then the matrix
Mω(z) is non-singular for |z|  1 for ω satisfying
ωmax
k
pk < 1.
The proof proceeds as with Theorem 6.2 with ωpk replacing pk . The conclusion
is obtained from the requirement that the estimate
ωpk > |α − (1 − ωpk)|
give the conclusion that α be inside the unit circle for every value of k.
We now consider the convergence of the variance. The derivation of the recur-
sion relation is similar to that done before, but involves several new terms. In the
following derivation, let t
 stand for (x1, . . . , t
, . . . , xN).
Eν+1(x21) =
∑

,q
p
sq
‖(1 − ω)e
 + ωb
‖
×
∫
x21
∫
((1−ω)t+ωB y)
=x

βν−q(y)βν(t
) dy dt dx
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=
∑
q
p1sq
∫ ∫
((1 − ω)u+ ωB x)21βν−q(x)βν(u) dx du
+ (1 − p1)Eν(x21)
= p1(1 − ω)2
∫
u21β
ν(u) du
+ 2p1(1 − ω)ω
∑
q
sq
∫ ∫
u1(B x)1βν−q(x)βν(u) dx du
+p1ω2
∫
(B x)21βν−q(x) dx + (1 − p1)Eν(x21)
= p1(1 − ω)2Eν(x21)+ 2(1 − ω)ωEν(x1)p1
∑
q
sqE
ν−q((B x)1)
+ω2p1
∑
q
sqE
ν−q((B x)21)+ (1 − p1)Eν(x21).
Using the weighting as before, we have
Eν+1(x,W x) = (1 − ω)2Eν(x,WP x)+ 2ω(1 − ω)Eν(x)WPBSν(x)
+ω2
∑
q
sqE
ν−q(B x,WPB x)+ Eν(x,W x)− Eν(x,WP x)
=−ω(2 − ω)Eν(x,WP x)+ ω2
∑
q
sqE
ν−q(B x,WPB x)
+Eν(x,W x)+ 2ω(1 − ω)Eν(x)WPBSν(x).
This last term involves the product of Eν(x) and Sν(x), and it is finite under various
assumptions on Mω(z).
Then, using the same notational conventions as before, we have
ω(2 − ω)tWP(t)+ (1 − t)W(t)
= t 1 − s(t)
1 − t BWPB(0)+ ω
2ts(t)BWPB(t)+W(0)+S(t). (6.2)
As in the previous analyses, the convergence follows if the term involving BWP
B(t) on the right-hand side is bounded above by the term WP(t) on the left-hand
side. If
BTWPB  ρ2WP,
then we have the variance converges if ω(2−ω)>ω2ρ2. This reduces to the relation
ω <
2
1 + ρ2 .
This result shows that if BTDB < ρ2D for some weighting matrix and for some ρ
larger than 1, then under-relaxation can be used to get a convergent method. Also, if
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ρ is less than 1, then over-relaxation is possible and may give faster rates of conver-
gence.
It is also required that the term S(1) in (6.2) be finite and this will be so if the
matrix Mω(z) is non-singular in |z|  1.
It is not clear how to estimate an optimal, or ever a better, value of ω. The conver-
gence rate depends on the values where Mω(z) is singular or its behavior for |z| = 1,
however, this must be constrained by having the variance converge.
7. Numerical illustrations
In this section we illustrate the results of the previous theory for the shared mem-
ory model with computational results. All simulations were done using Matlab [6].
The matrix elements of the matrix B were chosen from uniform distributions in the
range [−γ, γ ] for different values of γ. For a given randomly generated matrix,
several cases were run, each for a specified number of iterations. We do not discuss
practical stopping criteria in this paper. In each case shown here, the matrix was
non-convergent in the sense of Chazan and Miranker, that is,
ρ(|B|) > 1,
so there do exist iteration sequences that are non-convergent, but the set of these
sequences has probability zero. (The matrix |B| is that formed by taking the absolute
values of each of the elements of B.) Each figure displays the logarithm of the error
|xν | as a function of ν.
The first case we present is a case for which the expectation of the error is con-
vergent, but the variance of the error is non-convergent. The generating function for
the delays, s(z), is given by
s(z) = 1 −√1 − z.
Notice that s′(1) = ∞. The probabilities p
 are uniform (i.e., p
 = 1/N). The matrix
is a 5 by 5 matrix with spectral radius 0.49. Fig. 3 shows the result of a single run.
What is displayed is the logarithm of |xν | as a function of ν for 20,000 steps. This
figure shows that although the expectation of the error is converging to 0, the non-
convergence of the variance makes it difficult to determine a stopping criteria for the
iterations. It is not clear whether the error itself tends to zero in any sense, but this
convergence is not useful in a practical computational sense.
Fig. 4 shows a typical calculation with a 5 by 5 matrix with spectral radius 0.90
and non-uniform probabilities p
. The generating function for the delays is
s(z) = z+ 23 (1 − z)3/2.
Seven cases are shown in Fig. 4 and for each case there is a definite convergence rate
shown, with occasional intermittent jumps in the magnitude of the error. Each of the
runs is obviously converging to the solution.
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Fig. 3. A case with non-convergent variance.
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Fig. 4. A case with convergent variance.
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Fig. 5. A case with convergent variance.
Fig. 5 shows a typical calculation with a 10 by 10 matrix with spectral radius 0.61
and non-uniform probabilities p
. The generating function for the delays is
s(z) = 1
2 − z .
Five cases are shown in Fig. 5 and each case exhibits a similar pattern of regions in
which the norm of the error decreases very slowly or not at all followed by a rapid
drop in the norm. As with the cases shown in Fig. 4, each case shows a convergent
sequence. The difference in the behavior shown in Figs. 4 and 5 can be explained in
part by the delay probabilities.
Numerous other tests were run and each of them exhibited behavior similar to that
displayed in Figs. 4 and 5. Results for the distributed memory model were similar in
appearance to those for the shared memory model.
8. Comparison of the convergence criteria
The conditions on the matrix B for the convergence of the variance given in Theo-
rems 4.2 and 5.1 are both weaker than the condition of Chazan and Miranker, which
requires that
ρ(|B|) < 1. (8.1)
The matrix |B| is that formed by taking the absolute values of each of the elements
of B. Condition (8.1) is the necessary and sufficient condition that all of the iterative
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sequences of Chazan and Miranker are convergent. This is true for both the shared
memory and distributed memory models, see [7].
For the Jacobi algorithm, the standard synchronous method for solving the system
(2.1), the convergence criterion is
ρ(B) < 1. (8.2)
Here we discuss the relation of the weighting condition (3.11) and condition (5.3) to
the two conditions (8.1) and (8.2).
A useful lemma in analyzing condition (8.1) is the following lemma of Baudet
[1], see also [7].
Lemma 8.1. The condition ρ(|B|) < 1 implies that there is a value α with 0 < α <
1 and a vector p with positive components such that |B| p  α p.
In fact, it is easily shown that the existence of α and p satisfying the conditions
of Lemma 8.1 is equivalent to condition (8.1).
We now show that condition (8.1) implies the weighting condition and the condi-
tion on B(2) that are the conditions on the matrix B sufficient for the convergence of
the variance.
Theorem 8.2. Condition (8.1) implies the weighting condition.
Proof. If (8.1) holds, then by Lemma 8.1 we have that there are positive vectors w
and v such that
|B|v < v and |B|T w < w.
That is,∑
j
|Bi,j |vj < vi and
∑
i
wi |Bi,j | < wj .
We take the diagonal matrix D to have elements di = wi/vi . Let
Yi =
∑
j
Bi,j xj .
Then
(x, BTDB x) =
∑
i
diY
2
i =
∑
i
diYi
∑
j
Bi,j xj =
∑
i,j
wi
vi
YiBi,j xj


∑
i,j
|Bi,j | x2j
wi
vj


1/2
∑
i,j
wi
v2i
Y 2i |Bi,j |vj


1/2
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<

∑
j
x2j
wj
vj


1/2 (∑
i
Y 2i
wi
vi
)1/2
= (x,Dx)1/2(x, BTDB x)1/2.
This shows that
(x, BTDB x) < (x,Dx)
if (8.1) holds. 
If the weighting condition holds, then (5.3) on B(2) is also satisfied. This is
most easily seen by taking x to be the vectors for which all components except one
are 0.
Conditions (8.1) and (5.3) both use the spectral radius, and it is interesting to see
how the weighting condition is related to conditions involving the spectral radius.
With this in mind, it is useful to make the following definition.
Definition 8.1. For an N-dimensional matrix B, we define
ρ±(B) = maxθ ρ(S(
θ)B),
where S(θ) = diag(eiθk ) and the maximum is taken over all real values of θ in RN .
Theorem 8.3. The weighting condition implies that
ρ±(B) < 1. (8.3)
Proof. The proof follows from the observations that the weighting assumption im-
plies that ρ(B) < 1, and
BTDB = BTS(−θ)DS(θ)B = (S(θ)B)∗DS(θ)B.
Thus, the weighting assumption implies that ρ(S(θ)B) is less than 1, for each θ.
This proves the theorem. 
It is not clear if condition (8.3) implies the weighting condition. To compare con-
dition (8.3) with (8.1), note that
ρ(|B|) = max
σ
ρ(Bσ ),
where Bσ is any matrix obtained from B by altering some of the complex signs of
the elements of B, i.e., multiplying elements by complex numbers of modulus 1.
Thus, condition (8.1) requires that all possible complex sign changes of the matrix B
have spectral radius less than 1, while (8.3) requires only the matrices resulting from
complex sign changes of the rows (or columns) have spectral radius less than 1.
J.C. Strikwerda / Linear Algebra and its Applications 349 (2002) 125–154 153
We show the relationship between the conditions in the following diagram, where
the arrows show that the one condition implies the other.
ρ(|B|) < 1 ⇒ BTDB < D ⇒ ρ(B(2)) < 1
⇓
ρ±(B) < 1 ⇒ ρ(B) < 1.
(8.4)
Note that the two conditions to the right are independent. There are matrices satis-
fying one and not the other. In particular, there are matrices B for which the synchro-
nous method will not converge, but the distributed memory asynchronous method
will converge.
9. Conclusions
The probabilistic analysis presented in this paper provides useful convergence
criteria for asynchronous iteration that are weaker than the criteria of Chazan and
Miranker. The analysis of Chazan and Miranker is concerned with the worst possible
case whereas the analysis here considers the probability of the different outcomes,
obtaining results on the expected outcomes.
We also note that whereas for synchronous iteration, the elapsed time for a com-
putation is directly related to the iteration count, for the models used here, the elapsed
time is not so simply determined. One way to model the elapsed time would be to let
the time between iterations be a random variable with a distribution such as a Poisson
distribution. With such a model it may be possible to analyze the overall efficiency
of the different models.
The conditions obtained here are for the convergence of the expectation of the
error and the convergence of the variance (or the expectation of the square of the
magnitude of the error). The convergence of the variance is the more significant
issue, since the expected value of the error converges if the variance converges.
The comparison of the shared memory model and the distributed memory models
is interesting since they have the same conditions for the convergence of the expec-
tation of the error, but the variance requires different conditions. That the distributed
memory model can be be convergent, in the sense of this paper, for matrices B for
which the synchronous is non-convergent, is rather interesting.
The convergence results given here are not completely satisfactory because they
are not both necessary and sufficient, but further analysis may sharpen the results
given here. The analysis is more complex than that for the model of Chazan and
Miranker and for synchronous methods because of the combination of linear algebra
and probability. However, the results are very satisfying because they do give new
insights into asynchronous computation. In particular, they show that asynchronous
computation does not require the strong condition of Chazan and Miranker in order
to be successful for practical computation.
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