Abstract-The lack of fine structure information in conventional cochlear implant (CI) encoding strategies presumably contributes to the generally poor music perception with CIs. To improve CI users' music perception, a harmonic-single-sideband-encoder (HSSE) strategy was developed [1]-[3], which explicitly tracks the harmonics of a single musical source and transforms them into modulators conveying both amplitude and temporal fine structure cues to electrodes. To investigate its effectiveness, vocoder simulations of HSSE and the conventional continuous-interleaved-sampling (CIS) strategy were implemented. Using these vocoders, five normal-hearing subjects' melody and timbre recognition performance were evaluated: a significant benefit of HSSE to both melody (p < 0.002) and timbre (p < 0.026) recognition was found. Additionally, HSSE was acutely tested in eight CI subjects. On timbre recognition, a significant advantage of HSSE over the subjects' clinical strategy was demonstrated: the largest improvement was 35% and the mean 17% (p < 0.013). On melody recognition, two subjects showed 20% improvement with HSSE; however, the mean improvement of 7% across subjects was not significant (p > 0.090). To quantify the temporal cues delivered to the auditory nerve, the neural spike patterns evoked by HSSE and CIS for one melody stimulus were simulated using an auditory nerve model. Quantitative analysis demonstrated that HSSE can convey temporal pitch cues better than CIS. The results suggest that HSSE is a promising strategy to enhance music perception with CIs.
Improved Perception of Music With a Harmonic
Based Algorithm for Cochlear Implants performance on speech recognition in quiet. Despite this great success, there remain significant limitations in CI performance on tasks including speech recognition in noise [4] , lexical tone discrimination [5] , and music perception [6] - [10] . Specifically, present-day CI systems are unsatisfactory at conveying two fundamental music elements-pitch and timbre-as indicated by the large performance gap between CI users and normal-hearing listeners on music recognition tasks [11] , [12] . The melody recognition test is often used to evaluate listeners' pitch perception, while the musical instrument recognition test is designed to assess their timbre perception. Previous studies have found that both postlingually deaf adult implantees and prelingually deaf pediatric implantees [13] performed significantly worse than their normal-hearing peers on these two tasks. One major factor in these outcomes appears to be the lack of spectral and temporal fine structure information in current CI signal processing strategies [14] , [15] . The continuous-interleaved-sampling (CIS) strategy is the basis of the encoding approaches used in virtually every modern CI processor. Working like a vocoder [16] , it encodes an audio signal by first filtering the signal into 12-22 frequency bands. Each band can be represented as a time-varying waveform that conveys both envelope and fine structure information. The envelope typically varies slowly in time, having amplitude modulations; while the temporal fine structure is fast-oscillating zero crossings and acts as a carrier. Traditionally, the envelope is considered the primary cue for speech recognition [17] . Thus in CIS processing, only the envelope of each band is extracted and then converted into current levels to amplitude modulate a constant-rate pulse train that is delivered to the respective electrode [14] . Modern CIs have at least 12 electrodes, but the effective number of channels CI users have is typically less than 8; whereas a normal human cochlea has about 1000 inner hair cells that can convey spectral information. Despite this great reduction in spectral resolution, CI users can understand speech reasonably well in quiet with just envelope cues from as few as four channels. However, for music perception, the lack of spectral and temporal fine structure information presumably reduces the accessibility of important neural codes that give rise to the pitch and timbre percepts, which might partly account for CI users' difficulties in perceiving melodies [18] .
Pitch is the perceptual attribute associated most with melodies in music and with intonation in speech. For a harmonic complex sound, such as voiced speech or music, which consists of a series of harmonically related tones that are integer multiples of a common fundamental frequency , the elicited pitch percept is unified and associated with the regardless of the relative amplitude of harmonics. Because lower harmonics can be resolved on the basilar membrane and encoded by the auditory nerve at specific places, pitch is assumed to be derived from the place information about individual harmonics [19] . Alternatively, temporal models assert that pitch is related to the time intervals between auditory neural spikes, because higher harmonics cannot be well separated on the basilar membrane and the of a complex waveform can be derived by pooling timing information across neural fibers regardless of place cues [20] . Both mechanisms can account for pitch perception to some extent, but the lower harmonics seem to play a dominant role, because they can elicit a more salient and accurate pitch percept than the unresolved harmonics [21] . Nevertheless, current CI signal processing strategies do not make effective use of this pitch coding mechanism: e.g., harmonics generally cannot be separated by the filters of a typical implant processor; even if a harmonic can be separated, its frequency, conveyed in the temporal fine structure, is discarded during the conventional envelope-based encoding scheme. Consequently, the electrically-evoked neural responses fail to provide adequate place or temporal code for pitch derivation, leading to poor pitch perception in CI users [18] .
For timbre perception, harmonic and temporal fine structure information are also needed. Timbre is the perceptual attribute by which "a listener can judge that two sounds having the same pitch, loudness, and duration are different" [22] . The major determinants of timbre include: spectral energy distribution, attack time, and fine structure information [10] , [23] - [25] . One quantitative measure of spectral fine structure, called the spectral irregularity, is based on the relative amplitude of harmonics; this parameter is proven to be one of the dominant cues for timbre recognition [10] , [25] . Additionally, the relative timing of onsets and offsets of upper harmonics, as well as their phase coherence (conveyed in the temporal fine structure), have also been found to be important timbre cues [23] , [24] . It is thus evident that harmonic information is important for timbre perception. However, with current CI encoding strategies, only the attack time is preserved in the envelopes. The spectral shape, to a lesser extent, can be represented in the relative envelope magnitude across channels. Kong et al. [10] have found that CI users mainly rely on the attack time to recognize instruments, while normal-hearing listeners can take advantage of different cues to recognize a particular timbre. Thus, CI users generally have much lower subjective ratings and poorer recognition scores on timbre perception than normal-hearing listeners [12] .
To encode temporal fine structure information for CI users, an important caveat to note is the poor temporal resolution in electric hearing. Most CI users cannot discriminate changes in the repetition rate of an electric waveform above about 300 Hz [26] , [27] ; whereas in the normal auditory system, temporal fine structure is perceivable up to approximately 5 kHz [18] . To deliver perceptible temporal cues to CI users, Nie et al. proposed to transform temporal fine structure into frequency modulation information and uses it to frequency modulate the pulse rate [28] . The Fine Structure Processing strategy bases the pulse triggering pattern in a particular channel on the zero crossings of the respective band waveform [29] . Alternatively, the F0mod [30] , [31] strategy modulates channel envelopes at the input sound's to enhance temporal pitch cues. The eTone [32] strategy, based on a harmonic probability measure in each channel, combines modulated envelopes with the channel signals extracted by the advanced combinational encoder (ACE) [33] . To represent spectral fine structure, more independent functional channels are needed. Current focusing and current steering stimulation paradigms are being investigated, which attempt to increase, respectively, the spectral resolution and the number of distinctive perceptual channels available to CI users by simultaneous application of currents to multiple electrodes [34] . The effectiveness of these new strategies for enhancing music perception has yet to be demonstrated in CI users [14] .
Given the importance of harmonic and temporal fine structure information for music perception, a harmonic-single-sideband-encoder (HSSE) strategy has been proposed in our previous studies, which explicitly tracks the harmonics of complex sounds and transforms them into modulators conveying both amplitude modulation and temporal fine structure cues to electrodes [1] - [3] . It is hypothesized that by delivering harmonic and temporal fine structure information to CI users, their pitch and timbre perception will improve. To test this hypothesis, the effectiveness of HSSE on melody and timbre recognition was evaluated, using both acoustic simulations in normal-hearing listeners and acute testing in CI users. Additionally, to examine whether the temporal cues encoded by HSSE can be translated into appropriate neural responses, the spike patterns evoked by HSSE were simulated using an auditory nerve model [35] , [36] . The stimuli used in all of the experiments contain only a single musical source associated with a particular that is varying over time. The experimental design is provided in Section III after a description of HSSE processing in Section II.
II. HARMONIC-SINGLE-SIDEBAND-ENCODER STRATEGY
The functional blocks of HSSE are shown in Fig. 1 . To encode harmonics for CI users, the of an incoming sound is first estimated, such that 's harmonics can be analyzed. Given the estimate and the frequency spacing of electrodes, each harmonic is associated with an appropriate electrode based on spectral correspondence. To encode harmonics for CI users, they are first transformed into modulators through frequency shift operations, then logarithmically compressed, and eventually converted into electric pulse trains for their respective electrodes.
A. Estimation and Harmonic Analysis
To estimate the of a music signal, a least-squares harmonic model was used to detect the signal's underlying harmonic structure in the frequency domain [37] . Based on the detection, the and its harmonics can be derived. Fig. 2 (a) shows the waveform of a guitar note, denoted as . The magnitude spectrum of its first 50 ms is displayed in Fig. 2(b) , where the evenly-spaced frequency components represent harmonics, with the lowest one representing the . Let us denote an individual harmonic as , with being the harmonic index. The signal can then be represented as (1) where is the total number of harmonics under a given sampling rate. Each specific harmonic has its own amplitude modulation , frequency , and phase function . The temporal cues relevant to pitch perception lies in the fine structure information oscillating at harmonic frequencies, while the attacks and decays pertinent to timbre perception are conveyed in the harmonic amplitudes, i.e., as a function of time for a given index . Also, the spectral shape can be represented in the relative harmonic amplitudes, i.e., as a function of index at a given time . The phase coherence cues for timbre perception are conveyed in . If varies randomly over time, causing the temporal fine structure to fluctuate irregularly, then a noise-like quality will be evoked in the auditory perception. In contrast, if stays constant, leaving the temporal fine structure to fluctuate regularly at the rate of , then a tone-like quality will be elicited.
B. Match Harmonic Index To Electrode Index
While a complex sound usually contains more than eight harmonics, only eight stronger ones were selected for electric stim- ulation due to several considerations. First, complex tones produced by a musical instrument typically have a formant structure that is determined by the distinctive size and shape of the instrumental air cavity. The harmonics falling in the formant regions are intensified, regardless of the of the tone. For timber perception, it is more important to deliver the stronger harmonics, because they represent the instrument's formants. Second, CI users typically have less than eight effective channels. It is therefore more practical to deliver only the predominant harmonics to them.
To identify which harmonics are stronger, one way is to compare the harmonic magnitudes on a note-by-note basis. For instance, one can take the first 50 ms of a note and calculate its Fourier spectrum. As shown in Fig. 2(b) , the magnitude of each harmonic can be estimated as the spectrum magnitude at the corresponding harmonic frequency. The stronger harmonics are then identified as those with larger magnitudes. Alternatively, if the instrument's formant regions are known as a priori information, or estimated during the first few notes, then the predominant harmonics of each note can be identified, in a more efficient way, as those falling in the formant regions. The former approach was used in our experiment, but the latter was more suitable for real time implementation. Fig. 3 shows the procedure to identify stronger harmonics and assign them to appropriate electrodes. The harmonic with the largest magnitude was first selected and assigned to an electrode showing the best match in the subject's clinical frequency map. The second strongest harmonic was then selected and assigned. This harmonic electrode matching procedure was executed repeatedly until all the eight pairs were specified. A selected harmonic electrode pair is denoted as and in Fig. 3 , meaning that the th harmonic will be delivered to the th electrode during electric encoding. Throughout the duration of a note, the relative magnitudes between harmonics may change. Yet the strategy sticks to the same eight harmonics, such that the relative timings of their onsets and offsets can be properly represented for timbre perception [24] . Once the changed from one musical note to another, the matching procedure was started over again to specify eight new harmonic electrode pairs.
C. Frequency Downshifting
Given the specified mapping between harmonics and electrodes, each selected harmonic is transformed into a modulator by a frequency shift operation (also known as "coherent demodulation" [1] - [3] ), as illustrated in Fig. 4(a) . To extract the th harmonic, the actual implementation is shown in Fig. 4(b) . First, the input is multiplied by , such that the th harmonic is transposed to the . Then, is passed through a filter, i.e., convolved with the filter's impulse response function , where represents a bandpass filter at and is its Hilbert transform. Because the information about is only located around , an analytic filter is constructed by , to let through only the positive spectrum around . Next, the modulator, denoted as , is yielded by taking the real part of the complex filter output. For increased clarity, an equivalent implementation that does not involve complex signal processing is also provided in Fig. 4(b) . In our experiments, was designed as a 256-tap Finite Impulse Response filter, which was 16 ms long under a sampling rate of 16 kHz.
The mathematical comparison between the original and the extracted harmonic is shown in Fig. 4(c) . Given the th harmonic, represented as in (1), it is first converted into an analytic form, , such that it has a single-sided spectrum. The analytic is then multiplied by to be transposed to the . Next, the modulator is yielded by taking the real part of . Compared with conveys the same amplitude and phase , but oscillates at the rate of instead of . Because CI users' sensitivity to temporal modulation is generally poor [26] , the extracted modulator is more likely to be perceptible to them than the original harmonic. As shown in [38] and [39] , frequency shift is a linear operation that can avoid distortions in the resulting modulators; whereas the envelope extraction methods used in CIS-like strategies, e.g., the Hilbert envelope or full/half wave rectification followed by a lowpass filter, often incur nonlinear distortions in the extracted envelopes [3] . Consequently, harmonics cannot be as represented distortion-free in CIS-like strategies as in HSSE processing.
D. Electric Encoding
For electric stimulation, the extracted modulators need to be compressed to match the wide range of input acoustic levels to the narrow range of usable current levels. In our experiments, each modulator was logarithmically compressed using a standard loudness growth function with 65 dB input dynamic range [40] . These log-compressed modulators were then delivered to their respective electrodes by constant-rate pulse trains. As in CIS encoding, the pulses for different electrodes were time interleaved so that no simultaneous stimulation occurred at any time.
As a visual example, Fig. 5 (a) displays the second harmonic of the guitar note in Fig. 2 . The associated HSSE modulator is shown in Fig. 5(b) . One can see that the modulator resembles the original harmonic in terms of amplitude modulation, yet oscillates at a slower rate, as indicated by the waveform details. Fig. 5(c) shows the log-compressed modulator that is carried by a 1900 Hz pulse train. Each vertical line represents one biphasic pulse. The presumed redundant negative values of the modulator were not encoded. Due to compression, the steep decay in harmonic amplitude at around 380 ms is converted into a moderate decrease in pulse amplitude.
III. EXPERIMENTAL DESIGN
A systematic view of the experimental design is provided in Fig. 6 . In experiment 1, the effects of HSSE processing on melody and timbre recognition tasks were separately simulated, and then compared with that of the CIS encoding in normalhearing listeners. The acoustic simulation captures the essence Fig. 6 . Systematic view of the experimental design. "HSSE" block takes in an audio signal and outputs the extracted modulators. Each modulator is first log-compressed by the "Loudness Growth Function" block and converted into an electric pulse train, the amplitude of which is then mapped into appropriate current levels based on measured threshold (T) and most comfortable (C) loudness levels. "L34SP" block stands for the Laura research processor of the Nucleus Implant Communicator 2 system, which is used to stream the HSSE pulse trains to a CI subject's electrodes.
of CI signal processing; however, it does not include the response properties of the electrically-stimulated auditory nerve. In experiment 2, HSSE was acutely tested in CI users using the Nucleus Implant Communicator (NIC) 2 system: subjects' melody and timbre recognition performance with HSSE was measured and then compared with that achieved with their clinical processors. To quantify the temporal cues potentially captured by the auditory nerve, the neural spike patterns evoked by HSSE were simulated and then compared with that evoked by CIS in Experiment 3, using a population model of electrically-stimulated auditory nerve fibers.
A. Test Materials, Procedures, and Subjects
The melody and timbre recognition tests of the University of Washington Clinical Assessment of Music Perception were used [9] . The melody stimuli consist of 12 familiar songs, e.g., "Twinkle Twinkle Little Star." Each melody is a sequence of digitally synthesized harmonic complex tones. All rhythm cues were eliminated to force listeners to base the recognition of a melody on its contour. The timbre stimuli consist of sound recordings from eight musical instruments, e.g., flute and violin. Each instrument played the same five-note sequence at the same loudness level, such that only timbre but not pitch or loudness cues contribute to the recognition of an instrument.
Each test was administered as follows: a participant first received a practice session in which he or she can listen to each test stimulus from a particular set twice. Then the actual test began. The participant was asked to recognize a presented item that was randomly chosen from the stimuli set. Each stimulus was presented three times in a random order. In the end, a score was calculated as the percent of melodies or instruments correctly identified. In all of the tests, participants were seated in a double-walled, sound-insulated booth. For normal hearing listeners, sounds were presented through a speaker at 68 dB SPL. The same speaker was used for CI subjects to measure their performance with the clinical processor. For the acute tests of HSSE, the speaker was not used since stimuli were delivered to CI users through the NIC 2 system after being encoded by HSSE. A program written in MATLAB (Mathworks, Natick, MA, USA) played stimuli to participants and recorded their responses via a graphical user interface.
Five normal-hearing listeners participated in experiment 1. Eight CI subjects, all implanted with the Nucleus CI24 device, attended experiment 2. They are all native English speakers. The University of Washington Institutional Review Board approved the process of recruitment, testing and informed consent for each of them.
B. Experiment 1: Acoustic Simulation
In order for normal-hearing listeners to compare HSSE and CIS, all the melody and timbre stimuli were vocoder-processed to simulate the effect of HSSE and CIS processing, respectively. Specific stimulus generation details were the same as in [3] . A stimulus was bandpass filtered (third-order Butterworth) into four or eight bands. The analysis bands spanned 80-6000 Hz and were logarithmically spaced. To simulate CIS processing, the Hilbert transform was applied in each channel and their Hilbert envelopes were extracted afterwards. In HSSE processing, the strongest harmonic in a particular channel was first identified and then transformed into a modulator, as described in Section II.
To prevent vocoders from presenting information that might not be accessible to CI users, the extracted CIS envelopes and HSSE modulators were all lowpass filtered (third-order Butterworth) at 300 Hz to correspond to the pitch saturation limit in electric hearing [26] , [27] . Because the of the test stimuli was between 262 and 523 Hz, in HSSE processing, the selected harmonics were frequency downshifted to half the -as opposed to the -such that the transposed harmonics can be preserved in the resulting 300-Hz-wide modulators. As a result, the contour conveyed in each HSSE modulator was one octave lower than the original one yet still consistent with it.
For synthesis, the extracted 300-Hz-wide CIS envelope or HSSE modulator from each channel was used to modulate a sinusoid carrier at the respective channel center frequency. The modulated sinusoids were then combined across all bands to generate the simulation sound that would be presented to normal-hearing subjects. In either the melody or the timbre recognition test, each subject was tested under four simulation conditions, covering two strategies (CIS and HSSE) and two channel numbers (4 and 8). The test order was randomized for each subject.
C. Experiment 2: Acute Test in Cochlear Implant Subjects
The recruited CI subjects are all fitted with the ACE strategy [33] , which estimates the incoming signal spectrum using a 128-point fast Fourier transform (FFT) under a sampling rate of 16 kHz, providing an analysis frame of 8 ms and an FFT bin spacing of 125 Hz. The FFT bins are then grouped to produce a total of 22 channels, which are typically linearly spaced from 188 to 1312 Hz and then logarithmically spaced up to 7938 Hz. For each channel, the real and imaginary components of the corresponding FFT bins were summed separately and their norm was computed afterwards to yield the envelope of the associated frame. In each frame, an "n" number of channels with the largest amplitude (typically 8-12 spectral maxima) are selected. The stimulation pulses are interleaved between the selected electrodes accordingly. The optimal number of maxima and the optimal stimulation rate are patient-specific information and saved in a patient's strategy MAP.
In HSSE processing, the same channel spacing of 22 electrodes as in the ACE strategy was used. Given an input signal, HSSE explicitly tracked its harmonics and then transformed eight predominant harmonics into modulators. As in experiment 1, the extracted modulators were 300 Hz wide. Each modulator was logarithmically compressed and then converted into an electric pulse train, using the Nucleus MATLAB toolbox [40] . To faithfully represent temporal fine structure, the per channel pulse rate was set at 1900 Hz, providing a total stimulation rate of 15200 Hz. Each pulse was biphasic and 25-s wide. The cathodic phase was applied first, followed by an 8-s gap and an equal-amplitude anodic phase of the pulse. To deliver the HSSE pulse trains to a CI subject, the Nucleus Implant Communicator 2 system was used, which comprises the CI24RE receiver-stimulator with the contour electrode array, the Laura L34SP research processor, and a custom fitting program. Before the test began, a subject's threshold (T level) and most comfortable (C level) loudness levels on each electrode were first measured in the fitting program. Based on the measured T-C levels, the amplitudes of HSSE pulse trains were mapped into appropriate current levels, which were then streamed to the subject's electrodes through the Laura processor without any further modification.
The ACE and CIS strategy were both implemented on the L34 processor, which produced roughly the same music perception as the ACE strategy on subjects' clinical processor. However, because CI subjects were already used to their processor, which has been specially optimized for them in terms of the stimulation rate and the number of spectral maxima, they would probably perform better with their own processors. Thus, subjects' clinical processor was chosen as the comparison baseline. As a visual comparison, the electrodograms by ACE and HSSE for a violin note are provided in Fig. 7(b) and (c) , respectively, along with the note's spectrogram in Fig. 7(a) . The spectrogram shows how the note's intensity (color scale) varies as a function of time and frequency: the evenly spaced horizontal lines represent harmonics, with the bottom one representing the . An electrodogram displays how the amplitude of electric pulses, represented as vertical lines, varies as a function of time at each electrode. One can see that the active electrodes are varying in ACE processing, whereas the same eight electrodes are selected through the note duration in HSSE to transmit eight predominant harmonics. Despite this difference, the selected electrode subsets are highly overlapped between the two strategies, presumably because both strategies are devoted to represent the predominant components of the note. To show the difference in fine structure encoding, a detailed view of the beginning segment of each electrodogram is also provided. One can see that with HSSE, salient cues are present at lower-frequency electrodes and noise-like cues are conveyed at higher-frequency electrodes, consistent with the phase coherence feature shown in the beginning of the spectrogram. The same level of fine structure cues are not found in the ACE electrodogram. The distinction of HSSE is also recognizable in comparison with the previously proposed F0mod [31] strategy, which modulates all channel envelopes at the input signal's regardless of any noise-like features in high frequency. The eTone [32] strategy might be able to preserve noise-like features, but it does not track harmonics as HSSE does. For timbre perception, however, both the harmonic and the noise-like fine structure cues are important and are represented in HSSE.
D. Experiment 3: Computational Modeling
To examine whether the temporal cues in an electric pulse train can be translated into appropriate neural responses, an auditory nerve model [35] , [36] was used to simulate the neural spike patterns evoked by CIS and HSSE, respectively. The model is based on the morphology and electrophysiology of cat spiral ganglion cells. Imennov and Rubinstein [36] demonstrated that the normalized response thresholds obtained from a population of 250 diameter-distributed model fibers match that of the same number of in vivo cat fibers. Thus, the same distribution of 250 fibers was used to generate all of the neural outputs in this experiment. The input to the model was the electric pulse train generated by a CIS or HSSE processor for a test stimulus.
Analogous to the vocoder processing, 8-channel CIS and HSSE implementations were used here to generate the electric encoding of the test stimulus. First, the 300-Hz-wide CIS envelope or HSSE modulator for a particular channel was extracted, as described in experiment 1. Next, the extracted signal was logarithmically compressed and converted into a pulse train of 1900 Hz, as described in Experiment 2. Each pulse train was then fed into the auditory nerve model to simulate, respectively, the neural spike patterns evoked by CIS and HSSE for the test stimulus.
Due to the high computational cost of simulating stochastic neural responses, "Twinkle Twinkle Little Star" was chosen as the only test melody in this experiment. It shows a large jump (from 262 to 392 Hz) at the first 1.5 s, thus further reduction in the computational cost can be achieved by simulating only the first 1.5 s. Because the auditory nerve model was inherently single-channel, neural responses in each spectral channel would be simulated independently. To gauge the best potential of CIS, the fourth band ([1065, 1675] Hz) was selected for simulation, because visual comparison indicated that better acoustic cues were conveyed in this band. For HSSE, there were multiple options, so the same fourth band was selected for consistency.
To examine the amount of information captured by the auditory nerve, a raster-plot of the simulated spike trains along 250 fibers was first generated and evaluated qualitatively (see Fig. 10 ). The time intervals between successive spikes were then analyzed. Given that the was encoded temporally with both strategies, an increase in a stimulus ' should produce a decrease in the interspike intervals (ISIs), and vice versa. Therefore, by measuring how the ISI changes as a stimulus' evolves, a strategy's ability to encode the can be simulated. Fig. 8(a) shows the average intra-subject melody recognition performance achieved by normal-hearing listeners with CIS and HSSE vocoders. In both channel conditions, subjects scored much higher with HSSE than with CIS: a mean improvement larger than 45% was observed. A repeated-measures analysis of variance (ANOVA) revealed that processing strategy produced a significant effect on melody recognition performance . Yet within a strategy, no significant performance difference was found between 4-and 8-channel conditions . Normal-hearing subjects' average performance on timbre recognition is shown in Fig. 9(a) . Unlike in the melody recognition test, subjects showed a slight improvement when the number of channels was increased from 4 to 8, presumably because the spectral shape of a timbre stimulus can be better represented with more channels. In the 4-channel condition, subjects' mean score was 12% higher with HSSE than with the CIS vocoder; and was 20% higher in the 8-channel condition. A repeated-measures ANOVA revealed that the processing strategy was a significant factor for timbre recognition , but the channel number was not .
IV. EXPERIMENT RESULTS

A. Acoustic Simulation Test Results
B. Cochlear Implant Test Results
Each individual CI subject's melody recognition performance as well as their mean score is shown in Fig. 8(b) . With the acutely tested HSSE, some subjects (e.g., S3 and S8) showed a clear improvement, about 20%; while in other subjects, only a minor or no advantage of HSSE was observed. On average, CI subjects scored 30% with their clinical processor and 37% with the acutely tested HSSE. The current data did not imply a significant difference between the two strategies on melody recognition . Fig. 9 (b) displays each individual CI subjects performance on timbre recognition along with their mean score. With the acutely tested HSSE, most subjects showed an immediate improvement: the biggest improvement observed was 35% (e.g., S4). On average, CI subjects scored 44% with their clinical processor and 61% with the acutely tested HSSE. The current data demonstrated a significant effect of HSSE on timbre recognition . Fig. 10 is divided into two subpanels. The CIS-evoked neural responses are displayed in panel A and those evoked by HSSE are in panel B. Within each panel, the top row shows the input pulse train, with each vertical line representing one biphasic pulse; the bottom row shows the raster-plot of the simulated neural outputs by placing a dot for every occurrence of a spike. To clearly display the difference in interspike intervals, a break in the -axis is introduced, such that the first 60 ms of note 2 (262 Hz) and that of note 3 (392 Hz) can be compared next to each other. In each raster-plot, the diameter of the model fibers is displayed in the -axis. It is noteworthy that the model responses resemble the spiking behavior observed in vivo: e.g., large-diameter fibers exhibit lower firing thresholds and a decreased variability in their response; compared to small-diameter fibers, the absolute refractory period in large fibers is brief, allowing them to fire spikes with greater frequency.
C. Computational Modeling Results
1) Raster-Plots:
Comparing the CIS-and the HSSE-evoked spike trains for an identical note, one can see that they convey similar envelope but different timing cues. The HSSE-evoked spike train displays clear troughs and peaks, following the fluctuation in the HSSE pulse train; whereas such a timing pattern is missing in the CIS-evoked spike train. Although the fluctuation is visible in the CIS pulse train, the modulation depth is comparatively shallow. Using a constant pulse rate of 1900 Hz, the CIS stimulation causes saturation in large-diameter fibers ( m), forcing most of the cues to reside only in smalldiameter fibers ( m). In contrast, HSSE might encode in two ways: in the duration of a pulse burst and in the interval between successive bursts. As increases from note 2 to note 3, both the width of the spike bursts and the interval between successive bursts decrease noticeably, potentially providing important timing cues for discrimination. Fig. 11 . Histograms of interspike-intervals pooled from the spike trains shown in Fig. 10 .
2) Interspike-Interval (ISI) Analysis:
To evaluate the differences in timing cues available to CIS and HSSE listeners, the histograms of ISIs pooled from all model fibers are plotted in Fig. 11 . The histograms on the left are constructed from the CIS-evoked spike trains, and those on the right are from HSSE. In each histogram, there is a peak between 1.0-1.5 ms, which is related to the fibers' refractory period. The absolute refractory period of a single fiber was s [36] , imposing a minimum ISI. The relative refractory period can further extend the ISI. Given a stimulation cycle of 526 s ( Hz), the elicited ISIs were all longer than 1.0 ms, producing a peak between 1.0-1.5 ms.
Additionally, there is also an -related peak in each histogram, as indicated by the dashed vertical lines. With HSSE, because the harmonics were transposed to half the , the pitch intervals were doubled accordingly. Comparing the top and the bottom rows, one can see that the -related peak shifts to the left, towards shorter ISIs, as increases from note 2 to note 3. Qualitatively, this shift is already implied in Fig. 10 , which also shows that fewer cues are present in the CIS-than in the HSSE-evoked spike trains. This difference in available timing cues is manifested as a difference in -related peak height. As can be seen, the -related peak height is much smaller on the CIS side than on the HSSE side. While one might perceive the change with either strategy, the simulated responses suggest that the change is likely to be much more obvious to HSSE listeners.
The ISI analysis is related to the temporal pitch coding in a single channel. Since the input stimulus used in our simulation was a harmonic tone, the F0mod or the eTone strategy, if included in the experiment, would likely generate similar patterns as HSSE. However, given a stimulus with noise-like features, there would be a clear difference between HSSE and the F0mod strategy in terms of the electric pulse pattern, and hence the neural spike pattern, because HSSE is more capable of encoding noise-like fine structure cues. With the eTone strategy, the representation of noise-like features would be dependent on the accuracy of the harmonic probability estimation [32] .
V. DISCUSSION
A. Coding With HSSE
To encode the of a complex sound, HSSE explicitly tracks its harmonics and transforms them into modulators centered at the . Because most CI users can only perceive temporal information up to approximately 300 Hz [26] , [27] , the harmonics were transposed to half the in our experiments. Compared with the envelope-based CIS strategy, HSSE represents better the temporal coding mechanism in the normal auditory system [19] , [21] , and yielded markedly better performance on the simulated melody recognition test. The fact that little difference between 4-and 8-channel conditions was found for melody recognition suggests that with a small number of channels, the place cues were too coarse to assist discrimination. The advantage of HSSE in coding was also demonstrated by the simulated spike patterns. With CIS, a limited amount of timing cues were conveyed only in the small-diameter fibers, while the large-diameter fibers were mostly saturated. In contrast, clear -related timing cues were observed in the HSSE-evoked spike patterns, suggesting that a better temporal pitch code might be available to HSSE listeners.
In the eight recruited CI users, a broad range of melody recognition performance was observed; yet their mean score with the clinical processor was consistent with previously reported data [9] , [12] . With the acutely tested HSSE, some subjects showed an immediate clear improvement, suggesting that the cues in HSSE modulators were accessible and beneficial to them. On the other hand, many subjects performed as poorly with HSSE as with their clinical processors. There are several possible reasons why some subjects did not show improvement on melody recognition with HSSE. First, there is often a mismatch between temporal and place cues, e.g., a signal with a repetition rate of 500 Hz might be delivered to a place that would normally be tuned to 1000 Hz. Without a correspondence between place and temporal cues, the auditory system may not be able to extract accurate information about frequency. As shown in [41] , the correct tonotopic representation of frequency is a necessary ingredient in the neural code for pitch. Second, in CI users there is often partial degeneration of the auditory nerve. This may adversely affect performance simply because there are fewer neurons carrying the temporal information, regardless of its availability. Third, the melody recognition task is not simply a measure of CI users' pitch perception [8] , in that it requires them to recognize familiar melodies with potentially distorted pitch cues and no rhythm cues. Perception of exact pitch intervals is critical to accurate melody recognition, yet CI users may actually perceive mistuned pitch. This might be why subjects S1, S2, and S4 did not recognize melody clearly better with HSSE, but all showed great improvement % in timbre recognition, where exact pitch intervals were not required.
B. Timbre Perception With HSSE
On timbre perception, both normal-hearing and CI subjects demonstrated a significant improvement with HSSE over CISlike strategies. Among the major determinants of timbre, spectral shape was presumably represented by HSSE and CIS with a similar degree of accuracy, because fixed spectral constraints apply to both strategies. The attack time was conveyed in the amplitude modulation, thus it was probably equally accessible to both HSSE and CIS listeners. Therefore, the observed benefit of HSSE on timbre recognition is likely attributable to the encoded harmonic and temporal fine structure cues.
As found in previous studies [24] , [25] , the relative amplitude of harmonics as well as the relative timing of their onsets and offsets are important timbre cues. In HSSE, the harmonics of complex sounds were explicitly tracked and transformed into modulators for electrodes. Although only the predominant harmonics were encoded due to the limited number of effective channels in CI users, current results suggest that the provided subset of harmonics benefit timbre perception significantly. In contrast, with the CIS and ACE strategy (as well as other recently proposed strategies, e.g., [28] - [32] ), the representation of harmonics is presumable insufficient, given that these strategies ignore the inherent harmonic structure during encoding. Additionally, the tone-or noise-like quality of an instrument timbre is dependent on the phase coherence cues of upper harmonics [23] , [24] . These cues are conveyed in the temporal fine structure, which was largely discarded in CIS and ACE processing. In HSSE, however, the fast-varying temporal fine structure was transformed into low frequencies and preserved in the modulators. As shown in Fig. 7 , the HSSE-encoded temporal fine structure cues can be either noise-like or -related, reflecting the phase coherence attribute of a particular timbre. It is possible that both the harmonic and the temporal fine structure information assisted HSSE listeners in recognizing a specific instrument timbre.
C. Implementation of HSSE
In acute testing, CI users only received a limited exposure to HSSE, thus, they might not be able to take full advantage of the information in the pulse pattern. Given more experience with HSSE, they could potentially perform better on melody and timbre recognition tests. For longer duration testing, HSSE may be implemented in real time, given an efficient tracker. To avoid significant perceptual delay, the tracker should be able to run with minimal output latency using only a fraction of a processor's computing resource. Also, it should be able to generate accurate estimates in a wide range of conditions. The feasibility of real-time tracking has been demonstrated in interactive music applications [42] and in CI speech processing [32] . Once the is known, the encoding of each individual harmonic can be executed in parallel, for which the computational complexity is comparable to traditional encoding approaches. Given that processors' computing power has been increasing over time, it seems feasible to implement real time HSSE on a modern processor.
Since the test stimuli in the current study contain only a single musical source, it is not clear yet how HSSE can assist CI users in a multi-instrument setting. When multiple sources are present, it is possible to track the of every single source. Yet how to simultaneously deliver them to CI users is beyond the scope of this work. Alternatively, we can select one particular source-e.g., by tracking the root (lowest) note of a chord, or the predominant [43] of a leading instrument or singer-and deliver the associated harmonic group to CI users by HSSE. Although it seems less ideal to represent a single source than to deliver all sources, HSSE is still a useful step forward in understanding how to bring an improved musical experience to CI users.
VI. CONCLUSION
Although the importance of fine structure information to music perception is well acknowledged, the optimal representation of fine structure information for CI users remains unresolved. The present study has demonstrated that by encoding harmonic and temporal fine structure information, HSSE has possible advantages over CIS-like strategies in delivering timbre cues to CI users. Regarding melodic pitch contour identification, the extent to which HSSE can provide benefit is unclear. However, the vocoder test results suggest that salient and accurate pitch cues are available in HSSE encoding, and these pitch cues can be translated into simulated neural responses. More experience with HSSE could potentially yield higher performance on the melody test. Overall, HSSE seems like a promising strategy to improve music perception with CIs. Improved music perception could have a highly positive impact on CI users' lives, particularly to those deaf at birth or early in life with no previous experience with music [13] . Because fine structure information is also useful for speech recognition in noise and lexical tone identification [4] , HSSE might improve speech perception with CIs [3] as well.
