ABSTRACT. We deal with a construction of some difference posets via a method of a pasting of MV-algebras. We generalize Greechie diagrams used in MV-algebra pastings. We give necessary and sufficient conditions under which the resulting pasting of an admissible system MV-algebras is a lattice-ordered D-poset.
Introduction
A method of a construction of quantum logics (orthomodular posets and orthomodular lattices) making use of the pasting of Boolean algebras was originally suggested by Greechie in 1971 [9] . Such quantum logics are called Greechie logics. In Greechie logics Boolean algebras generate blocks with the intersection of each pair of blocks containing at most one atom. One of useful tools in order to construct interesting orthomodular posets and orthomodular lattices is Greechie's Loop Lemma which gives the necessary and sufficient conditions under which a Greechie logic is lattice-ordered. In addition, Greechie's pasting technique allowed to prove the existence of an orthomodular lattice admitting no state.
The method of the pasting of Boolean algebras has been later generalized by many authors, above all by Dichtl [5] , Navara and Rogalewicz [15] , Navara [13] . In [5] , Dichtl has succeeded in obtaining characterizations of orthomodular posets and orthomodular lattices under assumptions more general than those of the Greechie's Loop Lemma. In [13] , Navara formulated sufficient and necessary conditions under which a pasting of a family of Boolean algebras is an orthoalgebra. For more details we refer the reader to Navara [14] and the references given there.
In the early nineties, Kôpka and Chovanec [12] introduced a new algebraic structure called a difference poset (D-poset for short). In this structure difference of comparable elements is a primary notion. Independently, Foulis and Bennett [7] introduced an essentially equivalent structure called an effect algebra with a partial addition as a primary operation. The notion of a D-poset (an effect algebra) generalizes orthoalgebras (and hence orthomodular posets), MV-algebras (including Boolean algebras) as well as the system of Hilbert-space effects which plays an important role in the theory of so-called unsharp quantum measurements.
Short time after D-posets (effect algebras) were discovered, the attempts have arisen to generalize the method of the pasting in order to construct miscellaneous examples of difference posets and in order to study difference lattices admitting no states (probability measures). These efforts were successful only after Riečanová [17] proved that every lattice-ordered effect algebra (D-lattice) is a set-theoretical union of maximal sub-D-lattices of pairwise compatible elements, i.e. maximal sub-MV-algebras.
A method of a construction of difference lattices by means of an MV-algebra pasting was originally suggested in [4] . Thereafter many authors have tried to use another pasting techniques in order to construct various types of difference posets (effect algebras) (see [18] , [11] , [14] , [19] ).
In this paper, we give some re-formulations of the basic notions introduced in [4] and generalize Greechie diagrams used on a graphical representation of Greechie logics. Finally we present some sufficient conditions under which a pasting of an admissible system of MV-algebras is a lattice-ordered D-poset.
Basic definitions and facts
In this section, we summarize some necessary definitions and facts about D-posets. For more details we refer to [3] or [6] .
Let P be a bounded partially ordered set with the least element 0 P and the greatest one 1 P . Let be a partial binary difference operation on P such that there is b a in P if and only if a ≤ b and the following axioms hold.
(D1) a 0 P = a for any a ∈ P. 
GRAPHIC REPRESENTATION OF MV-ALGEBRA PASTINGS
The structure (P, ≤, , 0 P , 1 P ) is called a difference poset (a D-poset) . For the simplicity of the notation, we write P instead of (P, ≤, , 0 P , 1 P ).
A lattice-ordered D-poset is called a D-lattice.
Example 1. Let (P, ≤, , 0 P , 1 P ) be an orthomodular poset (an orthomodular lattice, resp.), where is an orthocomplementation. For a, b ∈ P such that a ≤ b we define b a as follows
Then (P, ≤, , 0 P , 1 P ) is a D-poset (a D-lattice).
A D-lattice P is said to be σ-complete if for any countable sequence {a n } ∞ n=1 ⊂ P the least upper bound ∞ n=1 a n and the greatest lower bound ∞ n=1 a n exist in P.
A non-zero element a of a D-poset P is called an atom if the inequality b ≤ a entails either b = 0 P or b = a. A D-poset P is said to be atomic if for any non-zero element b ∈ P there is an atom a ∈ P such that a ≤ b.
For any element a in a D-poset, the element 1 P a is called the orthosupplement of a and is denoted by a ⊥ . The unary operation ⊥ : a → a ⊥ is an involution ((a ⊥ ) ⊥ = a) and order reversing (a ≤ b implies b ⊥ ≤ a ⊥ ).
The set [a, b] = {x ∈ P : a ≤ x ≤ b} is called an interval in a D-poset P.
In every D-poset, a partial operation ⊕ (an orthosummation) can be defined as follows.
It is easy to see that
An additive counterpart to a D-poset is an effect algebra introduced by Foulis and Bennett in [7] . Although D-posets and effect algebras are essentially equivalent structures, D-posets seem preferable when we want to emphasize the primary role of the difference operation.
A D-poset (an effect algebra) P with the property a ≤ a ⊥ implies a = 0 P is called an orthoalgebra [8] . Orthomodular posets and lattices are special types of orthoalgebras.
Let F = {a 1 , . . . , a n } be a finite sequence in a D-poset P. We define a 1 ⊕ · · · ⊕ a n = (a 1 ⊕ · · · ⊕ a n−1 ) ⊕ a n , n≥ 3, supposing that a 1 ⊕ · · · ⊕ a n−1 and (a 1 ⊕ · · · ⊕ a n−1 ) ⊕ a n exist in P. We say that a finite system F = {a 1 , a 2 , . . . , a n } is ⊕-orthogonal, if a 1 ⊕ a 2 ⊕ · · · ⊕ a n exists in P and then we write
For every a ∈ P and positive integer n we define 0a = 0 P and (n + 1)a = na ⊕ a, if all involved elements exist. The greatest n such that na exists is called the isotropic index of a and denoted τ (a). If na exists for every integer n then
A finite set of atoms {a 1 , a 2 , . . . , a n } of an Archimedean D-poset P is called a finite atomic decomposition of the unity, if the set {τ (a 1 )a 1 , τ(a 2 )a 2 , . . . . . . , τ(a n )a n } is ⊕-orthogonal and
Elements a and b from a D-poset P are called compatible and we
It is well known that an orthomodular lattice of pairwise mutually compatible elements forms a Boolean algebra. According to [2] , a D-lattice of pairwise mutually compatible elements forms an MV-algebra (introduced by Chang in [1] ), therefore, MV-algebras play a similar role in difference posets as Boolean algebras do in orthomodular structures.
Let P be a D-poset. A subset Q ⊆ P is called a sub-D-poset of P if 1 P ∈ Q and b a ∈ Q for every a, b ∈ Q such that a ≤ b.
If a sub-D-poset Q of a D-poset P is organized as a Boolean algebra (an MV-algebra) with respect to the order and the difference defined in P, we call Q a Boolean subalgebra (a sub-MV-algebra) of P.
If, moreover, w is bijective and its inverse is also a D-morphism, then w is called an isomorphism and we say that P and T are isomorphic.
It is known (see [16] ) that compatible events of a quantum mechanical system belong to some classical subsystem. It means that from the algebraic point of view compatible elements of a quantum logic (an orthomodular poset) belong to a Boolean subalgebra of this logic. A maximal Boolean subalgebra of a quantum logic (an orthoalgebra) is called a block. In D-posets, a more general definition of a block has been used.
Ò Ø ÓÒ 2º A block in a D-poset P is a maximal sub-MV-algebra of P.
Note that if A is a maximal sub-MV-algebra of an orthoalgebra P then A is simultaneously a maximal Boolean subalgebra of P.
If {a 1 , a 2 , . . . , a n } is a finite atomic decomposition of the unity of an Archimedean D-lattice P, then the set
is a block in P.
In [13] , Navara showed that every orthoalgebra is the union of its blocks. A similar result for D-lattices was achieved by Riečanová in [17] . This outcome evoked a question how we could construct a D-poset from a given collection of MV-algebras. The first attempts to solve this problem appeared in [4] , but later it has been revealed that some notions require a revision, especially the definition of an admissible system MV-algebras for a pasting.
Construction of an MV-algebra pasting
In this section, we will deal with the problem of constructions of difference posets by the method of an MV-algebra pasting. At first we have to bring an answer to the question: What do we mean by an MV-algebra pasting? The answer consists in the following definition.
Ò Ø ÓÒ 3º Let S = {A t : t ∈ T } be a countable system of atomic σ-complete MV-algebras. By an MV-algebra pasting of the system S we understand a construction of a difference poset P such that the following conditions are fulfilled.
(P1) There is a system S * = {A * t : t ∈ T } of maximal sub-MV-algebras (blocks) of P.
(P2) There is a bijection ψ from S onto S * such that the MV-algebras A t and blocks A * t = ψ(A t ) are isomorphic for every t ∈ T .
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We denote the set of all atoms of an MV-algebra A by At(A) and the cardinality of a set A by |A|. Ò Ø ÓÒ 4º Let A and B be different atomic σ-complete MV-algebras. Let A and B be finite sets of atoms such that A ⊂ At(A), B ⊂ At(B) and |A| = |B|. We say that the sets A and B are isotropically equivalent, and write A ∼ τ B, if there is a bijection ϕ : A → B such that τ (a) = τ (ϕ(a)) for every a ∈ A.
Note that the relation ∼ τ is symmetric and transitive, and moreover, A ∼ τ B whenever A = ∅ and B = ∅.
Let S = {A t : t ∈ T } be a countable system of atomic σ-complete MV-algebras. We choose exactly one pair (A, B) of isotropically equivalent sets of atoms from every couple (A t , A s ) (t = s) of MV-algebras of the system S and one bijection ϕ ts such that B = ϕ ts (A) and τ (ϕ ts (a)) = τ (a) for any a ∈ A. Let us denote such a choice by U . Thus
We demand, in addition, that the choice U has the following properties.
ts is the inverse map of ϕ ts .
Ò Ø ÓÒ 5º Let S = {A t : t ∈ T } be a countable system of atomic σ-complete MV-algebras and U be a choice of pairs of isotropically equivalent sets of atoms (described above). A couple (S, U ) is called the admissible system of MV-algebras (for a pasting), if the following conditions hold for arbitrary
Note that every countable system S of atomic σ-complete MV-algebras is admissible with respect to a choice U 0 of pairs of empty sets.
Let (S, U ) be an admissible system of MV-algebras, where S = {A t : t ∈ T }. We define a relation ∼ on t∈T A t in the following way.
. . , n, such that either
(c ∼ y in the sense of (3)) and
Note that x ∼ y if and only if
The relation ∼ is reflexive, symmetric and transitive, so it is an equivalence on t∈T A t .
Let [x] be an equivalence class determined by x and let P be the quotient set, i.e.
A partial ordering ≤ and a difference on P are defined as follows.
[ We prove that the relation ≤ and the partial operation are independent of the choice of representatives. 
. . , n. Then using of duality and (i) we immediately obtain
and also
and similarly
Note that the case
In the same manner it can be proved that
For this reason P is a partially ordered set with the greatest element [1 A t ] (denoted by 1 P ) and the least element [0 A t ] (denoted by 0 P ). The partial operation satisfies the axioms (D1) and (D2), so (P, ≤, 1 P , 0 P , ) is a D-poset. Moreover, P is an MV-algebra pasting in the sense of Definition 3.
We note that the Greechie logic is a specific case of an MV-algebra pasting described above. Contrary to the Greechie logic, the intersection of blocks in an MV-algebra pasting may contain more than one atom.
If (S, U 0 ) is an admissible system of MV-algebras with respect to a choice of pairs of empty sets, then such a pasting is called the 0-1-pasting or the horizontal sum of MV-algebras. Every 0-1-pasting of MV-algebras is a lattice-ordered D-poset, specifically, the 0-1-pasting of an admissible system of Boolean algebras creates an orthomodular lattice.
Graphical diagrams of MV-algebra pastings
A very useful tool for a graphical representation of finite partially ordered sets (posets) and Greechie logics are Hasse and Greechie diagrams. A Hasse diagram of a finite poset P is an oriented graph (digraph) where objects, called vertices, are elements of P and edges correspond to the covering relation. Vertices are usually drawn as points or small black circles and edges as lines going from lower to higher covering elements, i. e. edges are upward directed. A Greechie diagram of a Greechie logic L is a hypergraph where vertices are atoms of L and edges correspond to blocks (maximal Boolean sub-algebras) in L. Vertices are drawn as points or small black circles and edges as smooth lines connecting atoms belonging to a block. Greechie diagrams are basically condensed Hasse diagrams.
A Greechie diagram of a finite Boolean algebra enables to reconstruct this algebra. If a Boolean algebra A contains n atoms (the Greechie diagram of A consists of n vertices lying on one line), then A is isomorfic to the power set of a set with n elements and |A| = 2 n .
If At(M) = {a 1 , a 2 , . . . , a n } is a set of all atoms of a finite MV-algebra M, then M is uniquely determined, up to isomorphism, by isotropic indices of its atoms and in this case we write
Let us assume MV-algebras A(2, 3) and B (3, 2) . Then |A(2, 3)| = |B(3, 2)| = 12 and it is obvious that A and B are isomorphic.
For a graphical representing of MV-algebra pastings we use also Greechie diagrams. In this case we denote a vertex a of a Greechie diagram in the form a(τ (a)), where a is an atom and τ (a) is its isotropic index. Then a finite MV-algebra is uniquely determined by its Greechie diagram. 
and in the remaining cases x ∈ [y] if and only if x = y. The structures A and B create an admissible system of MV-algebras with respect to the choice U , so their pasting P exists and P = [x] : x ∈ A∪B . The pasting P is presented by the Greechie diagram in Fig. 1e ) and by the Hasse diagram in Fig. 1f ). Evidently P is a D-lattice.
Greechie diagrams are useful only in the case if the intersection of blocks contains a small number of atoms. Otherwise we suggest to use so-called cluster Greechie diagrams.
Ò Ø ÓÒ 7º Let P = t∈T A * t be an MV-algebra pasting of an admissible system (S, U ), where S = {A t : t ∈ T } is a countable system of atomic σ-complete MV-algebras and U is a choice of pairs of isotropically equivalent sets of atoms. A cluster Greechie diagram (a CG-diagram for short) is a hypergraph (V, E), where V (the set of vertices) is a system of pairwise disjoint subsets of At(P) such that V = At(P) and E (the set of edges) is a system of sets of atoms of individual blocks in P, i.e. E = At(A * t ) : t ∈ T . Vertices of a CG-diagram are drawn as small circles and edges as smooth lines connecting all sets of atoms belonging to a block. . We obtain the following equivalence classes:
x ∈ A ∪ B is a pasting of the MV-algebras A and B. For the simplicity we denote a = [
The Greechie diagram of the MV-algebra pasting P is displayed in Fig. 2b ) and the CG-diagram of P in Fig. 2c ).
In the whole following text we will identify an equivalence class [x] with the element x determining this class.
Loops in MV-algebra pastings
In this section we give conditions under which a pasting of an admissible system of MV-algebras is a lattice-ordered D-poset (a D-lattice). We follow Dichtl ideas (cf. [5] ), but we present them in a different way.
Ä ÑÑ 9º Let P be a pasting of an admissible system of MV-algebras. Let 
Then the following statements are true.
where T, S are countable index sets. Then At(
Suppose that x ∈ A * ∩ B * . Because x ∈ A * , the element x can be expressed in the form x = x 1 ⊕ x 2 , where
The element x belongs simultaneously to the block B * and this is possible if and only if either 
, which is in contradiction with the definition of sets A and B. Thus the element x can be expressed in the form
If
In order to prove that v ⊥ is an atom in A * ∩ B * , we assume that there is
As above, the element x can be expressed in the form (1) 
The statement τ (v ⊥ ) = 1 follows immediately from the equality v ∧ v ⊥ = 0 P .
(iii) In accordance with the above mentioned results, we can write
ÓÖÓÐÐ ÖÝ 10º If the assumptions of the previous Lemma 9 are fulfilled, then
Ì ÓÖ Ñ 11º Let P be an MV-algebra pasting of an admissible system (S, U ),
P r o o f. From the construction of a pasting of an admissible system of MV-algebras we know that P is a D-poset. We prove that P is a lattice. Let us denote
where T and S are countable index sets. Then At(
It is obvious that x 1 ⊕ x 2 is the supremum of x 1 and x 2 in the block A * , i.e.
Observe that the supremum of x 1 and y 1 exists in P, because
Similarly x ∨ y exists in P if y 2 = 0 P . Now let x 2 = 0 P and y 2 = 0 P . We prove that x 1 ⊕ x 2 = x 1 ∨ x 2 and y 1 ⊕ y 2 = y 1 ∨ y 2 . Let z ∈ P such that x 1 ≤ z and x 2 ≤ z. Then necessarily z ∈ A * (z ∈ B * if and only if z ∈ A * ∩ B * ), therefore x 1 ⊕ x 2 = x 1 ∨ A * x 2 ≤ z, which gives that x 1 ⊕x 2 = x 1 ∨x 2 . In a similar manner we obtain y 1 ⊕y 2 = y 1 ∨y 2 . Further we have
We prove that v ⊥ ⊕ c is the supremum of x and y. Suppose that w ∈ P such that x ≤ w and y ≤ w.
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There are two possibilities:
Inasmuch as x 2 = 0 P , there is an atom a t 0 for some t 0 ∈ T such that a t 0 ≤ x 2 . Then
t be an MV-algebra pasting of an admissible system (S, U ), where S = {A t : t ∈ T } is a countable system of atomic σ-complete MV-algebras and U is a choice of pairs of isotropically equivalent sets of atoms. Let A * 0 , A * 1 , . . . , A * n−1 be a finite system of n mutually different blocks of P, n ≥ 3. For every i = 0, 1, . . . , n − 1 we define the index set
and we put 
where (e) An astroid is generated only by nodal vertices (including central nodal vertices). Fig. 3a ) displays an astroid with the least number of atoms and with the empty set of central nodal vertices. Fig. 3b ) displays an astroid with the only one central nodal vertex (W = {c}). A CG-diagram of an astroid is visible in Fig. 3c ).
r r r r r r r r t 
d(2) t e(2)
where T i are countable index sets, i = 0, 1, 2, . . . , n − 1. Let x ∈ A * i and y ∈ A * m for some i, m ∈ {0, 1, 2, . . . , n − 1}, such that x > 0 P , x = t∈T i α t a it , α t ∈ {0, 1, . . . , τ(a it )}, and y > 0 P , y = s∈T m β s a ms > 0 P , β s ∈ {0, 1, . . . , τ(a ms )}. Then x, y are generated by atoms that are not nodal vertices of the n-loop and, moreover, x ≤ a i , y ≤ a m . Obviously x ∨ y exists in
⊥ is the supremum of x and y in P. Suppose that z ∈ P such that x, y ≤ z. Then
GRAPHIC REPRESENTATION OF MV-ALGEBRA PASTINGS
In the first case z ≤ v i+1 ⊕ w and there is an atom a it 0 , t 0 ∈ T i , such that a it 0 ≤ x. Then
which contradicts the isotropic index of the atom a it 0 . For that reason the only
We give some sufficient conditions under which a pasting of an admissible system of MV-algebras is not a lattice-ordered D-poset. 
Ì ÓÖ Ñ 14º Let P =

. Let us put
where T i (i = 0, 1, 2) are countable index sets.
for i = 0, 1, 2 (mod 3). The elements (w ⊕a i ) ⊥ and (w ⊕v i+2 ) ⊥ are two different minimal upper bounds of v i and v i+1 for i = 0, 1, 2 (mod 3) and it is easily verifiable that there is no block containing a smaller common upper bound, so the supremum of v i and v i+1 does not exist in P for every i = 0, 1, 2 (mod 3). For the sake of completeness, we note that also the supremum of a i and v i+2 does not exist in P for every i = 0, 1, 2 (mod 3).
The following corollary of Theorem 14 is in accordance with Greechie's Loop Lemma [9] (cf. also [14] ). 
. Let us denote
where T i (i = 0, 1, 2, 3) are countable index sets. Note that A i = ∅ because this 4-loop is not an astroid, so a i = 0 P , v i = 0 P and
, which gives a i+1 = 0 P , a contradiction. We proved that the supremum of v i+1 and v i+3 does not exist in P for i = 0, 1 (mod 4).
Note that the supremum of orthogonal elements exists in a 4-loop. Moreover, if all blocks forming a 4-loop are Boolean subalgebras, then this pasting is an orthomodular poset. Now we give sufficient conditions for a pasting of an admissible system of MV-algebras containing a 3-loop or a 4-loop, respectively, to be a lattice-ordered D-poset. These conditions are inspired by Dichtl's results from the construction of orthomodular lattices as the pasting of a pasted family of finite Boolean algebras, that were published in [5] . First we prove the following very useful lemma. 
Ä ÑÑ 17º Let P be a D-lattice and a, b, c
where S is a countable index set. The situation where W = ∅ is illustrated in Fig. 5a ).
We have
We prove that z i ⊕ z i+1 is the supremum of z i and z i+1 in P. Let z ∈ P such that z i ≤ z and z i+1 ≤ z. Then
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Using Lemma 17 and the fact that z i ∧ z i+1 = 0 P , we obtain
and thus
In the same way it can be proved that
Similarly, the element (z 0 ⊕ z 1 ) ⊕ z 2 exists in P and it is the least upper bound of z 0 ⊕ z 1 and z 2 in the block B * . If z ∈ P such that z 0 ⊕ z 1 ≤ z and z 2 ≤ z then necessarily z ∈ B * and consequently (z 0 ⊕ z 1 ) ⊕ z 2 ≤ z, which implies that
In a similar manner,
Thus we have shown that the supremum of the elements generated by nodal vertices exists in P.
We prove that w ⊥ is the least upper bound
⊥ , then using Lemma 17 and the fact that
It can be proved in a routine manner that
i . Using Lemma 17 and the fact that
⊥ and, moreover,
exists in P and we denote it by c.
Then c ≤ v i+1 ⊕ w and we prove that (v i+1 ⊕ w)
⊥ ⊕ c is the supremum of x and y. Observe that
We proved that any two elements of P have a supremum and thus the proof is complete. 
Ò Ø ÓÒ 19º
We say that a 3-loop is unbound in a pasting P of an admissible system of MV-algebras, if there is no block in P containing all its nodal vertices.
The following theorem generalizes Theorem 14.
Ì ÓÖ Ñ 20º Every pasting of an admissible system of MV-algebras containing an unbound 3-loop is not a lattice-ordered D-poset.
P r o o f. The proof may be made in the same manner as the proof of Theorem 14. 
This situation is typified in Fig. 3c) . The equalities
We still need to determine the supremum of z i and z i+2 for i = 0, 1. Suppose that z i > 0 P and z i+2 > 0 P . We have
) and for that reason the supremum of x, y exists in P. If
exists in P and we denote it by c. In the same manner as in the proof of Theorem 18 it can be proved that 
In this case, W = ∅ implies x ∨ y = 1 P . 
Ì ÓÖ Ñ 22º
where S is a countable index set. Since B = ∅, it follows that b > 0 P . Fig. 5b ) shows this situation for W = ∅. We have
and hence
and by putting d = ( 
where T and S is are countable index set. Since C j = ∅, it follows that c j > 0 P for j = 1, 2. We have 
⊥ and hence
Let x ∈ A * 0 and y ∈ C * 1 , where x and y are defined as above. If
⊥ and thus
Similarly it can be shown that x ∨ y exists in P if x ∈ A * i (i = 1, 2, 3) and y ∈ C * 0 or y ∈ C *
⊥ and therefore
In the same manner it can be shown that x ∨ y exists in P if x ∈ A * 0 and y ∈ A * 3 . Now suppose that x ∈ A * 0 and y ∈ A * 2 , y = y v 2 ⊕y a 2 ⊕y v 3 ⊕y w , where
. Finally we can say that x ∨ y exists in P whenever x ∈ A * i and y ∈ A * j for every i, j ∈ {0, 1, 2, 3}. 
