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Abstract
Given an m-tuple (A1, . . . ,Am) of finite dimensional ∗-simple algebras we introduce a block-triangular
matrix algebra with involution, denoted as UT∗(A1, . . . ,Am), where each Ai can be embedded as ∗-
algebra. We describe the T∗-ideal of R = UT∗(A1, . . . ,Am) in terms of the ideals T∗(Ai) and prove that
any algebra with involution which is minimal with respect to its ∗-exponent is ∗-PI equivalent to R for a
suitable choice of (A1, . . . ,Am). Moreover we show that if m = 1 or Ai = F for all i then R itself is a
∗-minimal algebra. The assumption for the base field F is characteristic zero.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
A relevant problem for the study of polynomial identities satisfied by an associative algebra
with involution (A,∗) consists in describing the codimension sequence cm(A,∗) associated to
the ideal T∗(A) of all ∗-polynomial identities of A. We say that two algebras A,B are ∗-PI
equivalent if T∗(A) = T∗(B) and hence cm(A,∗) = cm(B,∗) for any m > 0. When the field F
has characteristic zero and the algebra A satisfies a non-trivial ∗-polynomial identity one has that
the ∗-codimension sequence is exponentially bounded [3]. If A is also finite dimensional then an
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[5] provides that there exists the limit:
exp(A,∗) = lim
m→∞
m
√
cm(A,∗)
and it is an integer. We call this integer the ∗-exponent of A. The presence of this invariant
suggests to classify the finite-dimensional algebras with involution on the basis of the value of
their exponent. We have clearly that if T (A,∗) ⊂ T (B,∗) then exp(A,∗) exp(B,∗). Then, we
say that an algebra with involution (A,∗) is minimal with respect to its ∗-exponent or simply
∗-minimal if for any finite dimensional algebra (B,∗) such that T (A,∗)  T (B,∗) one has
exp(A,∗) > exp(B,∗).
It is natural to look for a characterization of ∗-minimal algebras which has to be clearly up
to ∗-PI equivalence. The corresponding problem for ordinary polynomial identities has been
completely solved in [6] where a relevant role is played by block-triangular matrices. So far
for the case of algebras with involution one has only partial results. For instance, a description
of the varieties of ∗-algebras with almost polynomial growth has been obtained in [1]. More
precisely, the authors prove that there are exactly two such varieties and they construct two finite
dimensional algebras that generate each variety (see also [2,9]). Moreover, one has that these
algebras are ∗-minimal of ∗-exponent 2. Further results has been obtained in [10]. The present
paper intends to contribute to this research by describing a class of algebras with involution that
contains all ∗-minimal algebras up to ∗-PI equivalence.
More precisely, we assume the field F is of characteristic zero and all algebras are fi-
nite dimensional. A first result is the description of the T∗-ideal of an algebra with involu-
tion UT∗(A1, . . . ,At ) defined by a t-tuple (A1, . . . ,At ) of ∗-simple algebras and given by
suitable block-triangular matrices. We prove that this ideal is equal to T∗(A1) · · ·T∗(At ) ∩
T∗(At ) · · ·T∗(A1). In the present paper we prove also that if A is a minimal algebra with respect
to its ∗-exponent then A is ∗-PI equivalent to the algebra with involution R = UT∗(A1, . . . ,At )
for a suitable choice of ∗-simple algebras A1, . . . ,At . For the case t = 1 that is when R is a
∗-simple algebra itself we show that R is ∗-minimal by using arguments based on the represen-
tation theory of symmetric groups and influenced by those in [6]. We prove the ∗-minimality of
R also for the case A1 = · · · = At = F .
We introduce now some basic definitions for the study of the ∗-polynomial identities. Let A
be an associative algebra over a field F of characteristic different from 2. The map ∗ :A → A is
an involution on A if it is an automorphism of the F -vector space A such that (ab)∗ = b∗a∗ and
(a∗)∗ = a for every a, b ∈ A. An element a ∈ A is said to be symmetric or skew-symmetric if a∗ =
a or a∗ = −a, respectively. We denote by A+,A− ⊂ A the subspaces of respectively symmetric
and skew-symmetric elements of A. Let (A,∗), (B,◦) be two algebras with involutions ∗,◦. We
say that they are isomorphic as algebras with involution if there exists an algebra isomorphism
ϕ :A → B such that ϕ(a∗) = ϕ(a)◦.
Let X = {x1, x2, . . .}, X∗ = {x∗1 , x∗2 , . . .} be two disjoint countable sets of indeterminates and
denote by F 〈X,∗〉 = F 〈X ∪ X∗〉 the free associative algebra freely generated by X ∪ X∗ en-
dowed with the involution xi → x∗i . A polynomial f (x1, x∗1 , . . . , xn, x∗n) ∈ F 〈X,∗〉 is said to be
a ∗-polynomial identity of an algebra with involution (A,∗) if f (a1, a∗1 , . . . , an, a∗n) = 0 for all
a1, . . . , an ∈ A. Denote by T∗(A) the ideal of all ∗-polynomial identities satisfied by A. Note that
it is a T∗-ideal that is an ideal invariant under all endomorphisms of F 〈X,∗〉 commuting with
the involution. Clearly, if A,B are isomorphic ∗-algebras then they are ∗-PI equivalent.
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tion satisfying all ∗-polynomial identities of A. It is useful to consider F 〈X,∗〉 as generated by
symmetric and skew-symmetric variables. More precisely we have F 〈X,∗〉 = F 〈Y,Z〉, where
yi = xi + x∗i and zi = xi − x∗i for all i. Hence a polynomial f = f (y1, . . . , ym, z1, . . . , zn) is a∗-polynomial identity of A if and only if f (a1, . . . , am, b1, . . . , bn) = 0 for all ai ∈ A+, bi ∈ A−.
Denote by Pm(∗) the vector space generated by the monomials of degree m in the variables
y1, . . . , ym, z1, . . . , zm such that for any i = 1,2, . . . ,m, either the variable yi or zi but not both,
occurs exactly once. The dimension of the space Pm(A,∗) = Pm(∗)/Pm(∗)∩T∗(A) is called mth
∗-codimension of the algebra A and it is denoted as cm(A,∗). We define Pm,n(∗) as the subspace
of F 〈Y,Z〉 of the multilinear polynomials in the variables y1, . . . , ym, z1, . . . , zn. We denote by
cm,n(A,∗) the dimension of Pm,n(A,∗) = Pm,n(∗)/Pm,n(∗)∩ T∗(A). It is well known that
cm(A,∗) =
m∑
k=0
(
m
k
)
ck,m−k(A,∗).
2. Block-triangular matrix algebras with involution
Let F be a field of characteristic zero. For any integer d > 0 we denote by Md the complete
matrix algebra over F . It is well-known that the following algebras with involution are ∗-simple:
(α) Md endowed with the transpose or symplectic involution (d even);
(β) Md ⊕Mopd with the exchange involution.
Note that if F is algebraically closed then, up to isomorphisms, the above algebras are all finite
dimensional ∗-simple ones. In general (char(F ) = 0), any finite dimensional ∗-simple algebra is
at least ∗-PI equivalent to an algebra of type (α),(β) (see [11, §2.2], [4, §3.6]).
We denote now by γd the orthogonal involution defined on Md by putting aγd = g−1atg =
g atg for all a ∈ Md , where:
g =
⎡
⎢⎣
0 . . . 1
.
.
.
1 . . . 0
⎤
⎥⎦
and at is the transposed of the matrix a. In particular we have that eγdij = ed−j+1,d−i+1 for
any matrix unit eij ∈ Md . Note that the involution γd occurs in the classification of involutions
for algebras of triangular matrices [7]. For any ∗-simple algebra A of type (α), (β) we have a
monomorphism of ∗-algebras A → (Mr, γr) with r > 0 a suitable integer depending on A. In
particular, if A = (Md,α) the embedding A → (M2d , γ2d) is defined as:
a →
[
a 0
0 aαγd
]
=
[
a 0
0 0
]
+
[
aα 0
0 0
]γ2d
.
Moreover, if A = Md ⊕Mopd then a monomorphism A → (M2d , γ2d) is given by:
(b, c) →
[
b 0
0 cγd
]
=
[
b 0
0 0
]
+
[
c 0
0 0
]γ2d
.
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the sequence of positive integers such that Ai = (Mdi , αi) or Ai = Mdi ⊕Mopdi . Note that
Bi =
{[
a 0
0 b
] ∣∣ a, b ∈ Mdi
}
is a subalgebra with involution of (M2di , γ2di ) and a monomorphism of ∗-algebras Δi :Ai → Bi
is defined by the previous maps for any i = 1,2, . . . , t . Moreover, if d =∑ti=1 di then we have a∗-monomorphism ⊕ti=1 Bi → (M2d , γ2d) by putting:
t∑
i=1
[
ai 0
0 bi
]
→
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣
a1
. . .
at
bt
. . .
b1
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
By composing the monomorphism
⊕t
i=1 Δi :
⊕t
i=1 Ai →
⊕t
i=1 Bi with this map we obtain
an embedding of algebras with involution Δ :
⊕t
i=1 Ai → (M2d , γ2d). We denote by D =
D(A1, . . . ,At ) ⊂ M2d the ∗-algebra which is the image of Δ.
Let 1 i, j  t , i = j and denote by Uij the vector space Mdidj of the rectangular matrices
of dimensions di × dj . Let U be the subspace of M2d defined as follows:
U =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
0U12 . . . U1t
. . .
. . .
...
0 Ut−1t
0
0Utt−1 . . . Ut1
. . .
. . .
...
0 U21
0
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
We denote by ϕij the natural embedding of each space Uij into U ⊂ M2d . Define:
R = UT∗(A1, . . . ,At ) = D ⊕U ⊂ M2d .
It is easy to show that R is a subalgebra with involution of (M2d , γ2d), the subspace U is the
Jacobson radical of R and the ∗-algebras R/U,D are isomorphic.
3. ∗-Polynomial identities of UT∗(A1, . . . ,At )
The main tool to obtain a decomposition of the ideal of ∗-polynomial identities of
UT∗(A1, . . . ,At ) is the Lewin’s theorem [8]. Let I, J be two-sided ideals of the free as-
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F 〈X〉/I -F 〈X〉/J -bimodule. We define:
R =
[
F 〈X〉/I U
0 F 〈X〉/J
]
.
Fix {ui} a countable set of elements of U . Then ϕ :xi → ai defines an algebra homomorphism
where:
ai =
[
xi + I ui
0 xi + J
]
.
We have clearly that IJ ⊂ Ker(ϕ).
Theorem 3.1. (See Lewin [8].) If {ui} is a countable free set of elements of the bimodule U then
for the homomorphism ϕ defined by {ui} we have Ker(ϕ) = IJ .
In the theory of algebras with polynomial identities, it is useful sometimes to consider a quo-
tient algebra F 〈X〉/I where I is an ideal of polynomial identities as an algebra of matrices
whose entries are polynomials in commuting variables. For the case we are considering, that is
if A ⊂ Md is a finite dimensional ∗-algebra, fix {ek | 1  k  dimF A} a linear basis of A and
let {x(h)k | 1  k  dimF A, h  1} a set of commuting variables. Let P denote the commuta-
tive ring of polynomials in these variables and coefficients in the field F and consider in the
algebra A ⊗ P ⊂ Md(P ) the elements ah =∑k x(h)k ek for any h 1. Then, the homomorphism
of algebras with involution ϕ :F 〈X,∗〉 → A ⊗ P given by xh → ah has kernel exactly T∗(A).
The following lemma is important for applying the Lewin’s theorem to the study of polynomial
identities.
Lemma 3.2. Denote by Y,Z two disjoint sets of commuting variables and let A,B be subalge-
bras of Mm(F [Y ]),Mn(F [Z]) respectively. Moreover, define
X = {x(h)ij | 1 i m, 1 j  n, h 1}
another set of commutative variables and put P = F [X ∪ Y ∪ Z]. Clearly the vector space
U = Mm×n(P ) is a A-B-bimodule. Then, the elements xh =∑i,j x(h)ij eij (h 1) form a free set
of the bimodule U .
Proof. Since the entries of the matrices xh are distinct variables for each index h, it is sufficient
to prove that any element xh is torsion-free. To simplify notation denote as x =∑i,j xij eij any
of the elements xh. Suppose that
∑
r arxbr = 0 for some ar ∈ A, br ∈ B . There is no loss of
generality in assuming that the matrices br are linearly independent over the field F and hence
we have to prove that ar = 0 for any r . For any pair of indices 1 p m, 1 q  n we obtain:
∑
r
∑
(ar )pixij (br )jq = 0.i,j
O.M. Di Vincenzo, R. La Scala / Journal of Algebra 317 (2007) 642–657 647Since the entries xij are variables that are distinct from those of the polynomials (ar )pi, (br )jq
one has
∑
r (ar )pi(br )jq = 0 for any quadruple of indices p, i, j, q . By multiplying for ejq ∈ Mn
and summing over the indices j, q we obtain:∑
r
(ar )pibr = 0.
Since the matrices br are linearly independent and the polynomials (ar )pi, (br )jq are defined on
distinct sets of variables we have that (ar )pi = 0 for each pair p, i that is ar = 0. 
As in the previous section, denote by (A1, . . . ,At ) a t-tuple of ∗-simple algebras, by
(d1, . . . , dt ) the corresponding t-tuple of positive integers and put d =∑ti=1 di . Moreover, let
R = UT∗(A1, . . . ,At ).
Theorem 3.3. T∗(R) = T∗(A1) · · ·T∗(At )∩ T∗(At ) · · ·T∗(A1).
Proof. Denote by {e(ij)kl | 1  k  di,1  l  dj } the canonical basis of the vector space
Uij = Mdidj . Define f (ij)kl the image of the matrix e(ij)kl under the embedding Uij
ϕij→ U ⊂ M2d .
Explicitly, we have
f
(ij)
kl = ed1+···+di−1+k,d1+···+dj−1+l if i < j
and
f
(ij)
kl = ed+di+1+···+dt+k,d+dj+1+···+dt+l if i > j,
where ekl are the unit matrices of M2d . Let now {e(i)k | 1  k  dimF Ai} be a linear basis of
the algebra Ai for any i = 1,2, . . . , t and put f (i)k = Δ(e(i)k ). A basis of R is clearly given by
{f (i)k } ∪ {f (ij)kl }. Let ⋃
h1
({
y(h)
(i)
k
}∪ {x(h)(ij)kl })
be a countable set of commuting variables and consider the ring P of the polynomials in such
variables and coefficients in the field F . Note that the involution γ = γ2d can be extended in
a natural way to the algebra M2d ⊗ P . Moreover, since F is an infinite field one has that the
∗-algebras R and R⊗P satisfy the same ∗-polynomial identities. Consider in R⊗P the follow-
ing matrices:
a(h) =
∑
i,j,k,l
x(h)
(ij)
kl f
(ij)
kl +
∑
i,k
y(h)
(i)
k f
(i)
k
for any integer h  1. We define a homomorphism of algebras with involution ϕ :F 〈X,∗〉 →
R ⊗ P by putting xh → a(h) and hence x∗h → a(h)γ . Clearly, one has T∗(R ⊗ P) ⊂ Kerϕ.
Denote by π :M2d ⊗ P → Md ⊗ P the linear homomorphism given by the map[
a11 a12
a a
]
→ a11 (aij ∈ Md ⊗ P)21 22
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algebras but not of ∗-algebras. We compute then ψ(xh),ψ(x∗h). One has:
ψ(xh) = π
(
a(h)
)= ∑
i<j,k,l
x(h)
(ij)
kl f
(ij)
kl +
∑
i,k
y(h)
(i)
k π
(
f
(i)
k
)
.
Note that f (i)k = Δ(e(i)k ) and if Ai = (Mdi , αi) then:
Δi(e
(i)
k ) =
[
e
(i)
k 0
0 e(i)k
αiγdi
]
.
It follows that π(f (i)k ) is the block-diagonal matrix of Md which has e
(i)
k as the ith block and
zero elsewhere. Similarly, if Ai = Mdi ⊕ Mopdi we put e
(i)
k = (	(i)k ,0) for 1  k  d2i and e(i)k =
(0, 	(i)
k−d2i
) for d2i + 1 k  2d2i , where {	(i)k } is a linear basis of Mdi . For k  d2i we have then:
Δi(e
(i)
k ) =
[
	
(i)
k 0
0 0
]
.
Moreover, for k > d2i one has:
Δi(e
(i)
k ) =
[0 0
0 (	(i)
k−d2i
)γdi
]
.
It follows that if k  d2i then π(f
(i)
k ) is the block-diagonal matrix of Md which has 	
(i)
k at the ith
block and zero elsewhere. Otherwise, if k > d2i then π(f
(i)
k ) is the zero matrix.
Moreover, we have:
ψ(x∗h) = π
(
a(h)γ
)= ∑
i>j,k,l
x(h)
(ij)
kl f
(ij)
kl
γ +
∑
i,k
y(h)
(i)
k π
(
f
(i)
k
γ )
.
Note that f (ij)kl
γ = f (ji)dj−l+1,di−k+1. By using the previous notation, if Ai = (Mdi , αi) then
π(f
(i)
k
γ
) is the block-diagonal matrix of Md that has e(i)k
αi
at the ith block and zero else-
where. For the case Ai = Mdi ⊕ Mopdi and k  d2i one has that π(f
(i)
k
γ
) is the zero matrix of
Md and if otherwise k > d2i we have that π(f
(i)
k
γ
) is the block-diagonal matrix of Md which
has 	(i)
k−d2i
as the ith block and zero elsewhere. It follows that if Ai = (Mdi , αi) then the ith
block of the diagonal of ψ(xh) is equal to
∑
k y(h)
(i)
k e
(i)
k and the corresponding one of ψ(x∗h)
is
∑
k y(h)
(i)
k e
(i)
k
αi
. If πij :Md ⊗ P → Mdidj ⊗ P is the natural projection we can conclude that
πiiψ :F 〈X,∗〉 → Ai ⊗P is a homomorphism of algebras with involution whose kernel is exactly
T∗(Ai).
In a similar way, if Ai = Mdi ⊕ Mopdi then the ith block of the diagonal of ψ(xh) is equal to∑
kd2i y(h)
(i)
k 	
(i)
k and the corresponding one of ψ(x
∗
h) is
∑
k>d2i
y(h)
(i)
k 	
(i)
k−d2i
. In this case we
can conclude that πiiψ :F 〈X,∗〉 → Mdi ⊗ P is a homomorphism of algebras whose kernel is
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ψ = πϕ :F 〈X,∗〉 → Md ⊗ P and obtain that Kerψ = T∗(A1) · · ·T∗(At ). We have therefore:
T∗(R ⊗ P) ⊂ Kerϕ ⊂ T∗(A1) · · ·T∗(At ).
By applying the involution of F 〈X,∗〉 one has T∗(R ⊗ P) ⊂ T∗(At )∗ · · ·T∗(A1)∗ = T∗(At ) · · ·
T∗(A1) and this implies that T∗(R) = T∗(R⊗P) ⊂ T∗(A1) · · ·T∗(At )∩T∗(At ) · · ·T∗(A1). Since
the reverse inclusion clearly holds, this completes the proof. 
4. ∗-Minimal algebras
Assume again that the field F has characteristic zero and let (A,∗) be a finite dimen-
sional algebra with involution. Denote by cn(A,∗) (n  0) the corresponding ∗-codimension
sequence. It has been proved by Giambruno and Zaicev [5] that there exists the limit exp(A,∗) =
limn→∞ n
√
cn(A,∗) and this is an integer called the ∗-exponent of the algebra with involution A.
These authors have suggested also the following procedure to determine the ∗-exponent. Assume
initially that the field F is algebraically closed. Let A = B+J where J is the Jacobson radical of
A and B is a maximal ∗-invariant semisimple subalgebra of A. Denote also by B = B1 +· · ·+Bm
a decomposition of B as sum of ∗-simple subalgebras. In analogy with the case of ordinary alge-
bras, we call A =∑i Bi + J a Wedderburn–Mal’cev decomposition of the ∗-algebra A. Given
such a decomposition, an integer e is defined as:
e = max dimF (Bi1 + · · · +Bik )
where Bi1, . . . ,Bik are distinct components such that Bi1JBi2J · · ·JBik = 0. We have then the
following result:
Theorem 4.1. (See [5, Theorem 2,3].) exp(A,∗) = e.
It follows immediately that if A is a ∗-simple algebra then exp(A,∗) = dimF A. Note finally
that if F is any field of characteristic zero and F¯ is its algebraic closure then to compute exp(A,∗)
one can substitute A with the algebra A ⊗F F¯ since this does not affect the ∗-codimension
sequence.
Definition 4.2. An algebra with involution (A,∗) is said to be minimal with respect to its ∗-
exponent or simply ∗-minimal if for any finite dimensional algebra (B,∗) such that T (A,∗) 
T (B,∗) we have exp(A,∗) > exp(B,∗).
The main goal of this section is to prove that any ∗-minimal algebra is ∗-PI equivalent to one
of the algebras UT∗(A1, . . . ,At ) introduced in the previous section. A first step in this direction
is the following result.
Definition 4.3. Let F be an algebraically closed field and let A =∑i Bi + J a Wedderburn–
Mal’cev decomposition of the algebra with involution (A,∗) of finite dimension over F . We say
that A is triangular if there are elements ei ∈ Bi (1  i  m) and wi,i+1 ∈ J (1  i < m) that
satisfy the following conditions:
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(ii) eiwii+1 = wii+1ei+1 = wii+1;
(iii) w12 · · ·wm−1m = 0;
(iv) A is the algebra generated by the sets ⋃mi=1 Bi and ⋃m−1i=1 {wii+1,w∗ii+1};
(v) J = I ⊕ I ∗, where I denotes the two-sided ideal generated by the set {w12, . . . ,wm−1m}.
Remark 4.4. If a ∗-simple algebra B is not simple then B = I ⊕ I ∗ where I and hence I ∗ are
minimal two-sided ideals of B . Moreover, since F is algebraically closed and B finite dimen-
sional one has that I, I ∗ are both isomorphic to Mn for some n  1. Thus, if e is a minimal
idempotent of B we have that it belongs to just one of these ideals. Without loss of generality we
can assume that e belongs to I ≈ Mn (hence I ∗ ≈ Mopn ).
Theorem 4.5. Let A be a finite dimensional ∗-algebra over an algebraically closed field F .
Then there exists a triangular algebra R such that T∗(A) ⊂ T∗(R) and exp(A,∗) = exp(R,∗).
In particular, if the algebra A is ∗-minimal then A is ∗-PI equivalent to R.
Proof. If A = B + J is a Wedderburn–Mal’cev decomposition, from Theorem 4.1 it follows
that there are distinct ∗-simple components Bi1, . . . ,Bik of B such that Bi1JBi2J · · ·JBik = 0
and exp(A,∗) = dimF (Bi1 + Bi2 + · · · + Bik ). To simplify the notation we suppose that i1 =
1, . . . , ik = k. We have then the elements b1 ∈ B1, . . . , bk ∈ Bk and x1, . . . , xk−1 ∈ J such that:
b1x1b2x2 · · ·xk−1bk = 0.
Denote by 1i the unit of the algebra Bi and let 1i =∑j 	(i)j be the decomposition of 1i in minimal
idempotents. Since 11b1x112b2x2 · · ·xk−11kbk = 0 one has that there are minimal idempotents
	1 = 	(1)j1 , . . . , 	k = 	
(k)
jk
such that:
	1b1x1	2b2x2 · · ·xk−1	kbk = 0.
If we put y1 = b1x1, . . . , yk = bkxk ∈ J and v12 = 	1y1	2, . . . , vk−1k = 	k−1yk−1	k we have that
v12v23 · · ·vk−1k = 	1b1x1	2b2x2 · · ·xk−1	k = 0. Define:
A′ = A⊗ F [t1, . . . , tk−1]
/(
t21 , . . . , t
2
k−1
)
.
Clearly the algebra A′ is finite dimensional and T∗(A) = T∗(A′) since the quotient algebra
F [t1, . . . , tk−1]/(t21 , . . . , t2k−1) is a commutative one containing the field F . In particular A,A′
have the same ∗-exponent. Consider in A′ the following elements:
ei = 	i ⊗ 1 ∈ Bi ⊗ 1 = B ′i , wii+1 = vii+1 ⊗ ti .
Define now R the subalgebra with involution of A′ generated by the sets
⋃k
i=1 B ′i and⋃k−1
i=1 {wii+1,w∗ii+1}. We prove that R is a triangular algebra. For 1  p < q  k consider
the subspace Rpq = B ′pwpp+1B ′p+1 · · ·wq−1qB ′q . Clearly it follows that R∗pq = B ′qw∗q−1q · · ·
B ′p+1w∗pp+1B ′p . Moreover, by putting Rpp = B ′p we have R∗pp = Rpp . It is easy to verify that
for any p  q , r  s one has:
RpqRrs =
{
Rps if q = r,
0 otherwise.
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RpqR
∗
rs = B ′pwpp+1 · · ·wq−1qB ′qB ′sw∗s−1s · · ·w∗rr+1B ′r .
If q = s then B ′qB ′s = 0, otherwise for q = s we have that wq−1qB ′qB ′qw∗q−1q = (vq−1q ⊗
tq−1)(Bq ⊗1)(v∗q−1q ⊗ tq−1) = 0. By a similar argument one can prove the other equality. Finally,
we have:
RppR
∗
rs =
{
R∗ps if p = s,
0 otherwise; R
∗
pqRrr =
{
R∗pq if p = r,
0 otherwise.
Moreover, if a ∈⋃ki=1 B ′i and wii+1a = 0 then a ∈ B ′i+1. In the same way, if awii+1 = 0 then
a ∈ B ′i . From these conditions it follows that:
R =
∑
p<q
Rpq +
∑
p<q
R∗pq +
∑
p
Rpp.
Note that all the above sums are direct ones. In fact, if we put
w =
∑
p<q
apq +
∑
p<q
bpq +
∑
p
cp
and assume w = 0 then 0 = (1p ⊗ 1)w(1q ⊗ 1) = apq . Similarly it can be proved that bpq =
cp = 0. If H = ∑p<q Rpq + ∑p<q R∗pq one has that H is a ∗-invariant two-sided ideal of
R which is nilpotent of index k. Then, we have that the ∗-algebra R/H is isomorphic to⊕
p Rpp ≈
⊕
p Bp that is H is the Jacobson radical of R. Note moreover that
∑
p<q Rpq is the
two-sided ideal of R generated by the elements w12, . . . ,wk−1k and
∑
p<q R
∗
pq is the ideal gen-
erated by w∗12, . . . ,w∗k−1k . We conclude that R is a triangular algebra. Clearly T∗(A) = T∗(A′) ⊂
T∗(R) and one has R11HR22H · · ·HRkk ⊃ R1k = 0. It follows that exp(R,∗) =∑dimF Rpp =∑
dimF Bp = exp(A,∗). In particular, if A is a ∗-minimal algebra then T∗(A) = T∗(R). 
Lemma 4.6. Let Ei be a minimal idempotent of the matrix algebra Mdi for i = 1,2, . . . ,m. Up
to scalar multipliers, there are unique matrices Wii+1 ∈ Mdidi+1 with i = 1,2, . . . ,m − 1 such
that EiWii+1 = Wii+1,Wii+1Ei+1 = Wii+1. Moreover, one has that W12 · · ·Wm−1m = 0.
Proof. Note that there are invertible matrices Ci ∈ Mdi such that CiEiC−1i = E(i)11 , the matrix of
Mdi which has 1 in position (1,1) and zero elsewhere. The conditions required for the elements
Wi then become E(i)11 W
′
i = W ′i , W ′i E(i+1)11 = W ′i where W ′i = CiWiC−1i+1. Clearly, up to scalar
multipliers, these conditions are satisfied uniquely by W ′i = E(ii+1)11 , the matrix of Mdidi+1 which
has 1 in position (1,1) and zero otherwise. Moreover one has that W ′1 · · ·W ′m = E(1m)11 ∈ Md1dm .
Then, we conclude that the required matrices are Wi = C−1i W ′i Ci+1. 
Proposition 4.7. If an algebra with involution A is triangular then it is isomorphic to
UT∗(A1, . . . ,Am) with (A1, . . . ,Am) a suitable m-tuple of ∗-simple algebras.
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lution (A,∗). If A is triangular then there are elements e1, . . . , em and w12, . . . ,wm−1m satisfying
conditions (i)–(v) of Definition 4.3. In particular, if a product a1wi1i1+1a2wi2i2+1 · · ·wit it+1at+1
is different from zero with aj ∈⋃Ai then necessarily ik = i1 + k − 1 for k = 1,2, . . . , t and
a1 ∈ Ai1, . . . , at+1 ∈ Ai1+t . For 1 p < q m consider the following subspace of A:
Apq = Apwpp+1Ap+1 · · ·wq−1qAq
and put App = Ap . Then, for the ideal I generated by the set {w12, . . . ,wm−1m} we have I =∑
p<q Apq and hence:
A =
∑
p<q
Apq +
∑
p<q
A∗pq +
∑
p
App. (1)
The orthogonality of the idempotents provides that the above sums are all direct ones. For m
2 we want now to describe each space Apq . Clearly this space contains the element wpq =
wpp+1 · · ·wq−1q = 0. Moreover we have that eiAiei = Fei since ei is a minimal idempotent and
Ai is a ∗-simple algebra. From condition (ii) it follows that wi−1iAiwii+1 = wi−1ieiAieiwii+1 =
Fwi−1iwii+1 and therefore Apq = ApwpqAq = ApepwpqeqAq . If Ai ≈ (Mdi , αi) then we put
Bi = (Mdi , αi). If otherwise Ai ≈ Mdi ⊕ Mopdi we denote Bi = Mdi ⊕ M
op
di
and assume that the
image of ei through the isomorphism belongs to Mdi (see Remark 4.4).
Define UT∗ = UT∗(B1, . . . ,Bm). We want to construct an isomorphism of algebras with in-
volution ξ :A → UT∗ by means of the decomposition 1. If ϕi is the isomorphism of ∗-algebras
Ai → Bi then the restriction of ξ to the subspace ⊕Aii =⊕Ai is given by the composition of
⊕ϕi with the map Δ defined in Section 2. Since the maps ϕi,Δ are ∗-homomorphisms one has:
ξ(a∗) = ξ(a)γ2d ∀a ∈ Ai. (2)
We define now the map ξ over the subspaces Apq (1  p < q  m). Let Ei = ϕi(ei). From
Remark 4.4 it follows that Ei ∈ Mdi and Ei is clearly a minimal idempotent of such algebra. By
Lemma 4.6 m−1 matrices Wii+1 ∈ Mdidi+1 are given such that EiWii+1 = Wii+1,Wii+1Ei+1 =
Wii+1 and W12 · · ·Wm−1m = 0. For 1  p < q  m we put Wpq = Wpp+1 · · ·Wq−1q ∈ Mdpdq .
We have then Apq = ApwpqAq = ApepwpqeqAq ≈ BpEpWpqEqBq = MdpEpWpqEqMdq =
Mdpdq . As in Section 2, let ϕpq be the embedding of the space Upq = Mdpdq into M2d . The
restriction of ξ to the subspace Apq is obtained by composing the isomorphism Apq ≈ Upq
with the map ϕpq . In particular, we have ξ(wpq) = ϕpq(Wpq) and ξ(awpqb) = ξ(a)ξ(wpq)ξ(b)
for all a ∈ Ap,b ∈ Aq . Finally for the subspaces A∗pq we define ξ by putting simply
ξ(a∗) = ξ(a)γ2d ∈ M2d for all a ∈ Apq . Note that the matrix ξ(a)γ2d belongs to the subspace
ϕpq(Upq)
γ2d = ϕqp(Uqp). Owing to (1), (2) we can conclude that for any a ∈ A one has
ξ(a∗) = ξ(a)γ2d .
What is left is to show that ξ(ab) = ξ(a)ξ(b) for all a, b ∈ A. If a, b ∈ ⊕Ai then
this follows since Δ,ϕi are homomorphisms of algebras. By decomposition (1) and prop-
erty (v) it is sufficient to consider the case when a ∈ Apq, b ∈ Ars (p < q, r < s). One
has ApqArs = ApwpqAqArwrsAs = 0 if and only if q = r . In this case we have also
wpqwqs = wps . Note that by construction one has WpqWqs = Wps . Moreover, for x ∈ Upq, y ∈
Urs we have ϕpq(x)ϕrs(y) = δqrϕps(xy) and hence ξ(wpq)ξ(wrs) = ϕpq(Wpq)ϕrs(Wrs) =
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. . . ,Bm) are isomorphic as algebras with involution. 
Corollary 4.8. Let F be field of characteristic zero and (A,∗) a finite-dimensional ∗-algebra.
There exist ∗-simple algebras A1, . . . ,At of type (α), (β) such that if R = UT∗(A1, . . . ,At )
then T∗(A) ⊂ T∗(R) and exp(A,∗) = exp(R,∗). In particular, if A is ∗-minimal then A is ∗-PI
equivalent to R.
Proof. If F is algebraically closed then this result follows immediately by Theorem 4.5 and by
Proposition 4.7. Otherwise, let F¯ be the algebraic closure of F and put A¯ = A⊗F F¯ . Then, there
are suitable ∗-simple F¯ -algebras A¯1, . . . , A¯t such that T∗(A¯) ⊂ T∗(R¯) and exp(A¯,∗) = exp(R¯,∗)
where R¯ = UT∗(A¯1, . . . , A¯t ). Clearly each of them can be obtained as A¯i = Ai ⊗F F¯ where Ai is
a ∗-simple F -algebra of type (α), (β) and UT∗(A1, . . . ,At )⊗F F¯ = R¯. The algebras A1, . . . ,At
are hence the required ones. 
After these results it is natural to consider the following conjecture:
Conjecture 4.9. A finite-dimensional algebra with involution is ∗-minimal is and only if it is
∗-PI equivalent to the algebra UT∗(B1, . . . ,Bm) where (B1, . . . ,Bm) is a suitable m-tuple of
finite-dimensional ∗-simple algebras.
As a partial confirm of this conjecture we prove in the next section that all ∗-simple algebras
are minimal with respect to their ∗-exponent. Moreover, we prove now the following result.
Proposition 4.10. Let F be a field of characteristic zero. Then, the algebra with involution
UT∗(F, . . . ,F ) is ∗-minimal.
Proof. Denote Un = UT∗(F, . . . ,F ) where n is the number of copies of the field F . Let (A,∗)
be an algebra with involution such that T∗(Un) ⊂ T∗(A) and exp(Un,∗) = exp(A,∗). By Corol-
lary 4.8 there are ∗-simple algebras A1, . . . ,Am such that if R = UT∗(A1, . . . ,Am) one has
T∗(A) ⊂ T∗(R) and exp(A,∗) = exp(R,∗). Clearly the monomial z1 · · · zn in skew-symmetric
variables zi = xi − x∗i is a ∗-polynomial identity for Un and hence for the algebra R. In par-
ticular any subalgebra Ai satisfies such identity. We prove that this implies that Ai = F for
all i = 1,2, . . . ,m. In fact, if Ai = Md ⊕ Mopd with the exchange involution then the element
z¯ = (I,−I ) (I is the identity matrix) is skew-symmetric and z¯n = 0. Let now Ai = M2d with the
symplectic involution that is:
(
B C
D E
)∗
=
(
Et −Ct
−Dt Bt
)
where B,C,D,E ∈ Md . It is sufficient to choose the element z¯ =
(
I 0
0 −I
)
to show that z1 · · · zn /∈
T∗(Ai). In a similar way one can prove that if Ai = Md with the transposed involution and d > 1
then z1 · · · zn is not a ∗-polynomial identity of Ai . We conclude that R = Um = UT∗(F, . . . ,F ).
Finally, note that exp(Uk,∗) = k and therefore n = m. 
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A useful tool to study the T∗-ideal defined by the ∗-polynomial identities of an algebra with
involution A is given by the representation theory of the symmetric groups. Precisely, one can
consider the natural action of Sm on the symmetric variables y1, . . . , ym and the action of Sn
on the skew-symmetric ones z1, . . . , zn. In this way Pm,n(A,∗) results a Sm × Sn-module and
its character is denoted as χm,n(A,∗). Since the field F has characteristic zero, the character
χm,n(A,∗) can be decomposed as a sum of irreducible characters. It is well known that there
is a bijective correspondence between the irreducible characters of the group Sm × Sn and the
pairs (λ,μ) of partitions of the integers respectively m,n. In fact, let χν denote the irreducible
Sr -character corresponding to a partition ν of the integer r . Then χλ ⊗ χμ is the irreducible
Sm × Sn-character corresponding to the pair (λ,μ).
If ν is a partition of r we denote by Tν any Young tableau of shape ν and by RTν and CTν the
subgroups of Sr that stabilize respectively the rows and the columns of Tν . We define then:
eTν =
∑
σ∈RTν ,τ∈CTν
(sgn τ)στ ∈ FSr .
Moreover, if ν = (ν1, . . . , νk) we put l(ν) = ν1, h(ν) = k. The integers l(ν) and h(ν) are called
respectively the length and the height of the partition ν or of the tableau Tν . Let now M be an
irreducible Sm × Sn-module. We have that M has the character χλ ⊗χμ if and only if there is an
element f ∈ M and Young tableaux Tλ,Tμ of shape λ,μ respectively such that (eTλ ⊗eTμ)f = 0.
In particular, the character χλ ⊗ χμ is an irreducible component of the character χm,n(A,∗)
if and only if there exists a polynomial f ∈ Pm,n such that (eTλ ⊗ eTμ)f /∈ T∗(A) for a suitable
choice of Young tableaux Tλ,Tμ. Note that the polynomial g =∑τ∈CTλ sgn(τ )τf is alternating
in h(λ) variables yi . Thus, if h(λ) > p = dimF A+ then g ∈ T∗(A) and hence eTλf =
∑
σ∈RTλ σg
is also an element of T∗(A). In the same way we have that eTμf ∈ T∗(A) when h(μ) > q =
dimF A−. We conclude that χλ ⊗ χμ is an irreducible component of the character χm,n(A,∗)
only if h(λ) p and h(μ) q .
Consider now the algebra with involution B = UT∗(B1, . . . ,Bt ) where Bi are ∗-simple
algebras. Denote by pi (respectively qi ) the dimension of the symmetric (skew-symmetric)
component of the algebra Bi . Put p =∑i pi, q =∑i qi and consider the partitions λ(p, t) =
(2p,1t−1),μ(q) = (2q) of the integers respectively m = 2p + t − 1, n = 2q . We prove that the
character χλ(p,t) ⊗ χμ(q) is an irreducible component of the character χm,n(B,∗). We start con-
sidering the case t = 1 that is B is a ∗-simple algebra and m = 2p = 2p1, n = 2q = 2q1.
Lemma 5.1. Let (B,∗) be a finite-dimensional ∗-simple algebra. Define p = dimF B+, q =
dimF B− and consider the pair of partitions λ = λ(p,1) = (2p),μ = μ(q) = (2q). Then, there
is a multilinear polynomial f = f (y1, . . . , y2p, z1, . . . , z2q) whose evaluations in B are central
and there are Young tableaux Tλ,Tμ of shape λ,μ respectively such that (eTλ ⊗ eTμ)f /∈ T∗(B).
Proof. By Lemma 3 in [5], a multilinear polynomial f = f (y1, . . . , y2p, z1, . . . , z2q) is given
such that f is alternating in each set of variables {y1, . . . , yp}, {yp+1, . . . , y2p}, {z1, . . . , zq} and
{zq+1, . . . , z2q}. Note that the polynomial f is actually a non-trivial central polynomial for the
algebra B that is any evaluation of f belongs to the center of B and f is not a polynomial identity.
In particular there is an evaluation θ , that is a homomorphism of ∗-algebra θ :F 〈Y,Z〉 → B , such
that θ(f ) = 1B .
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submodules. Since f does not belong to T∗(B) there are λ,μ partitions of m,n and Tλ,Tμ
Young tableaux such that (eTλ ⊗ eTμ)f /∈ T∗(B). In particular one has that eTλf /∈ T∗(B) and
eTμf /∈ T∗(B).
If τ is a permutation of S2p that acts on the variables y1, . . . , y2p note that τf is still an
alternating polynomial in two disjoint sets of these variables. Moreover, we have that ∑σ∈RTλ σ
acts on τf by symmetrizing l(λ) = λ1 variables. It follows that if l(λ) > 2 then necessarily∑
σ∈RTλ στf = 0 and hence eTλf = 0 which is a contradiction. We conclude that l(λ) 2. On
the other hand, we know that h(λ) p = dimB+ and we obtain that λ = (2p). In a similar way
one can show that μ = (2q). 
Proposition 5.2. Let B = UT∗(B1, . . . ,Bt ) with Bi ∗-simple algebras. The character χλ(p,t) ⊗
χμ(q) is an irreducible component of χm,n(B,∗).
Proof. By Lemma 5.1 we can assume t > 1. In this case m = 2p + t − 1, n = 2q . For any
i = 1,2, . . . , t let fi = f (y1, . . . , y2pi , z1, . . . , z2qi ) and Ti = T(2pi ), Ui = T(2qi ) respectively the
polynomial and the tableaux provided by this lemma. If gi = (eTi ⊗ eUi )fi then clearly gi /∈
T∗(Bi), the polynomial gi is central for the algebra Bi and (eTi ⊗ eUi )gi = αigi (0 = αi ∈ F ).
By means of a “gluing procedure” we want to construct now Young tableaux whose shapes
are the partitions λ(p, t),μ(q) starting from the tableaux Ti,Ui with 1  i  t . Define Tˆi the
tableau obtained from Ti by adding to each entry the number ri =∑i−1k=1 2pk . For i = 1 we put
Tˆ1 = T1. Similarly, one defines Uˆi by adding to each entry of Ui the number si =∑i−1k=1 2qk .
Moreover, let Tˆt+1 be the tableau of shape (1t−1) whose entries are 2p + 1, . . . ,m. Define:
T =
Tˆ1
...
Tˆt
Tˆt+1
U =
Uˆ1
...
Uˆt
Clearly T ,U are Young tableaux of shape respectively λ(p, t),μ(q). In a similar way we define
gˆi as the polynomial obtained from gi by substituting the variables yj with yri+j and zj with
zsi+j . We put f = gˆ1y2p+1gˆ2y2p+2 · · ·ymgˆt and hence f is an element of Pm,n(∗). Note that
(e
Tˆ1
· · · e
Tˆt
⊗ e
Uˆ1
· · · e
Uˆt
)f = α1 · · ·αtf . We want to show that (eT ⊗ eU )f /∈ T∗(B).
As in Section 3, a matrix algebra with involution (M2d , γ ) is given such that B =
UT∗(B1, . . . ,Bt ) ⊂ M2d . To simplify the notation we identify each algebra Bi with its image
in M2d . Since the polynomial gi has non-trivial central evaluations in Bi there are homo-
morphisms of ∗-algebras θi :F 〈Y,Z〉 → Bi such that θi(gi) = 1Bi for all i = 1,2, . . . , t . We
have then a homomorphism of algebras with involution θ :F 〈Y,Z〉 → B such that θ(gˆi) = 1Bi .
Precisely one defines θ(yri+j ) = θi(yj ) and θ(zsi+j ) = θi(zj ). Moreover, we can assume that
θ(y2p+j ) = e(jj+1)11 + (e(jj+1)11 )γ where e(ij)kl (i < j ) is the matrix ed1+···+di−1+k,d1+···+dj−1+l and
ekl are the unit matrices of M2d . Let π :B → Md be the homomorphism of algebras defined as[
a11 a12
0 a22
]
→ a11
and we have then πθ(f ) = e(1t). We prove that πθ((eT ⊗ eU )f ) = 0.11
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to the disjoint union ⋃ti=1 Yi . Similarly define Zi as the set of entries of the tableau Uˆi and
thus {1,2, . . . , n} = ⋃ti=1 Zi . Let (σ, τ ) ∈ Sm × Sn and denote by w = v1 · · ·vm+n a generic
monomial of (σ ⊗ τ)f where each variable vi belongs to the set {y1, . . . , ym, z1, . . . , zn}. Note
that πθw = v¯1 · · · v¯m+n is the product of m + n block-triangular matrices of Md . Precisely,
for any i = 1,2, . . . , t we have 2(pi + qi) matrices that are elements of π(Bi) = Mdi ⊂ Md .
The remaining t − 1 matrices are exactly e(12)11 , . . . , e(t−1t)11 . If we ask that πθw = 0 then nec-
essarily v¯ri+1+si+1+i = e(ii+1)11 for i = 1,2, . . . , t − 1 and v¯ri+si+i , . . . , v¯ri+1+si+1+i−1 ∈ Mdi
for i = 1,2 . . . , t . From the definition of polynomial f and evaluation θ it follows that if
πθ((σ ⊗ τ)f ) = 0 then σ(2p + i) = 2p + i (i = 1,2, . . . , t − 1) and σYi ⊂ Yi , τZi ⊂ Zi
(i = 1,2, . . . , t). To compute πθ((eT ⊗ eU )f ) it is sufficient hence to consider just the sum-
mands πθ((σ ⊗ τ)f ) where the permutations σ, τ verify these conditions. It follows that:
πθ
(
(eT ⊗ eU )f
)= πθ((e
Tˆ1
· · · e
Tˆt
⊗ e
Uˆ1
· · · e
Uˆt
)f
)
.
Recall now that (e
Tˆ1
· · · e
Tˆt
⊗ e
Uˆ1
· · · e
Uˆt
)f = α1 · · ·αtf (0 = αi ∈ F ) and πθ(f ) = e(1t)11 . We
conclude that πθ((eT ⊗ eU )f ) = 0 that is the Sm × Sn-module corresponding to the polynomial
(eT ⊗ eU )f is an irreducible component of the module Pm,n(B,∗). 
Proposition 5.3. Let A,B be two finite dimensional ∗-simple algebras such that T∗(A) ⊂ T∗(B).
If exp(A,∗) = exp(B,∗) then A,B are ∗-PI equivalent algebras.
Proof. There is no loss of generality in assuming that the field F is algebraically closed. Denote
by r, s the dimensions of the spaces A+,A− respectively. In the same way define u,v for the
∗-algebra B . Since exp(A,∗) = exp(B,∗) one obtains immediately that r + s = u+ v. Note that
if A ≈ Md ⊕ Mopd then r = s = d2. If we suppose that B ≈ Mk then we have 2d2 = k2 which
is a contradiction. Therefore B ≈ Mk ⊕ Mopk and hence 2d2 = 2k2 that is the algebras A,B are
isomorphic. In this way we are reduced to consider just the case when A,B are simple algebras,
say A = (Md,α),B = (Mk,β). Since the exponents are equal we have immediately that d = k.
It is sufficient hence to prove that α,β are both involutions of orthogonal or symplectic type.
Consider now the character sequences χm,n(A,∗),χm,n(B,∗) and their decompositions:
χm,n(A,∗) =
∑
mλμ(χλ ⊗ χμ), χm,n(B,∗) =
∑
m′λμ(χλ ⊗ χμ)
where λ (respectively μ) ranges in the set of partitions of the integer m (n). Since T∗(A) ⊂ T∗(B)
one has that mλμ  m′λμ. Moreover, if mλμ = 0 then necessarily h(λ)  r and h(μ)  s. By
Lemma 5.1 we have that the multiplicity m′λμ = 0 for λ = (2u),μ = (2v). We obtain mλμ = 0
and therefore u r, v  s. It follows that r = u, s = v. Note now that for an orthogonal involu-
tion of Md the symmetric component has dimension d(d + 1)/2. For a symplectic involution the
corresponding component has dimension d(d − 1)/2. Since r = u we conclude that the involu-
tions α,β are of the same type. 
Theorem 5.4. The finite dimensional ∗-simple algebras are ∗-minimal.
Proof. Let A be a ∗-simple algebra and B an algebra with involution such that T∗(A) ⊂ T∗(B)
and exp(A,∗) = exp(B,∗). By Corollary 4.8 we can assume that B = UT∗(B1, . . . ,Bt ) with Bi
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a component of χm,n(B,∗) where λ(p, t) = (2p,1t−1) is a partition of m = 2p + t − 1 (p =∑
i pi =
∑
i dimF B
+
i ) and μ(q) = (2q) is a partition of n = 2q (q =
∑
i qi =
∑
i dimF B
−
i ).
Owing to T∗(A) ⊂ T∗(B), the character χλ(p,t) ⊗ χμ(q) occurs also in the decomposition of
χm,n(A,∗). In particular p + t − 1 = h(λ(p, t)) dimF A+ and q = h(μ(q)) dimA−. Since
A is a ∗-simple algebra one has dimF A+ + dimF A− = exp(A,∗) = exp(B,∗). It follows that
p + q + t − 1  exp(B,∗) = p + q being B = UT∗(B1, . . . ,Bt ) and hence t = 1. This means
that B = B1 is a ∗-simple algebra and by Proposition 5.3 we conclude that T∗(A) = T∗(B). 
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