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1 Einleitung
„Das Auge ist der Spiegel der Seele“, so das geflügelte Wort. In der Tat erlaubt das
menschliche Auge neben seiner Funktion als Sinnesorgan zur visuellen Wahrnehmung
der Umwelt auch in gewisser Weise den Einblick in den Körper. Dem Mediziner eröff-
net sich die direkte Sicht auf den hinteren Augenabschnitt, an dem sich ein Teilbereich
der Durchblutung des menschlichen Körpers in Form der retinalen und choroidalen Mi-
krozirkulation beobachten läßt. Pathologische Veränderungen der Gefäße und des Ge-
webes sowie Störungen der Durchblutung geben dem Arzt Hinweise für die Diagnose
und die Beurteilung des Verlaufs von Augenerkrankungen. Darüber hinaus kann insbe-
sondere die Untersuchung von Mikrozirkulationsstörungen hilfreiche Informationen
bei zerebralen oder systemischen Erkrankungen liefern [Kohner 75, Körber 84, Ditzel
75, Lund 74].
Mit der Erfindung des Augenspiegels durch Hermann von Helmholtz im Jahre
1850 [Helmholtz 51] begann die Erforschung des Augenhintergrunds und damit auch
die Entwicklung einer Vielzahl von Geräten zu dessen Untersuchung. Zu nennen sind
hier unter anderem die auf dem von-Helmholtzschen-Prinzip beruhenden Ophthalmo-
skope, die Funduskamera, in neuerer Zeit die mit Laserlichtquellen arbeitenden Oph-
thalmoskope, Laser-Doppler-Meßsysteme, Ultraschallgeräte und Geräte zur
Untersuchung der visuellen Wahrnehmung. Mit diesen Systemen können unterschied-
liche diagnostisch relevante Informationen über die Gewebemorphologie und ihre Ver-
änderungen, über die Gefäßfunktion beziehungsweise den Durchblutungszustand und
über die neuronale Funktion der visuellen Wahrnehmung von den Rezeptoren bis zur
Verarbeitung im visuellen Kortex erfaßt werden. Damit steht dem Mediziner eine Viel-
zahl multi-modaler Informationen zur Verfügung, die zur Diagnostik und zur Überwa-
chung von Therapieerfolgen herangezogen werden können.
Gegenüber der beeindruckenden Entwicklung auf dem Gerätesektor gibt es je-
doch bei der Nutzbarmachung der gewonnenen Informationen noch immer große De-
fizite:
• Die Verbindung (Fusion) der vielen Einzelinformationen zu einer umfassen-
den Gesamtdarstellung wird bisher kaum unterstützt. Die vorhandenen Meß-
daten können in der Regel nur sukzessive und mehr oder weniger isoliert
voneinander betrachtet werden. Abhängigkeiten zwischen Durchblutungsstö-
rungen, morphologischen Veränderungen oder Ausfällen der Wahrnehmung
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können nicht direkt visualisiert und untersucht werden. In der Regel sieht sich
der Mediziner dazu gezwungen, sich bei der Verknüpfung der unterschiedli-
chen Informationen allein auf seine Erfahrungen und seinen Blick für mor-
phologische Zusammenhänge zu verlassen. Das führt zwangsläufig zu
subjektiven Befunden und läßt gerade das große Potential ungenutzt, das in
der Kombination der verschiedenen, sich ergänzenden Untersuchungsmetho-
den liegt. 
• Insbesondere bildhaften Daten erfahren in der klinischen Routine häufig nur
eine qualitative Beurteilung. Ansätze zur quantitativen Nutzbarmachung der
Informationen basieren in der Regel auf interaktiven Prozeduren, die mit ei-
nem hohen, aus klinischer Sicht häufig intolerablem Aufwand verbunden
sind. Obwohl schon seit vielen Jahren auf dem Gebiet der Bildanalyse an
Verfahren zur automatischen Auswertung von Bildern und Bildsequenzen
aus dem Bereich der Ophthalmologie gearbeitet wird, haben bisher nur weni-
ge Anwendungen ihren Weg in die klinische Routine gefunden. Ursachen
hierfür liegen in den hohen Anforderungen durch die klinischen Fragestellun-
gen und im Mangel an verläßlichen automatischen Auswertealgorithmen so-
wie an der fehlenden klinischen Infrastruktur und Methodik zur Handhabung
von Bilddaten und den mit ihnen verbundenen großen Datenmengen. 
Aus diesem Grund wurde bereits Ende der 80er Jahre eine interdisziplinäre Arbeits-
gruppe aus Medizinern der Augenklinik und Ingenieuren des Lehrstuhls für Messtech-
nik und Bildverarbeitung der RWTH gebildet mit dem Ziel, die verschiedenen Aspekte
bei der Nutzbarmachung ophthalmologischer Bildinformationen für klinische Anwen-
dungen systematisch zu bearbeiten. Lösungsansätze für die quantitative Analyse der
Durchblutung aus fluoreszenzangiographischen Bildsequenzen und die Gestaltung der
dazu notwendigen Infrastruktur [Wolf 94, Toonen 93, Schlösser 93] sowie die morpho-
logische Analyse [Kaupp 95] wurden im Rahmen dieser Zusammenarbeit bereits auf-
gezeigt. 
Auf diesen Ergebnissen aufbauend wird in der vorliegenden Arbeit ein neuer An-
satz zur dreidimensionalen Rekonstruktion des Fundus aus planaren Bilddaten vorge-
stellt, der als Grundlage für die Integration unterschiedlicher Meßdaten des
Augenhintergrunds in eine einheitliche, umfassende Darstellung des Fundus dient. Mit
diesem Ansatz können beliebige Meßdaten morphologischer oder funktionaler Natur
unter Berücksichtigung ihrer örtlichen und zeitlichen Relation und unter Vermeidung
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geometrischer Verzerrungen miteinander zu einem multi-dimensionalen Parameter-
raum verknüpft werden. Die in diesem Parameterraum eingetragenen Daten können
dann entsprechend der vorliegenden medizinischen Fragestellung und nach Maßgabe
des Untersuchers visualisiert und ausgewertet werden. Damit eröffnet sich dem Med-
ziner die Möglichkeit, gegenseitige Abhängigkeiten in pathologischen Veränderungen
der verschiedenen Gewebeschichten und Gefäßsysteme quantitativ zu erfassen und
sichtbar zu machen. Als Basis für die Integration der multi-modalen Daten dient ein
sphärisches Modell des Auges, das allgemein die Form des Augenhintergrunds in den
drei Raumdimensionen beschreibt und das grundlegende Koordinatensystem für den
Parameterraum bildet. Entsprechend der beim jeweiligen Patienten durchgeführten Un-
tersuchungen und der somit zur Verfügung stehenden Daten ist der Parameterraum
mehr oder weniger stark besetzt.
Die quantitative Erfassung diagnostisch relevanter Parameter steht am Anfang der
Datenintegration. Als Ergebnis begleitender Arbeiten zur Durchblutungsanalyse wird
in diesem Zusammenhang ein neues Verfahren zur modellbasierten quantitativen Er-
fassung von Durchblutungsparametern aus videofluoreszenzangiographischen Bildse-
quenzen vorgestellt, das eine Erweiterung der bisher zur Anwendung kommende
Methode [Toonen 93] darstellt und insbesondere die spatiale Auflösung bei der Analy-
se signifikant verbessert. Dieses Verfahren liefert einen entscheidenden Beitrag zur
Kartierung der Durchblutung des hinteren Augenabschnitts. Die Integration der Daten
in das sphärische Augenmodell ermöglicht die Untersuchung der Relation zwischen
morphologischen Veränderungen am Fundus und in korrespondierenden Netzhautarea-
len auftretenden pathologischen Veränderungen der Durchblutung.
Der Erfassung der visuellen Funktion und ihrer Lokalisierung am Fundus kommt
diagnostisch eine besondere Rolle zu, da Veränderungen für den Patienten eine direkte
Auswirkung auf das Sehvermögen haben. Die ortsbezogene Korrelation solcher Befun-
de zu morphologischen oder anderen funktionalen Meßparametern eröffnet neue Mög-
lichkeiten für das Verständnis pathophysiologischer Zusammenhänge. Einen weiteren
Schwerpunkt der vorliegenden Arbeit bildet daher die Entwicklung eines neuen Ver-
fahrens zur automatisierten Durchführung der Mikroperimetrie mit dem Scanning-La-
ser-Ophthalmoskop. Damit kann die visuelle Wahrnehmung insbesondere im Bereich
der Makula mit hoher Ortsauflösung untersucht werden. Das System ermöglicht die au-
tomatisierte Testung der Wahrnehmung des Patienten unter permanenter Kontrolle des
Fundus auf Augenbewegungen durch ein realtime-tracking-Verfahren. Erst durch die-
se Entwicklung ist es möglich, eine der Fundusmorphologie exakt zugeordnete funk-
tionale Landkarte der Wahrnehmung zu erstellen. Diese Daten können als ein weiterer
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Parameter in den Modellraum eingefügt werden. Sie erlauben es, den Verlust oder gar
Ausfall der visuellen Wahrnehmung mit Gewebeveränderungen oder Durchblutungs-
störungen zu korrelieren. 
1.1 Medizinische Bedeutung der Untersuchung des Augenhintergrundes
Die Beobachtung und meßtechnische Erfassung des Augenhintergrunds bildet die
Grundlage der Diagnostik okulärer Erkrankungen, z.B. des Glaukoms (Grüner Star),
der altersbedingten Makula-Degeneration oder der diabetischen Retinopathie. Darüber
hinaus lassen sich aus diesen Beobachtungen gegebenenfalls auch Rückschlüsse auf
Erkrankungen anderer Organe des menschlichen Körpers ziehen. Der Schwerpunkt bei
der Untersuchung durch Spiegelung des Auges liegt auf der Beurteilung der Morpho-
logie des Fundus – dem Erscheinungsbild der Retina, der retinalen Blutgefäße und des
optischen Nerves. 
Die Untersuchung des Augenhintergrunds erlaubt direkt und in vivo die Beobach-
tung von Arteriolen, Venolen und Kapillaren, also einen Abschnitt der terminalen
Strombahn. Das ist nicht nur für den Ophthalmologen, sondern auch für den prakti-
schen Arzt, Internisten, Neurologen, Neurochirurgen, Pädiater und Gynäkologen von
großer Wichtigkeit, denn die hier erhobenen Befunde lassen in gewissem Maße Rück-
schlüsse auf das Verhalten der Blutgefäße in anderen Organen und Organsystemen zu.
Die ophthalmoskopische Beurteilung des Sehnerven – als eines vorgeschobenen Hirn-
teils – kann dem Nicht-Ophthalmologen bei Erkrankungen des Zentralnervensystems
wichtige Hinweise geben [Nover 87]. 
Die Untersuchung der retinalen Mikrozirkulation kann also nicht nur der Diagno-
se und Verlaufskontrolle von retinalen Erkrankungen dienen, sie ist auch bei der Beur-
teilung von Mikrozirkulationsstörungen bei systemischen [Kohner 75, Luxenberg 70,
Schulte 93, Wolf 92] oder zerebralen [Körber 86, Schneider 93] Erkrankungen hilf-
reich.
Neben der Erfassung der Durchblutung spielt die quantitative Erfassung von mor-
phologischen Parametern eine bedeutende diagnostische Rolle. Von großem Interesse
ist in diesem Zusammenhang die Vermessung von Gefäßkalibern [Delori 88, Eaton
88]. 
Die Untersuchung der Wahrnehmungsfähigkeit mit elektrophysiologischen oder
perimetrischen Verfahren kommt eine besondere Bedeutung zu, da sich pathologische
Veränderungen für den Patienten direkt wahrnehmbar auswirken [Flammer 85, Toonen
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95, Michelson 98]. Insbesondere beim Glaukom bildet die perimetrische Erfassung des
Gesichtsfeldes die Standarduntersuchung, die klinisch zur Diagnose der Erkrankung
(neben der Messung des Augeninnendrucks als wichtigsten Risikofaktor) herangezo-
gen wird. 
Die Korrelation von Messungen des Durchblutungszustands des Fundus und der
visuellen Wahrnehmung kann neue Einsichten in die Pathogenese von Augenerkran-
kungen ermöglichen.
1.2 Technisch methodischer Ansatz
Die Verknüpfung von Daten unterschiedlicher Aufnahmemodalitäten spielt in der
Ophthalmologie bisher nur eine geringe Rolle. Einige Ansätze verfolgen die direkte
Kombination der unterschiedlichen Aufzeichnungsverfahren direkt im Aufnahmesy-
stem. So wurde beispielsweise ein neues Scanning-Laser-Ophthalmoskop für die
gleichzeitige angiographischen Untersuchung der Retina und des Choroids mit simul-
taner Verwendung der beiden Farbstoffe ICG und Natrium-Fluoreszein entwickelt
[Freeman 98]. Ziel der hier vorgestellten Arbeit war es jedoch nicht, spezielle Neuent-
wicklungen der Gerätetechnik zum Zweck der Integration verschiedener Untersu-
chungsdaten durchzuführen. Vielmehr sollte ein Verfahren gefunden werden, das es
erlaubt Daten beliebiger Messmodalitäten, insbesondere der in der klinischen Routine
zum Einsatz kommenden Meßsysteme, zusammenzuführen. Es wurde daher ein ande-
rer Ansatz gewählt. Ausgangspunkt für die Überlegungen bildete die Betrachtung von
Verfahren zur Konstruktion von Funduspanoramen, bei denen eine entsprechende An-
zahl von Bildern der selben Aufnahmemodalität zu einer Weitwinkelaufnahme zusam-
mengesetzt werden [Cideciyan 95, Mahurkar 96]. Die Einzelbilder werden dabei
geometrisch so transformiert, dass im Überlappungsbereich Bildmerkmale so gut wie
möglich zur Dekkung gebracht werden. Es überraschte sehr, dass der sphärischen
Krümmung des Augenhintergrunds und den dadurch bei einer planaren Abbildung un-
vermeidlich entstehenden geometrischen Fehlern bisher praktisch keine Beachtung ge-
schenkt wurde. Ein Grund für Nichtbeachtung dieser Problematik mag in der starken
Überzeugungskraft von Bildern liegen, die zur unmittelbaren Akzeptanz des Sichtba-
ren führt und kaum Spielraum für Kritik zuläßt. Was man als analoges oder digitales
Bild auf dem Bildschirm oder gedruckt sieht, dem haftet etwas Wahrhaftiges an. Dabei
wird kaum mehr hinterfragt, wie das Bild entstanden ist und welche Änderungen durch
den Abbildungsprozess bedingt sind. 
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Diese Einsicht in die mangelnde Berücksichtigung der Form des Augenhinter-
grundes bei der Analyse retinaler Strukturen ließ die Idee reifen, eine Objektrekon-
struktion des Augenhintergrundes durchzuführen und so von der direkten Auswertung
der planaren Abbildungen zur Analyse der eigentlichen dreidimensionalen Gestalt
überzugehen. Auf diese Weise können Verzerrungen sowie Messfehler bei der Mor-
phometrie weitgehend vermieden werden, und es ergibt sich gleichzeitig ein genereller
Ansatz, der auf einfache Weise die örtliche und zeitliche Verknüpfung multi-modaler
Informationen erlaubt. Gelingt die Objektrekonstruktion für die verschiedenen Moda-
litäten fehlerfrei, so ergibt sich das identische Objekt – der dreidimensionale Fundus –
in unterschiedlichen Darstellungen, entsprechend der Modalität, und zu unterschiedli-
chen Zeitpunkten. Diese Darstellungen benutzen das selbe Koordinatensystem, und sie
können deshalb direkt zur Deckung gebracht werden, so dass eine dreidimensionale
geometrische Repräsentation des Augenhintergrund entsteht, die entsprechend an den
Fundusorten mehrere Messwerte enthält. 
Die dreidimensionale Rekonstruktion gestaltet sich jedoch schwierig, da nahezu
alle Verfahren zur Abbildung des Augenhintergrundes in nur sehr geringem Maße Tie-
feninformation erfassen. Eine direkte Objektrekonstruktion aus solchen Aufnahmen ist
daher nicht möglich. Die Hinzunahme von apriori-Wissen in der Form eines allgemei-
nen Augenmodells bildet die notwendige Voraussetzung, um dennoch eine Rekon-
struktion zu ermöglichen. 
In der vorliegenden Arbeit wurden die dazu notwendigen methodischen Grundla-
gen gelegt. Den Kern bildet ein vereinfachtes geometrisches Augenmodell, das als Ba-
sis für die Rekonstruktion dient und aus dem die notwendige Tiefeninformation
abgeleitet wird, um aus den planaren Abbildungen die dritte Dimension zurückzuge-
winnen. Die Parameter dieses Modells können in gewissen Grenzen den Gegebenhei-
ten des real untersuchten Auges angepaßt werden. Eine Analyse der
Abbildungseigenschaften der unterschiedlichen bildgebenden Systeme erlaubt die Mo-
dellierung der Bildentstehung und liefert die geometrische Rücktransformation für die
Rekonstruktion der jeweils abgebildeten Schicht des Augenhintergrunds. Die Rekon-
struktion kann für jede zur Verfügung stehende Untersuchungsmodalität durchgeführt,
und die einzelnen Ergebnisse können zu einem mehr-dimensionalen Parameterraum
zusammengesetzt werden. Auf diesem Weg wird im ersten Schritt aus Fundusphotos
die Morphologie der Retina rekonstruiert. 
Begleitend zum Rekonstruktionsansatzes wurde die am Lehrstuhl für Messtech-
nik und Bildverarbeitung entwickelte Methodik der Analyse von videofluoreszenzan-
giographischen Bildsequenzen zur Erfassung von Durchblutungsparametern [Toonen
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93] erweitert. Durch den Einsatz eines Strömungsmodells zur Beschreibung der Aus-
breitung des fluoreszierenden Farbstoffs in Gefäßen der Retina konnte die ortsbezoge-
ne Diskriminierung der Durchblutungsparameter erheblich verbessert werden. Die
Integration dieser Daten in das Augenmodell erlaubt die Korrelation morphologischer
Veränderungen des Gewebes mit funktionalen Beeinträchtigungen der Durchblutung.
Einen weiteren Schwerpunkt bildeten die Arbeiten an einem Untersuchungssy-
stem zur automatisierten Durchführung der Mikroperimetrie mit dem Scanning-Laser
-Ophthalmoskop (SLO). Mit dem Einsatz des SLOs kann eines der Hauptprobleme
konventioneller Perimetriesysteme, die mangelnde Überwachung von Augenbewegun-
gen und der dadurch entstehenden Artefakte, überwunden werden. Als Lösungsansatz
wurde ein schnelles Verfahren zur Detektion und Verfolgung von Augenbewegungen
im Videodatenstrom des SLO entwickelt. Das Scanning Laser Ophthalmoskop bietet
die Möglichkeit, mit hoher Ortsauflösung kleine Bereiche des Gesichtsfeldes auf Aus-
fälle zu untersuchen und diese genau abzugrenzen. Experimentelle Untersuchungssoft-
ware zur Durchführung der Mikroperimetrie mit dem SLO gibt es bereits [Sunness 95,
Rohrschneider95]. Diese Systeme erfordern jedoch eine manuelle Nachführung der un-
vermeidlichen Augenbewegungen durch markieren eines Referenzpunktes in Einzel-
bildern durch den Untersucher. Das macht eine automatische Durchführung unmöglich
und stellt hohe Anforderungen an den Untersucher. Der in der vorliegenden Arbeit be-
schriebene Lösungsansatz besteht in der Implementierung eines realtime-tracking-
Verfahrens, das automatisch Augenbewegungen erkennt und selbständig eine Nach-
führung durchführt. Eine besondere Herausforderung war hierbei die Implementierung
auf einem Standard-Rechnersystem unter Verzicht auf Spezialhardware. Auf diese
Weise wird die Umsetzung für den Einsatz im klinischen Umfeld erleichtert. 
Kapitel 2 beschreibt den Aufbau des Auges und stellt die verschiedenen Systeme
zur Untersuchung des Fundus vor. Der Schwerpunkt liegt hierbei auf den bildgebenden
Verfahren. In Kapitel 3 werden verschiedene gängige Verfahren zur Objektrekonstruk-
tion aus planaren Reflektionsbildern beschrieben und der Lösungsansatz für die vorlie-
gende Problematik motiviert. In Kapitel 4 wird ein Modell der Bildentstehung für die
Funduskamera entwickelt, das die Grundlage für den Rekonstruktionsansatz bildet. In
Kapitel 5werden dann die Lösungsansätze für die modellbasierte Rekonstruktion des
Augenhintergrundes und die Zusammenführung von Messungen verschiedener Moda-
litäten im Detail dargestellt. Kapitel 6 beschreibt das Verfahren zur modellbasierten
Estimation von Durchblutungsparametern aus videofluoreszenzangiographischen
Bildsequenzen. In Kapitel 7 wird die Methodik zur automatischen Verfolgung von Au-
genbewegungen in Bildsequenzen des SLOs erläutert und der Aufbau des Gesamtsy-
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stems zur automatische Durchführung der Mikroperimetrie beschrieben. In Kapitel 8
werden die einzelnen Arbeitsbereiche in der Beschreibung der Fusion multi-modaler
Daten zusammengeführt. Kapitel 9 faßt die durchgeführten Arbeiten noch einmal kurz
zusammen. 
2 Grundlagen
Im folgenden werden die gebräuchlichsten experimentellen und in der klinischen Dia-
gnostik eingesetzten Mess- und Abbildungssysteme zur Untersuchung des hinteren
Augenabschnitts im Überblick dargestellt. Am Anfang des Kapitels wird zur besseren
Orientierung kurz auf den Aufbau des menschlichen Auges eingegangen. Von beson-
derem Interesse ist dabei die Struktur der unterschiedlichen Gewebeschichten und Ge-
fäßsysteme des hinteren Augenabschnitts. Am Ende des Kapitels schließt sich eine
Diskussion an, in der die Anforderungen an ein Verfahren zur Integration der multi-
modalen Daten dargestellt werden.
2.1 Anatomie des menschlichen Auges
Das Auge des Menschen stellt in vieler Hinsicht ein bemerkenswertes Sinnesorgan zur
Wahrnehmung der Umwelt dar. Es ermöglicht uns Gegenstände im Abstand von eini-
gen Zentimetern bis zu vielen Kilometern1 scharf zu sehen. Dabei passt es sich Licht-
verhältnissen in einem so weiten Intensitätsbereich an, dass sowohl das Flackern einer
weit entfernten Kerze in einer dunklen Nacht als auch das gleißende Sonnenlicht, dass
sich in einer Fensterscheibe spiegelt, wahrgenommen werden kann. Das Zusammen-
spiel von Auge und Gehirn ermöglicht die Wahrnehmung von Bewegungen selbst
kleinster Objekte im peripheren Gesichtsfeld sowie die Erfassung räumlicher Struktu-
ren und Relationen.
2.1.1 Aufbau und Funktion der Gewebeschichten des Augapfels
Der Augapfel besteht im wesentlichen aus drei Schichten, die die durchsichtigen, bre-
chenden Medien (Kammerwasser, Linse, Glaskörper) umschließen2. Die äußere
Schicht besteht aus der Sklera und der Kornea, die einen Schutzmantel bilden. Die mitt-
lere Schicht, bestehend aus dem Choroid, dem Ziliarkörper und der Iris, wird haupt-
sächlich von Blutgefäßen gebildet. Die innere Schicht ist die Retina, die neben den
1. Prinzipiell können sogar Gegenstände in unendlicher Entfernung scharf abgebildet werden.
2. Die folgende Beschreibung hält sich an die Darstellung von Davson [Davson 89].
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Photorezeptoren ebenfalls einem Gefäßsystem beinhaltet. Retina und Choroid sind
durch das Pigmentepithel und die Bruchsche Membran voneinander getrennt. 
Abb. 2.1: Horizontaler Schnitt durch den Augapfel. (Nach Hollwich [Hollwich 88])
Aufbau der Retina
Die Retina beinhaltet zwei Arten von Photorezeptoren, Stäbchen (engl.: rods) und Zap-
fen (engl.: cones), die durch chemische Prozesse unter Zersetzung der rezeptorspezifi-
schen Sehfarbstoffe die Lichtreize in elektrische Potentiale umwandeln. Diese
Potentiale werden über mehrere Schichten von untereinander vernetzten Nervenzellen
und den Sehnerven an den visuellen Kortex in der Großhirnrinde weitergeleitet, wo
sich der Seheindruck konstituiert. Abbildung 2.2 zeigt ein Schnittpräparat der Retina
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und des Choroids, bei den die verschiedenen Zelltypen mit unterschiedlichen Farbstof-
fen angefärbt sind.
Abb. 2.2: Histologisches Präparat des Fundus. Durch die Verwendung mehrerer
Anfärbungen sind die einzelnen Gewebeschichten mit ihrer unterschied-
lichen Struktur deutlich hervorgehoben.
Die Zapfen dienen dem Farbensehen im Hellen (photopisches Sehen). Sie lassen
sich in drei Typen mit Sehfarbstoffen für die Farben Rot, Grün und Blau unterscheiden.
Im menschlichen Auge befinden sich etwa 6 Millionen dieser Zellen. Sie haben ihre
größte Dichte in der Fovea, die das Zentrum des schärfsten Sehens bildet. Die Stäbchen
dienen mit dem Sehfarbstoff Rhodopsin dem Dunkelsehen (skotopisches Sehen). Sie
sind etwa 500mal empfindlicher als die Zapfen. Sie sind sensitiv genug, um sogar durch
einzelne Photonen angeregt Signale an das Sehzentrum im Großhirn auszulösen. Das
Auge besitzt etwa 120 Millionen dieser Zellen. Ihr größte Dichte ist peripher zu finden
(15° bis 20° von der visuellen Achse) [Fishler 88].
Die durchsichtigen Teile des Augapfels, die Kornea, das Kammerwasser, die Lin-
se und der Glaskörper lassen das Licht auf die Retina fallen und erzeugen dort im Nor-
malfall ein scharfes, seitenverkehrtes und auf dem Kopf stehendes Bild der Umgebung.
Dabei leistet die Kornea den wesentlichen Anteil an der Brechung der Lichtstrahlen,
während die Linse der Akkomodation auf verschiedene Objektabstände dient. 
Lichteinfall
ILM Inner Limiting Membrane
NFL Nerve Fibre Layer
GCL Ganglion Cell Layer
IPL Inner Plexiform Layer
INL Inner Nuclear Layer
ONL Outer Plexiform Layer
ELM External Limiting Membrane
C Cones
R Rods
PE Pigment Epithelium
CR Choroid
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Gefäßstrukturen des Augenhintergrunds
Das Auge gehört zu den am stärksten durchbluteten Organen des menschlichen Kör-
pers. Es wird durch zwei voneinander getrennte Gefäßsysteme versorgt: die retinalen
und die uvealen Gefäße. Das uveale System wird von den Gefäßen der Iris, des Ziliar-
körpers und des Choroids gebildet. Im Weiteren wird nur der hintere Augenabschnitt
und damit vom uvealen System nur die choroidalen Gefäße betrachtet.
Die inneren Schichten der Retina werden von den retinalen Gefäßen versorgt.
Diese reichen nach vorn etwa bis zum Äquator (s. Abb. 2.1 und Abb. 2.3). Die äußeren
Schichten der Retina sowie die Photorezeptoren werden dagegen durch das Choroid
mit Nährstoffen versorgt. 
Abb. 2.3: Schema der Blutgefäße des Auges (aus F. Hollwich nach W. Bargmann
[Bargmann 77])
Die retinalen Gefäße treten im Zentrum des Sehnerven als Arteria Centralis Reti-
nae in das Auge ein, verzweigen sich in die vier Quadranten und münden in die Vena
Centralis Retinae, die das Auge am Nervenkopf wieder verlässt. Diese Blutgefäße ver-
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laufen im wesentlichen einlagig. Im Bereich der Makula werden sie immer dünner und
ihre Dichte nimmt stark ab. In der Fovea – dem Ort des schärfsten Sehens – sind dann
keine Gefäße mehr zu finden. Dieser Bereich wird allein durch das Choroid versorgt.
Abbildung 2.4 zeigt einen mit einer Funduskamera aufgenommenen gesunden Augen-
hintergrund.
Abb. 2.4: Fundus eines gesunden Probanden (rechtes Auge des Autors). In der
Bildmitte ist der Nervenkopf zu erkennen. Der dunkle Fleck auf der linken
Seite stellt die Makula mit der Fovea dar. (Dank für die Anfertigung geht
an M. Curchaud, Hospital Jules Gonin, Lausanne, Schweiz)
Das Choroid übernimmt die Versorgung der Rezeptoren und den Abtransport von
Abbauprodukten, die bei den chemischen Prozessen zur Erzeugung der Sehreize ent-
stehen. Gegenüber der Retina besteht dieses Gefäßsystem aus einem mehrlagigen, stark
ineinander verwobenen, schwammartigen Adergeflecht. Das Choroid wird von Arteri-
en am Rand des optischen Nerven und den kurzen Ziliararterien gespeist, die in der
Nähe des Nervenkopfes in die Sklera eindringen (s. Abb. 2.3). 
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Abbildung der Gefäßsysteme des hinteren Augenabschnitts
Die retinalen Gefäße können unter Zuhilfenahme einer ophthalmoskopischen Linse di-
rekt beobachtet werden. Die Gefäße des Choroids sind dagegen normalerweise nicht
sichtbar, da sie durch das Pigmentepithel verdeckt werden. Diese Gewebeschicht be-
sitzt für unterschiedliche Wellenlängen eine verschieden große Durchlässigkeit. Licht
kurzer Wellenlänge wird beim Eindringen sowie nach der Reflektion an Grenzflächen
durch das Pigmentepithel stark absorbiert. Eine Abbildung des Choroids und seiner Ge-
fäße ist im Wellenlängenbereich des sichtbaren Lichts normalerweise nicht möglich.
Im nahen Infrarotbereich und bei Wellenlängen darüber ist die Absorption durch das
Pigment deutlich geringer. Das ermöglicht die Sichtbarmachung der choroidalen Gefä-
ße, insbesondere bei Verwendung des fluoreszierenden Farbstoffs Indo-Cyanin-Grün
(ICG), der Licht im Wellenlängenbereich um 810 nm emittiert.
Abb. 2.5: Die Abbildung zeigt ein ICG-Fluoreszenzangiogramm bei einem Patienten
mit einer choroidalen Gefäßneubildung (Occult CNV)
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2.1.2 Optische Eigenschaften des Auges
Das normalsichtige Auge kann Gegenstände in einem Entfernungsbereich von etwa
25cm bis Unendlich scharf auf die Retina abbilden. Daran sind Kornea (Hornhaut),
Vorderkammer, Linse und Glaskörper als brechende Medien beteiligt, die das optische
System des Auges ausmachen. Die Refraktion des Auges ergibt sich aus der Brechkraft
des optischen Systems und der achsialen Länge des Augapfels. Die Grenzfläche Luft/
Hornhaut, an der sich der Brechungsindex von 1 auf 1,38 erhöht, macht dabei mit etwa
70% den Hauptanteil der gesamten Brechkraft des Auges aus. Die restliche Brechkraft
trägt die Linse bei. Vorderkammer und Glaskörper leisten praktisch keinen Beitrag zur
Brechung des Lichts. Die Brechkraft wird üblicherweise als Kehrwert der Brennweite
in Dioptrien angegeben, wobei eine Dioptrie einer Brennweite von einem Meter ent-
spricht. Ein normalsichtiges Auge hat eine Brechkraft von etwa 60 Dioptrien. 
Die Linse dient der Akkomodation auf die Gegenstandsweite. Dies geschieht
durch eine Verformung (Verdickung) der Linse durch die Kontraktion der Ziliarmus-
keln, die ringförmig um die Linse angeordnet sind (s. Abb. 2.1). Dabei ändert sich im
Wesentlichen der Radius der Linsenvorderseite.
Die Iris bildet mit der Pupille eine Blende zur Regulierung des Lichteinfalls. Die
Pupille kann beim normalen jugendlichen Auge Durchmesser von 2 bis 8mm anneh-
men. Diese Blendenwirkung allein reicht nicht aus, um den physiologisch wahrnehm-
baren Bereich der Lichtintensitäten zu steuern. Hinzu kommt die unterschiedliche
Empfindlichkeit der Photorezeptoren, der Zapfen und Stäbchen, die je nach Beleuch-
tungssituation aktiviert werden. 
Fehlsichtigkeit (Ametropie)
Fehlsichtigkeiten des Auges werden im Unterschied zum normalsichtigen, emme-
tropen Auge als Ametropie bezeichnet. Dabei wird zwischen der Weitsichtigkeit (Hy-
peropie) und der sehr viel häufiger vorkommenden Kurzsichtigkeit (Myopie)
unterschieden: 
• Hyperopie
Bei der Weitsichtigkeit liegt der Brennpunkt des optischen Systems des Au-
ges hinter der Retina. Dies kann in der Regel, besonders in jungen Jahren,
durch eine stärkere Akkomodation ausgeglichen werden. Der Grad der Fehl-
sichtigkeit ist meist relativ gering und beträgt in der Regel nicht mehr als etwa
5 Dioptrien.
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• Myopie
Bei der Kurzsichtigkeit liegt der Brennpunkt des Auges vor der Retina im
Glaskörper. Eine Selbstkorrektur durch stärkeres Akkomodieren ist nicht
möglich. Dafür sieht der Patient im Nahbereich sehr scharf und leicht vergrö-
ßert. Der Grad der Fehlsichtigkeit ist häufig sehr viel höher als bei der Hy-
peropie und erreicht Werte von -15 Dioptrien und darüber.
Ursache für die Ametropie kann eine Anomalie der Brechkraft des optischen Systems
oder der Achsenlänge (Abstand Kornea-Retina) sein. Dabei tritt die Achsenametropie
mit einer Verformung des normalerweise nahezu kugelförmigen Augapfels sehr viel
häufiger auf. Das weitsichtige Auge ist zu kurz, während das kurzsichtige Auge zu lang
ist. 
Der Grad einer Fehlsichtigkeit bzw. die Sehschärfe (Visus) kann prinzipiell mit zwei
Ansätzen bestimmt werden:
• Objektiv
mit dem Skiaskop und Refraktometer. Bei der Skiaskopie wird paralleles
Licht in Form eines Striches auf das Auge projiziert. Das von vom Augenhin-
tergrund reflektierte Licht erscheint ebenfalls als Strich. Führt man diese Be-
leuchtung lateral über die Retina so folgt dem Pupillenreflex ein Schatten. In
Abhängigkeit von einer Ametropie bewegen sich beleuchtender Strich und
Schatten entweder in die gleiche Richtung (Myopie) oder entgegengesetzt
(Hyperopie). Durch das Einfügen von Linsen kann der Umkehrpunkt (Flak-
kerpunkt) für die Bewegung und somit die Refraktion bei auskorrigiertem
Auge gefunden werden [Reim 90, Corboy 03]. Beim Refraktometer wird ein
(Strich-)Muster auf die Retina projiziert und durch Einfügen von Linsen
scharf gestellt. In der Regel wird diese Untersuchung mit automatischen Sy-
stemen durchgeführt [Reim 90]. 
• Subjektiv
durch Präsentation von Sehtafeln, auf denen Zeichen (Buchstaben, Zahlen
oder Landolt-Ringe) in verschiedenen Größen dargestellt sind. Die vom Pa-
tienten gerade noch erkannte Zeichengröße bestimmt den Visus. Der Test
kann dann gegebenenfalls unter Verwendung eines korrigierenden Glases
wiederholt werden [Reim 90].
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Optische Modelle des Auges
Seit der Mitte des 19ten Jahrhunderts sind eine Vielzahl von Augenmodellen für unter-
schiedliche Anwendungen entwickelt worden mit dem Ziel, die zu Grunde liegende op-
tischen Prinzipien zu verstehen und zu quantifizieren. Das Spektrum der Komplexität
reicht von einfachen Modellen mit nur einer brechenden Fläche (“reduced eye”, Äqui-
valent einer dünnen Linse) bis zu Modellen mit vier oder sechs asphärischen Flächen
und einer Linse mit variierendem Brechungsindex [Emsley 52, Le Grand 80, Gull-
strand 09]. Die Geometrie des Modellauges nach Le Grand [Le Grand 80] zeigt Abb.
2.6. 
Abb. 2.6: Einfaches geometrisches Augenmodell nach Le Grand und El Hage.
12 mm
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In Abb. 2.7 ist das schematische Augenmodell nach Emsley mit nur einer brechenden
sphärischen Fläche dargestellt.
Abb. 2.7: Schematische Augenmodel (“reduced eye”) nach Emsley mit den geo-
metrischen Parametern und dem Brechungsindex für das homogen ge-
füllte Auge.
Ametropie kann in das Modell durch einen variablen Abstand zwischen Nodalpunkt N
und Augenhintergrund eingeführt werden. Die Form des Augenhintergrunds kann da-
bei als kugelförmig beibehalten oder zum Ellipsoid verändert werden. Bei den nachfol-
genden geometrischen Betrachtungen wird dieses Modell zu Grunde gelegt. In Kapitel
4 wird bei der Bestimmung der durch den vorderen Augenabschnitt hervorgerufenen
geometrischen Verzerrungen ein komplexeres Modell benutzt. 
2.2 Messmodalitäten zur Darstellung und funktionalen Analyse des 
Augenhintergrunds
Die Sichtbarmachung des menschlichen Augenhintergrunds ist erst seit der Erfindung
des Augenspiegels durch H. v. Helmholtz Mitte des 19ten Jahrhunderts möglich. Helm-
holtz erkannte, dass in das Auge einfallendes Licht auf dem selben Weg reflektiert wird
und zu seinem Ausgangspunkt, der Lichtquelle zurückkehrt. Mit Hilfe von drei plan-
parallelen spiegelnden Glasplatten, die er unter einem Winkel in die gemeinsame
Blicklinie von Arzt und Patienten brachte, gelang es ihm, sich in den Strahlengang ein-
Brechkraft = 60 D
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zuschalten und sich quasi an den Ort der Lichtquelle zu versetzen. Auf diesem Prinzip
beruhen auch die heute gebräuchlichen Augenspiegel und Ophthalmoskope [Nover
87].
Nachfolgend werden verschiedene Systeme zur Darstellung des Augenhinter-
grundes bzw. zur Messung funktionaler Parameter kurz beschrieben. Dabei wird eine
Einteilung nach bilderzeugenden bzw. fokalen Messmethoden vorgenommen. Diese
Einteilung ist nicht bei allen Systemen ohne Weiteres eindeutig vorzunehmen, so etwa
im Fall der Perimetrie, bei der die Wahrnehmungsfähigkeit des Patienten an bestimm-
ten retinalen Orten zu einem groben funktionalen Bild zusammengesetzt wird. Den-
noch scheint sie mir besonders in Bezug auf die noch zu beschreibende Rekonstruktion
des Augenhintergrunds und die dabei für die verschiedenen Systeme notwendigen
Transformationen sinnvoll. Die folgende Darstellung gibt einen Überblick über die
wichtigsten klinisch und experimentell zum Einsatz kommenden Geräte und Verfah-
ren1. 
2.2.1 Bildgebende Meßverfahren
Funduskamera
Die Funduskamera ist vom prinzipiellen optischen Aufbau ein indirektes Ophthalmo-
skop, bei dem mit einem Teleskop ein Zwischenbild der Retina des Patienten erzeugt
wird, das dann mit einem vergrößernden Okular betrachtet werden kann. Üblicherwei-
se ist sie als telezentrisches System2 mit objektseitigem achsenparallelen Strahlengang
ausgebildet. Bei der Untersuchung wird daher unter Verwendung eines pupillenerwei-
ternden Medikaments (Mydriatikum) der Ziliarmuskel und damit die Linsenverfor-
mung gelähmt, so dass das Auge nicht mehr akkomodieren kann und sich “auf
Unendlich” einstellt.
Es können unterschiedliche Bildwinkel – zwischen 20° und 50° – für die Aufnah-
me gewählt werden. Der photographische Vergrößerungsfaktor liegt bei der 50°-Ein-
stellung üblicherweise in einem Bereich von 1.5 bis 2.5. Beleuchtender und
abbildender Strahlengang sind zur Vermeidung von Kornea- und Irisreflexen nach dem
Gullstrandprinzip voneinander getrennt, wobei die Pupille in zwei Zonen aufgeteilt ist.
Das Licht einer Halogenlampe wird durch die Beleuchtungsoptik in Form eines Rings
scharf auf die Pupillenebene des Auges abgebildet und sorgt für eine diffuse Beleuch-
1. Für eine vollständige Darstellung wird auf die Literatur verwiesen [Masters 90].
2. Nicht alle Funduskameras genügen exakt dem telezentrischen Prinzip [Rudnicka 98].
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tung der Retina. Die Iris bildet die Eintrittspupille und beschränkt das beleuchtete Bild-
fled. Sie muß daher wie oben beschrieben weitgestellt werden. Das lichtfreie Zentrum
des Beleuchtungsrings bildet die Austrittspupille im abbildenden Strahlengang. 
Abb. 2.8: Funduskamera mit beleuchtendem (gestrichelte Linien) und abbildendem
(durchgezogene Linien) Strahlengang [Zeiss, Technische Informationen
MA X/77 Koo]
Als Lichtquelle findet üblicherweise eine Weißlicht-Halogenlampe Verwendung.
Das Einschwenken unterschiedlicher Filter ermöglicht die Beleuchtung in unterschied-
liche Wellenlängenbereichen. Ein Grünfilter beispielsweise erzeugt rotfreie Bilder, bei
denen die Strukturen der Nervenfasern und der Gefäße der Retina mit besserem Kon-
trast abgebildet werden. Der zusätzliche Einsatz von Sperrfiltern vor dem Detektor er-
laubt die Durchführung angiographischer Untersuchungen zur Darstellung der
Durchblutung unter Verwendung fluoreszierender Farbstoffe. Dabei können photogra-
phisch Bildraten von 1 bis 2 Bildern pro Sekunde erreicht werden. 
Das Bild der Retina kann mit bloßem Auge betrachtet und zur Dokumentation auf
photographischem Film festgehalten werden. In jüngerer Zeit wir der Film zunehmend
durch Videokameras mit angeschlossenem Computersystem zur Digitalisierung und
Archivierung der Daten ersetzt [Azuara 00, Schlösser 93]. 
Einsatzgebiet: Darstellung der Fundusmorphologie, Angiographie (Gefäß-
darstellung), Grundlage für verschiedene Meßsysteme (z.B. Messung von
Gefäßkalibern, Retinal Vessel Analyser, Imedos AG).
Auge
Okular
Beleuchtung
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Scanning-Laser-Ophthalmoskop (SLO)
Im Unterschied zur Funduskamera beruht das Prinzip der Laser-Scanning-Technik auf
einer zeilenweisen Abtastung des abzubildenden Objekts, wobei der Laserstrahl zu ei-
nem bestimmten Zeitpunkt immer nur einen Punkt beleuchtet. Über ein Spiegelsystem
wird der Strahl in das Auge eingekoppelt. Die vertikale Ablenkung des Laserstrahls er-
folgt mit einem resonanten Galvanometerspiegel. Für die horizontale Ablenkung wur-
den zwei verschiedene Systeme realisiert. Beim Prototyp des SLOs für die Abbildung
des Auges [Webb 80] und beim darauf aufbauenden ersten kommerzielle System
[Plesch 88, Ellingford 94] wurde eine rotierender Polygonspiegel eingesetzt. Neuere
Systeme [Jean 90] dagegen verwenden auch für die horizontale Strahlablenkung einen
Galvanometerspiegel.
Das SLO ist wie die konventionelle Funduskamera telezentrisch aufgebaut. Durch
die Optik des Auges wird der Laserstrahl mit einem Durchmesser von etwa 2 mm auf
der Retina auf einen Fleck von etwa 10µm - 20µm fokusiert. Das reflektierte (bzw. emi-
tierte) Licht gelangt über den selben Strahlengang1 – jetzt allerdings beschränkt durch
die Pupille – zurück in den Scanner, wo es auf den Detektor (Photomultiplier) fällt. Zu
einem bestimmten Zeitpunkt wird also immer nur ein Bildpunkt beleuchtet und detek-
tiert, wodurch Streulicht weitgehend vermieden und so das Signal-zu-Rauschverhältnis
gegenüber Systemen mit Ganzfeldbeleuchtung um eine Größenordnung verbessert
wird. 
Im Unterschied zur Funduskamera sind Eintritts- und Austrittspupille vertauscht,
so dass die notwendige Lichtmenge für eine Abbildung deutlich geringer ist. Das stellt
insbesondere für den Patienten einen großen Vorteil dar. Der Detektor liegt nahe hinter
einer zur Objektebene optisch konjugierten Ebene. Durch die Verwendung einer engen
Lochblende in dieser konjugierten Bildebene kann das SLO im konfokalen Abbil-
dungsmodus betrieben werden, wobei der Detektor immer nur den gerade beleuchteten
Objektpunkt sieht (s. Abb. 2.9 nächste Seite). 
1. Der optische Weg zum Detektor bildet den Hauptstrahlengang. Das objektseitige Laserlicht 
wird über einen wenige Millimeter großen Spiegel vor dem Scanmechanismus in diesen 
Strahlengang eingekoppelt [Webb 80].
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Abb. 2.9: Prinzipieller Aufbau des Scanning Laser Ophthalmoskops
Für die unterschiedlichen Anwendungen stehen Laserquellen verschiedener Wel-
lenlänge zur Verfügung: Helium-Neon- (633nm), Argon- (488) und Infrarot-Laser
(788nm). Im normalen Reflektionsbetrieb wird der Helium-Neon-Laser benutzt. Eine
Laserdiode stellt Infrarotlicht zur Verfügung, mit dem der Fundus für den Patienten
nicht wahrnehmbar beobachtet werden kann. Mit diesem Laser können bei Verwen-
dung des Farbstoffs Indo-Cyanin-Grün (ICG, Emission bei 810 nm) tiefer liegende Ge-
websschichten hinter dem Pigmentepithel, insbesondere die choroidalen Gefäße,
sichtbar gemacht werden. Mit dem Argonlaser können rotfreie Bilder des Fundus er-
stellt werden. Er wird auch für die Angiographie der Netzhaut benutzt, bei der Natrium-
Fluoreszein als Farbstoff eingesetzt wird. Dieser Farbstoff emittiert Licht bei einer
Wellenlänge von 530 nm. 
Einsatzgebiet: Abbildung der Fundusmorphologie, Angiographie, Tomogra-
phie, Perimetrie, multi-fokales ERG.
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Angiographische Verfahren
Angiographische Verfahren dienen der Darstellung und Untersuchung von Gefäßen
und ihrer Durchblutung. Bei der Untersuchung am Auge wird Gebrauch von den oben
beschriebenen Ophthalmoskopen gemacht. Es werden fluoreszierende Farbstoffe ein-
gesetzt, die dem Patienten venös injiziert werden. Die Ausbreitung des Farbstoffs in
den Gefäßen kann mit dem Ophthalmoskop beobachtet werden. Für eine gute Bildqua-
lität wird der Wellenlängenunterschied des vom Farbstoff absorbierten und bei der
Fluoreszenz emittierten Lichts ausgenutzt. Durch die Verwendung eines Sperrfilters
mit einer Grenzwellenlänge in diesem Bereich kann das Licht am Detektor auf das
Fluoreszenzlicht beschränkt und Steulicht durch die Beleuchtung abgeblockt werden.
Fluoreszein-Angiographie wurde Anfang der sechziger Jahre zur Darstellung der
Durchblutung der Retina eingeführt [Novotny 60]. Dieses Verfahren hat sich zu einer
wichtigen klinischen Untersuchungsmethode entwickelt, bei der normalerweise jedoch
nur eine qualitative Beurteilung der Durchblutung durchgeführt wird. Sie wird insbe-
sondere zur Darstellung von Gefäßverschlüssen, Gefäßneubildungen und Leckagen be-
nutzt. Klinischer Standard ist die Durchführung mit der Funduskamera bei einer
Bildrate von ein bis zwei Bildern pro Sekunde und der Aufnahme einzelner Bilder in
der frühen sowie in der späten Phase der Farbstoffausbreitung. Die Videofluores-
zenzangiographie mit Bildraten von bis zu 30 Bildern pro Sekunde ist erst durch die
Entwicklung des Scanning-Laser-Ophthalmoskops möglich geworden.
Es hat verschiedene Versuche gegeben, Angiogramme einer quantitativen Aus-
wertung zuzuführen, wobei in der Regel die Zeit gemessen wird, die der Farbstoff
braucht, um die retinale Zirkulation zu durchlaufen [Wolf 89]. Dazu werden Bilder der
retinalen Gefäße densitometrisch ausgewertet, um die relative Konzentration des Farb-
stoffs aus aufeinander folgenden Bilder zu berechnen. Aus der Intensitätsänderung an
einer Bildstelle über der Zeit kann so eine sogenannte Dilutionskurve erstellt werden.
Aus dem Kurvenverlauf können dann Durchblutungsparameter abgeleitet werden. Die
mittlere retinale Kreislaufzeit (mean retinal circulation time), definiert als Differenz
zwischen venösen und arteriellen Zeiten, ist umgekehrt proportional zur retinalen Blut-
geschwindigkeit. Liegt zudem eine Messung der Gefäßdurchmesser vor, kann der reti-
nale Blutfluß abgeschätzt werden. Diese Technik ist sowohl bei Videoangiogrammen
wie auch bei Bildsequenzen, die mit dem Scanning Laser Ophthalmoskop erzeugt wor-
den sind, angewendet worden [Preussner 83, Bursell 92, Wolf 89, Wolf 91]. Als Alter-
native zur Quantifizierung der mittleren retinalen Kreislaufzeit ist die Messung der
arterio-venösen Passagezeit untersucht worden [Wolf 89]. Dabei wird das erste Er-
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scheinen des Farbstoffs in einer Arterie und in der korrespondierenden Vene ausgewer-
tet, um die Haemodynamik in der Retina zu messen.
Einsatzgebiet: Gefäßdarstellung in Retina und Choroid, Messung von
Durchblutungsparametern
Laser Scanning Tomography
Bei diesem Verfahren werden die Möglichkeiten konfokaler Optik und des Laser Scan-
nings ausgenutzt, um mit einer Fokusserie entlang der optischen Achse in unterschied-
lichen Tiefen im Gewebe Reflektionsbilder zu gewinnen. Die kommerziell verfügbaren
Scanner erstellen in der Regel eine Sequenz aus 32 bis 34 Bildern, bei der die Foku-
sebene über einen Bereich von bis zu 4.5 mm lateral verschoben wird [Kruse 89, Kesen
02]. Aus einer solchen Bildserie kann dann die räumliche Struktur rekonstruiert und
quantitativ ausgewertet werden. Die laterale Auflösung beträgt etwa 300µm bis
500µm. Dieses Verfahren wird eingesetzt, um die Ausdehnung des Nervenkopfes zu
erfassen, zu dokumentieren und im zeitlichen Verlauf zu beurteilen. Das ist insbeson-
dere bei der Diagnose des Glaukoms von hoher Bedeutung, da es bei dieser Erkrankung
häufig zu einer Exkavation des Nervenkopfs kommt.
Einsatzgebiet: Vermessung des Sehnervenkopfes, Glaukom-Diagnostik.
Scanning Laser Polarimetry
Scanning Laser Polarimetry wurde Anfang der 90er Jahre zur Messung der Ausdeh-
nung der Nervenfaserschicht entwickelt [Weinreb 95, Lemij 01]. Dabei werden die
doppelbrechenden Eigenschaften der Netzhaut (insbesondere der Nervenfaserschicht)
und die damit verbundenen Änderungen des Polarisationszustandes eine polarisierten
Laserstrahls ausgenutzt. Im folgenden wird das Prinzip des Verfahrens erläutert, De-
tails zu seiner Implementierung als kommerzielles System (GDx VCC, Laser Diagno-
stic Technologies, USA) finden sich in der Literatur [US Patent 5303709 und
5787890].
Wie bei der Laser Scanning Tomography wird auch bei diesem System eine X-/
Y-Scanning-Einheit verwendet, um ein Areal der Netzhaut zu erfassen. Als Lichtquelle
findet eine Laserdiode mit einer Wellenlänge von 780nm Verwendung. Durch einen li-
nearen Polarisationsfilter und ein λ/4-Plättchen wird der Strahl zirkular polarisiert. Der
auf die Retina auftreffende Laserstrahl spaltet sich auf Grund von Formdoppelbre-
chung in zwei Strahlen mit verschiedener Polarisation auf, die mit unterschiedlicher
Geschwindigkeit das Gewebe durchlaufen und reflektiert werden. Diese Differenz in
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der Laufzeit bzw. der unterschiedliche Polarisationszustand der beiden Strahlen wird
zur Bestimmung der Schichtdicke der Nervenfasern herangezogen. Die Analyse des
Polarisationszustandes des reflektierten Lichts wird mit einem Ellipsometer durchge-
führt, das in diesem Fall aus einem Analysator in der Form eines polarisierenden
Strahlteilers und zwei Detektoren besteht. Die X-/Y-Scanning-Einheit tastet die Retina
in einem zweidimensionalen Raster ab. Ein drehbarer Polarisator (polarizing modula-
tor) moduliert den Polarisationszustand des ins Auge eintretenden Laserstrahls und da-
mit des gesamten Scanrasters in 16 Schritten. Es werden also insgesamt 16 Einzelbilder
ausgewertet. Abbildung 2.10 zeigt den prinzipiellen Aufbau.
Abb. 2.10: Prinzipieller Aufbau des Scanning-Laser-Polarimetry-Systems. 
Außer der Nervenfaserschicht der Retina haben auch die fibröse Kornea und Linse
einen Einfluß auf den Polarisationszustand des verwendeten Laserlichts. Dieser Ein-
fluss kann durch einen Korneakompensator ausgeglichen werden (GDx VCC, Laser
Diagnostic Technology). Dazu wird im ersten Untersuchungsschritt reflektiertes Licht
aus dem Bereich der Fovea, wo praktisch keine Doppelbrechung vorhanden ist, analy-
siert. Eine vorhandene Doppelbrechung wird also hauptsächlich vom vorderen Augen-
abschnitt hervorgerufen. Damit kann die notwendige Kompensation für das Auge
individuell bestimmt werden. Unter Verwendung dieser Daten wird im zweiten Unter-
suchungsschritt dann die Nervenfaserschichtdicke bestimmt. Die Messzeit beträgt etwa
X/Y
Scanner
Laser
Linear
Polarizer
Retarder
Cornea
Compensator
Polarization
Modulator
Beamsplitter
Dual Detector
Assembly
PinholeEye
26 Grundlagen
0.7 Sekunden, und lateral liegt die Reproduzierbarkeit nach Angaben des Herstellers
bei etwa 5µm. Abbildung 2.11 zeigt das Ergebnis einer Untersuchung.
Abb. 2.11: Ergebnisbilder eines Scans mit dem Laser Scanning Polarimeter mit va-
riabler Korneakompensation (GDx, Laser Diagnostic Technologies). 
Einsatzgebiet: Vermessung der Nervenfaserschichtdicke, Glaukom-Diagno-
stik.
Ultraschall- und Farb-Doppler-Systeme (Colour Doppler)
Ultraschallsysteme werden hauptsächlich zur Bestimmung der Augenlänge und zur
Darstellung und Abgrenzung von Tumoren eingesetzt. Farb-Doppler-Systeme dienen
der Untersuchung der Durchblutung der Zentralgefäße und Ziliararterien an der Ein-
trittsstelle ins Auge [Cioffi 99]. Dabei werden Transducer mit Frequenzen von 5MHz
bis zu 50MHz eingesetzt. Die Dopplerverschiebung, die durch die Bewegung der Ery-
thozyten hervorgerufen wird, wird dem B-Scan farblich überlagert dargestellt [Lieb
91]. 
Als quantitative Durchblutungsparameter können die maximale Geschwindigkei-
ten für die Systole (PSV) und die Geschwindigkeit am Ende der Diastole (EDV) sowie
die mittlere Flussgeschwindigkeit gemessen werden. Daraus kann ein Widerstandsin-
dex RI als RI = (PSV-EDV)/PSV berechnet werden. Dieser wurde als Messparameter
Grundlagen 27
zur Beschreibung des distalen Gefäßwiderstands für Organe wie das Gehirn und das
Auge, die konstant Sauerstoff verbrauchen, vorgeschlagen [Nicolela 96, Harris 96].
Die Bedeutung dieses Parameters wir allerdings in der Literatur diskutiert [Polska 01].
Eine Messung der Gefäßdurchmesser erfolgt nicht. Damit ist eine Bestimmung des
Blutflusses nicht möglich. Somit kann auch nicht unterschieden werden, ob eine erhöh-
te Blutgeschwindigkeit einen erhöhten Blutfluss oder eine Verengung des Gefäßes als
Ursache hat. 
Einsatzgebiet: Augenlängenmessung, Tumor-Diagnostik, Darstellung und
Messung der Durchblutung extrabulbärer und zentraler retinaler Gefäße.
Optical Coherence Tomography (OCT)
OCT-Systeme zur Untersuchung der Gewebeschichten der Retina wurden vor etwas
mehr als zehn Jahren entwickelt. Die Entwicklung basiert auf Arbeiten zur Bestim-
mung der axialen Augenlänge und der Dicke der Kornea [Fercher 88, Huang 91, Hit-
zenberger 91]. Das System basiert auf einem Michelson-Interferometer und einer kurz-
kohärenten Laser Lichtquelle. Abbildung 2.12 zeigt den prinzipiellen Aufbau [Drexler
01].
Abb. 2.12: Schematische Darstellung des ultra-hochauflösenden OCT-Systems
[Drexler 01].
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Das von der Diode erzeugte Licht wird in einen Strahl zur Beleuchtung des Ob-
jekts und in einen Referenzstrahl aufgeteilt. Das vom Objekt und vom Referenzspiegel
reflektierte Licht wird am Detektor zusammengeführt. Interferenz tritt nur dann auf,
wenn beide Weglängen innerhalb der Kohärenzlänge des Lichts übereinstimmen. Die
Weglänge des Referenzarms kann durch Verschieben des Spiegels verändert werden.
Damit wird in axialer Richtung ein A-Scan erzeugt, bei dem das Detektorsignal 1024
mal abgetastet wird. Dies geschieht mit einer Rate von etwa 400 A-Scans pro Sekunde.
Ein X-Y-Scan-Mechanismus erlaubt die horizontale und vertikale Verschiebung des
Strahls. Auf diese Weise können verschiedene Scan-Muster erzeugt werden. Es werden
hauptsächlich lineare und zirkuläre Scans verwendet. Ein solcher B-Scan wird aus ei-
ner Anzahl zwischen 128 und 768 A-Scans zusammengesetzt. Das Ergebnis wird in der
Regel in einer Falschfarbendarstellung dargestellt, bei der die Intensität der Reflektion
farblich kodiert wird. Abbildung 2.13 zeigt ein typisches OCT-Bild.
Abb. 2.13: OCT-Schnittbild (horizontaler B-Scan) durch eine humane Makula. 
Die axiale Auflösung ist im Wesentlichen durch die Kohärenzlänge der Laser-
quelle bestimmt. Bei dem kommerziell für die Augendiagnostik zur Verfügung stehen-
den Gerät wird mit einer Supraluminiszenz-Diode bei einer Wellenlänge von 820 nm
eine axiale Auflösung von 10µm erreicht (Stratus OCT, Carl Zeiss Meditec). Neuere
experimentelle Systeme erreichen mit gepulsten Titanium-Saphir-Lasern eine Auflö-
sung von etwa 1 - 2 µm [Drexler 01]. Die laterale Auflösung liegt bei etwa 15 - 20 µm.
Einsatzgebiet: Darstellung und Vermessung der Gewebeschichten des Fun-
dus, Darstellung und Vermessung des vorderen Augenabschnitts (Cornea),
Bestimmung der Augenlänge, Diagnostik retinaler, speziell makulärer
Pathologien und des Galukoms (follow-up).
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Heidelberg-Retina-Flowmeter
Dieses System zur Messung der Durchblutung kombiniert die Laser-Scanning-Techno-
logie mit der Ausnutzung des optischen Doppler-Effekts [Michelson 96, Nicolela 97].
Das Laserlicht wird an der stationären Gefäßwand und an den sich bewegenden roten
Blutkörperchen gestreut und gelangt zum Detektor. Das zurückgestreute Licht besteht
also aus einem Frequenzgemisch aus der Wellenlänge des Lasers und der durch den
Doppler-Effekt veränderten Wellenlänge. Die Frequenzverschiebung korrespondiert
mit der Geschwindigkeit der roten Blutkörperchen in den Gefäßen. 
Beim Heidelberg-Flowmeter geschieht die Messung der Doppler-Verschiebung
nicht mit einem stationären Laserstrahl sondern mit dem durch den Scanmechanismus
über die Retina geführten Strahl. Dabei wird die selbe Zeile mehrfach hintereinander
(128 oder 256 mal) abgetastet, bevor der vertikale Scanmechanismus die nächste Zeile
selektiert. Für jedes Pixel innerhalb einer Zeile liegen dann entsprechend 128 oder 256
Messwerte über der Zeit vor, die für eine Fourier-Analyse herangezogen werden kön-
nen, um so die Frequenzverschiebung zu bestimmen. So kann ein zweidimensionales
Bild der Durchblutung der Retina und des Nervenkopfes erzeugt werden. Die mit die-
sem System detektierbaren Frequenzverschiebungen sind durch die technische Ausfüh-
rung auf den Bereich von 125-2000 Hz beschränkt. Damit läßt sich nur ein Teilbereich
der im Augenhintergrund auftretenden Strömungsgeschwindigkeiten des Blutes erfas-
sen. Insbesondere sollten bei der Auswertung die großen retinalen Gefäße auf Grund
der auftretenden hohen Fließgeschwindigkeiten nicht berücksichtigt werden.
Einsatzgebiet: Darstellung und Messung der retinalen Durchblutung (Kapil-
lardurchblutung).
2.2.2 Fokale Messverfahren
Im Unterschied zu den bildgebenden Verfahren erzeugen fokale Messmethoden nur
einzelne Meßwerte. Dabei kann es sich um eine Messung an einem einzelnen Fundu-
sort oder aber auch um die Messung eines einzelnen Wertes für das gesamte Auge han-
deln. 
Laser-Doppler-Verfahren
Ein fokales Verfahren zur Quantifizierung der Durchblutung der Retina, des Choroids
und des Nervenkopfes beruht auf dem optischen Doppler-Effekt. Bei der Laser Doppler
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Velocimetry (LDV) [Riva 72] wird ein einzelnes Gefäß mit einem kohärenten Laser-
strahl beleuchtet. Dieser Laserstrahl wird sowohl an der (stationären) Gefäßwand als
auch an den sich bewegenden Erythrozyten gestreut. Durch den Bewegungsanteil in
Richtung des beleuchtenden Strahls wird eine Frequenzverschiebung hervorgerufen.
Das zum Detektor gelangende Licht besteht daher aus einem Frequenzgemisch, wobei
die im Spektrum sichtbaren Frequenzverschiebungen zu den unterschiedlichen Blut-
flussgeschwindigkeiten im Gefäß korrespondieren. Die maximale Frequenzverschie-
bung entspricht der maximalen Blutgeschwindigkeit in der Mitte des Gefäßes. Diese
Methode liefert relative Werte für die Geschwindigkeit der Erythrozyten. Die Erweite-
rung um einen zusätzlichen Beleuchtungsstrahl zum bidirektionalen LDV macht eine
absolute Messung der Blutgeschwindigkeit möglich. Liegt zusätzlich noch eine Mes-
sung des Gefäßdurchmessers vor, kann volumetrischer Blutfluss berechnet werden.
Dieses Verfahren liefert keine Information über das Geschwindigkeitsprofil innerhalb
des Gefäßes.
Mit dem LDV-Verfahren lassen sich die großen Arterien und Venen des retinalen
Gefäßsystems untersuchen. Will man die Durchblutung des Choroids und des Nerven-
kopfes untersuchen, muss eine andere Auswertung des Signals durchgeführt werden.
Basierend auf der Theorie der Lichtstreuung in menschlichem Gewebe [Bonner 81]
wurde die Laser Doppler Flowmetry (LDF) entwickelt und für Messungen am Nerven-
kopf [Riva 92] und am Choroid [Riva 95] eingesetzt. Bei den Überlegungen wird von
Gefäßen durchzogenes Gewebe unter Beleuchtung mit einem kohärenten Laserstrahl
betrachtet. Streuung an sich bewegenden Erythrozyten führt zu einer Frequenzver-
schiebung im reflektierten Licht. Streuung im Gewebe führt dagegen zu einer Rich-
tungsänderung der Photonen und damit zu einer zufälligen Richtung, aus der ein sich
bewegendes Erythrozyt beleuchtet wird. Dadurch wird das Spektrum verbreitert, da die
unterschiedlichen Winkel zwischen Bewegungsrichtung und Bestrahlung zu unter-
schiedlichen Frequenzverschiebungen führen. Unter der Annahme, das die Streuung
im Gewebe zu einer vollständig zufälligen Verteilung der Bestrahlungsrichtung führt,
lässt sich die mittlere Partikelgeschwindigkeit, das Blutvolumen und der Blutfluß be-
rechnen [Bonner 81]. Auch dieses Meßverfahren resultiert in einer relativen Messung
der beschriebenen Parameter.
Einsatzgebiet: Messung der Geschwindigkeit von Erythrozyten in großen
retinalen Gefäßen (LDV), Messung von Blutgeschwindigkeit, -volumen
und -fluss im Choroid (LDF).
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Pulsatiler okulärer Blutfluß 
Für die Messung des pulsatilen okulären Blutflusses (POBF) sind zwei Methoden be-
schrieben worden: die tonometrische Messung des Augeninnendrucks [Silver 94] und
die Laser-interferometrische Messung der Funduspulsation [Schmetterer 95].
Mit dem tonometrischen Verfahren können Änderungen des Augeninnendrucks
(intra ocular prssure, IOP) während des Herzzyklus gemessen werden. Fließt durch die
Arterien mehr Blutvolumen in das Auge hinein, als zur gleichen Zeit von den Venen
abgeführt wird, vergrößert sich das Augenvolumen und damit auch der Augeninnen-
druck. Als Pulsamplitude wird die maximale Änderung des IOP während eines Herz-
zyklus bezeichnet. Der pulsatile okuläre Blutfluß kann aus dem zeitlichen Verlauf des
IOP berechnet werden [Silver 94].
Bei dem Laser-interferometrischen Verfahren wird dagegen die Abstandsänderung
zwischen Kornea und Retina während eines Herzzyklus gemessen. Dieses Phänomen
wird okuläre Funduspulsation genannt und die maximale Abstandsänderung wird als
Funduspulsations-Amplitude (FPA) bezeichnet [Schmetterer 95]. Der Laserstrahl des
Interferometers wird auf einen Fundusort gerichtet und hier der Abstand gemessen.
Eine solche Einzelmessung reicht an sich nicht aus, um den als kumulative Änderung
definierten pulsatilen okulären Blutfluß zu bestimmen. Es wurde jedoch gezeigt, daß es
eine starke Assoziation zwischen der FPA und dem tonometrisch gemessenen POBF in
der Makula gibt [Schmetterer 98]. POBF und FPA werden im wesentlichen durch die
Durchblutung des Choroid beeinflußt. Beide erfassen nur den pulsatilen Anteil an der
Durchblutung, der nach unterschiedlichen Einschätzungen zwischen 50% [Krakau 95]
und 80% [Langham 89] liegt.
Einsatzgebiet: Integrale Messung des pulsatilen Anteils der choroidalen
Durchblutung.
2.2.3 Untersuchung der visuellen Wahrnehmung
Methoden zur Untersuchung der visuellen Wahrnehmung dienen der Diagnostik funk-
tioneller Schädigungen entlang der Sehbahn. Die Methoden lassen sich grundsätzlich
in zwei Klassen unterteilen: Psychophysische und objektive Methoden.
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Psychophysische Methoden
Zu den subjektiven Methoden gehört die Bestimmung des Gesichtsfeldes mit Hilfe der
Perimetrie. Das Gesichtsfeld ist die Summe aller Richtungen, aus denen vom fixieren-
den unbewegten Auge Lichtreize wahrgenommen werden. Eine perimetrische Unter-
suchung ist z.B. beim Glaukom zur Verlaufskontrolle indiziert, das klinisch durch das
Auftreten von Gesichtsfeldausfällen (absolutes oder relatives Skotom: fehlende oder
reduzierte Wahrnehmung) diagnostiziert wird. Darüber hinaus ist sie bei neuroophthal-
mologischen und neurologischen Fragestellungen interessant.
Um das Gesichtsfeld zu erfassen, werden dem fixierenden Auge des Patienten
Lichtstimuli präsentiert, deren Wahrnehmung er durch die Betätigung eines Signalge-
bers anzeigt. Dabei wird in statische Schwellwert- und kinetische Perimetrie unter-
schieden:
• Statische Perimetrie
Bei der statische Perimetrie werden computergesteuert an vorgegebenen Ge-
sichtsfeldorten automatisch durch Veränderung der Helligkeit  (Leuchtdich-
te) des Stimulus der Schwellwert bestimmt, bei dem der Patient zwischen
Lichtreiz und Umfeldleuchtdichte unterscheiden kann. Die Stimulusgröße
kann variiert werden.
• Bei der statische Perimetrie wird der Schwellwert, bei dem der Patient zwi-
schen Lichtreiz und Umfeldleuchtdichte unterscheiden kann computerge-
steuert an vorgegebenen Gesichtsfeldorten automatisch durch Veränderung
der Helligkeit  (Leuchtdichte) des Stimulus bestimmt. Die Stimulusgröße
kann variiert werden.
• Kinetische Perimetrie
Bei der kinetischen Perimetrie werden bewegte Lichtreize definierter Größe
(Marke V bis 0), Intensität (4 bis 1) und Transmission (e bis a) dargeboten;
die Lichtmarke wird meridional von peripher in Richtung Zentrum mit
gleichmäßiger Geschwindigkeit (ca. 2° / s) in Abständen von 15° bis 30° ge-
führt; signalisiert der Patient die Stimuluswahrnehmung, markiert der Unter-
sucher die Position der Lichtmarke auf dem Dokumentationsblatt. Hier
können dann die Verbindungslinien alller Markierungspunkte eines definier-
ten Stimulus, an denen dieser erstmals erkannt wurde – sogenannte Isopteren
– eingetragen werden. 
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Bei der Perimetrie signalisiert der Patient durch eine Reaktion aktiv, dass er einen
Lichtstimulus wahrgenommen hat. Es wird also nicht nur die Funktion der Retina, son-
der auch die Reizweiterleitung und -Verarbeitung im Gehirn untersucht.
Zur Generierung der Prüfreize kommen verschiedene Systeme zum Einsatz, wel-
che Projektionsverfahren, Leuchtdioden oder Lichtleiterkabel verwenden um die
Lichtstimuli auf einer geeignete Projektionsfläche (z.B. eine Hohlkugel) dem Patienten
darzubieten. Es werden darüber hinaus auch spezielle Bildschirme eingesetzt. Das Fi-
xationsverhalten des Patienten wird in der Regel mit einer Kamera sichtbar gemacht,
so dass der Untersucher gegebenenfalls eine Messung verwerfen oder wiederholen
kann. Experimentell kommt zur Präsentation der Prüfreize das SLO zum Einsatz. Das
hat den wesentlichen Vorteil, dass zu jedem Zeitpunkt einer Untersuchung ein Bild der
Retina vorhanden ist, mit dem die Position des stimulierten Areals auf der Netzhaut ge-
nau bestimmt werden kann. Ein neues Verfahren zur automatischen Erfassung von Au-
genbewegungen und zur Durchführung der Perimetrie mit dem SLO wird in Kapitel 7
vorgestellt.
Einsatzgebiet: Ortskorrelierte Erfassung der visuellen Wahrnehmung, Glau-
kom-Diagnostik
Objektive Methoden
Zu den objektiven Methoden zur Untersuchung der visuellen Wahrnehmung zäh-
len elektrophysiologische Verfahren, mit denen die Funktion der unterschiedlichen Ab-
schnitte der Sehbahn von den Rezeptorzellen bis zu den visuellen Arealen des Gehirns
(visueller Kortex) getestet werden können. Dazu gehören die Elektroretinographie
(ERG) zur Untersuchung der Netzhaut und die visuell evozierten Potentiale (VEP), die
an der Sehrinde abgeleitet werden und die Funktion der gesamten Sehbahn wiederspie-
geln. Durch die Wahl geeigneter Lichtreize, den Adaptationszustand des Auges und die
Analyse verschiedener Signalkomponenten kann gezielt die Signalantwort bestimmter
Zellen bestimmt werden. Beim ERG beispielsweise lässt sich die Funktion der Stäb-
chen und Bipolarzellen mit dem Blitz-ERG, die Funktion der Zapfen mit dem Flimmer-
ERG und die Funktion der Ganglienzellen mit dem Muster-ERG untersuchen (s. Abb.
2.14 nächte Seite) [Bach 00].
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Abb. 2.14: Vereinfachtes Schema der Ableitung der Signale bei elektrophysiologi-
schen Untersuchungen am Auge.
Historisch resultieren aus der Anwendung dieser Methoden lediglich globale
Messungen, da in der Regel eine Elektrode zur Ableitung des Signals benutzt wird.
Eine Ausnahme bildet das VEP, bei dem mehrere Elektroden verwendet werden. Eine
zweidimensionale Verteilung von Reizantworten kann mit dem multi-fokalen ERG be-
stimmt werden [Sutter 92]. Bei diesem Verfahren besteht der Stimulus aus einer An-
ordnung von Hexagonen, die scharf auf die Retina abgebildet wird. Jedes Hexagon
wechselt dabei während der Stimulationsphase entsprechend einer speziellen Folge
(M-Sequenzen) zwischen Hell und Dunkel. Dabei entsteht am Auge ein Summensi-
gnal, aus dem die Antwort für ein Hexagon mit Hilfe der Kreuzkorrelation mit der ent-
sprechenden M-Sequenz bestimmt werden kann. Um das Signal-zu-Rausch-Verhältnis
zu verbessern wird über eine Vielzahl von Sequenzdurchläufen gemittelt. Abbildung
2.15 zeigt schematisch die Anordnung des Stimulationsmusters und die abgeleiteten
Signalantworten (s. Abb. 2.15 nächste Seite) [Marmor 03].
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Abb. 2.15: Schematische Darstellung des multi-fokalen ERGs.
Einsatzgebiet: Ortsaufgelöste Messung der Funktion der retinalen Sehzel-
len.
2.3 Zusammenfassung und Diskussion
In diesem Kapitel wurde kurz die Anatomie des menschlichen Auges dargestellt und
ein Überblick über die zahlreichen Methoden zur Untersuchung und Darstellung des
hinteren Augenabschnitts gegeben. Bedingt durch das jeweilige physikalische Mes-
sprinzip beschreiben die primär gewonnenen Daten spezifische Eigenschaften unter-
schiedlicher Gewebeareale. Auf diese Weise tragen die Mess- und
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Abbildungsmethoden facettenhaft zur Diagnosestellung von Erkrankungen des Augen-
hintergrunds bei. In der klinischen Routine werden daher in der Regel mehrere dieser
Untersuchungsmethoden eingesetzt, um auf der Basis eines umfassendes Bildes vom
Zustand des Patienten eine bestmögliche Diagnose stellen zu können.
Bei der Verknüpfung dieser Informationsfülle ist der Mediziner jedoch weitge-
hend auf seine Erfahrung und seinen geschulten Blick für morphologische und physio-
logische Zusammenhänge angewiesen. Die Zusammenführung und Auswertung
komplementärer Daten unterschiedlicher Aufnahmemodalitäten wird technisch von
Seiten der Gerätehersteller nur wenig unterstützt. So sind viele Systeme nach außen
weitgehend abgeschlossen, wodurch ein Datenaustausch mit anderen Systemen er-
schwert oder gar verhindert wird. Darüber hinaus finden häufig proprietäre Datenfor-
mate verwendung. Eine Öffnung der Systeme mit einer freien Zugänglichkeit der
Daten und aller wichtigen Aufnahmeparameter scheint häufig nicht angestrebt zu sein.
In seltensten Fällen ist die Ausgabe der Rohdaten möglich. In diesem Zusammenhang
ist die Einführung standardisierter Datenformate (z.B. DICOM [DICOM 01]) ein wich-
tiger Schritt hin zu systemübergreifenden Lösungen. 
Die Integration der Informationen in ein leicht handhabbares System und die Un-
terstützung einer den jeweiligen medizinischen Anforderungen angepassten Visualisie-
rung trägt das Potential für eine deutliche Erleichterung der diagnostischen Arbeit.
Darüber hinaus ermöglicht eine Zusammenführung morphologischer und funktionaler
Daten die Darstellung und quantitative Beurteilung von Abhängigkeiten unterschiedli-
cher Messparameter und der ihnen zu Grunde liegenden physiologischen Zusammen-
hänge. Damit können neue Möglichkeiten der Diagnostik erschlossen und neue
Einsichten in die Pathophysiologie von Augenerkrankungen gewonnen werden.
Die in diesem Kapitel vorgestellten Aufnahmemodalitäten erfassen ganz unter-
schiedliche Parameter, die der Beurteilung des Augenhintergrunds dienen. Bezogen
auf die Unterstützung der Diagnostik von Augenerkrankungen sollte ein Verfahren zur
Datenintegration folgenden Eigenschaften der primären (Bild-)Daten Rechnung tra-
gen:
• Unterschiedliche Aufnahmemodalitäten erfassen mit unterschiedlichen Mes-
sprinzipien unterschiedliche Eigenschaften verschiedener Gewebe. Daher
kann in aller Regel nicht eine (Bild-) Identität solcher Daten erwartet werden.
• Die Orientierung Auge zu Aufnahmesystem ändert sich bei jeder Untersu-
chung. Die relative Position kann in der Regel nicht explizit bestimmt werden
und lässt sich nur eingeschränkt reproduzieren.
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• Datensätze unterschiedlicher Modalitäten vom selben Objekt sind korreliert,
korrespondierende Regionen müssen aber nicht im gleichen Grauwertinter-
vall liegen.
• Die kleinste erfasste diskrete Volumeneinheit ist für jede Modalität verschie-
den. Daher gibt es keine identischen Volumeneinheiten.
• Der Überlappungsbereich zweier Aufnahmen der selben oder verschiedener
Aufnahmemodalitäten kann sehr unterschiedlich sein.
• Der zeitliche Abstand zwischen zwei Aufnahmen kann stark variieren, von
sehr kurzer Zeit bei angiographischen Bildsequenzen bis zu einigen Monaten
oder Jahren bei Folgeuntersuchungen.
• Die sphärische Krümmung des Augenhintergrunds führt bei der optischen
Abbildung zu nichtlinearen geometrischen Verzerrungen, die in der Regel
mit zunehmendem Bildwinkel größer werden. 
Darüber hinaus stand bei der Entwicklung des hier vorgestellten Ansatzes nicht allein
die prizipielle Realisierbarkeit im Vordergrund, sondern auch das Ziel der späteren kli-
nischen Anwendung. Daraus ergeben sich für die Entwicklung zusätzliche Randbedin-
gungen.
• Verwendung von Daten klinisch eingeführter Messmodalitäten:
Das für die klinische Diagnose erforderliche Bildmaterial soll auch die
Grundlage für die angestrebte umfassende Darstellung des Fundus bilden.
Eine zusätzliche Belastung für den Patienten durch eine weitere Untersu-
chung soll vermieden werden. Es sollen also die (primären) Daten der in der
klinischen Routine verwandten Untersuchungssysteme verwendet werden.
• Ortsinvarianz der morphometrischen und funktionalen Analyse:
Es muß sichergestellt werden, daß Messgrößen unabhängig von ihrer Lokali-
sation am Fundus exakt bestimmt werden können. Hierbei ist besonders die
sphärische Form des Augenhintergrundes und die dadurch bedingten geome-
trischen Verzerrungen in planaren Abbildungen zu berücksichtigen.
• Einfache Handhabung:
Die Handhabung der Daten muss so einfach und intuitiv wie möglich gestal-
tet werden. Der Aufwand für die Vorbereitung der Daten muß möglichst ge-
ring sein. 
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• Anpassbare Visualisierung:
Die Visualisierung der Ergebnisse muss entsprechend den Anforderungen
durch den Mediziner und der individuellen Fragestellung angepasst werden
können.
Die oben gemachten Überlegungen zur Integration von multi-modalen Daten gel-
ten selbstverständlich nicht allein für die Untersuchung des Augenhintergrunds; viel-
mehr berührt diese Fragestellung ein ganz allgemeines Interesse, dem insbesondere in
der Medizin eine große Bedeutung zukommt. Beispielsweise finden Verfahren zur In-
tegration von CT- und MR-Daten Anwendung in der Planung und intraoperativen Na-
vigation bei neurochirurgischen Eingriffen [Schiers 89, Krybus 91]. 
Ansätze zur Registrierung und Fusion multi-modaler Daten
In der Literatur findet sich eine Vielzahl verschiedener Ansätze zur Registrierung
und Fusion von multi-modalen Datensätzen [Brown 92, Maintz 98, Lester 99]. Eine
Klassifizierung der Methoden wurde von van den Elsen vorgeschlagen [Elsen 93]. Ne-
ben der Dimensionalität der Daten sind insbesondere die verwendete Koordinaten-
transformation (starr, affin, projektiv, frei) sowie die Art der für die Registrierung
benutzten Informationen wichtige Kriterien bei der Einteilung der Methoden. Bezüg-
lich der für die Registrierung benutzten Marker wurde folgende Einteilung vorgeschla-
gen [Maintz 98]:
a) Extrinsisch
I. Invasiv
• Stereotaktischer Rahmen
• Bezugsmarken, z.B. Schrauben-Marker
II. Nicht-invasiv
• Rahmen, Zahnadapter, etc
• Bezugsmarken
b) Intrinsisch
I. Marken-basiert
• Anatomisch 
• Geometrisch
II. Segmentierungs-basiert
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• Starres Modell
• Deformierbares Modell
III.Voxel-basiert
• Vector/Skalar reduziert
• Verwendung des gesamten Bildinhalts
c) Nicht bildbasiert, z.B. kalibrierte Koordinatensysteme
Die Verwendung extrinsischer Marker ist durch die Maßgabe der Nutzung klinisch ver-
fügbarer Aufnahmemodalitäten praktisch ausgeschlossen, da solche Marker in diesem
Umfeld keine Verwendung finden. Auch scheint es kaum vertretbar, bei einer Augen-
untersuchung invasive Markierungsmethoden anzuwenden, da ein solches Verfahren
der Regel in keiner Relation zur Schwere und Bedrohlichkeit der Erkrankung steht. Mit
invasiven Markern kann üblicherweise auch nicht direkt die Position des Auges be-
stimmt werden, da der Marker nicht am Auge selbst sondern am Kopf (bzw. Schädel)
befestigt wird1. Man erhält so lediglich die Kopfposition. Da die Position vom Auge
zum Kopf selbst unter Narkose nicht immer identisch ist, sind solche Kopfmarken nur
bedingt von Nutzen. Das Gesagte gilt im Prinzip auch für die nicht-invasiven extrinsi-
schen Marken. 
Ansätze unter Verwendung intrinsischer, rein aus den Bildinhalten gewonnener
Markerinformationen, lassen sich in marken-, segmentierungs- und bildpunktbasierte
Methoden unterscheiden. Bei markenbasierten Ansätzen werden eindeutig identifizier-
bare und zuordbare anatomische oder geometrische Punkte ausgewählt und zur Bestim-
mung einer meist starren oder affinen Bildtransformation herangezogen. Die
Extraktion der Marken ist technisch ein Segmentierungsschritt. Diese Bezeichnung
wird allerdings im folgenden reserviert für die Segmentierung von Strukturen höherer
Ordnung wie Kurven, Oberflächen oder Volumina [Maintz 98]. Bei segmentierungsba-
sierten Registrierungsverfahren werden anatomisch identische Strukturen extrahiert,
die dann die Grundlage für die Bestimmung einer Bildtransformation bilden. Neben
starren und affinen Modellen werden dabei auch deformierbare Modelle verwendet.
Voxelbasierte Methoden arbeiten direkt auf den Bildpunktgrauwerten. Die zwei Haupt-
richtungen sind zum einen die Reduktion des gesamten Bildinhalts auf einen Satz von
Skalaren und Orientierungen und zum anderen die direkte Verwendung des gesamten
Bildinhaltes. Die Verwendung von Momenten erster und höherer Ordnung ist ein Bei-
1. Eine Ausnahme bildet hier die Bestrahlungbehandlung von Tumoren, bei der zur Markie-
rung der Position des Tumors gegebenenfalls metallische Plättchen auf die Sklera genäht 
werden.
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spiel für einen Reduktionsansatz. Solche Ansätze haben in der Regel den Nachteil der
geringen Genauigkeit bei der Registrierung von Bildern. Ein Beispiel für Ansätze unter
Einbeziehung des gesamten Bildinhalts stellt die Anwendung differentieller Estimati-
onsverfahren dar, deren Einsatz zur Registrierung von fluoreszenzangiographischer
Bildsequenzen der Netzhaut beschrieben wurde [Toonen 92].
Intrinsische Marker lassen sich, wie das Beispiel Videofuoreszenz-Angiographie
zeigt, prinzipiell auch bei (Bild-) Daten des Augenhintergrunds verwenden. Retinalen
Gefäße und insbesondere deren Verzweigungspunkte stellen geeignete Objekte dar, die
von Hand ausgewählt oder automatisch segmentiert und zur Deckung gebracht werden
können. Dabei werden in der Regel starre oder affine Transformationen benutzt, um die
Koordinaten der Marker ineinander zu überführen. Als Nachteil erweist sich bei diesen
Verfahren, dass die verwendeten Koordinatentransformationen der sphärische Form
des Augenhintergrunds keine Rechnung tragen. Streng genommen haben solche Ver-
fahren nur eine Berechtigung bei der Bearbeitung kleiner Bildbereiche, bei denen der
Ausschnitt des Augenhintergrunds als näherungsweise planar angesehen werden kann,
oder bei Bildsequenzen, bei denen der selbe Fundusausschnitt über einen Zeitraum be-
trachtet wird. Darüber hinaus ergeben sich weitere Problematiken bei der Bearbeitung
von Daten unterschiedlicher Aufnahmemodalitäten, bei denen anatomisch identische
Bereiche unterschiedliche Bilddarstellungen erfahren.
Bei nicht-bildbasierten Ansätzen werden die Koordinatensysteme der Aufnahme-
modalitäten zueinander in Bezug gebracht, beispielsweise durch eine Kalibrierung.
Dies setzt normalerweise voraus, dass die Aufnahmesysteme in die selbe Aufnahme-
position bezüglich des betrachteten Objektes gebracht werden, ohne daß das Objekt
seine Position verändert. Bei der vorliegenden Aufgabenstellung kann dies nicht expli-
zit erreicht werden, da in der klinische Routine ein solches Vorgehen nicht möglich ist. 
Ansatz der Datenintegration unter Verwendung einer Objektrekonstruktion
Einen Lösungsansatz bildet die implizite Verwendung einer nicht-bildbasierten
Methode durch dreidimensionale Rekonstruktionen des Augenhintergrunds aus den
primären Daten jeder Aufnahmemodalität. Die jeweiligen Rekonstruktionen verwen-
den das selbe Koordinatensystem, so dass die geometrische Zuordnung automatisch
gegeben ist. Im Idealfall einer fehlerfreien Rekonstruktion braucht kein matching der
Daten durchgeführt zu werden. Darüber hinaus steht damit eine dreidimensionale Re-
präsentierung des Objektes zur Morphometrie zur Verfügung. Wie im folgenden Text
noch auszuführen bleibt, kann also mit diesem Ansatz sowohl die Integration der multi-
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modalen Daten als auch die geometrisch korrekte Vermessung morphologische Details
erreicht werden.
Zu lösen ist das Problem der 3D-Rekonstruktion aus zweidimensionalen Abbil-
dungen. Bei den projektiven Abbildungsverfahren geht im allgemeinen die Tiefenin-
formation verloren und kann auch nicht aus den Bilddaten zurückgewonnen werden.
Im vorliegenden Fall kann die fehlende Information unter Ausnutzung der besonderen
Eigenschaften des Auges einfach ersetzt werden. Im folgenden Kapitel 3 werden An-
sätze zur Objektrekonstruktion aus planaren Abbildungen diskutiert und bewertet.
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3 Verfahren zur 3D-Rekonstruktion
Im folgenden werden generelle Ansätze zur Objektrekonstruktion beschrieben und ihre
Eignung für das vorliegende Problem bewertet. Entsprechend der besonderen Eigen-
schaften der im vorangehenden Kapitel dargestellten Messmodalitäten richtet sich da-
bei das Augenmerk auf die Darstellung von Verfahren zur Objektrekonstruktion aus
projektiven Abbildungen. Eine vollständige Darstellung aller Rekonstruktionsmetho-
den ist nicht angestrebt. 
3.1 Dreidimensionale Abbildungsverfahren
Abbildungsverfahren erzeugen Beschreibungen unserer dreidimensionalen Welt in der
Form von Bildern. Trotz der hohen Informationsdichte bildlicher Darstellungen bleibt
eine solche Beschreibung unvollständig, unter anderem, da in der Regel die Informati-
on über die räumliche Verteilung der abgebildeten Eigenschaft eines Objekts durch die
Projektion des dreidimensionalen Objektraumes auf die zweidimensionale Bildebene
verloren geht. Dem Objekt selbst, seiner Struktur, seinem inneren Aufbau und der Re-
lation seiner Bestandteile zueinander gilt aber das eigentliche Interesse, insbesondere
dann, wenn Abbildungen im Sinne einer Messtechnik quantitative Aussagen über Ob-
jekteigenschaften ermöglichen sollen. Den inneren Aufbau von Objekten in allen drei
Dimensionen zu erfassen, ohne sie zu zerstören, ist dabei nicht zuletzt in der Medizin
von größter Bedeutung. 
In Abhängigkeit von der primären Abbildungsmethode sind die Möglichkeiten für
die Rückgewinnung der Information über die dritte Dimension beschränkt. Eine voll-
ständige Rekonstruktion allein auf Grundlage der Messdaten ist nur dann möglich,
wenn bei der Aufnahme das abbildende Medium mit jedem Volumenelement des Ob-
jekts in Wechselwirkung tritt und wenn auf die räumliche Verteilung der detektierten
Objekteigenschaft zurückgeschlossen werden kann. Ein Beispiel hierfür ist die voll-
ständige Durchstrahlung eines Objektes mit Röntgenstrahlen als Grundlage für die Ob-
jektrekonstruktion in der Computer-Tomographie (CT) [Hsieh 03]. Die Rekonstruktion
dreidimensionaler Objekte wird dabei durch das Zusammensetzen einzelner Schichten
erreicht, die aus einer Vielzahl von Projektionen aus allen Richtungen gewonnen wer-
den. Ein anderes Beispiel ist die Magnetresonanztomographie (MRT) [Conolly94].
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Reflektionsbilder, bei denen Rückstreuung an Grenzflächen oder an Streukörpern
für die Abbildung verantwortlich ist, lassen keine vollständige dreidimensionale Re-
konstruktion zu. Es können nur Oberflächen undurchsichtiger Objektteile rekonstruiert
werden. Eine Auflösung der Anordnung durchsichtiger Objekte ist unmöglich. Un-
durchsichtige Oberflächen verdecken zudem Teilvolumina, über die folglich keine In-
formation erhalten werden können. Stehen jedoch apriori genug Informationen über
das Objekt zur Verfügung, kann für einfache Anordnungen dennoch eine vollständige
Rekonstruktion erreicht werden.
Die Rekonstruktion eines dreidimensionalen Objekts aus einer zweidimensiona-
len Projektion stellt ein unbestimmtes inverses Problem dar, dass im allgemeinen keine
eindeutige, sondern unendlich viele Lösungen hat. Um die Dreidimensionalität zurück-
zugewinnen sind zusätzliche Bedingungen notwendig, die die Lösungsvielfalt im Ide-
alfall bis zur Eindeutigkeit einschränken. Dies kann beispielsweise durch die
Verwendung von apriori-Wissen über das Objekt und seine Gestalt erreicht werden. Im
Fall der Abbildung des Fundus ist dies leicht möglich, da das Auge eine nahezu ideale
Kugelform besitzt und aus dünnen Gewebeschichten aufgebaut ist1. 
In der Literatur werden verschieden Ansätze zur Objektrekonstruktion aus Projek-
tionen beschrieben. Im Folgenden werden die wichtigsten Methoden kurz skizziert und
ihre Verwendbarkeit bei der vorliegenden Aufgabenstellung bewertet. Der Schwer-
punkt bei der Darstellung liegt auf den Ansätzen zur Ableitung der Gestalt (engl.
shape) eines Objekts aus einzelnen beziehungsweise mehreren (Reflektions-)Bildern.
Im Weiteren wird dann der gewählte Ansatz zur Einbringung des apriori-Wissens
durch Verwendung eines Objektmodells motiviert. 
3.2 Verfahren zur 3D-Rekonstruktion aus Reflektionsbildern
Ansätze zur Rekonstruktion dreidimensionaler Objekte aus einem oder mehreren Re-
flektionsbildern versuchen, die Form der reflektierenden Oberflächen aus der Intensi-
tätsverteilung im Bild zu erschließen [Jähne 91]. Dies ist ein „schlecht gestelltes“
(engl.: ill-posed) Problem, für das es bisher in der Bildverarbeitung nur ansatzweise
1. Eine spezielle Struktur stellt der Sehnervenkopf dar, an dem die Nervenfasern der Retina 
zusammengeführt werden und durch den die großen retinalen Blutgefäße ins Auge ein- und 
austreten. Veränderungen der dreidimensionalen Morphologie dieses Gewebes im Falle 
eines Glaukoms sind von größtem Interesse. Spezielle Ansätze zu seiner Vermessung sind 
bereits publiziert worden [Weinreb89, Burk 92, Dreher 91]. Sie sind nicht Gegenstand der 
vorliegenden Arbeit.
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Lösungen gibt. Diese Ansätze werden im Englischen allgemein als shape-from-X-Me-
thoden bezeichnet, wobei das X für die verschiedenen Arten von „Wissen“ beziehungs-
weise Hinweisen (engl. cues) steht, die dem Bild entnommen werden können. Dazu
zählen beispielsweise die Helligkeitsverteilung oder Bewegung. Tabelle 3.1 listet die
wichtigsten Ansätze, wobei die in der Englischen Literatur gebräuchlichen Bezeich-
nungen verwendet werden:
Die auf Fokusserien basierende Scanning-Laser-Tomographie (Heidelberg Retinal To-
mograph, Heidelberg Engineering) und die Auswertung von Stereoaufnahmen (Dis-
cam, Marcher Enterprises Ltd.) werden in der Ophthalmologie bereits eingesetzt. Beide
Verfahren dienen der dreidimensionalen Vermessung des Nervenkopfes (Papille) zur
Diagnose und Therapieverfolgung beim Glaukom [Algazi 85, Johnson 79].
Stereobilder (shape from stereo)
Die dreidimensionale Rekonstruktion aus Stereobildern soll im folgenden etwas aus-
führlicher behandelt werden, da sie bereits Anwendung in der Ophthalmologie gefun-
den hat.
Das räumliche Sehen beruht auf der Verarbeitung der Netzhautbilder beider Au-
gen im Gehirn zu einem dreidimensionalen Eindruck, der es erlaubt, räumliche Bezie-
hungen von Objekten zueinander und zur eigenen Person einzuschätzen. Dabei wird
das Objekt unter zwei verschiedenen Blickwinkeln gesehen, so dass identische Objekte
unterschiedliche Positionen in den beiden Netzhautbildern und relativ zum Hinter-
grund einnehmen. Das Gehirn interpretiert diese Bilder unter Einbeziehung von viel-
 Shape from Anzahl Bilder Typ Ophthalmologische Anwendung
Stereo 2 und mehr Aktiv Papillenrekonstruktion
Motion Bildsequenz Aktiv/Passiv
Focus/defocus 2 und mehr Aktiv Papillenrekonstruktion
Contour 1 Passiv
Textur 1 Passiv
Shading 1 Passiv
Tabelle 3.1: Methoden zur Bestimmung von Objektformen aus 
Reflektionsbildern
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fältigem apriori-Wissen über das Objekt und erzeugt den dreidimensionalen
räumlichen Eindruck.
Das gleiche Prinzip wird bei der Rekonstruktion aus Stereobildpaaren genutzt
[Marr 79]. Die einfachste Anordnung für die Gewinnung von Stereobildern besteht aus
zwei Kameras, deren optische Achsen parallel zueinander liegen und deren Bildebenen
koplanar sind (Abb. 3.1). 
Abb. 3.1: Einfachste Anordnung für die Erzeugung von Stereobildern (Bildebene I,
Projektionszentrum O, Raumpunkt P mit Abstand zp, Bildpunkt p mit Po-
sition x, Stereobasis B, Brennweite f).
Aus der Abbildung 3.1 läßt sich einfach die Disparität d – der Abstand zwischen den
korrespondierenden Punkten in den zwei Bildern – bestimmen:
(3.1)
Die Disparität ist also proportional zur stereoskopischen Basis B und umgekehrt pro-
portional zur Entfernung zp des Objektpunktes. Durch Triangulation kann die Position
von Objekten im Raum aus den Bildpunkten bestimmt werden. Sie ergibt sich als
Schnittpunkt von Strahlen, die vom entsprechenden Projektionszentrum aus durch die
korrespondierenden Bildpunkte verlaufen (s. Abb. 3.1, gestrichelte Linien).
Zwei Probleme gilt es bei einem Stereosystem zu lösen: Zum einen muss das Kor-
respondenzproblem – die Zuordnung der Abbildungen eines identischen Punktes im
Bildpaar – gelöst werden, zum andern muss die Rekonstruktion – die Rückgewinnung
der Position des Punktes im dreidimensionalen Raum – durchgeführt werden. 
Für die Bestimmung der Korrespondenzen werden im wesentlichen zwei Metho-
den angewandt: die korrelationsbasierte Suche nach übereinstimmenden Bildbereichen
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und die Koregistrierung von Merkmalen (features), die auf einer abstrakten Ebene den
Bildinhalt beschreiben. Bei der ersten Methode ergeben sich in der Regel dicht besetzte
Disparitätsfelder [Waldowski 91, Marr 76], während bei der zweiten Methode häufig
nur wenige features gefunden werden können, so dass das Disparitätsfeld dünn besetzt
ist [Ayache 87].
Die Rekonstruktion ist nur bei der oben dargestellten Idealanordnung einfach. Bei
realen Kameras und nicht paralleler Ausrichtung ist sie nicht-trivial; die beschriebenen
Beziehungen zwischen der Disparität und dem Abstand eines Objekts gelten dann nicht
mehr. Aus Gleichung 3.1 ergibt sich, dass der Abstand des Punktes entlang der z-Achse
von der Brennweite, der Stereobasis und den Hauptpunkten abhängt. Dies sind Para-
meter des Stereosystems, die durch eine Kalibrierung gefunden werden müssen. Dazu
gehört auch die Lage der beiden optischen Achsen zueinander. Die Parameter sind häu-
fig nicht bekannt, so dass das Rekonstruktionsproblem zu einem Kalibrationsproblem
wird.
Für die Rekonstruktion des Fundus in seiner dreidimensionalen Form sind Stere-
obildpaare – mit Ausnahme des Nervenkopfes – nur bedingt geeignet. Entweder muss
eine spezielle Funduskamera verwendet werden, die es erlaubt, gleichzeitig zwei ge-
geneinander verschobene Bilder aufzuzeichnen, oder zwei Bilder müssen unter Einhal-
tung einer bestimmten Vorgehensweise nacheinander aufgenommen werden.
Für die vorliegende Aufgabenstellung mit der Bedingung, Bildmaterial klinisch
eingesetzter ophthalmologischer Geräte zu verwenden, ist dieser Ansatz daher nicht
praktikabel. Dafür sind folgende Punkte entscheidend.
• Kleine Stereobasis:
Die Funduskamera wird zur Aufnahme verschiedener Bildausschnitte um
eine Pupillenachse geschwenkt, sie kann daher praktisch nicht aus zwei
Blickwinkeln auf den selben Fundusausschnitt gerichtet werden.
• Kleine Disparitäten:
Bei genügender Überlappung sind die Disparitäten relativ klein, da auf Grund
des kleinen Bildwinkels (50° Fundusphotographie) und der Form des Fundus
das Objekt nur relativ wenig Tiefe besitzt. Das schränkt die Genauigkeit der
Rekonstruktion ein. Eine Ausnahme bildet hier die Papille, die eine beträcht-
liche Tiefenausdehnung hat. Allerdings ist für sie das Korrespondenzproblem
auf Grund der Bildstruktur schwierig zu lösen.
• Dünn besetzte Disparitätsfelder:
Aufgrund der Strukturen in Fundusbildern sind im Überlappungsbereich
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meist nur sehr wenige features zu finden, so dass die Position nur weniger
Punkte genau bestimmt werden kann.
• Mindestens zwei Bilder notwendig für die Rekonstruktion:
Für Einzelaufnahmen und deren geometrisch korrekte Vermessung kann die-
ses Verfahren nicht angewendet werden.
Insbesondere der Wunsch, auch Einzelbilder geometrisch korrekt behandeln zu kön-
nen, ließ diese Verfahren nicht in Betracht kommen.
Bewegungsanalyse (shape from motion)
Die Analyse von Bewegungen in Bildsequenzen erlaubt ebenfalls Rückschlüsse auf die
Lage von Objekten im Raum. Dieses Rekonstruktionsverfahren zeigt viele Parallelen
zur Stereobildrekonstruktion; auch hier sind die Hauptprobleme das Auffinden der
Korrespondenzen und die eigentliche Rekonstruktion. 
Im Falle von Bildsequenzen gestaltet sich das Finden korrespondierender Punkte
oder features häufig einfacher, da die Bilder in relativ kurzen Zeitabständen aufgenom-
men werden (zum Beispiel 25 Bilder/sec. entsprechend der Videonorm CCIR), so dass
auch Bewegungen mit entsprechend niedriger Geschwindigkeit spatial relativ eng ab-
getastet werden. Dies gilt beispielsweise auch für mit dem SLO aufgenommene Vi-
deofluoreszenz-Angiogramme. Trackingverfahren erlauben es zudem, auf Grund
erkannter Bewegungen in zeitlich zurückliegenden Bildern die Verschiebung in den
folgenden Bildern abzuschätzen. 
Die Rekonstruktion ist dagegen schwieriger durchzuführen. Einerseits sind die
Disparitäten geringer, andererseits ist die Stereobasis klein. Daher ist die erzielbare Ge-
nauigkeit gering und es besteht eine Anfälligkeit für Rauschen. Für Aufnahmen des
Fundus kommt noch hinzu, daß die Bewegungen des Augenhintergrunds durch Rotati-
on um die Querachsen als mehr oder weniger ebene Bewegung im projizierten Bild er-
scheint, wodurch die Unterschiede in den Disparitäten gering ausfallen und die
Rekonstruktion ungenau wird. Im klinischen Routinebetrieb werden solche Bildse-
quenzen nur sehr selten erzeugt, so dass auch dieses Verfahren für die vorliegende Auf-
gabenstellung ausscheidet.
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Fokusserien (shape from focus)
Aus einer Fokusserie, bei der die Fokalebene entlang der optischen Achse von Bild zu
Bild verschoben wird, kann Information über die räumliche Struktur in der Form einer
Tiefenkarte, die zu jedem Bildpunktkoordinatenpaar den Abstand zu einer Referenze-
bene angibt, gewonnen werden. Dabei wird die Tatsache ausgenutzt, dass die Punktant-
wort einer Projektion auf Grund des Intensitätsabfalls außerhalb der Fokalebene mit z2
ein scharfes Maximum besitzt. 
In der Ophthalmologie hat dieses Verfahren seinen Einzug durch die Entwicklung
der konfokalen Laser-Scanning-Ophthalmoskope (Heidelberg Retinal Tomograph,
HRT, Heidelberg Engineering) gehalten. Auch bei diesen Systemen ist das Ziel die
Vermessung der Papille. Durch den konfokalen optischen Aufbau wird der Einfluß de-
fokussierter Ebenen weitgehend unterdrückt, so dass der Signal-zu-Rausch-Abstand
deutlich verbessert wird.
Dieses Verfahren wird zur Rekonstruktion und Vermessung der Papille einge-
setzt. Die sphärische Form des Augenhintergrundes kann jedoch nicht rekonstruiert
werden.
Konturanalyse (shape from contour)
Der Mensch ist in der Lage, aus bloßen Umrisszeichnungen beziehungsweise dem Ver-
lauf von Kanten die dreidimensionale Form von Gegenständen zu erschließen. Entspre-
chend wird bei Verfahren diese Kategorie der Verlauf von Objektkonturen und ihre
Verzerrung bei projektiver Abbildung analysiert. Das setzt voraus, dass der Konturver-
lauf apriori bekannt ist. 
Bei Fundusbildern sind diese Bedingungen nicht erfüllt. Der Verlauf von Gefäßen
ist individuell verschieden und nicht apriori bekannt. Damit kommen diese Verfahren
für die Aufgabenstellung nicht in betracht.
Texturanalyse (shape from texture)
Die Auswertung der Texturierung von Bildbereichen ermöglicht ebenfalls die Rückge-
winnung von Informationen über die Lage von Objekten im Raum. Die Richtung und
Größe einer Textur hängen von der Orientierung der Oberfläche ab, auf der sie sich be-
findet. Die lokale Orientierung einer Fläche kann aus den lokalen Verzerrungen der
Textur bestimmt werden. Notwendige Voraussetzung für die Rekonstruktion ist aller-
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dings genügend Wissen über das abgebildete Objekt, seine Texturierung und deren
Verzerrungen bei der projektiven Abbildung.
Fundusaufnahmen zeigen keine für eine Rekonstruktion ausreichende Texturie-
rung. Sichtbar sind in der Regel der Nervenkopf und die retinalen Gefäße, je nach Ab-
bildungsmethode auch choroidale Gefäße und die Nervenfaserschicht. Lokal ist nur an
wenigen Orten ausreichend Struktur vorhanden. Zudem ist die Morphologie individuell
verschieden, wobei apriori keine Aussage über den wahren Verlauf der Merkmale ge-
troffen werden kann. Damit steht nicht genug Wissen für eine dreidimensionale Rekon-
struktion aus einer Texturanalyse zur Verfügung.
Analyse der Helligkeitsverteilung (shape from shading)
Diesen Verfahren liegt die Abhängigkeit der Helligkeit einer Oberfläche von ihrer Nei-
gung zur Beleuchtungs- und Beobachtungsrichtung zu Grunde. 
Bei Fundusaufnahmen und ihrer morphologischen Vermessung ist hauptsächlich
der dreidimensionale Verlauf des Augenhintergrundes von Interesse, weniger die Er-
fassung von Einzelheiten der Retina wie beispielsweise der Gefäße. Der Augenhinter-
grund erscheint als gekrümmte Fläche, deren Orientierung sich lokal nur sehr langsam
ändert. Damit kann nur wenig Information über den räumlichen Verlauf dieser Fläche
gewonnen werden. Dazu kommt noch Beleuchtungsungleichmäßigkeiten, die durch
die Kameraoptik und die Augenpupille verursacht werden. Somit sind auch diese An-
sätze wenig geeignet, um eine dreidimensionale Rekonstruktion des Augenhintergrun-
des durchzuführen.
3.3 Diskussion
Die in diesem Kapitel beschriebenen Verfahren zur Objektrekonstruktion aus planaren
Bilddaten sind unter den gegebenen Voraussetzungen für die Rekonstruktion des Au-
genhintergrunds nicht geeignet. Entscheidend ist hierbei der Wunsch, klinisch gewon-
nenes Datenmaterial zu nutzen und keine spezielle, den Patienten zusätzlich belastende
Untersuchung zur Gewinnung der primären Daten durchzuführen. 
Die Verwendung von Fokusserien und Stereobildpaaren stellen zur Zeit die einzi-
gen Verfahren zur dreidimensionalen Rekonstruktion dar, die in der klinischen Oph-
thalmologie eingesetzt werden. Ihre Anwendung beschränkt sich auf die Darstellung
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und Vermessung des Nervenkopfes, der verglichen mit anderen Bereichen des Fundus
eine relativ hohe Tiefenausdehnung hat, was die Rekonstruktion erleichtert.
Eine Rekonstruktion des Fundus aus den (Bild-) Daten allein ist also nicht mög-
lich. Es muss daher zusätzlich apriori-Wissen in den Rekonstruktionsprozess einge-
bracht werden, um die verlorengegangene Tiefeninformation zu ersetzen. Bei der
vorliegenden Fragestellung ist dies relativ einfach möglich, da Größe und Form des
normalsichtigen Auges beim Erwachsenen annähernd gleich sind und daher ein Modell
für die Augenform aufgestellt werden kann. Ein solches Modell, das sowohl die Form
des Auges als auch seine optischen Eigenschaften umfasst, wurde bereits in Kapitel 2
vorgestellt. Über die individuelle Form der Augäpfel eines Patienten sind in der Regel
keine Daten bekannt, und es werden auch praktisch keine Daten dazu erhoben1. Eine
Ausnahme bildet hierbei die Bestimmung der Augenlänge prä-operativ2 bei Patienten
mit Linsentrübung (Katarakt, grauer Star) [Schelenz 89, Hitzenberger 93], um die
Brechkraft der einzusetzenden Ersatzlinse möglichst genau zu bestimmen. Eine verän-
derte Augenlänge kann jedoch näherungsweise aus dem Grad einer beim Patienten vor-
liegenden Fehlsichtigkeit abgeleitet werden; in den häufigsten Fällen ist eine
Fehlsichtigkeit durch eine geänderte Bulbuslänge bedingt, was dazu führt, dass die Re-
tina vor oder hinter der Brennebene des nicht-akkommodierenden Auges liegt (Ach-
senametropie).
3.4 Ansatz zur Fundus-Rekonstruktion
Im folgenden wird daher die Verwendung eines schematischen Augenmodells als
Grundlage für die Objektrekonstruktion vorgeschlagen. Die Form des Augenhinter-
grunds wird dabei als Sphäre modelliert. Bezogen auf die Dimensionen des Bulbus
können Retina und Choroid als dünne Schichten auf dieser Sphäre angenommen wer-
den (s. Abb. 2.1 und Abb. 2.3), deren Tiefenausdehnung im weiteren vernachlässigt
wird. Mit diesen Voraussetzungen kann das Problem der Rekonstruktion des Fundus
durch eine einfache Rückprojektion der planaren Bilddaten auf die sphärische Objek-
tebene gelöst werden, wobei der dreidimensionale Verlauf des Augenhintergrunds al-
lein aus geometrischen Betrachtungen erschlossen wird. Die Rückprojektion ergibt
1. Prinzipiell kann die Augenform aus MR-Datensätzen gewonnen werden, der Aufwand ist 
jedoch für die vorliegende Fragestellung nicht angemessen.
2. Eine genaue Messung der Augenlänge zur Bestimmung der Brechkraft der Ersatzlinse kann 
das Ergebnis des operativen Eingriffs in Bezug auf Erreichen einer Normalsichtigkeit deut-
lich verbessern [Drexler 98].
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sich als Umkehrung der projektiven Abbildung, als dessen Ergebnis das primäre Bild-
material entstanden ist. Durch Rekonstruktion mehrerer Modalitäten entsteht ein multi-
dimensionaler Parameterraum, der als Basis die dreidimensional rekonstruierte Fläche
des Augenhintergrunds hat. Dieser “sphärische” Parameterraum kann durch die Ver-
wendung von Landkartenprojektionen zweidimensional visualisiert werden. Das skiz-
zierte Vorgehen besitzt eine Reihe von Vorteilen:
• Das Verfahren ist prinzipiell nicht auf bestimmte primäre Daten bzw.
Messmodalitäten beschränkt. Insbesondere können Bilder und Messdaten der
zur Zeit klinisch eingesetzten Untersuchungssysteme verwendet werden. 
• Die Transformationsparameter für die Rückprojektion können für die jewei-
lige Abbildungsmodalität mittels einer Kalibrierung bestimmt werden.
• Der Ansatz leistet implizit die Integration (Fusion) multi-modaler Daten für
den Fall, dass die Rekonstruktion ideal erfolgt. Ein feature matching ist nicht
notwendig.
• Individuelle Abweichungen von den Modellwerten sowie Ungenauigkeiten
bei der Bestimmung der Abbildungsparameter können durch die Verwen-
dung eines Fehlerterms im Modell aufgefangen werden.
Als Nachteil dieses Ansatzes erscheint vor allem die mangelnde Tiefenauflösung inner-
halb der aus einer planaren Abbildung rekonstruierten Gewebeschicht. Insbesondere
kann der Nervenkopf in seiner Tiefenausdehnung nicht dargestellt werden. Dies ist al-
lerdings kein prinzipielles Problem da beispielsweise die Integration von OCT-Daten
in das Modell eine Auflösung der Strukturen innerhalb einer Schicht erlauben würde.
Voraussetzung ist hierbei eine Erweiterung des Augenmodells um die einzelnen Gewe-
beschichten des Augenhintergrunds (sub-retinale Strukturen, Pigmentepithelschicht,
Choroid). In diesem Fall ist allerdings eine implizite Fusion unterschiedlicher Daten
nicht mehr möglich, so dass die Korrespondenz von einzelnen Strukturen durch ein fea-
ture matching gefunden werden muss. Das bietet sich als zukünftige Erweiterung des
hier vorgestellten Ansatzes an.
Bei der vorgestellten Fundusrekonstruktion aus planaren Bilddaten sind folgende
Probleme zu lösen:
• Auffinden der zur bildgebenden Projektion inversen Transformation für die
jeweilige Untersuchungsmodalität,
• Anordnung der rückprojizierten Bilder im sphärischen Koordinatensystem,
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• Handhabung inter- und intra-individueller Unterschiede der Augenform,
• Morphometrie im sphärischen System und
• Visualisierung des Parameterraums.
Im folgenden Kapitel 4 wird ein Modell der Bildentstehung aufgestellt, das den Abbil-
dungsprozess am Beispiel der Funduskamera beschreibt. Das Hauptaugenmerk liegt
auf der Darstellung der geometrischen Verzerrungen, die durch die an der Abbildung
beteiligten (optischen) Komponenten verursacht werden. Aufbauend auf der Analyse
der Bildentstehung wird dann im darauf folgenden Kapitel 5 der Ansatz zur Rekon-
struktion des Fundus durch Rückprojektion planarer Bilddaten unter Verwendung des
Augenmodells im Detail beschrieben.
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4 Modell der Bildentstehung
Grundlage für die Rekonstruktion des Augenhintergrunds aus planaren Abbildungen
bildet eine Analyse des Abbildungsprozesses der Aufnahmemodalität. Exemplarisch
wird im folgenden die Abbildung durch die Funduskamera untersucht. Dazu wird ein
Modell der Bildentstehung aufgestellt. Eine vollständige Modellierung der Bildentste-
hung umfasst ein geometrisches Modell und ein Modell der Signalübertragung [Lenz
90]. Bei der vorliegenden Fragestellung steht die Zuordnung von Bildpunkten zu Fun-
dusorten im Vordergrund, so dass die Modellbildung im Folgenden auf die geometri-
schen Abbildung beschränkt wird. Die Aspekte der Signalübertragung sind für eine
Fehleranalyse relevant und spielen eine bedeutende Rolle bei Bildrestaurationsansät-
zen1. Eine Bildrestauration ist jedoch nicht Gegenstand dieser Arbeit, daher wird die
Signalübertragung in der folgenden Darstellung nicht weiter betrachtet. 
Das Ziel besteht darin, die verschiedenen Fehlerquellen, die zu geometrischen
Verzerrungen führen, zu untersuchen und die entstehenden Verzerrungen mathema-
tisch zu beschreiben. Daraus wird der Ansatz zur Rekonstruktion in Umkehrung des
Abbildungsprozesses entwickelt.
4.1 Abbildungskette
An der Abbildung des Fundus sind die Optik der Kamera und die brechenden Medien
des Auges gleichermaßen beteiligt. Für Fundusaufnahmen werden durch Eintropfen ei-
nes Mydriatikums2 die Augenpupille erweitert und die Ziliarmuskeln, die die Form der
Augenlinse kontrollieren, gelähmt. Die Optik des Auges wird dadurch quasi “auf Un-
endlich” eingestellt, so dass von Netzhautpunkten ausgehende Strahlen das Auge als
parallele Bündel verlassen. Die brechenden Medien des Auges bilden in diesem Zu-
stand ein afokales optisches System. Die Funduskamera selbst stellt ebenfalls ein afo-
kales System dar, das diese parallelen Strahlenbündel auf den lichtempfindlichen
Sensor fokussiert. Beide optischen Systeme bilden zusammen das fokale System, mit
dem der Augenhintergrund scharf auf die Bildebene abgebildet wird. 
1.  Ein Ansatz zur Bildrestauration von digitalen Röntgenbildern findet sich bei Peters [Peters 
99]. Dieser kann prinzipiell auf das vorliegende Bildmaterial übertragen werden.
2. Allgemein ein Medikament zur Weitstellung der Pupille, z.B. Tropicamide oder Atropin.
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Fehlerquellen für geometrische Verzerrungen stellen das Linsensystem der Ka-
mera sowie die brechenden Medien des Auges dar. Darüber hinaus führt die Projektion
des annähernd sphärisch gekrümmten Augenhintergrunds auf die Bildebene zu weite-
ren Verzerrungen [Doelemeyer 00]. Die bei einem untersuchten Auge individuell auf-
tretenden geometrischen Bildverzerrungen können messtechnisch in vivo nicht erfaßt
werden. Beispielsweise können keine Objekte am Augenhintergrund als Referenz her-
angezogen werden, da ihre Größe und Position individuell verschieden und nicht aprio-
ri bekannt ist. Auch ist eine Kalibrierung des Gesamtaufnahmesystems nicht möglich,
da die Augenmedien nicht zugänglich sind1. 
Als Lösung dieser Problematik wird die Modellierung der Teilsysteme vorge-
schlagen. Dazu werden die Abbildungskette in die Teilsysteme Kamera, Augenmedien
und Augenhintergrund unterteilt und die Verzerrungen dieser Einzelsysteme unter-
sucht. Die Verzerrungen der Funduskamera können durch eine einmalige Kalibrierung
bestimmt werden. Für die Augenmedien muss dagegen auf die Daten des Modellauges
zurückgegriffen werden. Die durch die Form des Augenhintergrunds hervorgerufenen
geometrischen Fehler lassen sich durch einfache geometrische Betrachtungen bestim-
men. 
1. Die gesamte Brechkraft der Augenmedien kann jedoch mit Hilfe eines Autorefraktometers 
bestimmt werden. Dabei erhält man auch Informationen über die Hornhautkrümmung. 
Diese Untersuchung bildet die Grundlage für die Anpassung einer Korekturlinse. Dieses 
Verfahren kann zu einer Verbesserung der Modellierung der geometrischen Verzerrungen 
herangezogen werden.
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Die Abbildungskette kann bezüglich Verzeichnungen entsprechend der obigen Be-
trachtung durch die drei Komponenten Retina, Augenmedien und Kamera modelliert
werden (Abb. 4.1): 
Abb. 4.1: Abbildungskette bei der Aufnahme des Augenhintergrunds mit einer
Funduskamera
Durch Einfügen von virtuellen Zwischenbildebenen kann eine Aufteilung in die Ein-
zelsysteme vorgenommen werden. Die Abbildung des Augenhintergrunds auf die Zwi-
schenebene A wird durch eine ideale Zentralprojektion (Lochkamera-Modell) mit dem
Vergrößerungsfaktor 1 angenähert. Die Augenmedien-bedingten Verzerrungen werden
durch eine Raytracing-Analyse bestimmt (Abbildung auf die Zwischenebene B). Mo-
dellhaft werden dabei die verschiedenen optischen Komponenten des Auges durch bre-
chende Flächen mit einfachen Radien und Gläsern mit unterschiedlichen
Brechungsindizes dargestellt. Als Kameramodell für die Funduskamera dient eine Zen-
tralprojektion mit zusätzlicher radialer Linsenverzeichnung. Die durch die drei Kom-
ponenten hervorgerufenen Verzerrungen werden nun im einzelnen betrachtet und
abgeschätzt. 
FunduskameraAugenmedienRetina
Auge
Bildebene
Funduskamera
VorderabschnittRetina
Zwischenebene A Zwischenebene B Bildebene
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4.2 Geometrische Abbildungsfehler bei der Bildgewinnung
4.2.1 Funduskamera
Der optische Aufbau der Funduskamera wurde bereits in Kapitel 2 beschrieben. Die
Funduskamera kann durch das Kameramodell einer perspektivischen Zentralprojektion
angenähert werden. Die Kameraparameter dieses linearen Modells beschreiben den
Übergang von den dreidimensionalen Objektkoordinaten zu den zweidimensionalen
Bildkoordinaten unter idealisierten Bedingungen und lassen sich in extrinsische und in-
trinsische Parameter unterscheiden. Die extrinsischen Parameter beschreiben den
Übergang vom 3D-Welt- zum 3D-Kamerakoordinatensystem, während die intrinsi-
chen Parameter die optischen, geometrischen und digitalen Eigenschaften der Kamera
bezogen auf das Kamerakoordinatensystem erfassen und den Übergang von den 3D-
Kamera- zu den 2D-Bildkoordinaten beschreiben. Im folgenden wird das Kamera-
modell kurz vorgestellt. Detailliertere Darstellungen finden sich in der Literatur [Föhr
90, Tsai 87, Lenz 88].
Im ersten Schritt wird die Abbildung eines Objektpunktes in Weltkoordinaten in das
Kamerakoordinatensystem beschrieben. Die beiden Koordinatensysteme können durch
Rotation und Verschiebung ineinander überführt werden. 
(4.1)
mit den Kamerakoordinaten Xk und den Weltkoordinaten Xw 
(4.2)
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(4.3)
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Der Zusammenhang zwischen den Koeffizienten der Rotationsmatrix und den Rotati-
onswinkeln  und  findet sich im Anhang A.1. Unter Verwendung von homogenen
Koordinaten können Verschiebung und Rotation zu einer Transformationsmatrix zu-
sammengefaßt werden:
(4.5)
Die Matrix M beschreibt die extrinsischen Parameter des Kameramodells. Die intrinsi-
schen Parameter setzen sich aus einer Skalierung der Bildkoordinaten in Abhängigkeit
von der Bildweite b, dem Abstand zur Bildebene zk und der Pixelskalierung sx, sy des
Sensors sowie einer Verschiebung bezüglich des Hauptpunktes Uh, Vh in Bildkoordi-
naten zusammen. Die Transformation der Kamerakoordinaten zu den Bildkoordinaten
ergibt sich dann zu (Darstellung in homogenen Koordinaten):
(4.6)
mit
(4.7)
und der Matrix der intrinsischen Parameter
(4.8)
Die Bildkoordinaten U und V können aus Xu wie folgt berechnet werden:
(4.9)
Für eine reale Kamera ist die obige lineare Modellierung der perspektivischen Ab-
bildung im Hinblick auf eine photogrammetrische Auswertung nicht hinreichend. Die
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Linsenelemente der Kameraoptik verursachen in aller Regel zusätzliche nichtlineare
Verzerrungen [Lenz 87], die in radialsymmetrische und Dezentrieranteile unterteilt
werden können. Eine Verkippung der Sensorebene gegenüber der optischen Achse des
Kamerasystems führt zu solchen Dezentrieranteilen. Bei der Annahme kleiner Verkip-
pungen können diese Anteile jedoch vernachlässigt werden. Darüber hinaus wirken
sich die besonderen Eigenschaften der Funduskamera sowie die Bedingungen bei der
Aufnahme des Augenhintergrunds günstig auf diese Verzerrungsanteile aus. Insbeson-
dere sorgt die Trennung von bildgebendem und beleuchtendem Strahlengang (s. Kapi-
tel 2) und deren Anordnung dafür, dass sich bei der Aufnahme eines gut
ausgeleuchteten Bildes die optischen Achsen der Kamera und des Auges näherungs-
weise im Hauptpunkt des optischen Systems des Auges schneiden. Im folgenden wur-
den daher im ersten Ansatz die nichtlinearen Verzerrungen durch Dezentrierung
vernachlässigt. 
Die durch radialsymmetrische Linsenverzeichnungen hervorgerufenen Bildver-
zerrungen können durch folgende Gleichungen beschrieben werden:
(4.10)
(4.11)
(4.12)
Darin sind u0, v0 den Koordinaten des Bildzentrums und U,V die unverzerrten Bildko-
ordinaten. 
Zur Bestimmung der elf Parameter (Rotation, Verschiebung, Skalierung, Haupt-
punktkoordinaten, Verzeichnung) des beschriebenen Kameramodells gibt es in der Li-
teratur verschiedene Ansätze [Tsai 87, Lenz 88]. Allen gemeinsam ist die Auswertung
von Punktkorrespondenzen zwischen Punkten auf einer zwei- oder dreidimensionalen
Kalibrieranordnung und den Bildkoordinaten. Für das Kameramodell unter Einbezie-
hung der Linsenverzeichnung treten dabei nichtlineare Gleichungssysteme auf, die mit
Hilfe von Verfahren zu nichtlinearen Optimierung numerisch gelöst werden können,
xd
U
1 k3r
2
+( )
------------------------=
yd
V
1 k3r
2
+( )
------------------------=
mit den verzerrten Koordinaten    xd xd u0 ,–=
r xd
2
yd
2
+  ,=
yd yd v0 ,–=
Modell der Bildentstehung 61
beispielsweise nach der Methode von Levenberg-Marquardt [Heikkilä 00]. Dieses Ver-
fahren wurde im vorliegenden Fall benutzt.
Die Kalibrierung wurde für die Funduskamera FF450 (Zeiss) durchgeführt. Als
Kalibrierkörper wurde eine einfache Anordnung bestehend aus zwei zu einem rechten
Winkel zusammengefügten Platten verwendet, auf die ein Punktraster mit bekanntem
Abstand aufgebracht wurde. Das Punktraster hat gegenüber einem Linienraster den
Vorteil, dass sich die Objektpunkte mit bekannter Lage als Schwerpunkte der Kreis-
scheiben einfach, robust und subpixel-genau bestimmen lassen [Heikkilä 00]. Die Grö-
ße des Kalibrierkörpers wurde so gewählt, dass er in relativ großer Entfernung (“quasi
unendlich”) angeordnet werden konnte und das Punktraster immer noch den Bildbe-
reich vollständig ausfüllt, um eine gute Näherung des Verzeichnungskoeffizienten zu
ermöglichen.
Abbildung 4.2 zeigt ein mit einer Funduskamera (Zeiss F450) aufgenommenes
Bild des Kalibrierkörpers. 
Abb. 4.2: Aufnahme des für die Bestimmung der Kameraparameter verwendeten
Kalibrierkörpers. 
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Daraus ergibt sich die relative Verzeichnung in Abhängigkeit vom Kamerawinkel zur
optischen Achse (Abbildung 4.3).
Abb. 4.3: Verzeichnung der Funduskamera Zeiss FF450 bei der Einstellung 50
Grad bezogen auf die optische Achse
4.2.2 Optisch brechende Medien des vorderen Augenabschnitts
Verzerrungen, die bei der Abbildung durch die Augenmedien entstehen, sind auf
Grund der eingeschränkten Zugänglichkeit des Auges nicht ohne weiteres zu bestim-
men. Um dennoch näherungsweise eine Aussage machen zu können, wurde ein opti-
sches Modell auf der Grundlage eines Schematischen Auges [Emsley 52] aufgestellt
(siehe auch Kapitel 2). Das erweiterte Modell besteht aus brechenden Oberflächen ver-
schiedener Radien und dazwischen liegenden optischen Medien mit unterschiedlichen
Brechungsindizes. Die Vorderseite der Kornea bildet die erste brechende Fläche. Die
Kornea bekommt in guter Übereinstimmung mit den physiologischen Gegebenheiten
den Brechungsindex von Glas zugewiesen. Die Rückseite der Kornea bildet den Über-
gang zum Kammerwasser, das den Brechungsindex von Wasser zugewiesen bekommt.
Darauf folgt die Augenlinse mit zwei unterschiedlichen Radien für die Vorder- und
Rückseite. Es wurden die Radien für die Linse des nicht akkomodierten Auges ange-
nommen. Der dann folgende Glaskörper wird durch Wasser nachgebildet. Die Retina
wurde als ebene Fläche angenommen, um den Einfluß der Krümmung des Augenhin-
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tergrunds bei der Bestimmung der Verzeichnung der optisch brechenden Medien des
Auges zu unterdrücken. Abbildung 4.4 zeigt das verwendete Modell.
Abb. 4.4: Optisches Modell des Auges basierend auf geometrischen Daten des
Schematischen Auges
Die optischen Eigenschaften sowie geometrische Verzerrungen bei der Abbildung
können in diesem Modell mit Hilfe des Raytracing-Verfahrens analysiert werden. Für
die Analyse wurde eine Software zum Design optischer Systeme verwendet (OSLO Li-
ght, Sinclair Optics Inc., New York). Die Abbildung 4.5 auf der nächsten Seite zeigt
das Ergebnis dieser Analyse.
MODELLAUGE
FOKALE LÄNGE = 24
EINHEITEN: mm
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Abb. 4.5: Durch die Augenmedien bedingte Verzeichnungen
Die Verzeichnungen liegen im relevanten abgebildeten Bereich der Retina unter 2%
und können daher im ersten Ansatz vernachlässigt werden. Fehlsichtigkeiten des Pati-
enten werden als nicht linsenbedingt angenommen. Sie finden daher an dieser Stelle
keine Berücksichtigung, sondern werden im folgenden Abschnitt diskutiert.
4.2.3 Abbildung des sphärischen Augenhintergrunds
Die Verzerrungen, die durch die Abbildung des annähernd sphärisch gekrümmten Au-
genhintergrunds auf die planare Bildebene entstehen, können mit einem Lochkamera-
modell mit dem Vergrößerungsfaktor 1 modelliert werden. Die Bildebene kann zur
Vereinfachung der Darstellung ohne Änderung der Geometrie und der Abbildungsver-
hältnisse an der Stelle der Retina in der Brennebene der Augenlinse angeordnet werden.
Abbildung 4.6 auf der nächsten Seite zeigt die geometrische Anordnung.
Modell der Bildentstehung 65
Abb. 4.6: Lochkameramodell zur Bestimmung der Verzerrungen bei Abbildung des
sphärischen Augenhintergrunds auf eine Ebene. 
Die Zentralprojektion kann durch eine Transformationsmatrix in homogenen Koordi-
naten dargestellt werden. Legt man die Projektionsebene (Filmebene) in die x-y-Ebene
in den Ursprung des Koordinatensystems und das Projektionszentrum an die Position 
( 0, 0, -f ), so ergibt sich die folgende Matrix:
(4.13)
Die bei dieser Abbildung entstehenden Verzerrungen wurden mit Hilfe geometrischer
Betrachtungen untersucht [Doelemeyer 00]. Dabei werden folgende Definitionen für
Strecken und Winkel benutzt:
Objekt-
ebene
Lochblendenebene:
Hauptpunkt des 
optischen Systems
Modell-augeLochkamera
FilmebeneFundus
αβ
f
r
f
z
y
x
Pz
1 0 0 0
0 1 0 0
0 0 0 0
0 0
1
f
-- 1⎝ ⎠⎜ ⎟
⎜ ⎟⎜ ⎟
⎜ ⎟⎜ ⎟
⎜ ⎟⎛ ⎞
=
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Abb. 4.7: Definition der Winkel und der Strecken auf der Sphäre und der Projekti-
onsebene zur Abschätzung der Verzerrung in Abhängigkeit vom Kame-
rawinkel.
Die bei der projektiven Abbildung auftretenden Verzerrungen können durch einen “ex-
centricity error” Ec und einen “local excentricity error” El beschrieben werden: 
(4.14)
(4.15)
Ec gibt dabei den Fehler bei der Messung eines Abstandes zum hinteren Augenpol an.
El beschreibt den Fehler bei der Messung von Distanzen zwischen peripheren Punkten
an einem bestimmten Kamerawinkel (β) zum hinteren Pol (im folgenden quantifiziert
für einen inkrementellen Kamerawinkelabstand von 1°). Unter Verwendung der in Ab-
bildung 4.7 gemachten Definitionen können die Polabstände Ls auf der Sphäre und Lp
in der Bildebene in Abhängigkeit von der fokalen Länge d und dem Radius r des Au-
genmodells und dem Kamerasemiwinkel β leicht bestimmt werden: 
(4.16)
αβ
β∆
∆L
∆Ls
LpLs
r
d
Ec %[ ]
Lp Ls–
Lp
------------------- 100⋅=
El β %[ ]
∆Lp ∆Ls–
∆Lp
---------------------------
β
100⋅=
Lp d β( )tan⋅=
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(4.17)
Tan(β) und α sind durch folgende Gleichungen bestimmt:
(4.18)
(4.19)
Die folgende Tabelle 4.1 zeigt die Ergebnisse der Berechnung für Kamera-Semiwinkel
von 5 - 25°.
Bei einem Fundusbild mit üblichem Kamerawinkel von 50° treten also nicht zu ver-
nachlässigende Verzerrungen auf, insbesondere wenn man kleine Distanzen am Bild-
rand betrachtet.
Einfluss der individuellen Augenform
Der Einfluss einer individuellen Fehlsichtigkeit kann durch eine Erweiterung der obi-
gen Modellbetrachtung untersucht werden. Wie in Kapitel 2 beschrieben ist die Ursa-
che für eine Fehlsichtigkeit (Ametropie) häufig eine Anomalie der Augenlänge; sehr
viel seltener sind Veränderungen der Augenlinse oder der Kornea beteiligt. Im folgen-
Kamera-
Semiwinkel [°]
eccentricity error
E1[%]
local
eccentricity error
E2[%]
5 0.3 1.0
10 1.1 3.7
15 2.5 8.2
20 4.5 15.0
25 7.3 24.4
Tabelle 4.1: Verzerrungen bei der planaren Abbil-
dung eines sphärischen Objekts durch
Zentralprojektion
Ls d α α in rad,⋅=
β( )tan r α( )sin⋅
d r α( )cos 1–( )⋅+-----------------------------------------------=
α β arc d
r
-- 1–⎝ ⎠⎛ ⎞ β( )sin⋅sin+=
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den wird eine Fehlsichtigkeit daher vereinfachend als Achsenametropie, also als axiale
Abstandsänderung zwischen Hauptpunkt des Auges und der Retina betrachtet. 
Es wurden zwei unterschiedliche Modelle für eine Achsenametropie aufgestellt
und der Einfluss auf die Bestimmung der Verzerrung untersucht. Im ersten Modell wird
die Fehlsichtigkeit durch Verschiebung der Lochblende gegenüber dem Scheitelpunkt
der Retina bei Beibehalten des retinalen Radius modelliert. Im zweiten Modell wird
eine geänderte Augenlänge durch eine gleichförmige Verschiebung der Lochblende
(des Hauptpunktes) sowie des Äquators und damit verbunden der Änderung der Krüm-
mung der Retina in Form eines Ellipsoiden nachgebildet. Die bei beiden Modellen auf-
tretenden Verzerrungen wurden mit der für das emmetrope Auge bestimmten
Verzerrung verglichen [Doelemeyer 00]. Abbildung 4.8 zeigt die beiden Ansätze zur
Modellierung individueller Fehlsichtigkeit.
Abb. 4.8: Zwei Ansätze zur Modellierung individuell vorhandener Fehlsichtigkeit
(Achsenametropie)
Die Modellrechnung zeigt, dass im Bereich von -5 bis +5 Dioptrien und bis zu einem
Kamera-Semiwinkel von 25° der Unterschied zwischen dem sphärischen und dem phy-
siologisch eher zutreffendem elliptischen Modell kleiner als 1% ist [Doelemeyer 00].
Die Verwendung des sphärischen Modells mit der Erweiterung um die Achsenametro-
pie ist also für die Nachbildung der Fundusabblildung ausreichend.
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Zusammenfassung
Im vorliegenden Kapitel wurden exemplarisch eine Funduskamera als Abbildungssy-
stem des Augenhintergrunds untersucht und die verschiedenen optischen Komponen-
ten betrachtet, die bei der Fundusphotographie an der Bildgebung beteiligt sind. Die
Abbildungskette wurde dabei in die Teilbereiche Funduskamera, optisch brechende
Medien des Auges und sphärischer Augenhintergrund unterteilt. Die Komponenten
wurden modelliert und auf die von ihnen verursachten geometrischen Verzerrungen
untersucht. Aufbauend auf diesen Ergebnissen wird im Kapitel 5 der Ansatz zur Rekon-
struktion des Augenhintergrunds durch Rückprojektion mit der Umkehrung des darge-
stellten Abbildungsvorgangs beschrieben.
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5 Fundusrekonstruktion durch modellbasierte Rückprojektion
Ausgehend vom Modell der Bildentstehung wird im folgenden die Rekonstruktion des
Augenhintergrundes durch Rückprojektion unter Verwendung des Augenmodells be-
schrieben. Exemplarisch wird ein Funduspanorama aus Bilddaten der in Kapitel 4 ana-
lysierten Funduskamera erstellt. 
Im vorhergehenden Kapitel wurde die Abbildungskette unter dem Aspekt der geo-
metrischen Verzerrungen untersucht. Kehrt man bei der Modellbetrachtung die Abbil-
dungsrichtung um und verfolgt einen Strahl vom Bildpunkt (in Pixelkoordinaten)
zurück zum Objektpunkt (Augenhintergrund in dreidimensionalen Weltkoordinaten),
ergibt sich direkt der Ansatz für die Rückprojektion. Entsprechend der Unterteilung im
Modell der Bildentstehung wird ein zweistufiges Verfahren benutzt. In der ersten Stufe
erfolgt eine Bildtransformation vom Originalbild zu einem Zwischenbild, bei der die
optisch-geometrischen Eigenschaften der Aufnahmemodalität (hier der Funduskame-
ra) und des vorderen Abschnitts des Auges zusammengefasst und ausgeglichen wer-
den. Dieses Zwischenbild wird dann auf das Modell des Augenhintergrundes
rückprojiziert und in den durch die Ortskoordinaten, die Zeit und die unterschiedlichen
Messmodalitäten aufgespannten Parameterraum eingetragen. 
Bei den verwendeten Bilddaten steht keine Information über die Orientierung und
Position von Kamera und Auge relativ zueinander zur Verfügung. Die Rekonstruktion
eines Objektbereichs führt also nicht automatisch auf dessen Position auf dem sphäri-
schen Augenhintergrund. Der rekonstruierte Objektbereich muss auf der Kugeloberflä-
che ausgerichtet werden. Die dazu notwendigen Informationen können aus dem
Bildinhalt an Hand von korrespondierenden features gewonnen werden. Mit der An-
nahme der idealen Rekonstruktion entstehen Objektbereiche, die für eine weitere Ort-
stransformation als starr angesehen werden können. Sie können damit durch einfache
Verschiebung und Rotation auf der Kugeloberfläche in die richtige Position gebracht
werden. 
In gleicher Weise wird mit Daten anderer Aufnahmemodalitäten verfahren, wobei
die spezifischen Eigenschaften des jeweiligen Abbildungssystems in der ersten Stufe
der Rückprojektion berücksichtigt werden. Die rekonstruierten Daten werden an schon
vorhandenen Bereichen ausgerichtet und als weitere Parameter ortsbezogen erfasst.
Auf diese Weise entsteht ein multi-dimensionaler Parameterraum, in dem jedem Ort
am Fundus eine Reihe von Messparametern zugeordnet sind. Vereinfachend werden
dabei die Daten als von einer dünnen Schicht herrührend betrachtet, so dass auch im
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rekonstruierten Objektraum nur eine dünne Schicht (Retina bzw. Choroid) dargestellt
wird (siehe Augenmodell Kapitel 2). Zur Visualisierung kann dieser multi-dimensio-
nale Parameterraum nach Auswahl der darzustellenden Parameter mit Hilfe einer
Landkartenprojektion dargestellt werden. Morphometrische Messungen können dann
am rekonstruierten Fundus ohne Verzerrungsfehler durchgeführt werden. Abbildung
5.1 zeigt den Ablauf der einzelnen Arbeitsschritte bei der Rekonstruktion.
Abb. 5.1: Verfahrensschritte bei der Fundusrekonstruktion und der anschließenden
Auswertung
In Abhängigkeit von den zur Verfügung stehenden primären Daten beschreibt der
Parameterraum den morphologischen und funktionalen Status des Augenhintergrundes
zu einem Zeitpunkt oder im Verlauf und ermöglicht die Untersuchung der lokalen Ver-
teilung sowie gegenseitiger funktionaler Abhängigkeiten der Daten. Abbildung 5.2 auf
der nächsten Seite veranschaulicht noch einmal das prinzipielle Vorgehen.
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Abb. 5.2: Vorgehen bei der Rekonstruktion und anschließenden Visualisierung des
Augenhintergrunds aus planaren Bilddaten
Im folgenden wird die Vorgehensweise im Detail erläutert, wobei sich die Dar-
stellung hauptsächlich mit dem Ansatz der Rückprojektion und der Anordnung der Da-
ten im Modellraum beschäftigt. Als Beispiel wird die Konstruktion eines
Funduspanoramas aus einer Anzahl von Fundusbildern dargestellt.
5.1 Modellbasierte Rückprojektion
Die Rückprojektion wird in zwei Stufen durchgeführt. In der ersten Stufe wird das pla-
nare Bild auf eine Zwischenebene transformiert. Das Bildzentrum wird in den Ur-
sprung des Koordinatensystems gelegt. Als Transformationsvorschrift dient die
Inverse der bei der Kalibrierung der Funduskamera gefundenen Transformationsmatrix
(siehe Kapitel 4.2.1). In diesem Schritt wird im wesentlichen der Vergrößerungsfaktor
der Kamera und die radiale Verzeichnung der Kameraoptik ausgeglichen. Aufgrund ih-
res geringen Einflusses können dabei im ersten Ansatz durch den vorderen Augenab-
schnitt verursachte Verzerrungen vernachlässigt werden. In der zweiten Stufe wird die
Zwischenebene auf die sphärische Fläche des Augenmodells abgebildet. Dabei wird
die Inverse der Zentralprojektion benutzt (siehe Kapitel 4.2.3). Dieser Schritt bildet den
Tbackproject Tmap
Originalbild
Sphärisches 
Modell
Landkarten-
Projektion
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Übergang zu den dreidimensionalen Weltkoordinaten, bei dem die im Aufnahmepro-
zeß verlorengegangene Tiefeninformation durch die im Augenmodell festgelegte sphä-
rische Form des Augenhintergrunds ersetzt wird. Abbildung 5.3 zeigt schematisch die
Vorgehensweise.
Abb. 5.3: Schema der Rückprojektion. Ein Pixel in der Bildebene wird zurückproji-
ziert auf die Zwischenebene, wobei die Skalierung und radiale Verzeich-
nungen der Funduskamera korrigiert werden. Aus den Koordinaten auf
der Zwischenebene und dem Hauptpunkt H der Augenlinse bestimmt
sich dann die Richtung des Projektionsstrahls (Kamerawinkel ). Der
Schnittpunkt mit der sphärischen Projektionsfläche legt die Position im
Parameterraum fest (Länge , Breite , ).
Realisiert wird die Projektion von der Zwischenebene auf das sphärische Fundusmo-
dell durch einen ray tracing Ansatz, der sich aus den Betrachtungen in Kapitel 4.2.3
ableiten lässt. Dabei kann einem zweidimensionalen Bildpunkt genau ein Projektions-
strahl durch den Hauptpunkt der Augenlinse zugeordnet werden, entlang dessen der
Objektpunkt liegen muss. Der Schnittpunkt dieses Projektionsstrahls mit der sphäri-
schen Fläche des Augenhintergrunds ergibt dabei den korrespondierenden rekonstru-
ierten Ort am Fundus. Als Projektionsfläche wird eine Kugeloberfläche verwendet,
deren Proportionen aus dem schematischen Augenmodell (s. Kapitel 2) abgeleitet wer-
den. Aus den Bildkoordinaten (x,y) auf der Zwischenebene ergibt sich jeweils der Ka-
merawinkel , der die Richtung des Projektionsstrahls angibt. Aus dem Kamerawinkel
Bildebene Zwischenebene Projektionsfläche
H
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θ
φ
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β
β
θ δ δ 90 φ–=
β
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lässt sich auch der Winkel  des Radiusvektors der Sphäre zur optischen Achse (siehe
Gleichung (4.19)) bestimmen, der der geographischen Breite in sphärischen Koordina-
ten entspricht. Somit lässt sich der entsprechende Punkt auf der Sphäre direkt in modi-
fizierten sphärischen Koordinaten bestimmen ( ). An der so
berechneten Position auf der Sphäre wird der Grauwert des Bildpunktes als Parameter
eingetragen. Damit wird durch die Projektion ein Kugeloberflächenstück rekonstruiert,
dessen Zentrum mit der X-Achse des Koordinatensystems zusammen fällt (siehe Abb.
5.3). 
5.2 Anordnung der rekonstruierten Bildbereiche im Modellraum
Die individuell rekonstruierten Abschnitte müssen nun auf der Kugeloberfläche ent-
sprechend angeordnet und aneinander angepasst werden. Die Flächen werden wie oben
beschrieben als starr angenommen, so dass eine lineare Transformation der Bildberei-
che ohne Verzerrung ausreichend ist. Zwei korrespondierende Punkte auf der Ku-
geloberfläche können durch die Rotation des Koordinatensystems ineinander überführt
werden. Eine solche Rotation lässt sich durch einen Satz von drei Drehwinkeln, den Eu-
lerwinkeln, vollständig beschreiben1. Dabei werden die Drehungen nacheinander aus-
geführt, wobei als Drehachse jeweils eine Koordinatenachse des gedrehten
Koordinatensystems dient. Mit der Verwendung eines Abstandsmaßes zwischen korre-
spondierenden Punkten auf der sphärischen Oberfläche und der Einführung eines Feh-
lerterms für die Positionierung kann die Bestimmung der Rotationswinkel auf ein
Minimierungsproblem zurückgeführt werden. Als Marken dienen Gefäßverzweigun-
gen, die sich in den Bildern manuell identifizieren lassen. Für die vollständige Bestim-
mung der Lage des Objektabschnitts sind zwei Punkte ausreichend. Bei den
vorliegenden Daten wurden jedoch in der Regel 5 bis 8 Punkte verwendet. 
Die Darstellung der rekonstruierten Fundusbereiche erfolgt in sphärischen Koordina-
ten. Abbildung 5.4 auf der folgenden Seite zeigt die Definition des Koordinatensy-
stems. 
1. Eine weitere Möglichkeit zur Beschreibung von Rotationen bieten Quaternionen, die insbe-
sondere in der Computergraphik für die 3D-Visualisierung verwendet werden [Shoemake 
85].
α
P θ ϑ,( ) f β( )= ϑ 90 φ–=,
76 Fundusrekonstruktion durch modellbasierte Rückprojektion
Abb. 5.4: Definition des Koordinatensystems.
Als Abstandsmaß werden Orthodrome, also Großkreisabschnitte verwendet. Mit dem
Kugelradius R ergibt sich der Abstand zwischen zwei Punkten zu:
(5.1)
Der Winkel α errechnet sich aus dem Skalarprodukt der Richtungsvektoren der beiden
Punkte.
(5.2)
Damit ergibt sich der kürzeste Abstand zwischen zwei Punkten auf der Sphäre zu
(5.3)
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Fundusrekonstruktion durch modellbasierte Rückprojektion 77
Für die Rotation werden die sphärischen Koordinaten in kartesischen Koordinaten um-
gewandelt. Es wird nun ein Satz von Eulerwinkeln gesucht, der bei der Rotation des
Koordinatensystems die Summe der Orthodrome aller korrespondierenden features mi-
nimiert und somit die überlappenden Objektbereiche ineinander überführt. 
(5.4)
Die Minimierung der Summe der Orthodrome kann im vorliegenden Fall durch ein ein-
faches Simplexverfahren nach Nelder und Mead erreicht werden [Press 92]. Der Re-
chenaufwand bei diesem Verfahren ist gering und das Problem multipler Nebenminima
ist in diesem Fall nicht gegeben. Darüber hinaus lässt sich auf einfache Weise ein guter
Startwert für die Berechnung der Eulerwinkel bestimmen. Aus dem Kreuzprodukt der
Richtungsvektoren der beiden korrespondierenden Punkte ergibt sich die Drehachse,
die zusammen mit dem oben bestimmten Drehwinkel  beide Punkte ineinander über-
führt1. Aus dem Richtungsvektor und dem Drehwinkel kann ein Satz von Eulerwinkeln
als Startwert berechnet werden [Landau 76].
1. Die Drehachse ist für die Transformation jeden Punkt eines sphärischen Abschnitts ver-
schieden, so dass die durch Drehachse und Drehwinkel definierte Drehung nicht direkt für 
die Transformation von Bildbereichen herangezogen werden kann.
SDp
P
∑ != min
α
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Abb. 5.5 zeigt das Resultat der Verschiebung von sphärischen Bereichen durch
Rotation an einem Beispiel mit simulieten Daten. In diesem Beispiel wurde ein relativ
hoher Fehleranteil in den Positionen der korrespondierenden Punkte eingeführt..
Abb. 5.5: Beispiel einer Verschiebung eines Objekts bestehend aus drei Punkten
(roter Kreis, die Punkte sind blau markiert) auf ein zweites Objekt (blauer
Kreis, drei Punkte rot markiert) durch Rotation des Koordinatensystems.
Die Lage des Kreises, die sich bei der Minimierung der Summe der Or-
thodrome ergibt, ist gelb dargestellt. 
5.3 Visualisierung der Daten aus dem Modellraum und Morphometrie
Die Daten im Parameterraum können durch pseudo-3D Darstellung oder zweidimen-
sionale Projektionen visualisiert werden. Hierfür stehen eine Vielzahl von Landkarten-
projektionen zur Verfügung. Beispiele hierfür sind die winkeltreue Mercator-
Projektion (Zylinderprojektion) und die flächentreue Projektion nach Albers (Kegel-
projektion). Darüber hinaus ist es möglich, die Morphologie frei von geometrischen
Fehlern zu vermessen. Dazu werden die zu vermessenden Objekte interaktiv in der
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Landkartenprojektion markiert und die entsprechenden Messwerte im drei-dimensio-
nalen Parameterraum bestimmt.
5.4 Anwendungsbeispiel Fundusphotomontage
Ziel der Fundusphotomontage ist es, die Morphologie der Retina in einem großen Win-
kelbereich darzustellen und so einen Überblick über den gesamten Fundus zu ermögli-
chen. Bei dem hier dargestellten Ansatz dient sie gleichzeitig als Referenz für die
sukzessive Integration von Datensätzen anderer Aufnahmemodalitäten. 
Zu diesem Zweck wird nach einem bestimmten Muster eine Serie von 50°-Bildern
des Fundus aufgenommen, bei denen zwischen aneinander angrenzenden Bildberei-
chen eine ausreichende Überlappung eingehalten wird. Bei den einzelnen Aufnahmen
wird darauf geachtet, dass der auf der Kornea sichtbare Beleuchtungsring im Zentrum
der Pupille liegt und die Bilder gut ausgeleuchtet sind. Werden diese Vorgaben einge-
halten, schneiden sich die Kameraachse und optische Achse des Auges näherungsweise
im Hauptpunkt der Augenlinse. Eine Aufnahme der Papille bildet das zentrale Bild.
Der daraus rekonstruierte Fundusabschnitt wurde so im Parameterraum angeordnet,
dass das Zentrum des Nervekopfes auf den Schnittpunkt des Nullmeridian mit dem
Äquator fällt. Das Zentrum wurde als der Schwerpunkt einer Ellipse bestimmt, deren
Rand manuell mit dem Papillenrand zur Deckung gebracht wurde. Für alle Einzelbilder
wurde die Rekonstruktion durchgeführt und features in den Überlappungsbereichen
markiert. Mit Hilfe des Minimierungsverfahrens wurden jeweils die Position des re-
konstruierten Fundusbereichs bestimmt und die Daten in den Parameterraum eingetra-
gen. Dabei wurden zuerst die an das zentrale Bild angrenzenden und danach die
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peripheren Bildbereiche betrachtet. Im Überlappungsbereich wurde das näher zum
Nervekopf gelegene Bild bevorzugt. 
Abb. 5.6: Die Abbildung zeigt das Schema bei der Aufnahme der Fundusbildserie
für die Erstellung eines Funduspanoramas: a) Reihenfolge der Aufnah-
men; b) zwei Punkte sind für die Ausrichtung der rekonstruierten Fun-
dusabschnitte ausreichend.
1 2 345
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Abb. 5.7 zeigt das Ergebnis einer solchen Rekonstruktion. 
Abb. 5.7: Die Abbildung zeigt eine Projektion des im Modellraum rekonstruierten
Ausschnitts des Augenhintergrunds des rechten Auges eines Gesunden.
Die durch die Landkartenprojektion verursachten Verzerrungen sind
deutlich im oberen und unteren Bereich des Bildes zu sehen.
Bei dem Funduspanorama konnte ein Kamerawinkel von etwa 140°-150° erreicht wer-
den. Dabei ist zu erkennen, dass auch in der Peripherie die Korrespondenz der Bildbe-
reiche noch sehr gut erreicht wird, so dass an den Bildübergangsstellen keine
Diskontinuitäten auftreten. 
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Zusammenfassung
In diesem Kapitel wurde der Ansatz zur Rekonstruktion von Fundusbilddaten durch
eine einfache Rückprojektion beschrieben. Der Ansatz besteht in einem zweistufigen
Verfahren, bei dem im ersten Schritt die geometrischen Verzerrungen der Aufnahme-
modalität korrigiert und im zweiten Schritt mit einem ray-tracing-Ansatz die Rückpro-
jektion auf das sphärische Augenmodell durchgeführt wird. 
Die Verwendung des sphärischen Augenmodells ermöglicht es auf sehr einfache
Weise, die bei der Aufnahme verlorengegangene Tiefeninformation durch apriori-Wis-
sen zu ersetzen. Zusätzliche Messungen, etwa der Augenlänge oder sogar des retinalen
Radius etwa in MR Datensätzen erlauben prinzipiell eine weitere Verbesserung des
Modells. 
Exemplarisch wurde der hier beschriebene Ansatz verwendet, um ein Funduspan-
orama sukzessive aus einer Anzahl von Fundusbildern zu erstellen. Dabei konnte ein
Panorama mit einem Kamerawinkel von annähernd 150° erreicht werden, bei dem auch
in der Peripherie an den Übergangsstellen zwischen den Einzelbildern eine gute Paß-
genauigkeit erreicht wurde.
Ein großer Vorteil des Ansatzes liegt in der impliziten Registrierung von multi-
modalen Daten. Als Ergebnis der Rekonstruktion von Daten verschiedener Aufnahme-
modalitäten erhält man das identische Objekt in verschiedenen Darstellungen, bei-
spielsweise ein Reflektionsbild des Fundus und eine Fluoreszenzangiographie. Mit der
Annahme einer fehlerfreie Rekonstruktion ergibt sich direkt die Korrespondenz mor-
phologischer features.
In den folgenden zwei Kapiteln wird nun auf die Messung funktionaler Parameter
eingegangen, die mit Hilfe des Rekonstruktionsansatzes ebenfalls in den Modellraum
eingetragen und so mit morphologischen oder anderen funktionalen Daten korreliert
werden können. In Kapitel 6 wird die Weiterentwicklung des am Lehrstuhl für Mess-
technik und Bildverarbeitung entwickelten Verfahrens zur Bestimmung hämodynami-
scher Parameter aus fluoreszenzangiographischen Bildsequenzen [Toonen 92]
beschrieben. Kapitel 7 beschäftigt sich mit einem neuen Verfahren zur Durchführung
der funduskontrollierten Mikroperimetrie mit dem Scanning-Laser-Ophthalmoskop.
6 Modellbasierte Estimation hämodynamischer Parameter
Die Erfassung des Durchblutungszustands des Augenhintergrunds ist neben der Unter-
suchung der Morphologie für die Diagnostik okulärer Erkrankungen von hervorragen-
der Bedeutung. Um Abhängigkeiten der Versorgung zwischen den unterschiedlichen
Gefäßsystemen der Retina, des Choroids und des Nervenkopfes beurteilen zu können,
ist die Verwendung mehrerer Messverfahren notwendig, da jede einzelne Methode auf
Grund des Messprinzips auf bestimmte Areale beschränkt ist (siehe auch Kapitel 2).
Die Ergebnisse müssen zueinander und zur Morphologie des Fundus in Relation ge-
bracht werden, um örtliche pathologische Veränderungen erkennen und Rückschlüsse
auf ihre Ursachen ziehen zu können. Die Integration dieser Messdaten wird durch die
Verwendung des oben beschriebenen Modells auf einfache Weise ermöglicht.
Verschiedene Systeme zur Untersuchung hämodynamischer Parameter mit dem
Ziel der Erfassung des Durchblutungszustands wurden in Kapitel 2 bereits vorgestellt.
Klinisch etabliert haben sich die verschiedenen Systeme für die Fluoreszenzangiogra-
phie, einer Indikator-Dilutionstechnik. Die dazu bisher publizierten Auswertemetho-
den konnten sich wegen der schlechten Reproduzierbarkeit auf Grund geringer
Bildfrequenzen (max. 2 Bilder pro Sekunde) und fehlender automatischer elektroni-
scher Auswertung jedoch nicht durchsetzen.
Aus diesem Grund wurde am Lehrstuhl für Messtechnik und Bildverarbeitung in
Zusammenarbeit mit der Augenklinik der RWTH Aachen ein System zur digitalen
Aufzeichnung und zur quantitativen Auswertung von Videoangiographien des Scan-
ning-Laser-Ophthalmoskops in Verbindung mit der Entwicklung und dem prototypi-
schen Einsatz der dazu notwendigen klinischen Infrastruktur geschaffen. [Toonen 92,
Kaupp94]. Innerhalb dieses Projekts wurden in einem ersten Ansatz zur Beschreibung
der Hämodynamik die Parameter Farbstoffeintrittszeit (dye entry time, DET) und Fül-
lungsrate (dye filling rate, DFR) aus der an jedem Bildpunkt beobachtbaren, durch das
Einströmen des Farbstoffs verursachten Intensitätsänderung über der Zeit, der soge-
nannten Dilutionskurve, bestimmt1. Damit konnte zum ersten Mal in einer leicht er-
fassbaren Funktionalbilddarstellung die örtliche Verteilung von Strömungsparametern
visualisiert werden. Nachteilig an der bisherigen Vorgehensweise war die Anfälligkeit
für rausch- oder restbewegungsbedingte Bildstörungen, die ihre Ursache in der bisher
1. Zum Vorgehen und zur Definition der Parameter siehe Toonen [Toonen 92].
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durchgeführten rein phänomenologischen Auswertung der Messdaten haben. Damit
war die Reproduzierbarkeit deutlich eingeschränkt.
Mit dem Ziel einer besseren Reproduzierbarkeit wurde ein Ansatz zur modellba-
sierten Estimation von Durchblutungsparametern entwickelt, der sich auf ein einfaches
Gefäßmodell gründet und den Intensitätsverlauf über der Zeit an einem Fundusort for-
mal beschreibt. Diese Modellierung versucht, die den Messungen zu Grunde liegenden
physikalischen Effekte zu erfassen. Mit diesem Vorgehen konnte eine deutlich bessere
Diskriminierung des Strömungsverhaltens in den retinalen Gefäßen erreicht werden.
6.1 Historische Grundlage der Indikator-Dilutionstechnik
Die Verwendung von Farbstoffen oder anderen Indikatoren zur Bestimmung von
Durchblutungsparametern hat eine lange Tradition. Der früheste Bericht über die Injek-
tion eines Indikators in das Gefäßsystem zur Untersuchung von Kreislaufzeiten geht
zurück bis in das achtzehnte Jahrhundert. 1761 beschreibt Haller [zitiert in Stewart 93]
die Injektion einer farbigen Flüssigkeit in die Vena Cava eines getöteten Tieres, um die
pulmonale Durchblutung der aufgeblähten und der kollabierten Lunge zu vergleichen.
Anfang des 19. Jahrhunderts (1827) beschreibt Herring die Kreislaufzeit im Pferd (!)
unter Verwendung von gelbem Blutlaugensalz (Kaliumhexacyanoferrat(II)), das er in
die eine Halsschlagader injizierte und dessen Erscheinen er in sukzessiven Blutproben
aus der anderen Halsschlagader als Preußisch Blau nachwies. Im Verlauf der Entwick-
lung wurde die Technik verbessert, und es gelang, die Blutproben zu definierten Zeit-
punkten in festen Intervallen zu nehmen und so eine genauere Messung der
Erscheinzeit zu erhalten [Vierordt 58]. Deutlich vorangetrieben wurde sie von Stewart.
Er benutzte sie zur Bestimmung des Herzminutenvolumens (cardiac output); als Indi-
kator verwendete er hypertonische Kochsalzlösung (1.5%) [Stewart 93]. Stewart ge-
lang auch als Erstem die kontinuierliche Detektion der Konzentration an der
Probenstelle. Dazu benutzte er zwei Elektroden in einer Wheatston´schen Brükke und
ein Telephonhörer, um die bei Erscheinen der Kochsalzlösung geänderte Leitfähigkeit
des Blutes zu messen und hörbar zu machen. Er quantifizierte so die Passagezeit des
Indikators nach einer einzelnen, kurzzeitigen Injektion (sudden single-injection tech-
nique). Auf Stewart zurück geht auch die Detektion von Methylen-Blau in durchleuch-
teten Gefäßen. Die Validierung der Stewartschen Technik ist Hamilton und seiner
Gruppe Ende der zwanziger Jahre dieses Jahrhunderts zu verdanken [Hamilton 32]. So
erklärt sich auch der Name „Stewart-Hamilton-Technik“. 
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Eine Vielzahl von Arbeiten hat sich im folgenden mit der Anwendung dieser
Technik beschäftigt, mit einem deutlichen Schwerpunkt im Bereich der Kardiologie. In
der Ophthalmologie wurde das Verfahren als Fluoreszenzangiographie der Retina un-
ter Verwendung fluoreszierender Indikatorfarbstoffe1 1960 durch Novotny eingeführt
[Novotny 60]. Es hat sich schnell als klinisch eingesetztes Routineverfahren zur Beur-
teilung retinaler und choroidaler Gefäßerkrankungen etabliert. Zahlreiche Autoren ha-
ben Methoden zur Analyse der Hämodynamik vorgestellt [Benson 85, Bulpitt 71,
Eberli 79, Riva 78]. Eine Reihe von Beiträgen zur Weiterentwicklung der Dilutions-
Technik zu einer vollständigen automatischen Erfassung der okulären Hämodynamik
wurde durch die Forschungsgruppe an der Augenklinik und am Lehrstuhl für Mess-
technik und Bildverarbeitung der RWTH Aachen vorgestellt [Arend 91, Bertram 90,
Schulte 93, Wolf 94, Kaupp 94, Toonen 92].
6.2 Primäres Bildmaterial
Die Entstehung und die Vorverarbeitung des verwendeten primären Bildmaterials soll
im folgenden kurz beschrieben werden. Eine vollständige Darstellung findet sich bei
Toonen [Toonen 92]. 
Grundlage für die Estimation hämodynamischer Parameter bilden Videosequenzen des
Fundus, die das Einströmen des fluoreszierenden Farbstoffs in das Auge zeigen. Die
Videosequenzen werden mit dem Scanning-Laser-Ophthalmoskop aufgenommen, di-
gitalisiert und gespeichert. Der Einströmvorgang in die Gefäße ist als Intensitätsände-
rung in den Bildsequenzen beobachtbar. An jedem Bildpunkt läßt sich auf diese Weise
eine Dilutionskurve aufzeichnen, die den zeitlichen Verlauf der Intensität und damit die
Konzentration des Indikators an dem entsprechenden Fundusort wiedergibt. Aus den
Dilutionskurven können Parameter bestimmt werden, welche die Durchblutung cha-
rakterisieren. Vor der Analyse der Kurven muss die Korrespondenz zwischen morpho-
logischem Netzhautort und Bildpunkt zu jedem Zeitpunkt der Bildsequenz gegeben
sein. Diese wird durch unvermeidliche Augenbewegungen des Patienten gestört. In ei-
ner Vorverarbeitung wird deshalb eine Korrektur der Augenbewegungen durchgeführt.
Dazu wird ein rekursives Estimationsverfahren angewendet, das die typischen bewe-
gungsbedingten Bildverzerrungen in SLO-Videoangiographien ausgleicht [Toonen
92]. 
1. Es werden Natriumfluoreszein und Indo-Cyanin-Grün verwendet.
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6.3 Modellbildung
Als Modellansatz wird im folgenden ein unverzweigtes Gefäßsystem betrachtet, in das
der Indikatorfarbstoff eintritt und sich in jedem Abschnitt vollständig durchmischt.
Thompson hat gezeigt, dass unter diesen Annahmen die Dilutionskurve in der Form ei-
ner Gamma-Variate beschrieben werden kann [Thompson 64]. Für den Strömungsvor-
gang in den großen retinalen Gefäßen hat dieser Ansatz näherungsweise Gültigkeit,
wenn als Bezugspunkt der erste Eintritt des Farbstoffs in die Retina gewählt wird. Für
die Kreislaufabschnitte von der Unterarmvene, wo der Farbstoff in Form einer Bolu-
sinjektion appliziert wird, bis zum Auge ist dieses Modell nur bedingt anzuwenden. 
Die mathematische Beschreibung des Einströmvorgangs soll hier kurz hergeleitet
werden. Ein unverzweigter Abschnitt des Gefäßsystems soll aus n Kammern mit glei-
chen Volumen V und beliebigen Querschnitt bestehen (Abb. 6.1).
Abb. 6.1: Strömungsmodell bestehend aus einem unverzweigten Gefäßabschnitt.
Zum Zeitpunkt t = 0 wird die erste Kammer mit einem Indikator der Menge qges voll-
ständig gefüllt. Danach breitet sich der Indikator in den angrenzenden Kammern aus.
Stellt man eine Mengenbilanz auf, so ergibt sich die Konzentration in der n-ten Kam-
mer zu 
(6.1)
wobei der zweite und der dritte Term den Zufluß aus der vorhergehenden bzw. den Ab-
fluß in die nächste Kammer darstellen. Nach wenigen Umformungen und dem Über-
gang  ergibt sich daraus die folgende Differentialgleichung für die
Konzentration des Indikators:
q1 t( ) V, qn t( ) V,q2 t( ) V,
qges:     gesamte injizierte Menge des Indikators
qn t( ):   Menge des Indikators in der n-ten Kammer zum Zeitpunkt t
F:         Volumenfluss 
Cn t( ):   Konzentration in der n-ten Kammer zum Zeitpunkt  t
qn t ∆t+( ) qn t( )
F
V
---+= ∆ tqn 1– t( )
F
V
--- ∆ t qn t( )+
∆t 0→
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(6.2)
Diese Gleichung kann beispielsweise mit der Laplace-Transformation gelöst werden
(s. Anhang). Verwendet man als Randbedingung die Stewart-Hamilton-Formel
(6.3)
so ergibt sich als funktionaler Zusammenhang für die Konzentration an einem Gefäßort
insgesamt
(6.4)
Dies Ergebnis entspricht der Lösung von Davenport [Davenport 83]. Die Parameter 
und  können jeweils aus den Messdaten bestimmt werden.
6.4 Estimation der Modellkoeffizienten
An jedem Bildpunkt wird der zeitliche Verlauf der Intensität als Datensatz mit N Mess-
werten – entsprechend der Bildanzahl in der Sequenz – aufgefaßt, an die das Modell
angepasst werden soll. Die Bestimmung der Modellkoeffizienten kann als Maximum-
likelihood-Estimation durchgeführt werden, also als Auffinden des Satzes von Modell-
parametern, für den die Wahrscheinlichkeit, dass der Messdatensatz (mit einer ortsin-
varianten Abweichung  für jeden Messwert) auftritt, am größten ist. Unter den
Annahmen, dass der Messfehler eine unabhängige Zufallsvariable ist und eine Normal-
verteilung hat und dass diese eine für jeden Messpunkt konstante Standardabweichung
 hat1, kann die Auftrittswahrscheinlichkeit für den Datensatz wie folgt beschrieben
werden:
1. Die Fehlerverteilung für das SLO wurde an Hand von Leerbildsequenzen untersucht. Die 
Annahmen sind näherungsweise erfüllt [Arndt 94]
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(6.5)
Die Maximierung dieser Wahrscheinlichkeit entspricht der Minimierung des negativen
Logarithmus
. (6.6)
Da  konstant sind, entspricht die Minimierung obigen Ausdrucks der Mi-
nimierung von
(6.7)
über die Modellparameter . Dieser Ansatz ist identisch mit der Methode des
kleinsten Fehlerquadrats. Die Normalisierung dieser Quadratmittelaufgabe (Bildung
der partiellen Ableitungen nach den Funktionsparametern) führt im vorliegenden Fall
auf nichtlineare Gleichungen, so dass die näherungsweise Bestimmung der Nullstellen
der Normalengleichungen nur iterativ erfolgen kann. Dazu wird die Modellfunktion
bezüglich ihrer Koeffizienten nach Taylor linearisiert. Geeignete Näherungswerte für
die Koeffizienten müssen bekannt sein1. Die lineare Ausgleichsaufgabe kann einfach
gelöst werden, was zu einer neuen Näherung für die Koeffizienten führt [Bronstein 93].
Die Iteration wird abgebrochen, sobald die Änderungen in den Näherungswerten eine
vorgegebene Schwelle unterschreiten. In der Praxis hat sich gezeigt, dass bei einem fe-
sten Satz von Startwerten maximal mit fünf Durchläufen der Iteration zu rechnen ist.
6.5 Bestimmung der hämodynamischen Parameter
Aus dem jetzt für jeden Bildpunkt vorliegenden analytischen Verlauf der Intensitäts-
Zeit-Kurve können Parameter zur Charakterisierung der Durchblutungssituation der
1. Im vorliegenden Problem wurden die initialen Näherungen empirisch aus exemplarischen 
Dilutionsdaten bestimmt. Diese Werte sind im allgemeinen hinreichen für die Konvergenz 
des Verfahrens.
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Blutgefäße der Retina bestimmt werden. Die Definition der Parameter wurde von Too-
nen übernommen [Toonen 92].
Bei den im folgenden dargestellten Ergebnissen wurde der Zeitpunkt des Überschrei-
tens der 10%-Schwelle der Maximalintensität bestimmt [Toonen 92]. Dieser Parameter
korrespondiert mit der Erscheinzeit des Farbstoffs (dye entry time). Die Darstellung er-
folgt als Funktionalbild in Falschfarben, bei dem der komplexe dynamische Vorgang
der Durchblutung in stark verdichteter Form übersichtlich in einem einzelnen Bild an-
schaulich gemacht werden kann. Abbildung 6.2 und 6.3 zeigen die Funktionalbilder1
der Erscheinzeit für einen gesunden Probanden und einen Patienten mit einem Ver-
schluß (Thrombose) an einem Venenast.
1. Für eine nähere Beschreibung der Funktionalbilder sei auf Toonen [Toonen 92] verwiesen.
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Abb. 6.2: Funktionalbild der Erscheinzeit bei einem gesunden Probanden. Die Farb-
skala kodiert die Zeitpunkte in Sekunden. Der Bezugszeitpunkt ist t=0,
das erste Erscheinen im Bild. Im vorliegenden Fall korrespondieren die
frühesten Erscheinzeiten mit choroidalen Gefäßen. Inbesondere bei der
großen Vene lässt sich deutlich der Unterschied zwischen der zentralen
und der Randströmung erkennen.
Abb. 6.3: Funktionalbild der Erscheinzeit bei einem Patienten mit Venenastver-
schluß. Die Erscheinzeiten sind gegenüber dem Normalfall deutlich ver-
zögert, das Gefäß im Zentrum des Bildes erscheint unterbrochen.
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6.6 Diskussion
Die Verwendung des vorgestellten vereinfachten Strömungsmodells und des daraus
abgeleiteten funktionale Zusammenhangs für die Gestalt der Dilutionskurve führt zu
einer deutlich besseren Diskriminierung des Strömungsverhaltens an einzelnen Fundu-
sorten. Damit ist es möglich, die unterschiedlichen Vorgänge bei der Durchströmung
von großen Arterien und Venen klar zu unterscheiden. Arterien besitzen den frühesten
Eintrittszeitpunkt in der Retina und das Maximum der Strömung zentral im Gefäß, da
die Ausbreitung des Farbstoffs nach Eintritt in das Auge von den großen retinalen Ge-
fäßen über Verzweigungen in immer kleinere Adern bis zu den Endstrombahnen er-
folgt. Bei Venen ist genau das Gegenteil zu beobachten: Aus den peripheren Venolen
fließt das Blut zu immer größeren Gefäßen, wo es als Randströmung eintritt, so dass
hier das Maximum der Füllung zu beobachten ist. Beachtlich ist, dass hier eine plausi-
ble Darstellung der Morphologie der Gefäße allein auf den dynamischen Eigenschaften
der Pixel-Zeitreihen fußt und ganz ohne die Einbeziehung der Ortsfunktion, die die
Grundlage der morphologischen Darstellung in stationären Bildern ist, auskommt. Dies
ist ein Beweis für die Qualität des zu Grunde liegenden Modelles.
Trotz der guten Ergebnisse bleibt die Frage, inwieweit der vorgestellte Modellan-
satz für die Durchblutung des Fundus anwendbar ist. Wenn auch die Annahme eines
unverzweigten Gefäßsystems für retinale Gefäße noch näherungsweise erfüllt ist, so
gilt dies für das Choroid und seine angiographische Darstellung mit dem Farbstoff
Indo-Cyanin-Grün sicher nicht mehr. Aufgrund der sehr viel komplexeren Gefäßarchi-
tektur dieser Schicht sind einzelne Gefäße und eine durch diese – entsprechend der Mo-
dellvorstellung – strömende Farbstoffront nicht zu beobachten. Jedoch entspricht der
in diesen Regionen beobachtbare Verlauf der Bildintensitäten näherungsweise den
oben beschriebenen Dilutionskurven. Der funktionale Zusammenhang lässt sich somit
auch für die Analyse von ICG-Bildsequenzen vorteilhaft nutzen, auch wenn die zu-
grundegelegte Modellvorstellung physiologisch nicht haltbar ist. In einer Pilotstudie an
jeweils 30 Patienten mit klassischer und okkulter choroidaler Neovaskularisation
(CNV) wurde das Füllungsverhalten der CNV in Funktionalbildern analysiert [S. Wolf,
persönliche Korrespondenz]. Die Ergebnisse zeigten, dass bei circa 20% der klassi-
schen CNV innerhalb der CNV kürzere Erscheinzeiten gemessen wurden als in dem
umgebenden choroidalen Zirkulationsgebiet. Bei okkulten CNV wurden diese nur bei
circa 5% der Neovaskularisationen beobachtet. Die klinische Bedeutung solcher Beob-
achtungen muss in weiteren Untersuchungen ergründet werden. 
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Das hier beschriebene Verfahren ist ein Beispiel dafür, dass messtechnisch er-
fassbare Größen in der Medizin in der Regel so genannte “surrogate markers” darstel-
len, das heißt Größen sind, deren Änderung mit dem Auftreten und dem Verlauf einer
Erkrankung korreliert sind. Tragfähige Modelle der kausalen Verknüpfungen, aus de-
nen sich die diagnostisch relevanten Korrelationen ableiten ließen, liegen in den selten-
sten Fällen vor. So müssen der Nachweis der Korrelation und deren Relevanz sowie die
Erhebung von Referenzwerten im Allgemeinen erst durch klinischen Studien erbracht
werden.
7 Automatische Mikroperimetrie zur funktionalen Untersuchung 
der Retina
Die Mikroperimetrie macht von den speziellen technischen Möglichkeiten des Scan-
ning-Laser-Ophthalmoskops (SLO) Gebrauch, um das Gesichtsfeld in einem be-
schränkten Fundusareal mit hoher Ortsauflösung zu untersuchen (siehe auch 2.2.3).
Dabei wird sowohl die Funktion der retinalen Rezeptoren (Zapfen, Stäbchen) als auch
die neuronale Reizweiterleitung und die Verarbeitung im Visuellen Kortex überprüft. 
Abb. 7.1: Ergebnisbild einer Untersuchung mit der Mikroperimetrie. Die lokalen
Kontrastschwellen sind in dB angegeben und farblich kodiert. 
Seit es Methoden zur Untersuchung der Wahrnehmung bei gleichzeitiger Fixation
des Patienten gibt (z.B. Amsler-Test, Perimetrie nach Goldmann), ist das Bestreben der
Ophthalmologen stark, solche funktionalen Befunde mit morphologischen Befunden
zu korrelieren. Das macht die Beobachtung des Fundus während des Tests zur Über-
prüfung auf Augenbewegungen notwendig. Durch die Verwendung der verschiedenen
Laserlichtquellen im SLO ist es möglich, den Fundus im nahen Infrarot-Bereich für den
Patienten unsichtbar abzubilden, während gleichzeitig auf dem identischen optischen
Weg mit dem Helium-Neon-Laser und einem zwischengeschalteten akustooptischen
Modulator beliebige Testmuster auf die Retina projiziert werden können. Es kann also
für jeden Zeitpunkt die genaue Position des stimulierten retinalen Ortes festgestellt
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werden. Dies ermöglicht auch eine detaillierte Untersuchung des Fixationsverhaltens
über einen längeren Zeitraum. Im Rahmen der vorgestellten Rekonstruktion des Au-
genhintergrunds und der Integration von Durchblutungsmessungen mit dem SLO las-
sen sich auch diese Messdaten in das sphärische Modell des Auges einfügen, so dass
nicht nur die Korrelation zur Morphologie, sondern erstmalig auch die Korrelation zum
Durchblutungszustand möglich wird.
Verschiedene Steuerungsprogramme, die eine Perimetrie mit dem SLO imple-
mentieren, sind vorgestellt worden, beispielsweise die kommerziell erhältliche Soft-
ware der Firma Rodenstock wie auch experimentelle Programme mehrerer
Forschungsgruppen [Rohrschneider 95, Timberlake 82, Sunness 95]. Bei diesen Pro-
grammen erfolgt die Zuordnung zwischen stimuliertem retinalen Ort und der Fundus-
morphologie manuell durch den Untersucher. Dadurch ergeben sich für die
Durchführung der Untersuchung die folgenden Nachteile:
• Lange Untersuchungszeit durch manuelles Auffinden eines Referenzpunktes
und damit eine hohe Belastung der Aufmerksamkeit des Patienten.
• Schlechte Ergebnisse und Reproduzierbarkeit infolge abnehmender Auf-
merksamkeit des Patienten.
• Hohe Belastung des Untersuchers durch manuelle Angabe eines Referenz-
punktes für jeden Stimulus.
• Durchführung der Messung bedarf eines Ophthalmologen wegen mangelder
Standardisierung der Untersuchung.
Diese Probleme haben bisher den Einsatz der Mikroperimetrie in der klinischen Routi-
ne verhindert. Aus diesem Grunde wurde hier ein neues Verfahren entwickelt und im-
plementiert, das die automatische Durchführung der Perimetrie mit dem SLO gestattet.
Möglich wird dies durch einen dem Bildmaterial speziell angepassten schnellen Algo-
rithmus zur automatische Verfolgung1 von Augenbewegungen mit der vom SLO vor-
gegebene videofrequenten Bildrate. Eine Programmeinheit detektiert und verifiziert
kontinuierlich die Fundusposition im Videodatenstrom und übernimmt die gesamte
zeitliche Steuerung des Untersuchungsablaufs. Diese Positionsinformationen dienen
der zweiten Programmeinheit, die die Untersuchungsstrategie implementiert, dazu, das
1. Für die Verfolgung von Augenbewegungen wird in dieser Darstellung auch der Begriff 
„tracking“ verwendet
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Stimulationsraster entsprechend der Augenbewegung zu verschieben. Auf diese Weise
kann erreicht werden, dass das Raster relativ zur Fundusmorphologie ortsfest erscheint.
Im folgenden wird kurz auf die Anforderungen an ein solches automatisches Pe-
rimetriesystem eingegangen. Danach wird der Ansatz zur schnellen Detektion von Au-
genbewegungen beschrieben und anschließend die Integration der
Bewegungsverfolgung in die Ablaufsteuerung und darauf fußend die Implementierung
des Gesamtsystems dargestellt. 
7.1 Anforderungen an ein Mikroperimetriesystem
Die Automatisierung der Mikroperimetrie stellt besonders im Hinblick auf ihre spätere
klinische Anwendung hohe Anforderungen an die Robustheit der benutzten Bildverar-
beitungsmethodik sowie an die Benutzerführung und an die Handhabung von „Ausnah-
mezuständen“ und Fehlerfällen. Insbesondere sind dabei folgende Punkte zu beachten:
• Die Detektion der Fundusposition muss automatisch erfolgen.
• Die Detektion soll mit der Videofrequenz schritthalten.
• Fehler sind zu vermeiden, das heißt es dürfen keine falschen Verschiebungs-
berechnungen akzeptiert werden.
• Die Wiederaufnahme der Bewegungsverfolgung nach einem “Ausnahme-
fall” (Lidschlag des Patienten, zu große Augenbewegung, …) soll automa-
tisch erfolgen.
• Die Unterbrechung der Untersuchung muss möglich sein, um bsw. dem Pati-
enten eine Pause zu erlauben.
• Die Benutzerführung soll intuitiv sein, eine einfache Erlernbarkeit ist wich-
tig.
• Nachuntersuchungen an einem identischen Netzhautareal zur Therapiever-
folgung sind zu ermöglichen.
• (Vorbefund-abhängige) Standard-Untersuchungsstrategien sollen bereitge-
stellt werden.
• Das Fixationsverhalten des Patienten soll erfaßt und dargestellt werden.
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Der geplante Einsatz in der klinischen Routine beeinflußte auch die Wahl der benutzten
Hardware- und Software-Systemkomponenten. Die Verwendung spezialisierter Kom-
ponenten galt es zu vermeiden. Aus diesem Grunde wurde als Rechnersystem ein PC
mit dem Betriebssystem WindowsNT verwandt.
WindowsNT ist kein Echtzeit-Betriebssystem, dem für die beschriebene Anwen-
dung sicher der Vorzug zu geben wäre. Es ist aber hinreichend stabil für den Einsatz
im klinischen Umfeld; komfortable Software-Entwicklungssysteme stehen zur Verfü-
gung, und die notwendige Hardware zur Verarbeitung des SLO-Videosignals wird
durch Treiber und Software-Bibliotheken gut unterstützt. Es bietet darüber hinaus an-
satzweise Möglichkeiten, ein Echtzeitverhalten zu erreichen, beispielsweise durch eine
Prozesspriorisierung in mehreren Klassen. Gleichwohl lag im Erreichen eines Echtzeit-
verhaltens bei der schritthaltenden Erkennung der Bewegung eine besondere Heraus-
forderung, die ihren Niederschlag in der Beschreibung der Implementierung findet.
Anzumerken ist in diesem Zusammenhang auch, dass im vorliegenden Fall keine har-
ten Echtzeitbedingungen gefordert sind. Vielmehr ist es tolerierbar, wenn hin und wie-
der das Schritthalten der Verarbeitung nicht erfüllt werden kann, solange dies erkannt
wird und dabei eine Untersuchung nicht vollständig wertlos wird. In der Regel kann ein
in einem solchen Fall verloren gegangener Stimulus einfach wiederholt werden.
7.2 Primäres Bildmaterial: Augenbewegungen und Bewegungsartefakte
Augenbewegungen des Menschen sind nur zu einem Teil durch den Willen zu beein-
flussen. Das gilt beispielsweise für bewusste Blickrichtungsänderungen. Ein weiter Be-
reich von Bewegungen ganz unterschiedlicher Dynamik ist unwillkürlich. Dazu zählen
Ausgleichsbewegungen zum Halten der Blickrichtung sowie Fixationsbewegungen.
Mikrobewegungen treten auch bei vollständiger Fixation auf und sorgen für wechseln-
de Reize an den Rezeptoren. Diese Bewegungen lassen sich nur zum Teil verhindern.
Sie führen zu Artefakten, die das Untersuchungsergebnis unter Umständen bis zur Un-
brauchbarkeit einer ganzen Untersuchung beeinflussen können.
Bei der Mikroperimetrie mit dem SLO entstehen durch die punktweise Abtastung
mit dem Laserstrahl Verzerrungsartefakte in den Einzelbildern. Die Stimulation ist in
zwei Bereichen betroffen: Der individuelle Stimulus, der sich bei einer Dauer von bei-
spielsweise 200 ms über mehrere Videobilder erstreckt, wird beim Auftreten einer Au-
genbewegung über mehrere Positionen verwischt, so dass seine Intensität sich
verringert und der Testfleck größer wird. Augenbewegungen zwischen einzelnen Sti-
Automatische Mikroperimetrie zur funktionalen Untersuchung der Retina 97
muli führen dazu, dass ein vorgewähltes Raster nicht mehr eingehalten wird, was auch
Auswirkungen auf die Bestimmung der einzelnen Schwellwerte hat.
Abb. 7.2: Artefaktbildung durch Augenbewegungen: Verwischung eines Stimulus
(Rasterposition dunkel markiert) über mehrere Bilder (links), Verschie-
bung der Rasterpunkte zueinander (rechts)
Der Algorithmus zur Bewegungsdetektion muss eine Kontrolle der Artefaktbildung
durchführen und gegebenenfalls einen Stimulus verwerfen und wiederholen.
Vereinfachungen
Bezüglich der zu detektierenden Bewegungen können einige Vereinfachungen getrof-
fen werden. Rotationen des Auges um die optische Achse kommen selten vor und sind
klein im Vergleich zu sakkadischen Bewegungen um die horizontale und die vertikale
Achse. Rotationen im Bild wurden daher vernachlässigt. Bewegungen des Kopfes wer-
den durch eine Kinn- und Stirnstütze am SLO eingeschränkt, so dass Größenänderun-
gen durch Abstandsänderungen ebenfalls vernachlässigt werden können. Es werden
also ausschließlich ebene translatorische Bewegungen in den Fundusbildern des SLO
betrachtet. Dabei ist eine Genauigkeit von zwei bis drei Pixel ausreichend. Davon ab-
weichende Bewegungen in den Bildern können durch das Verfahren nicht bestimmt
werden, liefern aber eine Fehlerantwort, die richtigerweise zum Ausschluss dieser Bil-
der bzw. zur Wiederholung der Stimulation führt.
7.3 Algorithmus zur schnellen Detektion von Augenbewegungen
Der Algorithmus für die Bewegungsdetektion muss auf Grund der durch das Videosi-
gnal des SLO vorgegebenen zeitlichen Randbedingung so einfach wie möglich sein, so
dass eine effiziente Implementierung möglich ist. Da das SLO üblicherweise im Zei-
lensprungverfahren arbeitet, stehen nicht mehr als 20 ms (CCIR Norm) für die Verar-
beitung zur Verfügung, will man während des laufenden Vollbildes rechtzeitig für das
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nächste Vollbild die Position bestimmt haben. Dies definiert die Obergrenze, anzustre-
ben ist aber eine Verarbeitung innerhalb von 15 ms.
Unter Verwendung von apriori-Wissen über den Bildinhalt von Fundusbildern
lässt sich ein sehr einfacher Ansatz für ein schnelles Verfahren entwickeln. Die Fun-
dusmorphologie zeigt mit dem Sehnerven und der Makula sowie den vom Sehnerv aus
paarweise in die vier Quadranten verlaufenden großen retinalen Arterien und Venen
Strukturen, deren Verschiebung in einem Bild leicht und sicher bestimmt werden kann
Gefäße besitzen in der Regel annähernd gerade Abschnitte, die näherungsweise senk-
recht zueinander verlaufen. Die Verschiebung einer solchen L-förmigen Struktur kann
sehr einfach durch die separierte Ermittlung der Verschiebung der beiden Arme des L
entlang von orthogonalen Richtungen bestimmt werden (Abb. 7.3).
Abb. 7.3: Die Verschiebung Vg des L-förmigen Objekts kann aus den orthogonalen
Komponenten V1 und V2 bestimmt werden
Um die Verschiebung der Arme zu bestimmen, braucht nur die Lage der Kanten ent-
lang einer zur Kantenrichtung senkrechten Suchlinie ermittelt zu werden. Die Ver-
schiebungskomponenten können dann zur Gesamtverschiebung zusammengesetzt
werden. Abbildung 7.4 auf der folgenden Seite zeigt ein mit dem SLO aufgenommenes
Fundusbild mit einer Gefäßverzweigung als Referenz und einem überlagerten Stimula-
tionsraster.
V1
V2
Vg
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Abb. 7.4: Mit dem SLO aufgenommenes Fundusbild und überlagertes Stimulati-
onsraster (Testuntersuchung). Die Gefäße verlaufen abschnittsweise
gerade.
Um die Position der Kante entlang der Senkrechten zuverlässig und mit guter Genau-
igkeit zu finden wird ein Kreuzkorrelations-basiertes Maskensuchverfahren (template
matching) benutzt.
7.3.1 Templatematching der Gefäßkanten
Prinzipiell wird bei einem solchen Verfahren einem Referenzbild ein Bildausschnitt
entnommen, dessen Vorkommen und Position im untersuchten Bild bestimmt wird. Im
Suchbild wird üblicherweise die Maske mit des Bildausschnitt systematisch über das
gesamte Bildverschoben und nach einer Übereinstimmung gesucht. Da es eine ideale
Übereinstimmung auf Grund von Störungen – Rauschen oder Bildverzerrungen durch
sehr schnelle Bewegungen – nicht gibt, muss ein Qualitätsmaß definiert und berechnet
werden, das die Position der besten Übereinstimmung angibt. 
Qualitätsmaß für die Übereinstimmung
Für die Berechnung dieses Maßes können verschiedene Methoden verwendet werden.
Vielfach wird die Kreuzkorrelationsfunktion K(X,Y) benutzt:
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(7.1)
mit i(x,y) = Intensität der Maske an der Stelle x,y , I(x+X, y+Y) = Intensität des Bildes
an der Stelle X,Y plus der Position innerhalb der Maske x,y. Dieses Maß nimmt bei der
Übereinstimmung von Maske und Bildausschnitt ein Maximum an. Die Funktion
K(X,Y) ist abhängig von der Amplitude von i und I, also sensitiv gegenüber Helligkeits-
änderungen im Bild. Dasselbe gilt auch für das Maß der Kreuzsubtraktionsfunktion
D(X,Y)
(7.2)
(i und I wie oben) das vom Rechenaufwand noch günstiger als die Kreuzkorrelations-
funktion ist. Diese Funktion kann durch Störungen Nebenminima haben, die eine ein-
fache Bestimmung der Übereinstimmungsposition nicht mehr erlauben. 
Dem Einfluß der Grundhelligkeit des Bildausschnitts kann durch die Benutzung der
Kreuzkovarianzfunktion V(X,Y) Rechnung getragen werden:
(7.3)
Wird diese Funktion noch zusätzlich auf die Bildenergie der Maske und des korrespon-
dierenden Bildausschnitts normiert, entsteht der in der Literatur als normierter Korre-
lationskoeffizient bezeichnete Ausdruck M(X,Y)1:
(7.4)
Dieses Maß wurde auf Grund seiner relativen Unempfindlichkeit gegen Rauschen und
Grundhelligkeitsänderungen im folgenden implementiert. Dabei konnte der durch die
Normierung etwas erhöhte Rechenaufwand in Kauf genommen werden, da nur sehr
1. “Normalized cross correlation” [Lewis 95]
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kleine Masken in einem darüber hinaus stark eingeschränkten, linienförmigen Suchbe-
reich eingesetzt werden.
7.3.2 Suchalgorithmus
Bei den realen Fundusbildern kann nicht davon ausgegangen werden, dass Gefäßab-
schnitte exakt senkrecht zueinander verlaufen. Somit kann die Ermittlung der Ver-
schiebung der beiden Gefäßkanten nicht unabhängig voneinander parallel erfolgen,
sondern muss in aufeinander folgenden Schritten durchgeführt werden.
Gesucht wird nach der Gefäßkante. Senkrecht zum Gefäß lässt sich die Kante (die
Gefäßwand) sehr sicher mit dem template-matching-Verfahren wiederfinden. Das
Qualitätsmaß nimmt an der Position der Kante ein eindeutiges Maximum an. Entlang
des Gefäßes erreicht das Qualitätsmaß überall ähnlich hohe Werte, so dass in dieser
Richtung die Position des Templates nicht eindeutig wiedergefunden werden kann.
Aus obigen Überlegungen wurde ein dreistufiges Suchverfahren entwickelt, das
nach einem Initialisierungsschritt unter Einbeziehung des Untersuchers dann schritt-
haltend mit dem vom SLO gelieferten Videosignal in aufeinanderfolgenden Bildern die
Augenverschiebung bestimmt.
Initialisierung
Für das Aufsetzen des Algorithmus werden vom Untersucher zwei Positionen auf Ge-
fäßkanten manuell durch Anklicken mit der Maus ausgewählt. Dabei handelt es sich in
der Regel um einen horizontal und einen vertikal verlaufenden Abschnitt. Diese sollten
annähernd die oben genannten Bedingungen für den Gefäßverlauf erfüllen. Diese Po-
sitionen sind darüber hinaus so zu wählen, dass sie möglichst immer im Bild zu sehen
sind. Sie sollten also nicht zu nahe am Bildrand, sondern in der Nähe des zu testenden
Bereichs gewählt werden. Zusätzlich wählt der Untersucher noch ein eindeutig wieder
auffindbares Merkmal wie ein Gefäßverzweigung aus, an Hand dessen die neu gefun-
dene Position auf ihre Richtigkeit geprüft wird. Nur wenn die zwei Kanten und – ent-
sprechend verschoben – die Gefäßverzweigung mit ausreichender Güte gefunden
werden konnte, wird die neue Position akzeptiert und die Stimulation ausgelöst. Sind
die Punkte markiert, wird die Bewegungsverfolgung gestartet. Es laufen dann für jedes
aufgenommene Bild die folgenden Stufen ab:
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Abb. 7.5: Die dreistufige Suche zur Bestimmung der resultierenden Verschiebung
Vg aus den orthogonalen Komponenten V1 und V2. Das Template T1
dient zur Validierung der ermittelten Verschiebung. Zu beachten ist, dass
in Stufe 1 die Richtungen der Gefäße nur näherungsweise orthogonal
sein müssen.
Stufe 1
An den manuell vorgegebenen Gefäßpositionen wird automatisch die Richtung des Ge-
fäßverlaufs berechnet. Dazu wird in einer Umgebung um den gewählten Punkt das tem-
plate matching mit einem in der initialen Richtung der Maske ausgeschnittenen
Template durchgeführt. Durch die Koordinaten der Punkte, an denen die Maxima des
Qualitätsmaßes auftreten, wird dann eine Ausgleichsgerade gelegt, deren Richtung die
Richtung des Gefäßes angibt. Die initiale Ausrichtung des Templates ist dabei von ge-
ringer Bedeutung, da die Kante immer eindeutig gefunden werden kann, so lange die
Richtung nicht parallel zur Gefäßrichtung angenommen wird. 
Für die Bestimmung der ersten Komponente des Verschiebungsvektors wird
senkrecht zu den berechneten Gefäßrichtungen von beiden Positionen aus entlang einer
Linie im Suchbereich der Länge L nach einem Maximum des Qualitätsmaßes, also nach
einer Kantenübereinstimmung gesucht (s. Abb. 7.5). An dieser Position muss das Qua-
litätsmaß eine Vertrauensschwelle überschreiten. Der Verschiebungsvektor der Maske
mit dem besseren Qualitätsmaß wird als erste Komponente V1 der Gesamtverschiebung
akzeptiert. Die zweite Maske wird aus ihrer Ausgangsposition entsprechend verscho-
ben, so dass die relative Position der Masken der Anfangslage entsprechend erhalten
bleibt (s. Abb. 7.5).
Stufe 1 Stufe 2 Stufe 3
V1
V1
V2 Vg
T1
V2
Automatische Mikroperimetrie zur funktionalen Untersuchung der Retina 103
Stufe 2
Die Bestimmung der zweiten Komponente der Gesamtverschiebung erfolgt nun von
der neuen Maskenposition aus orthogonal zur Verschiebung V1, also nicht mehr senk-
recht zur Gefäßrichtung1. Wird ein Maximum des Qualitätsmaßes gefunden, also die
zweite Komponente V2, so werden die beiden Komponenten der Verschiebung zu ei-
nem Vektorkandidaten Vg für die Gesamtverschiebung zusammengesetzt (s. Abb. 7.5).
Auch für die Akzeptanz der Verschiebung V2 muss das Qualitätsmaß die Vertrauens-
schwelle überschreiten. Für den Fall nahe beieinander parallel verlaufender Gefäße
oder auch je nach Größe des Suchbereichs und der speziellen Gefäßmorphologie kön-
nen auf diese Weise mehrere Vektorkandidaten erzeugt werden. Die Auswahl des
„richtigen“ Gesamtverschiebungsvektors erfolgt dann in der dritten Stufe.
Stufe 3
Die dritte Stufe dient der Validierung der errechneten Position bzw. der Auswahl der
richtigen Verschiebung aus mehreren Kandidaten. Zusätzlich wird in dieser Stufe noch
ein Feinabgleich der Position durchgeführt. Dazu wird in einem sehr kleinen recht-
eckigen Suchbereich mit einem ebenfalls rechteckigen Template T1 nach dem bei der
Initialisierung angegebenen eindeutig identifizierbaren Detail (Gefäßverzweigung) an
der entsprechend verschobenen Position gesucht. Kann das Template dort nicht gefun-
den werden, so war das Tracking nicht erfolgreich und es wird ein “Invalid”-Signal an
das Steuerprogramm weitergegeben. Wird jedoch eine Übereinstimmung gefunden, an
der die Vertrauensschwelle überschritten wird, so wird mit diesen Koordinaten ein ge-
naue Gesamtverschiebung berechnet und die Verschiebungskomponenten zusammen
mit einem “Valid”-Signal an das Steuerprogramm weitergegeben.
Abschätzung des Rechenaufwands
Der Rechenaufwand für ein übliches template-matching-Verfahren, bei dem ein zwei-
dimensionales Template der Größe b*h in einem Suchbereich S*W über das Bild ver-
schoben wird, liegt in der folgenden Größenordnung:
(7.5)
1. Für den Fall des ideal senkrechten Verlaufs der Gefäßabschnitte entspricht diese Richtung 
natürlich der Senkrechten zur Gefäßrichtung
Operationen∑ O b h S W⋅ ⋅ ⋅( )≈
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Der Rechenaufwand ist proportional zur Suchfläche. Für das oben beschriebene Ver-
fahren ergibt sich für den Liniensuchbereich der Länge l und das Referenztemplate T1
der Größe s*w eine Rechenaufwand von
(7.6)
Dabei gilt w << W, s<<S. Hierbei ist der Rechenaufwand proportional zur Länge l des
Suchbereichs. Das führt zu einer wesentlichen Verkürzung der Rechenzeit. Die Re-
chenzeit ist determiniert und kann über die Veränderung der Suchlänge l eingestellt
werden.
7.3.3 Einflußfaktoren auf die Güte der Verschiebungsvektorsuche
Die Güte der Berechnung des Verschiebungsvektors wird von den folgenden Parame-
tern beeinflußt:
• Anzahl der bei der Suche benutzten Masken,
• Einstellung der Maskenparameter Größe, Position und Ausrichtung und
• Einstellung der Vertrauensschwelle für die Akzeptanz einer Übereinstim-
mung.
Sie bestimmt hauptsächlich die Anzahl der Erfolge beim Auffinden einer Verschie-
bung; die Genauigkeit dieser Verschiebung selbst ist von der Güte praktisch unabhän-
gig.
Der Einfluss der Parameter wurde systematisch mit Hilfe von realen sowie künst-
lich erzeugten Bildsequenzen untersucht. Bei den realen Aufnahmen handelte es sich
um einen Videomitschnitt mehrerer Perimetrieuntersuchungen, die in der Augenklinik
des Universitäts Klinikums Aachen mit dem dort entwickelten manuellen Untersu-
chungssystem durchgeführt wurden [Toonen 95]. Die künstlich erzeugten Sequenzen
zeigen schematisierte Gefäßkanten mit unterschiedlichen Verlauf zueinander. Zusätz-
lich wurde noch der Einfluß von Bildstörungen durch die Addition von Gauß-verteil-
tem Rauschen untersucht. Für die Beurteilung wurden die vier möglichen Ergebnisse
der Verschiebungsvektorsuche statistisch ausgewertet und bewertet:
• Richtig positiv: Richtige Position wurde ermittelt, Erfolg.
Operationen∑ O b h l s w⋅+( )⋅ ⋅( )≈
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• Richtig negativ: Eine Verschiebung kann wegen Lidschlag, Verzerrung, zu
großer Bewegung o.ä. nicht bestimmt werden.
• Falsch negativ: Eine richtige Position wird als ungültig angezeigt.
• Falsch positiv: Eine falsche Position wird berechnet und als gültig angezeigt.
Fehlerfall!
Bei der Ausgestaltung des Algorithmus galt es insbesondere, diesen letzten Fall weit-
gehend zu vermeiden und nach Möglichkeit auszuschließen.
Anzahl der Templates
Die Experimente zeigten, dass die Anzahl der Templates das Ergebnis kaum beeinflus-
sen, solange die Mindestanzahl von zwei Kantentemplates und einem Referenztempla-
te benutzt wird. Zwar liegt es nahe, in der dritten Stufe der Verifikation mehr als einen
eindeutig identifizierbaren Bildbereich zu verwenden, um auch Bildscherungen als
Folge schneller, innerhalb des Einzelbildes beginnender Augenbewegungen erkennen
und verwerfen zu können sowie um insgesamt eine höhere Sicherheit für das Ergebnis
zu gewährleisten. Werden die Gefäßkanten-Templates bei der Initialisierung jedoch
mit genügend großem Abstand in vertikaler (y-) Richtung gewählt, was durch die Ge-
fäßmorphologie praktisch sehr häufig vorgegeben ist, so ist diese Konstellation meist
vollkommen ausreichend, um auch solche Bildfehler sicher zu erkennen. Hier greift der
Test auf Eindeutigkeit in der dritten Stufe, bei dem eine der Masken sicher ein Quali-
tätsmaß liefert, das unter der Vertrauensschwelle liegt. Abbildung 7.6 zeigt schema-
tisch diesen Fall.
Abb. 7.6: Erkennung von Bildverzerrungen.
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Templateparameter
Die Größe der Templates lässt sich in zwei Richtungen ändern, entlang der Gefäßkante
und senkrecht dazu. Entlang der Gefäßkante muss das Template groß genug sein, um
genug Informationen über die Kantenrichtung zu beinhalten. Senkrecht zur Kante muss
das Template den Übergang zwischen Gefäß und „Hintergrund“ vollständig enthalten.
Die großen retinalen Gefäße haben eine Durchmesser zwischen etwa 120  (Arterien)
und 200  (Venen). Bei einer Bildpunktgröße auf der Retina von etwa 10  (20°
Bildwinkel) bis 20  (40° Bildwinkel) ist somit eine Breite der Maske von 4 bis 6 Pi-
xel ausreichend. Abbildung 7.7 zeigt schematisch das Profil einer Gefäßkante mit der
notwendigen Maskenbreite.
Abb. 7.7: Reales Gefäßprofil mit Angabe der Maskenbreite. 
Die notwendige Ausdehnung in Kantenrichtung wurde an Hand einer realen Sequenz
(rund zwei Minuten Dauer) mit großen Augenbewegungen untersucht, bei der auf
Grund der Bewegung die zu suchenden Kanten zeitweise aus dem Bildbereich ver-
schwinden. Abbildung 7.8 zeigt die Ergebnisse für die Variation der Kantenlänge, an-
gegeben in Bildpunkten. Es sind für jede Kantenlänge prozentual die Erfolge (richtig
positiv), die Fehler (falsch positiv) und die richtig negativen Ergebnisse dargestellt.
Falsch negative Ergebnisse kamen nicht vor. Die drei Kategorien ergeben jeweils die
µm
µm µm
µm
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100% der Gesamtereignisse. Die Werte sind von oben nach unten in der Reihenfolge
Richtig Negativ, Fehler, Erfolg dargestellt.
Abb. 7.8: Einfluß der Templategröße auf die Güte der Verschiebungsdetektion. An-
gegeben ist der prozentuale Anteil der drei unterschiedlichen Erken-
nungsarten an den Gesamtereignissen in Abhängigkeit der
Templategrösse in Pixeln.
Ab einer Kantenlänge von 4 Bildpunkten treten keine Fehler mehr auf und ab einer
Länge von 5 Bildpunkten ändert sich das Verhältnis von Erfolg und richtig negativ er-
kannten Verschiebungen nicht mehr. Das heißt, alle erkennbaren, nicht zu Bildstörun-
gen führende Bewegungen (Verschwinden der Gefäßkante aus dem Bild, Abdunkeln
des Bildes durch Lidschlag usw.) werden sicher erkannt. Somit reicht eine Maskengrö-
ße von 4 mal 6 Bildpunkten für das sichere Auffinden der Gefäßkante vollständig aus.
Auf eine Ausrichtung der Maske entsprechend der initial berechneten Kantenori-
entierung wurde auf Grund des dafür notwendigen erheblichen Mehraufwands verzich-
tet. Dafür sprach einerseits die reale Gefäßmorphologie, bei der sich in der Regel
immer gefäßabschnitte finden lassen, die nahezu horizontal bzw. vertikal verlaufen.
Andererseits zeigten Tests an künstlichen Sequenzen, dass bei einer Verdrehung von
bis zu 30° der Einfluß auf die Kantenfindung vernachlässigt werden beziehungsweise
durch eine minimale Vergrößerung des Templates aufgefangen werden kann. Als Stan-
dardgröße wird daher im Steuerprogramm eine Maskengröße von 5 mal 7 Bildpunkten
verwandt.
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Vertrauensschwelle
Eine sehr große Bedeutung kommt der Einstellung der Vertrauensschwelle zu. Sie ent-
scheidet letztlich darüber, ob ein Suchergebnis vom Steuerprogramm akzeptiert wird
oder nicht, also auch über die falsch positiven, fehlerhaften Ergebnisse. Sie wird aus
dem normierten Kreuzkorrelationskoeffizienten (s.o.) bestimmt. Unter Verwendung
der oben erwähnten realen Sequenz wurde der Einfluß der Schwelle bei einer Variation
zwischen 0 und dem Maximalwert 1 untersucht. Abb. 7.9 zeigt die Ergebnisse.
Abb. 7.9: Einfluß der Vertrauensschwelle auf die Güte der Verschiebungsdetekti-
on. Angegeben ist der prozentuale Anteil der unterschiedlichen Erken-
nungsarten an den Gesamtereignissen in Abhängigkeit vom Wert der
Vertrauensschwelle. Ab einem Wert von etwa 0.7 treten keine Fehler
mehr auf.
Die Anzahl der Erfolge bleibt im wesentlichen gleich, bricht zwischen einer Schwelle
von 0.4 und 0.6 ein (was an der mehrfachen Verwendung der Schwelle in den drei oben
dargestellten Stufen der Suche liegt, so dass es zu unterschiedlichen Kombinationen in
der Anwendung des Schwellwertes kommt), und geht nahe des Maximalwertes auf
Null zurück. Ab einer Vertrauensschwelle von 0.7 treten keine Fehler mehr bei der Ver-
schiebungsbestimmung auf. Es werden also nur noch gestörte Bilder als richtig negativ
zurückgewiesen. In den übrigen Bilder wird die Verschiebung erfolgreich berechnet.
Um das Verhalten auch unter Extrembedingungen zu überprüfen, wurde eine Sequenz
mit häufig auftretendem Lidschlag untersucht. Viele Bilder sind hier verdunkelt bzw.
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schwarz und müssen daher zurückgewiesen werden. Abb. 7.10 zeigt die Auswertung
für diese Bilddaten.
Abb. 7.10: Einfluß der Vertrauensschwelle bei einer Bildsequenz mit häufigem Lid-
schlag. Der Anteil der erfolgreichen Verschiebungsbestimmungen nimmt
deutlich ab.
Auch hier zeigt sich, dass ab einer Schwelle von etwa 0.7 alle Fehler ausgeschlossen
werden. Die Anzahl der Erfolge ist allerdings auf Grund der wenigen verwertbaren Bil-
der der Sequenz entsprechend gering. Mit der Vertrauensschwelle kann also auch si-
chergestellt werden, dass im Falle eines Lidschlags des Patienten keine falsche
Verschiebung bestimmt wird.
Nachdem der Algorithmus zu Anfang der Untersuchung mit den notwendigen
Eingaben des Untersuchers zu den Templatepositionen einmal initialisiert worden ist,
liefert er schritthaltend mit dem Videosignal des SLOs für jedes Bild einen Ergebnis-
vektor für die Verschiebung und eine Markierung, ob die Suche erfolgreich war, ob
also das Ergebnis verwendet werden kann. Dies wurde in einem separaten, vom eigent-
lichen Steuerprogramm getrennten Programmthread implementiert. Die Implementie-
rung des Systems wird im nächsten Abschnitt beschrieben.
7.4 Implementierung des Untersuchungssystems
Das System für die Mikroperimetrie mit dem SLO steuert den vollständigen Ablauf der
Untersuchung zur Bestimmung der Wahrnehmungsschwelle in retinalen Arealen. Das
SLO liefert ein Videosignal des Fundus an die Steuereinheit, die nach dem oben be-
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schriebenen Verfahren die aktuelle Position des Fundus bestimmt. Gemäß einer Unter-
suchungsstrategie wird an einer randomisierten Stelle eines gewählten Rasters ein
Stimulus einer bestimmten Intensität erzeugt und als Ausgangssignal an den Videoein-
gang des SLO gelegt. Nach der Präsentation des Lichtreizes wird für eine definierte
Zeit auf die Reaktion des Patienten gewartet, der über einen Drucktaster anzeigen kann,
ob er etwas gesehen hat. Nach diesem Schema werden alle Rasterpunkte in den not-
wendigen unterschiedlichen Lichtintensitäten geprüft, bis an jedem Ort die Schwelle
gefunden wurde und damit die Untersuchung abgeschlossen ist.
Da es sich um ein experimentelles System handelt, das vornehmlich in der For-
schung eingesetzt werden soll, kann der Untersucher zum jetzigen Zeitpunkt praktisch
noch alle Einstellungen beeinflussen. In einer späteren Version werden nur noch aus-
gewählte Parameter veränderbar sein. Das System soll darüber hinaus auch der Erfor-
schung der Methodik der Mikroperimetrie im klinischen Einsatz dienen. Dazu wurde
die Möglichkeit der Implementierung neuer Untersuchungsstrategien vorgesehen. Im
folgenden wird sowohl kurz die Gestaltung der Systemhardware als auch die software-
technische Realisation des Steuerprogramms beschrieben.
7.4.1 Hardware-Aufbau
Entsprechend der oben dargestellten Anforderungen wurde ein handelsüblicher PC
verwendet, insbesondere da für diese Rechner die Videohardware zur Digitalisierung
und Ausgabe von Bildern erschwinglich ist und ihre Programmierung komfortabel un-
terstützt wird. Eine Standard-Framegrabberkarte wird benutzt, um das Videosignal mit
den Fundusbildern zu digitalisieren. Ein Videoencoder dient der Erzeugung des Vide-
osignals, das die Stimuli enthält und an den Videoinput des SLOs angeschlossen ist.
Beide Einheiten werden durch das SLO synchronisiert.
In einem Kalibrierungsschritt werden die mit dem SLO erzeugbaren Lichtintensi-
täten vermessen und als Look-up-Tabelle dem Steuerprogramm zur Verfügung gestellt,
um die Einhaltung der für die Stimuli gewünschten Intensitäten sicherzustellen. Um die
Reaktion des Patienten zu detektieren, wurde ein Signalgeber konstruiert, der an die Se-
rielle Schnittstelle des PCs angeschlossen wird. Zusätzlich zum Bildschirm des PC
zeigt ein weiterer Monitor zur Kontrolle das Bild, das auch der Patient im SLO sieht
und in dem die Stimuli eingeblendet werden. Abbildung 7.11 stellt schematisch den
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Aufbau des Systems mit den notwendigen Komponenten dar und veranschaulicht die
Signallaufpfade.
Abb. 7.11: Hardwareaufbau und Signallaufplan.
7.4.2 Software-Struktur
Bevor auf die Struktur des Steuerprogramms eingegangen wird, soll zum besseren Ver-
ständnis noch kurz der Ablauf einer Untersuchung dargestellt werden:
Zu Beginn der Untersuchung werden die Patientendaten eingegeben und vom Pro-
gramm in einer Datenbank gespeichert oder dort abgerufen. Vom Untersucher werden
die für die Testung notwendigen Einstellungen (zu verwendende Fixationsmarke, Sti-
mulusgröße, Untersuchungsstrategie usw.) vorgenommen. Auf Grund des Vorbefun-
des wird dann nach kurzer Prüfung des Fixationsverhaltens das zu testende Areal auf
der Retina definiert und die für die Bewegungsverfolgung notwendigen Template-Po-
sitionen (s.o.) bestimmt. Danach wird die Untersuchung gestartet und das Areal gemäß
der gewählten Strategie automatisch getestet. Nach Prüfung aller Rasterpunkte mit den
notwendigen Lichtintensitäten werden die Resultate auf dem PC-Bildschirm darge-
stellt, wobei neben den Wahrnehmungschwellen an den einzelnen Rasterpunkten auch
das Fixationsverhalten des Patienten ausgewertet wird. Die Ergebnisse können dann
abgespeichert werden, wobei neben den eigentlichen Schwellwerten auch sämtliche
Einstellungen aufgezeichnet werden, so dass eine Nachuntersuchung an der identi-
schen Netzhautstelle leicht durchgeführt werden kann.
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Grundstruktur der Implementierung unter WindowsNT
Die Aufgaben, die das Perimetrieprogramm erfüllen soll, lassen sich sehr gut vonein-
ander separieren. Im wesentlichen sind es folgende Punkte:
1. Verarbeitung der Eingaben des Untersuchers
2. Verwaltung der Patientendaten
3. Initialisierung der Untersuchung mit den dazu notwendigen Einstellungen
4. Abarbeitung einer bestimmten Teststrategie
5. Darstellung und Verwaltung der Messergebnisse
6. Detektion der Augenbewegung
7. Erfassung der Reaktion des Patienten nach erfolgter Stimulation
Die ersten fünf Punkte lassen sich zum Anwendungs-Hauptprogramm zusammenfas-
sen. Die Detektion der Augenbewegungen sowie die Präsentation der Stimuli und die
Erfassung der Reaktion des Patienten können vollständig unabhängig implementiert
werden, müssen allerdings über Synchronisationsmechanismen mit der Hauptanwen-
dung verbunden werden.
Sämtliche Einstellungen, mit denen die Untersuchung sowie die Hardware initia-
lisiert und die Teststrategie bestimmt werden, sind in einer Konfigurationsdatei abge-
legt. Damit lassen sich Standarduntersuchungen definieren, die beispielsweise in
Studien mit größeren Patientenkollektive ein immer gleiches Vorgehen sicherstellen.
Multi-threaded Implementierung 
Bei der Implementierung der oben dargestellten Aufgaben soll die schritthaltende Ver-
arbeitung erreicht werden. Um das auf der Betriebssystem-Plattform Windows NT zu
erreichen, müssen spezielle Vorkehrungen getroffen werden. 
Windows NT ist kein Echtzeitbetriebssystem [Timmermann 97]. Gründe dafür sind:
1. Es gibt keine Präemption in Kerneltreibern.
2. Prioritätsinversionen können nicht behoben werden.
3. Die Anzahl der Prioritätsklassen ist zu gering.
Aus diesen Punkten folgt, dass es keine Obergrenze für den Zeitbedarf von Betriebssy-
stemroutinen gibt. Punkt 1 bedeutet, dass Betriebssystemprozesse selbst hoch priori-
sierte Benutzerprozesse beliebig lange unterbrechen können. Punkt 2 bedeutet das
Belegen einer Systemresource, auf die ein hoch priorisierter Prozess wartet, durch eine
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niedrig priorisierten Prozess. Unter der Voraussetzung, dass die Systemauslastung ge-
ring ist, kann es dennoch gelingen, die geforderten Zeitbedingungen für eine schritthal-
tende Bearbeitung einzuhalten. Grundlage dafür ist unter Windows NT die
Möglichkeit, Prozesse in Ausführungsfäden (engl: threads) aufzuteilen. Die threads
benutzen denselben Speicherbereich, so dass einerseits schnelle Kontextwechsel mög-
lich sind, andererseits auf aufwendige Interprozesskommunikation verzichtet werden
kann. Darüber hinaus lassen sich den threads unterschiedliche Prioritätsstufen zuord-
nen. Windows NT kennt vier Prozessprioritäten (Leerlauf, Normal, Hoch, Echtzeit)
und für die threads eines Prozesse fünf relative Prioritäten (lowest, below normal, nor-
mal, above normal, highest), die sich dynamisch verändern lassen. So kann in engen
Grenzen eine Bevorzugung von Benutzeranwendungen auch gegenüber Betriebssy-
stemprozessen erreicht werden. Damit kann eine Echtzeitfähigkeit näherungsweise er-
reicht werden, eine Garantie kann aber nicht gegeben werden.
Die Quasi-Echtzeitfähigkeit wird zudem durch den Digitalisierer und dessen Trei-
ber-Software unterstützt. Er ist in der Lage, als PCI-Busmaster asynchron die Bilddaten
per DMA-Transfer in den Hauptspeicher zu schreiben. Dieser Speicherbereich wird
beim Systemstart des Rechners durch den Treiber exklusiv für die Benutzung mit dem
Digitalisierer reserviert und damit vollständig vor dem Betriebssystem verborgen. Der
eigentliche DMA-Transfer geschieht ohne Beteiligung der CPU. Das PCI-Busproto-
koll lässt die genaue Implementierung des Arbiters, der den Zugang der Geräte zum
Bus regelt, offen. Daher kann auch hier eine Echtzeitfähigkeit nicht garantiert werden.
Wird jedoch der Zugriff auf den Bus gewährt, unterliegt der dann folgende Datentrans-
fer genauen zeitlichen Vorgaben, so dass auch hierbei unter der Voraussetzung gerin-
ger Auslastung die durch die schritthaltende Verarbeitung gegebene Zeitbedingung
eingehalten werden kann. 
Um also die vorgegebene Zeitbedingung der Schritthaltung mit der Videofre-
quenz der SLO-Bilddaten zu erreichen, wurde die Software in mehrere threads aufge-
teilt:
1. Haupt-thread für die Anwenderinteraktion, Datenverwaltung, Testdurchführung
und Ergebnisdarstellung
2. Tracking-thread für die Detektion von Augenbewegungen
3. Thread für die Präsentation der Stimuli und Auswertung der Reaktion des Patien-
ten
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Die Kommunikation der threads untereinander erfolgt durch gemeinsame Speicherva-
riablen, deren exklusiver Zugriff über die Nutzung von Betriebssystemroutinen gere-
gelt wird. Darüber hinaus kommen Windows NT Signale zum Einsatz, die die threads
zu gegebenen Zeitpunkten “schlafen legen” bzw. “aufwecken”.
7.5 Diskussion
Mit dem hier dargestellten Ansatz zur Erkennung von Augenbewegungen im Videoda-
tenstrom des SLO ist es gelungen, die mikroperimetrische Erfassung der Funktion des
visuellen Systems in begrenzten Fundusarealen mit hoher räumlicher Auflösung zu au-
tomatisieren. Dies konnte unter Verwendung von Standard-Rechnerkomponenten un-
ter dem Betriebsystem Windows NT erreicht werden. Das Verfahren wurde in eine
Untersuchungssoftware zur Durchführung der Perimetrie mit dem SLO integriert.
Der verwendete Algorithmus wurde bezüglich der Einflußfaktoren auf die Güte
der Bestimmung der Verschiebungsvektoren untersucht. Insbesondere wurde die Ro-
bustheit bei der Entscheidung über die Annahme oder Zurückweisung von ermittelten
Bewegungen evaluiert. Anhand von SLO-Testsequenzen mit erheblichen Augenbewe-
gungen konnte gezeigt werden, dass sich durch geeignete Wahl der Parameter falsch
positive Verschiebungswerte vermeiden lassen. 
Für eine weitere Optimierung des Suchalgorithmus ist zu prüfen, ob apriori-Wis-
sen bzw. mit dem vorgestellten System gewonnene Erkenntnisse über die Charakteri-
stiken der Augenbewegungen eine Verbesserung der Suchstrategie beispielsweise
durch Einschränken des Suchbereichs ermöglichen.
Der Vorteil der funduskontrollierten Mikroperimetrie bei der Untersuchung be-
grenzter Schädigungen der visuellen Wahrnehmung wird durch die Automatisierung
des Untersuchungsablaufs noch weiter vergrößert. Die wesentlichen bisherigen Hürden
beim Einsatz der Mikroperimetrie mit dem SLO in der klinischen Routine, die einge-
schränkte Reproduzierbarkeit und die hohe Belastung für den Untersucher und den Pa-
tienten, sind damit aus dem Weg geräumt. In wieweit das System im klinischen Einsatz
akzeptanz findet, müssen klinische Studien an Normalprobanden und Patientengrup-
pen in der Zukunft erweisen.
8 Fusion multi-modaler Daten des Augenhintergrundes
Der medizinische Nutzen des integralen Ansatzes
Die Fusion einer Vielzahl von Datensätzen verschiedener Untersuchungsmodalitäten
stellt eine generelle Anforderung in der medizinischen Diagnostik dar. Letztendlich
führt jeder Arzt bei seiner Diagnosestellung die Zusammenführung und Verschmel-
zung multi-modaler Daten auf mehr oder weniger explizite Weise durch. In aller Regel
kombiniert er die Resultate mehrere Test mit unterschiedlichen Untersuchungssyste-
men und wägt sie gegeneinander ab, um daraus zu einer Diagnose zu gelangen. Dabei
kann die Fusion allein in seiner Vorstellung erfolgen oder in mehr expliziter Weise
durch eine ortskorrelierte Kombination von unterschiedlichen Messungen, unterstützt
durch Software-Werkzeuge. Ein Beispiel hierfür sind Ansätze zur Fusion von CT,
MRT, PET und Angiographie im Bereich der Neurochirurgie [Meyers 02] bzw. der Tu-
mordiagnostik [Lavely 04]. Immer besteht das Ziel darin, einzelne diagnostische Tech-
niken mit ihrer eingeschränkten Erfassung und Darstellung bestimmter Qualitäten
unterschiedlicher Gewebestrukturen so miteinander zu verbinden, dass sich funktionel-
le Abhängigkeiten beurteilen lassen und weiter gehende Rückschlüsse auf pathophy-
siologische Mechanismen möglich werden, die individuelle Messungen nicht erlauben.
Bezogen auf die Untersuchung des Augenhintergrundes zeigt sich die Einschrän-
kung des diagnostischen Nutzens individueller Messmethoden in verschiedener Weise.
• Auf Grund des Messprinzips werden Parameter erfasst, die unterschiedliche
Gewebeeigenschaften beschreiben. Hauptsächlich sind dies Parameter, die
die Morphologie, die Durchblutung und die visuelle Funktion beschreiben.
• Auf Grund des Messprinzips werden unterschiedliche Gewebe des Augen-
hintergrunds und deren Interaktion mit Licht erfasst. Zum Beispiel unter-
scheidet sich je nach der Wellenlänge des verwendeten Lichts die
Eindringtiefe, so dass verschiedene Gewebeschichten einen Beitrag bei der
Abbildung liefern. 
• Die gemessenen Parameter sind sehr spezifisch. So lässt sich beispielsweise
mit der Laser Doppler Velocimetry nur das Maximum der Geschwindigkeit
roter Blutkörperchen in den grossen Gefässen der Retina messen, während
das Heidelberg Retina Flowmeter die Mikrozirkulation in den Kapillargefä-
ßen der Retina erfasst.
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Einzelne Messmodalitäten ermöglichen also nur eine recht eingeschränkte Sicht auf
den Patienten. Erst die Fusion all dieser Daten ermöglicht eine umfassende Darstellung
und Beurteilung des aktuellen Zustandes des Patienten. Sie bietet ein Werkzeug für die
Diagnostik, das das Potential hat, pathologische Veränderungen mit sehr viel höherer
Sensitivität und Spezifität zu detektieren, als dies mit einem einzelnen Untersuchungs-
system möglich ist. Die Verschmelzung verschiedener Daten erlaubt es dem Medizi-
ner, zu einer abgesicherten Diagnose zu kommen. Darüber hinaus bildet die
ortskorrelierte Fusion mehrerer Datensätze die Grundlage für die Verlaufskontrolle.
Mit dem in dieser Arbeit vorgestellten Verfahren zur modellbasierten dreidimen-
sionalen Rekonstruktion des Augenhintergrundes aus Datensätzen bildgebender Unter-
suchungssysteme ist die Grundlage für die Fusion multi-modaler Daten des Fundus
gelegt worden. Die ortskorrelierte Verschmelzung der Daten ergibt sich wie beschrie-
ben implizit durch den Objektrekonstruktionsansatz und die Einordnung und Ausrich-
tung der rekonstruierten Daten im identischen Koordinatensystem des Augenmodells.
Das Verfahren, das in Kapitel 5 auf die Erstellung eines Funduspanoramas angewendet
wurde, kann auf beliebige Aufnahmemodalitäten angewendet werden. Dabei sind
hauptsächlich die geometrischen Abbildungseigenschaften der unterschiedlichen Sy-
steme mittels eines Kalibrierungsschrittes zu erfassen. Im Augenmodell erscheint an
den Fundusorten je nach verfügbaren Daten ein Parametervektor, der den Zustand des
Gewebes bzw. seine Eigenschaften bezüglich der Lichtinteraktion beschreibt. Diese
Eigenschaft kann auch als Zeitreihe oder als wiederholte Einzelmessung über einen
Zeitraum aufgenommen worden sein, so dass sich der zeitliche Verlauf dokumentieren
lässt. Abb. 8.1 zeigt schematisch den Parameterraum. Da das Rekonstruktionsverfah-
ren die Fusion implizit erreicht, ist ein Segmentierung mit anschliessendem objektori-
entierten matching der Daten der unterschiedlichen Modalitäten nicht mehr notwendig.
Damit wird bei der Datenintegration das Problem vermieden, dass unterschiedliche
Messverfahren die selben Objekte unterschiedlich abbilden, so dass eine Korrespon-
denz der Konturen nicht gegeben sein muss1. 
1. Beispielsweise zeigt ein Fundusphoto die Reflektion der Gefässwand, wäh-
rend eine Angiographie des selben Gefässes im wesentlichen das Gefässlumen 
abbildet.
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Abb. 8.1: Modell des Augenhintergrundes mit einerAnzahl von Messparametern,
die für ein Fundusareal zur Verfügung stehen und den Parameterraum
füllen (exemplarisch durch Angiogramm dargestellt).
Die Vorteile dieses Ansatzes liegen neben seiner Einfachheit in seiner universel-
len Anwendbarkeit auf beliebige Untersuchungssysteme, und damit auch insbesondere
auf jene, die bereits klinisch zur Diagnose und Therapieüberwachung eingesetzt wer-
den. 
Die Fusion ermöglicht es, Abhängigkeiten zwischen den einzelnen Parametern zu
erfassen. Damit können pathologische Veränderungen des Gewebes und der Durchblu-
tung und deren lokale oder globale Einflüsse auf die Funktion des visuellen Systems
systematisch untersucht werden. Insbesondere lassen sich die Fragen nach der zeitli-
chen Abfolge (zeigt sich zuerst eine Gewebeveränderung oder eine funktionale Schä-
digung?) und nach der Ausdehnung morphologischer Veränderungen, wenn ein
funktionaler Schaden beobachtet wurde, beantworten. Mit dem so gewonnenen Wissen
lassen sich erkrankungsspezifische Parameterkombinationen finden, die eine frühzeiti-
ge Detektion pathologischer Veränderungen erlauben und im Sinne eines Biomarkers
bzw. nach der nötigen Validierung als surrogate endpoint benutzt werden können [Bio-
mark 01]. Dies ist vor allem Wichtig bei sehr langsam voranschreitenden Erkrankun-
gen wie dem Glaukom, bei dem eine Progression klinisch durch Beurteilung der
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visuellen Wahrnehmung (Gesichtsfelduntersuchung) festgestellt wird, wobei sich Än-
derungen nur über Jahre hinweg zeigen. 
Die Fusion der Daten und damit die Verfügbarkeit zusätzlicher Informationen
über bestimmte Gewebeareale ermöglicht darüber hinaus auch eine Verbesserung bei
der Quantifizierung einzelner Parameter. Zusätzliche morphologische Informationen
beispielsweise können dazu benutzt werden, gefässystemspezifische Modell bei der Er-
fassung von Durchblutungsparametern aus Videoangiogrammen zu verwenden. Wie in
Kapitel 7 gezeigt, verbessert der Einsatz eines Strömungsmodells die Quantifizierung
des Eintrittszeitpunktes eines fluoreszierenden Farbstoffes in die Retina deutlich. Die
Tatsache, dass bereits die Funktionalbilder alleine die Gefäßmorphologie widerspie-
geln, verdeutlicht die Relevanz dieses Modellansatzes. Bei näherer Betrachtung ist es
jedoch klar, dass ein solches Modell stark vereinfachend ist und nur grob die physiolo-
gischen Gegebenheiten wiederspiegelt. Insbesondere ist es nicht auf alle Gefässe der
Retina anwendbar, sondern hat seine Gültigkeit im wesentlichen für die grossen Gefä-
ße. Die Segmentierung des Gefäßbaumes und daraus gewonnenes morphologisches
Wissen über den Gefässverlauf und die Untergliederung bis hinab zu den Kapillaren,
ermöglichen den Einsatz angepasster Modelle, die das Strömungsverhalten des Blutes
in Abhängigkeit vom Gefäßdurchmesser viel besser annähern können. 
Perspektive
Am Anfang der hier beschriebenen Arbeiten stand der Wunsch der Ophthalmologen
nach einer präziseren Aussage über individuelle Parameter, was unter anderem zur Ent-
wicklung des modellbasierten Ansatzes für die Durchblutungsmessung geführt hat. Die
Entwicklung der dreidimensionalen Rekonstruktion des Augenhintergrundes geht weit
über dieses Ziel hinaus. Die Methodik zur Fusion multi-modaler Daten des Augenhin-
tergrundes unter Verwendung dieses Ansatzes wurde experimentell erprobt und hier
beschrieben. Der klinische Nutzwert ist jedoch noch nicht erschlossen. Dazu bedarf es
weiterer umfangreicher Arbeiten und klinischer Studien. Insbesondere muss das Sy-
stem dazu in die klinische Infrastruktur eingebunden werden mit dem Ziel, die Verfüg-
barkeit und die Kommunikation der Daten der unterschiedlichen Messmodalitäten
sicher zu stellen und die Vernetzung so gewährleistet ist, dass die Anwendung in die
klinischen Routine eingepasst werden kann. Die technologischen Voraussetzungen da-
für existieren bereits. Geschaffen wurden sie zunächst speziell für das radiologische
Umfeld. Der Einsatz der erforderlichen Bildarchivierungs- und Kommunikationssyste-
me (Picture Archiving and Communication, PACS) in der Ophthalmologie erfordert je-
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doch ein generelles Umdenken [Meyer-Ebr 88, Meyer-Ebr 97]. Darüber hinaus stellt
die Visualisierung des multi-modalen Parameterraums eine weitere Herausforderung
dar. Diese muss in einer Form geschehen, dass dem Mediziner die Informationen in
kompakter Form und mit einfacher Handhabung zur Verfügung stehen, um eine gute
Akzeptanz im klinischen Umfeld zu erreichen. Dazu sind eingehende Studien unter
Verwendung von Prototypsystemen und Einbeziehung aller am Designprozess betei-
ligter Personen, also insbesondere auch der Mediziner, die das System später nutzen
sollen, unverzichtbar [Dahm 91].
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9 Zusammenfassung
Bei der Untersuchung von Erkrankungen des Augenhintergrunds kommen eine Viel-
zahl von nicht-invasiven optischen Untersuchungsmethoden zum Einsatz, die bildhaft
und mit fokalen Messwerten unterschiedliche Eigenschaften der verschiedenen Gewe-
beschichten des Augenhintergrunds erfassen. Diese Daten unterstützen den Mediziner
bei der Diagnostik. Bisher wird er bei der Zusammenführung und Korrelation der Da-
ten nur unzureichend durch (Software-) Werkzeuge unterstützt, so dass sich die Daten
in der Regel nur unabhängig voneinander untersuchen lassen und der Mediziner allein
auf seine Erfahrung und sein anatomisches Wissen angewiesen ist, um Relationen und
Abhängigkeiten zwischen unterschiedlichen morphologischen und funktionalen Para-
metern zu analysieren. Dieses Vorgehen lässt zumeist nur eine qualitative Beurteilung
von Abhängigkeiten zu. Damit bleibt ein wichtiger Teil des Potentials, das der Einsatz
der verschiedenen Untersuchungsmethoden für eine umfassende Darstellung des Ge-
sundheits-/krankheitszustands des Auges und damit des Patienten bietet, ungenutzt.
In der vorliegenden Arbeit wurde ein Ansatz zur dreidimensionalen Rekonstruk-
tion des Fundus aus planaren Bilddaten beschrieben, der auf einem Rückprojektionsan-
satz beruht. Dabei kommt ein geometrisches Model des Auges zum Einsatz, mit dem
die in Abhängigkeit von der Aufnahmemodalität bei der Bildgenerierung verlorenge-
gangenen Tiefeninformation durch a priori Wissen ersetzt wird. Dieser Ansatz leistet
implizit die Integration multi-modaler Daten in einen multi-dimensionalen Parameter-
raum, bei dem jede Rekonstruktion ein Abbild des selben Objekts Augenhintergrund
zu einem bestimmten Zeitpunkt darstellt. Jede Messung stellt einen Satz Daten dar die
als Parameter ortsbezogen in das dreidimensionale Modell des Auges eingetragen wer-
den. Auf diese Weise lassen sich direkt Korrelationen zwischen den einzelnen Parame-
tern sichtbar machen. 
Grundlage für die Rekonstruktion bildet die Analyse des jeweiligen Abbildungs-
systems und die daraus abgeleitete Rücktransformationsvorschrift, mit der die planaren
Bilddaten unter Benutzung eines ray tracing Verfahrens auf das Augenmodell als drei-
dimensionale Projektionsebene abgebildet werden. Dabei wird der Augenhintergrund
vereinfachend als sphärisch und aus dünnen Schichten bestehend angenommen. Die so
auf dem sphärischen Augenmodell rekonstruierten Bildteile werden dann durch einfa-
che Rotation und Verschiebung auf der Sphäre an die entsprechende Stelle verschoben,
so dass die überlappenden Bereiche zur Deckung gebracht werden. 
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Exemplarisch wurde diese Ansatz benutzt um eine Anzahl Fundusbilder von der-
selben Aufnahmemodalität zu einem Funduspanorama zusammenzusetzen. Zusätzlich
zur Problematik der Integration mehrerer Aufnahmen spielt hier die Abbildung von pe-
riphären Fundusarealen eine Rolle. Darüber hinaus fällt hierbei die näherungsweise
sphärische Form des Augenhintergrunds stärker ins Gewicht. Es konnte gezeigt wer-
den, dass dieser Ansatz bei der Erstellung von Funduspanoramen gute Resultate zeigt.
Parallel zu diesen Arbeiten wurden Verfahren zur Quantifizierung funktionaler
Parameter entwickelt. Neben Messmodalitäten, die die Morphologie des Augenhinter-
grunds erfassen, sind gerade solche funktionale Parameter von besonderer Bedeutung,
da sie die Konsequenzen pathologischer Veränderungen für den Patienten beschreiben.
Aufbauend auf am Lehrstuhl für Messtechnik und Bildverarbeitung bereits entwickel-
ten Analyseverfahren wurden in dieser Arbeit Verbesserungen bei der Erfassung der
Augendurchblutung aus angiographischen Bildsequenzen durch die Verwendung eines
Strömungsmodells erzielt. Darüber hinaus wurde ein neues Verfahren zur automati-
schen Durchführung der Mikroperimetrie mit dem Scanning-Laser Ophthalmoskop
entwickelt, das den Bilddatenstrom auf Augenbewegungen überwacht und im Falle ei-
ner Bewegung die Messung verwirft und eine neuerliche Testung initiiert. Damit wurde
eine deutliche Erleichterung sowohl für den Untersuchenden als auch Patienten er-
reicht, da sich die notwendige Untersuchungszeit verringern ließ. 
Diese funktionalen Parameter können ebenfalls mit Hilfe des Rekonstruktionsan-
satzes in das Augenmodell eingefügt werden und stehen so einer tiefergehenden Ana-
lyse zur Verfügung. Mit dieser Arbeit wurde die Realisierbarkeit der Integration multi-
modaler Daten des Augenhintergrunds experimentell gezeigt. Der klinische Nutzwert
ist jedoch bisher nocht nicht erschlossen. Dazu ist eine Integration eines solchen Sy-
stems in das klinische Umfeld und weitere Studien an Probanden und Patienten not-
wendig. 
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Anhang
A.1 Rotationsmatrix
Die Rotationsmatrix R ist eine 3x3 Matrix mit folgender Darstellung:
(9.1)
Die Koeffizienten in Abhängigkeit der Rotationswinkel  und  um die x, y und z
Achse sind
(9.2)
R
a11 a12 a13
a21 a22 a23
a31 a32 a33⎝ ⎠⎜ ⎟
⎜ ⎟⎜ ⎟
⎜ ⎟⎛ ⎞
.=
θ ϕ, ψ
a11 θcos ψcos θsin ϕsin ψsin+=
a12 θsin– ϕ ψcossin θcos ψsin+=
a13 θsin– ϕcos=
a21 θsin ϕcos θcos ϕsin ψsin+=
a22 θcos ϕ ψcossin θsin ψsin+=
a23 θcos ϕcos=
a31 ϕcos ψsin=
a32 ϕ ψcoscos–=
a33 ϕsin=
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