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Abstract
Let d  2 and let η :Rd−1 → R be a smooth function which is supported in [−1,1]d−1. Suppose μ is
the measure on Rd given by
μ(E) =
∫
Rd−1
χE
(
x,ϕ(x)
)
η(x) dx
with ϕ(x) =∑d−1
i=1 ±|xi |ai , 1 = ai ∈ R. In this paper we study the Lp–Lq estimates for singular fractional
integral operators given by
Af (x) =
∫
Rd
f (x − y)
(
d−1∏
i=1
|yi |γi−1
)
dμ(y)
with 0 < γi .
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1. Introduction and statement of results
Let d  2 and let η :Rd−1 → R be a smooth function supported in [−1,1]d−1. Suppose μ is
the measure on Rd given by
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∫
Rd−1
χE
(
x,ϕ(x)
)
η(x)dx,
where ϕ(x) = ∑d−1i=1 ϕi(xi) = ∑d−1i=1 ±|xi |ai , 1 = ai ∈ R. Then we consider singular integral
operators given by
Af (x) =
∫
Rd
f (x − y)
(
d−1∏
i=1
|yi |γi−1
)
dμ(y)
with 0 < γi . In case 1 < ai and γ1 = · · · = γd−1 = 1, Lp–Lq estimates of singular integral
operatorAwith d  2 were studied by E. Ferreyra, T. Godoy and M. Urciuolo in [2,3]. Also when
d = 3, Lp–Lq estimates of singular fractional integral operatorA with 1 < ai and 0 < γ1, γ2  1
were studied in [4]. In this paper we study Lp–Lq estimates for the singular fractional integral
operator A with ai = 1, 0 < γi and d  2. In [2–4], the proof uses a technique introduced by
M. Christ in [1]. In this paper we give a simple proof of the results in [2–4] except for some
endpoints and extend the results in [4] for a general dimension d  2. For convenience, we will
assume η(x) =∏d−1i=1 ηi(xi) where ηi are positive smooth functions supported in [−1,1]. Before
describing the results we introduce some notations. Let
Eμ =
{(
1
p
,
1
q
)
: ‖A‖Lp(Rd )→Lq(Rd ) < ∞, 1 p,q ∞
}
.
And for each subset S ⊂ {j : aj > 0}, define
VS =
∑
j∈S
1
aj
, US =
∑
j∈S
γj
aj
.
Let |S| denote the number of elements in S and Sc = {1, . . . , d − 1} \ S. Define
Γ =
⋂
S
{(
1
p
,
1
q
)
:
1
q

( |Sc| + 1 + VS
1 + VS
)
1
p
− |S
c| + US
1 + VS ;
1
p′

( |Sc| + 1 + VS
1 + VS
)
1
q ′
− |S
c| + US
1 + VS ;
1
q
 (ai − 1)
(
1 − 1
p
)
+ 1 − γi (ai  0);
1
p′
 (ai − 1)
(
1 − 1
q ′
)
+ 1 − γi (ai  0);
1
p
 1
q
 1
p
− min
i: ai>0
(γi)
}
(1.1)
where the intersections are taken over all subsets S ⊂ {j : aj > 0}.
Theorem 1.1. Int(Γ ) ⊂ Eμ and if η(0) = 0 then Int(Γ ) = Int(Eμ).
2. Proof of Theorem 1.1
Let Eμ, Γ , VS and US be as in the introduction. First we describe the necessary conditions
for Lp–Lq estimates for A.
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Proof. The proof is the same as in [4]. Since η(0) = 0, without loss of generality we may assume
ηi(xi) 1 if |xi | < 1/2. It is well known that if ( 1p , 1q ) ∈ Eμ then p  q and by duality ( 1q ′ , 1p′ ) ∈
Eμ, hence we may assume 1q 
1
p
and 1
q
 1 − 1
p
. We will show ( 1
p
, 1
q
) ∈ Γ if ( 1
p
, 1
q
) ∈ Eμ,
1
p
 1
q
 1 − 1
p
. Let S ⊂ {j : aj > 0} be given. For each small δ such that
0 < δ 	 max
i: ai>0
(
1/16,2−2ai
)
,
let
Qδ =
{
(x, xd) ∈ Rd : |xi | < δ
1
ai if i ∈ S, |xi | < δ if i ∈ Sc, |xd | < kδ
}
with k =∑d−1i=1 (2 + 2ai + |ai |24(|ai |+1)) and set f = χQδ . Let
Q(x,xd) =
{
y: |xi − yi | < δ
1
ai (i ∈ S), |xi − yi | < δ
(
i ∈ Sc), ∣∣xd − ϕ(y)∣∣< kδ},
Q(x, xd) =
{
y: |xi − yi | < δ
1
ai (i ∈ S), |xi − yi | < δ
(
i ∈ Sc)},
and
Dδ =
{
(x, xd) ∈ Rd : |xi | < δ
1
ai (i ∈ S), 1
8
< |xi | < 14
(
i ∈ Sc), ∣∣xd − ϕ(x)∣∣< δ},
then for each (x, xd) ∈ Dδ we have Q(x,xd) ⊂ Q(x,xd). To see this, let y ∈ Q(x,xd) then{ |xi | < δ1/ai , |yi | < 2δ1/ai < 1/2, if i ∈ S;
1/8 < |xi | < 1/4, 1/16 < |yi | < 1/2, if i ∈ Sc.
(2.1)
Hence we have∣∣xd − ϕ(y)∣∣ ∣∣xd − ϕ(x)∣∣+∑
i∈S
(∣∣ϕi(xi)∣∣+ ∣∣ϕi(yi)∣∣)+∑
i∈Sc
∣∣ϕi(xi) − ϕi(yi)∣∣
 δ +
∑
i∈S
(
1 + 2ai )δ +∑
i∈Sc
|xi − yi | sup
1/16<t<1/2
∣∣ϕ′i (t)∣∣
<
d−1∑
i=1
(
2 + 2ai + |ai |24(|ai |+1)
)
δ = kδ,
and this implies Q(x,xd) ⊂ Q(x,xd). Now by (2.1), for each (x, xd) ∈ Dδ
Af (x, xd) =
∫
Q(x,xd )
d−1∏
i=1
(|yi |γi−1ηi(yi))dy  ∫
Q(x,xd )
d−1∏
i=1
|yi |γi−1 dy Cδ|Sc|+US ,
and so
‖Af ‖q  Cδ|Sc|+US |Dδ|
1
q  Cδ|S
c|+US+(1+VS) 1q .
By comparing this with ‖Af ‖q  C‖f ‖p  Cδ(|S
c|+1+VS) 1p , we have the necessary conditions
1 
( |Sc| + 1 + VS ) 1 − |Sc| + US . (2.2)q 1 + VS p 1 + VS
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q
 1
p
− γi if ai > 0, we choose
Qδ =
{
(x, xd): |xi | < δ, |xj | < 1/16 if j ∈ {i}c, |xd | < k
}
with k = 1 +∑d−1j=1 24(|aj |+1) and set f = χQδ . Let
Q(x,xd) =
{
y: |xi − yi | < δ, |xj − yj | < 1/16 if j ∈ {i}c,
∣∣xd − ϕ(y)∣∣< k},
Q(x, xd) =
{
y: |xi − yi | < δ, |xj − yj | < 1/16 if j ∈ {i}c
}
,
and
Dδ =
{
(x, xd): |xi | < δ, 1/8 < |xj | < 1/4 if j ∈ {i}c,
∣∣xd − ϕ(x)∣∣< 1},
then for each (x, xd) ∈ Dδ , we have Q(x,xd) ⊂ Q(x,xd). To see this, let y ∈ Q(x,xd) then{ |xi | < δ, |yi | < 2δ < 1/2,
1/8 < |xj | < 1/4, 1/16 < |yj | < 1/2, if j ∈ {i}c. (2.3)
Hence we have∣∣xd − ϕ(y)∣∣ ∣∣xd − ϕ(x)∣∣+∑
j
(∣∣ϕj (xj )∣∣+ ∣∣ϕj (yj )∣∣) 1 + d−1∑
j=1
24(|aj |+1)
and this implies Q(x,xd) ⊂ Q(x,xd). Now by (2.3), for each (x, xd) ∈ Dδ
Af (x, xd) =
∫
Q(x,xd )
d−1∏
i=1
(|yi |γi−1ηi(yi))dy  ∫
Q(x,xd )
d−1∏
i=1
|yi |γi−1 dy  Cδγi ,
and so
‖Af ‖q  Cδγi |Dδ|
1
q Cδγi+
1
q .
By comparing this estimate with ‖Af ‖q C‖f ‖p  Cδ
1
p , we have the necessary conditions
1
q
 1
p
− γi if ai > 0. (2.4)
To see the conditions 1
q
 (ai − 1)(1 − 1p ) + 1 − γi if ai  0, we choose
Qδ =
{
(x, xd): δ < |xi | < δ + δ1−ai , |xj | < 1/16 if j ∈ {i}c, |xd | < k
}
with k =∑d−1j=1(1 + 24aj + |aj |4|aj |+1) and set f = χQδ . Let
Q(x,xd)=
{
y: δ < |xi − yi | < δ + δ1−ai , |xj − yj | < 1/16 if j ∈ {i}c,
∣∣xd − ϕ(y)∣∣< k},
Q(x, xd) =
{
y: xi + δ < yi < xi + δ + δ1−ai , |xj − yj | < 1/16 if j ∈ {i}c
}
,
and
Dδ =
{
(x, xd): 0 < xi < δ, 1/8 < |xj | < 1/4 if j ∈ {i}c,
∣∣xd − ϕi(xi + δ + δ1−ai )∣∣< 1},
then for each (x, xd) ∈ Dδ , we have Q(x,xd) ⊂ Q(x,xd). To see this, let y ∈ Q(x,xd) then{
0 < xi < δ, xi + δ < yi < xi + δ + δ1−ai ,
1/8 < |x | < 1/4, 1/16 < |y | < 1/2, if j ∈ {i}c. (2.5)j j
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
∑
j =i
∣∣ϕj (yj )∣∣+ ∣∣xd − ϕi(xi + δ + δ1−ai )∣∣+ ∣∣ϕi(xi + δ + δ1−ai )− ϕi(yi)∣∣

∑
j =i
24|aj | + 1 + δ1−ai sup
δ/4<t<4δ
∣∣ϕ′i (t)∣∣ d−1∑
j=1
(
1 + 24aj + |aj |4|aj |+1
)
and this implies Q(x,xd) ⊂ Q(x,xd). Now by (2.5), for each (x, xd) ∈ Dδ
Af (x, xd) =
∫
Q(x,xd )
d−1∏
i=1
(|yi |γi−1ηi(yi))dy  ∫
Q(x,xd )
d−1∏
i=1
|yi |γi−1 dy  Cδγi−ai ,
and so
‖Af ‖q  Cδγi−ai |Dδ|
1
q Cδγi−ai+
1
q .
By comparing this estimate with ‖Af ‖q  C‖f ‖p  Cδ
1−ai
p , we have the necessary conditions
1
q
 (ai − 1)
(
1 − 1
p
)
+ 1 − γi if ai  0. (2.6)
From the conditions (2.2), (2.4) and (2.6), we have ( 1
p
, 1
q
) ∈ Γ . 
Throughout this paper we will use the following convention for the Fourier transform and its
inverse
f̂ (ξ) =
∫
Rd
e−2π ix·ξ f (x) dx, f (x) =
∫
Rd
e2π ix·ξ f̂ (ξ) dξ.
Let σ be the measure on Rd given by
σ(E) =
∫
Rd−1
χE
(
x,ϕ(x)
)|x1|γ1−1 · · · |xd−1|γd−1−1η(x)dx
then we have Af = σ ∗ f . Choose ζ0 ∈ C∞(R) such that
ζ̂0(t) =
{
1, if |t | 1;
0, if |t | 2.
Let ζ̂ (t) = ζ̂0(t) − ζ̂0(2t) then ζ̂ is supported in {1/2 < |t | < 2} and
1 ≡ ζ̂0(t) +
∞∑
j=1
ζ̂
(
2−j t
) := ∞∑
j=0
ζ̂j (t) for all t.
Using the identity
∏d
i=1(
∑∞
ji=0 ζ̂ji (ξi)) ≡ 1, we have
(Af )∧(ξ) = f̂ (ξ )̂σ (ξ)
d∏
i=1
( ∞∑
ji=0
ζ̂ji (ξi)
)
=
∞∑
j1=0
· · ·
∞∑
jd=0
f̂ (ξ )̂σ (ξ )̂ζj1(ξ1) · · · ζ̂jd (ξd)
=
∑

f̂ (ξ )̂σ (ξ )̂ζ j (ξ) :=
∑

(A j f )∧(ξ),
j j
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j (ξ) = ζ̂j1(ξ1) · · · ζ̂jd (ξd). Let ψ be a C∞(R) function which is
supported in {1/2 < |s| < 2} and
∞∑
k=1
ψ
(
2ks
)= 1 for all s ∈ [−1,1] \ {0},
then we have
A j f (x, xd) =
∑
k
∫
Rd−1
f ∗ ζ j
(
x − y, xd − ϕ(y)
) d−1∏
i=1
(|yi |γi−1ψ(2ki yi))η(y)dy
:=
∑
k
f ∗ ζ j ∗ σk(x, xd) :=
∑
k
A j,kf (x, xd)
where k = (k1, . . . , kd−1) ∈ (Z+)d−1.
Lemma 2.2. We have
∣∣σ̂k(ξ, ξd)∣∣= d−1∏
i=1
∣∣∣∣ ∫
R
e−2π i(ξiyi+ξdϕi (yi ))|yi |γi−1ψ
(
2ki yi
)
ηi(yi) dyi
∣∣∣∣
 C
d−1∏
i=1
(
2−kiγi min
(|ξd |− 12 2 ai2 ki ,1)min(2ki + 2−ki (ai−1)|ξd ||ξi | ,1
))
.
Proof. We use the following well-known lemma. See [5, pp. 332–334].
Lemma 2.3 (Van der Corput’s Lemma). Suppose ω is real-valued smooth function in (a, b), and
that |ω(α)(x)| 1 for all (a, b). Then we have∣∣∣∣∣
b∫
a
eiλω(x)η(x) dx
∣∣∣∣∣ cαλ− 1α
(∣∣η(b)∣∣+ b∫
a
∣∣η′(x)∣∣dx)
when α  2 or α = 1 and ω′(x) is monotonic. The bound cα is independent of ω and λ.
By applying Lemma 2.3 with α = 2, for each 1 i  d − 1 we have∣∣∣∣ ∫
R
e−2π i(ξiyi+ξdϕi (yi ))|yi |γi−1ψ
(
2ki yi
)
ηi(yi) dyi
∣∣∣∣ C2−kiγi |ξd |− 12 2 ai2 ki . (2.7)
Also integrating by parts with e−2π iξiyi = 1−2π iξi ddyi (e−2π iξiyi ), we have the decay estimate for
the variable ξi ,∣∣∣∣ ∫
R
e−2π i(ξiyi+ξdϕi (yi ))|yi |γi−1ψ
(
2ki yi
)
ηi(yi) dyi
∣∣∣∣ C2−kiγi(2ki + |ξd |2−ki (ai−1)|ξi |
)
. (2.8)
Next, we combine Lemma 2.3 with integration by parts. First integrate by parts with e−2π iξiyi =
1 d (e−2π iξiyi ) and apply Lemma 2.3 with α = 2, then we have−2π iξi dyi
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R
e−2π i(ξiyi+ξdϕi (yi ))|yi |γi−1ψ
(
2ki yi
)
ηi(yi) dyi
∣∣∣∣
 C2−kiγi
(|ξd |− 12 2 ai2 ki )(2ki + |ξd |2−ki (ai−1)|ξi |
)
. (2.9)
The proof is clear from (2.7)–(2.9) and the trivial estimates∣∣∣∣ ∫
R
e−2π i(ξiyi+ξdϕi (yi ))|yi |γi−1ψ
(
2ki yi
)
ηi(yi) dyi
∣∣∣∣ C2−kiγi . 
Lemma 2.4. For each j ∈ (Z+ ∪ {0})d and k ∈ (Z+)d−1, let
B( j, k) := sup
ξ∈Rd
∣∣̂ζ j (ξ)σ̂k(ξ)∣∣
then we have
(1) ‖A j,kf ‖1  C‖f ‖1∏d−1i=1 2−kiγi ,
(2) ‖A j,kf ‖2  C‖f ‖2B( j, k),
(3) ‖A j,kf ‖∞ C‖f ‖12jd ∏d−1i=1 2ki (1−γi ).
Proof. (1) and (2) are easy to prove. For (3), note that
∣∣ζ j ∗ σk(x, xd)∣∣= ∣∣∣∣ ∫
Rd−1
ζjd
(
xd − ϕ(y)
) d−1∏
i=1
(
ζji (xi − yi)|yi |γi−1ψ
(
2ki yi
))
η(y)dy
∣∣∣∣
 C2jd
d−1∏
i=1
(∫
R
2ji 2−ki (γi−1)
(1 + 2ji |xi − yi |)N dyi
)
 C2jd
d−1∏
i=1
2ki (1−γi ).
Hence we have ‖A j,kf ‖∞  ‖f ‖1‖ζ j ∗ σk‖∞ C2jd
∏d−1
i=1 2ki (1−γi ). 
By interpolating (1)–(3) of Lemma 2.4, we have
∥∥A j,kf ∥∥
q
C‖f ‖p
(
d−1∏
i=1
2−kiγi
)(
2jd
d−1∏
i=1
2ki
)1−θ d−1∏
i=1
min
(
2−
jd
2 + ai2 ki ,1
)(2− 2
r
)θ
×
d−1∏
i=1
(
min
(
2(ki−ji ),1
)+ min(2(jd−ji−ki (ai−1)),1))(2− 2r )θ
C‖f ‖p2jd (1−θ)
d−1∏
i=1
(
H1(ki, ji , jd) + H2(ki, ji , jd)
)
where(
1
,
1
)
= θ
(
1
,
1
)
+ (1 − θ)(1,0), 1 r  2 and 0 θ  1, (2.10)
p q r r
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H1(ki, ji , jd) = 2−kiγi
(
2ki
)1−θ
min
(
2−
jd
2 + ai2 ki ,1
)(2− 2
r
)θ
min
(
2(ki−ji ),1
)(2− 2
r
)θ
,
H2(ki, ji , jd) = 2−kiγi
(
2ki
)1−θ
min
(
2−
jd
2 + ai2 ki ,1
)(2− 2
r
)θ
min
(
2(jd−ji−ki (ai−1)),1
)(2− 2
r
)θ
.
For each (p, q) satisfying the conditions in (2.10) with 1 < p,q ∞, we will show∑
ki ,ji
(
H1(ki, ji , jd) + H2(ki, ji, jd)
)

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
C(1 + jd)22−jd (1−
1
p
)
, if 1
q
 (ai − 1)(1 − 1p ) + 1 − γi (ai > 0);
C(1 + jd)22−
jd
ai
( 1
q
− 1
p
+γi )
,
if 1
p
− γi < 1q  (ai − 1)(1 − 1p ) + 1 − γi (ai > 0);
C(1+jd)22−jd (1−
1
p
)
, if 1
q
> (ai − 1)(1 − 1p ) + 1 − γi (ai  0).
(2.11)
These estimates follow from∑
ki
∑
ji
H1(ki, ji , jd) =
∑
ki
∑
ji : jiki
+
∑
ki
∑
ji : ji>ki
= I + II,
∑
ki
∑
ji
H2(ki, ji , jd) =
∑
ki
∑
ji : jijd−ki (ai−1)
+
∑
ki
∑
ji : ji>jd−ki (ai−1)
= III + IV.
Case 1. ai > 0,1 < p ∞.
I
∑
ki
∑
ji : jiki
2−kiγi 2ki (1−θ) min
(
2−
jd
2 + ai2 ki ,1
)(2− 2
r
)θ
 C
∑
ki
ki2ki (−γi+
1
p
− 1
q
)
min
(
2−
jd
2 + ai2 ki ,1
)(2− 2
r
)θ
 C
( ∑
ki>jd/ai
ki2ki (−γi+
1
p
− 1
q
) +
∑
kijd/ai
ki2jd (−1+
1
p
)2ki (−γi+
1
p
− 1
q
+ai (1− 1p ))
)

⎧⎨⎩C(1 + jd)
22−jd (1−
1
p
)
, if 1
q
 (ai − 1)(1 − 1p ) + 1 − γi;
C(1 + jd)22−
jd
ai
( 1
q
− 1
p
+γi )
, if 1
p
− γi < 1q  (ai − 1)(1 − 1p ) + 1 − γi,
II
∑
ki
∑
ji : ji>ki
2−kiγi 2ki (1−θ) min
(
2−
jd
2 + ai2 ki ,1
)(2− 2
r
)θ2(ki−ji )(2−
2
p
)
 C
∑
ki
2ki (−γi+
1
p
− 1
q
)
min
(
2−
jd
2 + ai2 ki ,1
)(2− 2
r
)θ

⎧⎨⎩C(1 + jd)2
−jd (1− 1p ), if 1
q
 (ai − 1)(1 − 1p ) + 1 − γi;
C(1 + jd)2−
jd
ai
( 1
q
− 1
p
+γi )
, if 1
p
− γi < 1q  (ai − 1)(1 − 1p ) + 1 − γi,
and
Y.R. Heo / J. Math. Anal. Appl. 332 (2007) 407–417 415III
∑
ki
∑
ji : jijd−ki (ai−1)
2−kiγi 2ki (1−θ) min
(
2−
jd
2 + ai2 ki ,1
)(2− 2
r
)θ
 C(1 + jd)
( ∑
ki>jd/ai
ki2ki (−γi+
1
p
− 1
q
) +
∑
kijd/ai
ki2jd (−1+
1
p
)2ki (−γi+
1
p
− 1
q
+ai (1− 1p ))
)

⎧⎨⎩C(1 + jd)
22−jd (1−
1
p
)
, if 1
q
 (ai − 1)(1 − 1p ) + 1 − γi;
C(1 + jd)22−
jd
ai
( 1
q
− 1
p
+γi )
, if 1
p
− γi < 1q  (ai − 1)(1 − 1p ) + 1 − γi,
IV
∑
ki
∑
ji : ji>jd−ki (ai−1)
2−kiγi 2ki (1−θ) min
(
2−
jd
2 + ai2 ki ,1
)(2− 2
r
)θ2(jd−ji−ki (ai−1))(2−
2
p
)
 C
∑
ki
2ki (−γi+
1
p
− 1
q
)
min
(
2−
jd
2 + ai2 ki ,1
)(2− 2
r
)θ

⎧⎨⎩C(1 + jd)2
−jd (1− 1p ), if 1
q
 (ai − 1)(1 − 1p ) + 1 − γi;
C(1 + jd)2−
jd
ai
( 1
q
− 1
p
+γi )
, if 1
p
− γi < 1q  (ai − 1)(1 − 1p ) + 1 − γi.
Case 2. ai  0,1 < p ∞. If ai  0 then it is easy to see that
I + II + III + IV C(1 + jd)22−jd (1−
1
p
)
,
when 1
q
> (ai − 1)(1 − 1p ) + 1 − γi,1 < p ∞. Now we have
‖A‖p,q  C
∑
j
∑
k
2jd (1−θ)
d−1∏
i=1
(
H1(ki, ji , jd) + H2(ki, ji , jd)
)
 C
∑
jd
2jd (1−θ)
d−1∏
i=1
(∑
ki
∑
ji
(
H1(ki, ji, jd) + H2(ki, ji , jd)
))
.
For each subset S of {j : aj > 0}, define
FS =
{(
1
p
,
1
q
)
:
1
p
− γi < 1
q
 (ai − 1)
(
1 − 1
p
)
+ 1 − γi if i ∈ S;
1
q
 (ai − 1)
(
1 − 1
p
)
+ 1 − γi if i ∈ {j : aj > 0} \ S;
1
q
> (ai − 1)
(
1 − 1
p
)
+ 1 − γi if i ∈ {j : aj  0}
}
where 1
p
 1
q
 1 − 1
p
, p > 1. Then by (2.11), for each ( 1
p
, 1
q
) ∈ FS we have
‖A‖p,q  C
∞∑
jd=0
(1 + jd)22jd (
1
q
(−1−VS)+ 1p (1+|Sc |+VS)−US−|Sc|) (2.12)
and the series converges when
1
>
( |Sc| + 1 + VS ) 1 − |Sc| + US . (2.13)
q 1 + VS p 1 + VS
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F :=
{(
1
p
,
1
q
)
:
1
q
> (ai − 1)
(
1 − 1
p
)
+ 1 − γi (ai  0);
1
q
>
1
p
− min
i: ai>0
(γi),
1
p
 1
q
 1 − 1
p
, p > 1
}
,
then ⋃
S⊂{j : aj>0}
FS = F. (2.14)
To see this, first note that
1
p
− γi < (ai − 1)
(
1 − 1
p
)
+ 1 − γi if ai > 0, 1 < p ∞. (2.15)
Let ( 1
p
, 1
q
) ∈ FS for some S ⊂ {j : aj > 0}, then
1
p
− γi < 1
q
if i ∈ S,
and so ( 1
p
, 1
q
) ∈ F . Conversely let ( 1
p
, 1
q
) ∈ F then for each i ∈ {j : aj > 0}, we have
1
q
 (ai − 1)
(
1 − 1
p
)
+ 1 − γi
or
1
p
− γi < 1
q
 (ai − 1)
(
1 − 1
p
)
+ 1 − γi .
Hence we can divide {j : aj > 0} as two disjoint subsets S and {j : aj > 0} \ S such that
1
q
 (ai − 1)
(
1 − 1
p
)
+ 1 − γi for i ∈ {j : aj > 0} \ S,
and
1
p
− γi < 1
q
 (ai − 1)
(
1 − 1
p
)
+ 1 − γi for i ∈ S.
This implies ( 1
p
, 1
q
) ∈ FS . Hence we have (2.14). For each subset S ⊂ {j : aj > 0}, let F ′S be the
collection of dual points of FS and F ′ =⋃S F ′S then we have
F ∪ F ′ =
{(
1
p
,
1
q
)
:
1
q
> (ai − 1)
(
1 − 1
p
)
+ 1 − γi (ai  0);
1
p′
> (ai − 1)
(
1 − 1
q ′
)
+ 1 − γi (ai  0);
1
p
 1
q
>
1
p
− min
i: ai>0
(γi), p > 1, q < ∞
}
.
Recall the definition Γ in (1.1). We must show ‖A‖p,q < ∞ if ( 1p , 1q ) ∈ Int(Γ ). Since Γ is a
two-dimensional polygon, it is easy to see that Int(Γ ) ⊂ F ∪ F ′. In fact
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⋂
S⊂{j : aj>0}
{(
1
p
,
1
q
)
:
1
q
>
( |Sc| + 1 + VS
1 + VS
)
1
p
− |S
c| + US
1 + VS ;
1
p′
>
( |Sc| + 1 + VS
1 + VS
)
1
q ′
− |S
c| + US
1 + VS ;
1
q
> (ai − 1)
(
1 − 1
p
)
+ 1 − γi (ai  0);
1
p′
> (ai − 1)
(
1 − 1
q ′
)
+ 1 − γi (ai  0);
1
p
>
1
q
>
1
p
− min
i: ai>0
(γi), p > 1, q < ∞
}
.
By duality of the convolution operator A, we may assume 1
q
 1 − 1
p
. Let ( 1
p
, 1
q
) ∈ Int(Γ ) with
1
q
 1 − 1
p
, then from the condition Int(Γ ) ⊂ F ∪ F ′ there exists some subset S ⊂ {j : aj > 0}
such that ( 1
p
, 1
q
) ∈ FS . Also from the condition ( 1p , 1q ) ∈ Int(Γ ) we have
1
q
>
( |Sc| + 1 + VS
1 + VS
)
1
p
− |S
c| + US
1 + VS .
Hence by (2.12) and (2.13) we have ‖A‖p,q < ∞ and the proof is finished.
References
[1] M. Christ, Endpoint bounds for singular fractional integral operators, UCLA preprint, 1988.
[2] E. Ferreyra, T. Godoy, M. Urciuolo, Endpoint bounds for convolution operators with singular measures, Colloq.
Math. 76 (1) (1998) 35–47.
[3] E. Ferreyra, T. Godoy, M. Urciuolo, Lp–Lq estimates for convolution operators with n-dimensional singular mea-
sures, J. Fourier Anal. Appl. 3 (4) (1997) 475–484.
[4] E. Ferreyra, T. Godoy, M. Urciuolo, Sharp Lp–Lq estimates for singular fractional integral operators, Math.
Scand. 84 (2) (1999) 213–230.
[5] E.M. Stein, Harmonic Analysis: Real-Variable Methods, Orthogonality, and Oscillatory Integrals, Princeton Univ.
Press, Princeton, NJ, 1993.
