ABSTRACT: The performance of step-wise group screening with unequal a-priori probabilities in terms of the expected number of runs and the expected maximum number of incorrect decisions is considered. A method of obtaining optimal step-wise designs with unequal a-priori probabilities is presented for the case in which the direction of each defective factor is assumed to be known apriori and observations are subject to error. An appropriate cost function is introduced and the value of the group size which minimizes the expected total cost is obtained.
Introduction T
here are investigations where a large number of factors needs to be examined. In such a situation we have to run an experiment to identify the influential factors. The group screening procedure aims at reducing the size of the experiment, thus conserving resources. The method of group testing was first introduced by Dorfman (1943) , who proposed that instead of testing each blood sample individually for the presence of a rare disease, blood samples be pooled and analysed together. Watson (1961) considered two stage group screening designs with and without errors in observations and with equal prior probabilities. In the same paper, he laid down the device of using different group sizes when prior probabilities differ. Li (1962) and Patel (1962) generalized Watson's method to more than two stages. Both these authors considered multistage groupscreening designs with equal prior probabilities and without errors in observations. Ottieno and Patel (1984) extended the idea of two stage group screening with unequal prior probabilities to include situations when no prior information is available so that no natural partitioning can be assumed. Odhiambo and Patel (1986) generalized this approach to multi-stage designs.
The group testing procedure first considered by Sterrett (1957) has been extended by Manene (1985) , Patel and Manene (1987) , Odhiambo and Manene (1987) and Manene (1997) in what they have called step-wise group-screening designs and they have approached the problem from the point of view of designs of experiments. They have considered the cases when all factors are defective with equal prior probabilities.
In this paper, we shall extend group screening designs considered by Odhiambo and Manene (1987) to the case when factors are defective with unequal prior probabilities.
Assumptions and design structure
We shall assume that there is a single response variable of interest y, which is related to a set of f factors through the first order linear regression model The approach here is rather similar to the use of diffuse prior distributions in Bayesian inference.
The step-wise group-screening experiment is performed in steps as follows: in the initial step, the f factors are divided into groups such that the group contains factors ( ) These groups are called group factors. These group-factors are then tested for significance. Those that are declared non-defective are set aside. In step two, we start with any group-factor that is declared defective in the initial step and examine the factors within it one by one till a factor is declared defective. We set aside factors which are declared non-defective, keeping the factor declared defective separate. The remaining factors are then tested in a group. This is done for all group-factors declared defective in the initial step. The test procedure carried out in the initial step and in step two is repeated in subsequent steps successively till the analysis terminates with a group-factor declared non-defective or with a group-factor of size one.
In testing the significance of the group-factors in the initial step, we shall use the orthogonal main effects plans of the type given by Placket and Burman (1946) . For testing the significance of individual factors and group-factors in the subsequent steps we shall use non orthogonal designs to simplify computations.
Expected Number of Runs
Suppose that f factors are divided into a fixed number of group-factors in the initial step such that the i group-factor is of size . The group-factors are tested in Let denote the probability that the i group factor is declared defective in the initial step. Then
where i p is the probability that a factor in the group-factor in the initial step is defective.
Define a random variable U such that
1 with probability 0 otherwise 1, 2,...
In the subsequent steps, we shall use non-orthogonal designs. Let ' i p be the probability that a factor chosen at random from the group factor containing th i i δ defective factors that has been declared defective in the initial step is defective.
where ( ) (
Let si α be the probability of declaring a non-defective factor from the group-factor in the initial step as defective and th i si γ be the probability of declaring a defective factor as defective in the subsequent steps. Further let i β + be the probability that a factor chosen at random from the group-factor in the initial step is declared defective in the subsequent steps if the group-factor was declared defective in the initial step.
α be the probability of declaring a non-defective factor from the i group-factor in the initial step group-factors is declared defective at any step but on testing individual factors within it, no factor is declared defective due to errors in observations. Obviously 
be the expected number of runs required to declare exactly factors defective from the initial step group-factor which has been declared defective. Then following Odhiambo and Manene (1987) , ( ) Let si R be the number of runs required to analyse the group-factor once it has been declared defective in the initial step. Then 
Using (3.13) and (3.14). If s R is the number of runs required to analyse all the group factors declared defective in the initial step, then Proof : In the initial step we require 1
The number of runs
The theorem then follows on using (3.8) and (3.15) in (3.17), simplifying and noting that ( ) up to order i p . The corollary then follows on using these approximations in the expression for given in theorem 3.1.
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Calculation of the expected number of incorrect decisions
We shall consider the same cases of incorrect decisions as were considered by Odhiambo and Manene (1987) where U is as defined in (3.7).
be the probability that a factor chosen at random from the initial step group-factor declared non-defective, is defective. Then Let i p + be the probability that a factor from the i group factor is non-defective given that it is declared defective. Then 
The expected total number of factors declared defective in the subsequent steps is given by
The probability that a factor which is declared defective from the group-factor, is defective is given by 1 Theorem 4.4 : Let I be the expected total number of incorrect decisions in a step-wise group screening design with group-factors in the initial step such that the group-factor of size contains factors with a-priori probability of being defective
The expected total number of incorrect decisions is given by ( 
Hence I will take its maximum value when ( ) R E M is minimum and is maximum. But takes its maximum value when
( u E M )will take a minimum value when 
, and is replaced by
The result follows on using (4.12) and (4.13) in (4.11). 
The result follows immediately on replacing these values by their approximations in the expression for Max I given in corollary 4.1.
Optimum sizes of initial group-factors in relation to total cost
We define the expected total cost ( ) C as a linear function of the expected number of runs and the expected number of incorrect decisions and obtain the sizes of the group-factors so that the expected total cost is minimum. Let c be the cost of inspection per run and c be the loss for each incorrect decision made. Then the expected total cost is given by The theorem follows immediately on solving equations (5.3).
Examples of screening plans
The screening efficiency of step-wise group screening design with unequal group sizes can be measured in terms of the minimum expected total cost. A small value of indicates better performance on the average. Examples of group screening plans which minimize the expected total cost are given in Table 1 and for selected unequal apriori probabilities. The minimum given is a relative figure using c (the cost of observing a run) as the unit. 
