Abstract. Nonresponse to organizational surveys is a vexing problem. Although scholars have a reasonable understanding of how systematic nonresponse influences estimates of population means, they are likely to have less context for understanding how it impacts correlations. We present the results of a simulation study designed to provide a frame of reference for understanding the extent to which systematic nonresponse can bias observed correlations between surveyed variables. Although there were cases where notable levels of bias were observed in the correlations, the majority of situations simulated resulted in mean observed correlations that were within .05 of the true correlation. The variety of situations simulated allows researchers to evaluate the external validity of observed correlations in their data -a critical goal for survey researchers in practice and academics.
When there is something systematic (vs. pure chance) that leads members of the population not to participate in a survey, statistical results are likely to be biased (e.g., Enders, 2010; Groves 2006; Groves & Peytcheva, 2008) . Specifically, sample-based estimates of population parameters will be biased when nonresponse is systematic with respect to the surveyed variables of interest. There is ample knowledge, both empirical and theoretical (see Groves, 2006) , about how systematic nonresponse can bias sample means. And while it is certainly well known that systematic nonresponse can also bias correlations between variables (e.g., Alexander, Barrett, Alliger, & Carson, 1986) , there is little direct evidence in the research literature regarding what this bias will look like in practice -that is, how it manifests (Peytchev, 2013) . Given the complexity of how nonresponse affects correlations of survey variables and the lack of direct empirical evidence on the issue, we expect that survey researchers do not have a strong sense of the extent to which observed correlations between surveyed variables can be biased by systematic nonresponse. To help researchers and practitioners develop a frame of reference from which to consider their survey results, we present a simulation study examining bias in observed correlations under a variety of nonresponse conditions. Namely, we simulated various degrees of systematic nonresponse across varying response rates and true population correlations, examining the extent to which observed correlations were biased. The results of this research inform evaluations of the external validity of observed correlations for various response rates and assumptions regarding the nature of the nonresponse -a critical issue for survey researchers in both practice and academics.
found that extensive response facilitation techniques (e.g., prenotification, multiple reminder notes, and personalization; see Dillman, Smyth, & Christian, 2008) were needed to secure a response rate equivalent to the typical response rate observed 20 years ago.
Response rates in surveys conducted within organizations appear fairly similar to those reported in studies published in academic journals. Youssefnia and Benvald (2003) , for example, examined the response rates of 57 surveys conducted by two consulting firms over a five-year time period. General attitude and engagement surveys that involved the entire employee population in an organization (i.e., census surveys) enjoyed the highest average response rate, 67%. Special topic surveys (e.g., focusing on one key issue, such as work/family balance) had average response rates of 42%. We expect that as conducting organizational surveys becomes increasingly easy given continued technological advances in survey administration, there will be a concordant increase in the solicitation for web-based surveys. Consequently, response rates could drop further as employees experience even greater levels of survey fatigue and overload (Weiner & Dalessio, 2006) .
Organizational researchers face a non-ignorable challenge in understanding nonresponse to their surveys. First, nonresponse can undermine the perceived credibility of the observed data (Rogelberg & Luong, 1998) . Second, nonresponse reduces statistical power, narrowing the types of analyses that can be conducted. Third, and perhaps of most concern, it can result in samples that are distorted representations of the population, leading to statistical estimates that are inaccurate representations of population parameters. In other words, nonresponse can call into question the external validity of survey findings.
The Nature and Effect of Organizational Survey Nonresponse
Nonresponse is not a problem in and of itself; whether or not nonresponse is problematic depends on the reasons why the nonresponse occurred. Along these lines, scholars have discussed two basic forms of nonresponse: passive nonresponse and active nonresponse (e.g., Mayer & Pratt, 1966; Rogelberg et al., 2003; Rogelberg, Spitzmüller, Little & Reeve, 2006) . Passive nonresponse is unintentional; it is ''not based on a conscious and overt a priori decision by the survey recipient. In fact, the non-respondent may have wanted to return the survey, but because of circumstances or happenstance, could not or did not'' (Rogelberg et al., 2003 (Rogelberg et al., , p. 1105 . Active nonresponse, in contrast, is purposeful. The active nonrespondent makes a clear decision not to complete the survey.
Research indicates that active nonresponse can be associated with the individuals' attitudes toward the organization whereas passive nonresponse generally is not (e.g., Rogelberg et al., 2003 Rogelberg et al., , 2006 Spitzmüller, Glenn, Sutton, Barr, & Rogelberg, 2007) . For example, Rogelberg et al. (2003; see also Rogelberg, Luong, Sederberg, & Cristol, 2000) found that those who indicated that they intended not to complete a survey (i.e., active nonrespondents) had more negative organizational attitudes than did people who responded to the survey (d values between À.34 and À.54). Furthermore, Spitzmüller et al. (2007) found that active nonrespondents were less inclined to engage in organizational citizenship behaviors than were individuals who responded to the survey. Additionally, active nonrespondents have been found to rate their organization as being less supportive and more procedurally unfair (Spitzmüller Glenn, Barr, Rogelberg, & Daniel, 2006) .
Active and passive nonresponse are likely to have different effects on the accuracy of survey data. Given that passive nonresponse is generally unrelated to nonrespondents' organizational attitudes, this form of nonresponse is likely to be random with respect to the constructs assessed in employee types of surveys. As such, it should have little or no effect on sample estimates of population parameters. Using terminology from the missing data literature, passive nonresponse is analogous to having data that are ''missing completely at random'' (Baraldi & Enders, 2010; Enders, 2010; Little & Yau, 1998) . In contrast, active nonresponse is likely to be systematic in nature. That is, if individuals actively choose not to respond to a survey based in part on an attitude they hold, and that attitude is related to one or more of the variables assessed on the survey, then those individuals would be missing from the data in a nonrandom, systematic way. Consequently, the survey results could be biased. Within the missing data literature, this situation would result in data that would be considered either ''missing not at random'' or ''missing at random'' (Baraldi & Enders, 2010; Enders, 2010; Little & Yau, 1998) .
It is well known that systematic nonresponse can result in sample means and standard deviations that are biased (e.g., Groves, 2006) . Researchers are also likely to understand implicitly that systematic nonresponse can lead to bias in observed correlations. Yet, there is little direct evidence regarding the magnitude of bias in observed correlations of surveyed variable (Peytchev, 2013) and, at least to the best of our knowledge, equations for estimating the degree of bias in correlations under conditions of systematic nonresponse have not been offered in the literature. Thus, we expect that researchers are unlikely to have much context for estimating just how inaccurate their observed correlations might be.
As an illustrative example, consider that we have designed a survey to estimate the correlation between two variables, X and Y, within our employee population. Consider further that X is a hot-button issue within the organization and that because of the nature of the issue people who have higher levels of organizational commitment are more likely to respond to the survey (more committed people are more likely to want to express an opinion on the topic). Although we don't measure organizational commitment on the survey, we know from prior survey work in the organization that organizational commitment is positively related to X (r = .40) and weakly related to Y (r = .05).
Here we have a case of active nonresponse; participation in the survey is, at least in part, predicated on the person's degree of organizational commitment. Given the information provided, we expect that most survey researchers would recognize this situation as one that could produce bias in the observed correlation between X and Y. However, we would also expect that many of those researchers would be hard pressed to estimate just how much bias there is likely to be in that correlation.
It is helpful to recognize that the influence of systematic nonresponse on correlations operates in a manner similar to (though different from) incidental range restriction (IRR; Alexander et al., 1986) , which scholars have long known will distort correlations between variables (Thorndike, 1947; Sackett & Yang, 2000) . Incidental range restriction occurs when scores from a particular portion of the population distribution of scores are less likely to occur in a sample because of direct range restriction on some third variable. That is, the correlation between two variables will be attenuated if there is some third variable that is correlated with either of the variables under study and if there is direct range restriction on this third variable.
The key difference between IRR and the influence of active nonresponse is the nature of how people from the population come to be included in the sample. In the case of IRR, individuals whose scores fall in a particular range on the third variable are included in the sample and those whose values fall outside of that range are excluded. Thus, there is a one-to-one correspondence between a person's score on the third variable and his or her presence in the sample. In the case of active nonresponse, in contrast, inclusion in the sample is not based on a directly observed variable but rather on an unobserved (and likely unknowable) probability, or propensity to respond. While people with a strong propensity to respond are likely to be included in the sample, it isn't a given that they will be. Conversely, while people with a weak propensity to respond are unlikely to be included in the sample, it isn't a given that they won't be. In short, there is not a one-to-one correspondence between a person's propensity to respond and his or her inclusion in the sample. Thus, while the influence of active nonresponse is similar to IRR, they are different enough that equations for estimating the influence of IRR on correlations cannot be used to estimate the degree of bias resulting from systematic nonresponse.
To provide survey researchers with critical information that can be used to address external validity concerns about survey nonresponse raised by peers, reviewers, editors, and organizational stakeholders, we conducted a simulation study to examine the degree of bias in observed correlations associated with various possible combinations of response rate, the strength of the population correlation between surveyed variables, and the extent to which the propensity to respond is associated with the surveyed variables (akin to active nonresponse). The simulation study was based on a population of 1,000 cases, where each case had scores on two variables, X and Y. Although we refer to these variables as X and Y for simplicity sake, they could be identified as any work-related attitude, such as engagement and intention to quit. We also included P in the population, reflecting the propensity to respond (discussed below) to the survey of variables X and Y. We then drew 16,800 samples, varying the response rate, the magnitude of the true correlation between variables X and Y, and the extent to which the propensity to respond (i.e., P) was correlated with the two variables. For each of these samples, we examined the extent to which the observed correlation differed from the true correlation within the population.
Description of the Simulation
True Correlations Between X and Y Given the diversity of constructs that can be assessed on surveys, the true correlations between surveyed constructs can vary widely. As such, we created situations where the true population correlations between X and Y were set at q = 0.00, 0.20, 0.40, and 0.60. These are correlational values typical in the organizational sciences.
Propensity to Respond
We included a variable P in the population to represent the propensity to respond to the survey and used this variable to select people from the population into each sample. However, we varied the relationships between this propensity to respond and the focal survey variables, X and Y. We chose four values of the X-P and Y-P relationship: r = 0.000, 0.071, 0.142, 0.284, and 0.426. There was no direct evidence available in the literature per se to guide the selection of these values, so we used a multistep process to derive reasonable values for these correlations. We recognized that the outcome of these correlations would be a bias in the observed sample mean. That is, when there is a positive correlation between the propensity to respond and a focal variable, the observed mean of the focal variable will be larger in the sample than in the population. Thus, we reasoned that we could use the literature to identify a range of potential mean differences effect sizes between sample and population means on various organizational attitudes. We could then calculate the correlation between the propensity to respond and the focal variable that would be necessary to produce these effect sizes. In the next sections we discuss the identification of the effect sizes and the procedure for using them to calculate the correlations.
Identification of Effect Sizes
When the propensity to respond is related to a focal variable in a survey, the sample mean will be a biased indicator of the population mean. Although a variety of research methods have been used, the general conclusion seems to be that degree of bias in survey means is rather small (e.g., Goodman & Blum, 1996; Mueller, Voelkle & Hattrup, 2011; Schalam & Kelloway, 2001 ). For example, Goodman and Blum (1996) looked at scores on various organizationally relevant constructs from a longitudinal survey, comparing Time 1 scores for people who did and did not participate at Time 2. Time 1 scores on some of the variables were higher for those who participated at Time 2 than for those who did not participate at Time 2. However, a quick calculation of the effect size differences between stayers and leavers indicates that the standardized mean differences effect sizes were generally below d = .17. Schalam and Kelloway (2001) examined the relationship between the response rate and the observed effect size. These researchers suggested that if there was nonresponse bias, then larger effect sizes should be observed for lower response rates. Looking across several construct pairings, they found only weak negative correlations between effect sizes and response rates, concluding that ''nonresponse is not likely to result in substantial bias in the results of a survey'' (p. 163). Larger effects were found by Taris and Schreurs (2007) , who found that high responding organizations had respondents with significantly more positive organizational and job attitudes -the average correlation between these attitudinal variables and organizational response rate was r = .30. Similar findings were observed between response rates and satisfaction at the unit level by Fauth, Hattrup, Mueller, and Roberts (2012) .
In another methodological approach, some research has compared the means from respondent samples to means from nonrespondents (note that the effect sizes for these comparisons should be larger than those for comparisons of respondents to the overall population). These studies have also tended to show rather small effect size differences for organizational variables. For example, Thompson and Surface (2007) found that respondents and nonrespondents did not differ on any of the seven dimensions of organizational climate studied. Likewise, Rogelberg et al. (2003) , who examined both active and passive nonresponse, found that most nonresponse was passive in nature (approximately 80%) and that the differences between respondents and passive nonrespondents were less than 0.25 standard deviations across a set of attitude variables. A quick calculation indicates that the differences between respondents and all nonrespondents (active and passive) were generally less than 0.30 standard deviations. Similarly, Spitzmüller et al. (2006) found effect size difference between respondents and nonrespondents of 0.25 and 0.08 standard deviations on measures of perceived organizational support and procedural justice, respectively.
Although none of these studies directly estimate the difference between means from a survey sample and a population, taken together they suggest that such mean differences are likely to be modest. In order to be conservative, we decided to use a rather large range of effect sizes in our calculation of the correlations between the propensity to respond and the focal variables. Specifically, we chose effect sizes of 0.00, 0.125, 0.250, 0.500, 0.750, and 1.00. The latter two effect sizes were larger than any effect size we observed in the literature and thus represent extreme conditions -while these situations would be highly atypical, their inclusion does make the simulation more comprehensive.
Calculating the Correlations
We used the specified effect sizes to derive the r XP and r YP correlations. Specifically, we used the Naylor-Shine Utility formula (Naylor & Shine, 1965) to determine the correlation between response propensity, P, and X that would lead to the specified effect size difference between the population and the sample means. Traditionally, this formula is used to determine the expected increase in job performance, in effect size units, for a selection system with a given criterion-related validity, a given cutoff score, and a given selection ratio. The formula is given as:
where Z X is the effect size improvement in job performance associated with the selection system, r is the correlation between the predictor and job performance, k is the ordinate of the normal curve at the cutoff score, and / is the selection ratio. In our case, we wanted to know the magnitude of a correlation that would be associated with a particular effect size, so we solved the equation for r, which led to:
Applying this formula to our situation, Z X represents the effect size on variable X between the population and the survey sample, / represents the response rate to the survey, and k is the ordinate of the normal curve associated with the response rate. We choose a response rate of 10%, the smallest response rate in our simulation and the one that would lead to the smallest correlations between the substantive variables (X and Y ) and the propensity to respond.
1 Given our choice of this response rate, the 1 Of course, the values of the correlations we derived are dependent on our choice of using the 10% response rate; using a larger response rate would have resulted in larger values for the correlation. For example, if we had chosen a response rate of 50%, then the correlation between the propensity to respond and X would have been given as:
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Given that we feel that our effect sizes represent overestimates the typical differences between surveyed samples and populations, we felt that it was appropriate to use more conservative values for the correlations between the propensity to respond and the focal variables.
calculation of the correlation between the propensity to respond and X for an effect size of .125 was made as follows:
We calculated the correlations for the other effect sizes in the same manner. The six effect sizes that we chose (i.e., 0.000, 0.125, 0.250, 0.500, 0.750, and 1.000) were associated with the following correlations, respectively: r = 0.000, 0.071, 0.142, 0.284, 0.426, and 0.569.
From the values of these six correlations we created 21 levels for the propensity to respond variable by taking all of the unique combinations. Thus, in one condition we set r XP = 0.071 and r YP = 0.000; in another condition we set r XP = 0.071 and r YP = 0.071. We did not include the mirror-image correlations (e.g., r XP = 0.142 and r YP = 0.071 were included, r XP = 0.071 and r YP = 0.142 were not) as the resulting sample X-Y correlations would have been exactly the same. All of the combinations of r XP and r YP used as levels of this variable can be seen in Table 1 .
Response Rate
We also varied the percentage of the population that responded to the survey. Specifically, we used response rates of 10%, 25%, 50%, and 75%.
Simulation Procedure
Crossing the three factors of the True XY Correlation (4 levels), Response Rate (4 levels), and Propensity to Respond (21 levels) yielded 336 conditions. We created 50 samples within each of these conditions, resulting in a total of 16,800 samples. Each sample was generated in the following manner. We started with a population of 1,000 cases with values on each of two completely uncorrelated standard normal variables, X and Y. This same population data served as the starting point for each of the 16,800 samples. Next, we added scores on a third variable, P, which was also a standard normal variable. By chance alone, P would have some correlation with X and Y at this point. We then put these three variables through a Cholesky decomposition procedure so that they would be transformed to have the desired intercorrelations. This procedure was set up such that the X and Y variables would correlate exactly as we specified (i.e., r = 0.00, 0.20, 0.40, or 0.60) because we started with variables that were perfectly uncorrelated. The values of the r XP and r YP correlations, however, varied randomly from our specification because we did not initially constrain the P variable to be completely uncorrelated with the X and the Y variables when it was established. This variation helped P to mimic a probability rather than a fixed variable. Next, we identified the sample by taking the highest N scores on P, where N is the number of cases that would lead to the desired response rate. Once the sample had been selected, we calculated the mean and standard deviation of X, the mean and standard deviation of Y, and the correlation between X and Y.
Results and Discussion
Examining Sample Means of X and Y
Although not a focus of our research, we begin by presenting information on the means of X and Y within each of the 336 conditions as the results highlight some intuitive, though important issues for survey researchers. Values for Mean X and Mean Y, which are the average of the individual sample means for X and Y across the 50 samples within a condition, are presented in Table 1 . Because we established X and Y to be standard normal variables in the population (i.e., a mean of zero and a standard deviation of one), the values of Mean X and Mean Y can be interpreted as effect sizes. As an example, in the condition where the True XY Correlation is 0.00, r XP and r YP are both .426 (a highly biased situation), and the Response Rate is 50% the value of Mean X is .337. This value indicates that the average of the sample means in this condition was 0.337 standard deviations larger than the population mean. For context, the values in the table can be compared to Cohen's (1988) guidelines for evaluating standardized mean differences effect sizes, such that values of .20, .50, and .80 represent small, medium and large effects, respectively.
Of course, it is well known that larger response rates lead to sample means that are better estimates of the population mean. The relationship between response rate and the degree of bias in Mean X can be clearly seen by looking at the values for Mean X in any row of the table (with the exception of when r XP = 0.000); as the response rate increases, the value of Mean X decreases toward the population value of 0.000. Less intuitive, however, is the magnitude of the decrease in bias associated with the increase in response rate. Consider the set of conditions in which the True XY Correlation is 0.00 and r XP is .426. When the response rate is 10%, Mean X ranges from 0.708 to 0.734 indicating that the average sample mean is about threequarters of a standard deviation above the population mean. However, when the response rate increases to 25%, Mean X ranges from 0.527 to 0.536. Thus, under this specific set of conditions, an increase in the response rate from 10% to 25% results in a reduction in bias of approximately 0.20 standard deviation units. Looking further across these rows, when the response rate reaches 75%, the values of Mean X range between .186 and .180, values considered small effect sizes using Cohen's (1988) standards.
We can also look at the results to evaluate how strong a correlation between the propensity to respond and a surveyed variable has to be in order to result in a particular degree of bias in observed means. To facilitate looking at the results in this way, we established ranges for small, medium, and large effect sizes using the midpoints of Cohen's (1988) guidelines for evaluating such effect sizes.
Specifically, we considered values less than .35 (i.e., the midpoint of .20 and .50) small effects, those between .35 and .65 medium effects, and those greater than .65 large effects. To easily identify these effect sizes within Table 1 , we present the small effects in normal typeface, medium effects in italics, and large effects in boldface. The table shows that there are several situations that produced what we have identified as medium effect sizes. With response rates of 50%, a medium effect does not emerge for Mean X or Mean Y until the correlation between the propensity to respond and that variable is extreme, that is, .569. With a lower response rate of approximately 25%, however, correlations between the propensity to respond and a surveyed variable would only need to be about .284 to produce a medium effect size difference between the sample and the population means. 
Influences on Correlations
We began our analysis of the correlational results by calculating correlation deviations, computed as the difference between the true population correlation and observed correlation, for each of the 16,800 samples simulated. Negative values occurred when the observed correlation was smaller than the true population correlation, indicating a downward bias. We averaged these values across the 50 samples within the condition. These mean correlation deviations are presented in Table 2 . There are no rules of thumb for determining how much bias in a correlation is meaningful, so establishing evaluative standards is rather arbitrary. Cohen (1988) considered a correlation of r = .10 to represent a small effect size; however, changes of 1% of the variance (i.e., the R 2 for an r = .10) could be considered notable changes in some situations. Therefore, we adopted a more conservative evaluative standard of r = .05 (R 2 = .0025) for our examination of the correlation deviations. Mean correlation deviations differing by .05 or more (in absolute value) from the true population correlation are shown in boldface in Table 2 . Mean correlation deviations were less than .05 in the majority of conditions (240 of 336; 71.4%). Of the 96 cases where the correlation deviation was .05 or greater, 58 occurred in extreme conditions where r XP was .569. In other words, there would generally need to be a strong relationship between the propensity to respond and a study variable for there to be bias of at least .05 between study variables.
To evaluate the joint influences of the three simulated variables on the correlation deviations, we conducted a multivariate analysis of variance. Given that the sampling distribution of sample correlations is not expected to be normal, we transformed the correlation deviations prior to using them as the dependent variable in this analysis. Specifically, we used Fisher's r-to-z transformation to change each of the 16,800 sample correlations to z-scores and each of the true correlations to z-scores. We then subtracted the z-transformed true correlation from each of these z-transformed sample correlations to create a deviation score for each sample. These deviation scores served as the dependent variable in our analysis. 2 The results of this analysis are presented in Table 3 . The correlation deviations for each of the 84 conditions in which the true correlation was set at 0.00 are presented in Figure 1 3 (the pattern of results is very similar in the other three true correlation conditions).
As shown in the table, all of the main and interaction effects were statistically significant; however, the propensity to respond variable was clearly the strongest driver of the magnitude of the correlation deviations. A large main effect (g 2 = .58) was observed for this variable, such that larger correlation deviations occurred when the r XP and r YP relationships were stronger. Thus, to the extent that the propensity to respond is increasingly positively related to one or both surveyed variables, the accuracy of the observed correlation will decrease. Figure 1 clearly shows that the correlation deviations were largest when the propensity to respond was the most extreme.
Regarding the main effect for the True Correlation variable, an examination of Table 2 indicates that the correlation deviations tended to be larger when the true correlation was smaller. Specifically, when the True XY Correlation was 0.00, 28 of the 84 conditions had deviations greater than .05. In contrast, when the True XY Correlation was 0.60, only 20 of the conditions had correlation deviations greater than .05. A smaller main effect was also observed for the Response Rate variable. Again, an examination of the results presented in Table 2 indicates that fewer correlation deviations exceeded our .05 cutoff when the response rate was 75% than when it was 25%.
Although all of the interaction effects were statistically significant, only the True XY Correlation · Propensity to Respond interaction and the Propensity to Respond · Response Rate interactions had notable effect sizes (both g 2 = .07). Considering the interaction between the true correlation and the propensity to respond, Table 2 indicates that with smaller true correlations between surveyed variables, less strong relationships between the propensity to respond and the surveyed variables are needed to produce bias of at least .05 in the observed correlation. As a simple demonstration, contrast the set of four conditions where the True XY Correlation is 0.00 and both r XP and r YP are .284 to the same set of four conditions when the True XY Correlation is 0.60. When the True XY Correlation variable is set at 0.00, three of the four conditions had correlation deviations that were larger than .05. However, when the True XY Correlation variable is set at 0.60, only one of the deviations was greater than .05. This interaction can also be seen by looking in the columns where r YP = .142. When the True XY Correlation variable is set at 0.00, four of the 16 conditions had correlation deviations that were larger than .05 in contrast, no conditions had correlation deviations greater than .05 when the True XY Correlation variable was set at 0.60. Thus, it is clear that lower levels of correlation between the propensity to respond and surveyed variables are needed to bias correlations when the true correlation between the surveyed variables is smaller.
One additional pattern of results to note with respect to this interaction is that these two variables can operate to bias correlations upwards. Consider the conditions in which r XP = .569 and r YP = .000. When the True XY Correlation variable is set at 0.00, these correlation deviations are small and negative and one is small and positive. As the true correlation increases, however, the values of these deviations also increase. When the True XY Correlation variable reaches 0.60, all four correlation deviations exceed our cutoff, indicating that the observed correlations tend to be biased upward in these conditions. Thus, when the propensity to respond is positively related to one of the surveyed variables but not the other, then the observed correlation between the surveyed variables can be biased upward especially to the extent that the true correlation between surveyed variables is high. It should be recognized that this is a rather unlikely scenario, however, in so much as it seems unlikely that researchers would encounter many situations where the propensity to respond is fairly strongly related to one variable and not another when the two variables are fairly strongly related to each other.
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The pattern of results was the same regardless of whether the r-to-z transformed correlation deviations or raw, untransformed correlation deviations were used as the dependent variable, with differences in the partial eta-squared values in the third decimal. The Propensity to Respond · Response Rate interaction can most easily be understood by examining Figure 1 . Specifically, the figure shows greater differences in the correlation deviations between the response rate conditions as the propensity to respond becomes more strongly related to X and or Y. These results indicate that if there is reason to believe that the propensity to respond is related to one or more variables being correlated, then bias in the observed correlations can be offset to some degree by obtaining a high response rate. Consider the most extreme case in Figure 1 , where both r XP and r YP were .569. When the response rate is just 10%, the observed correlation underestimated the true correlation by .321. By increasing the response rate to 50%, the underestimate of the observed correlation was reduced to .269. Thus, in situations where it is likely that the propensity to respond could be related to surveyed variables, researchers should go to extreme efforts to increase their response rates. However, it must be recognized that the efforts to increase sample size may be costly given the benefits of less biased observed correlations. That is, in the example above, the sample would have to be increased from 10% to 50%, likely requiring substantial effort, just to reduce the bias in the observed correlation by .052.
Implications
It is generally well known that if the propensity to respond to a survey is positively correlated with a variable on that survey, that the sample mean of that variable as well as correlations between that variable and other variables will be biased estimates of the population parameters. However, we expect that while researchers understand this concept in general, they are unlikely to have a solid frame of reference for conceptualizing how large the impact of that bias will be, especially with respect to observed correlations. The purpose of our simulation was to provide that perspective to survey researchers; to provide them with some context to evaluate the likely magnitude of the effects of survey nonresponse on correlations between variables in their survey data. The results of the simulation can be used to draw some tentative expectations regarding the extent to which nonresponse bias is likely to influence correlations in survey research. Specifically, if a researcher can identify an expected response rate and an estimate of the relationship between the propensity to respond and scores on a survey variable (we suggest using the N-BIAS techniques advocated by Rogelberg & Stanton, 2007) , then we can examine a range of possible levels of bias across the true correlation conditions. Regarding the response rate, the work of Anseel et al. (2010) suggests that we can establish a response rate of 50% as typical in organizational surveys. Determining a typical relationship between the propensity to respond and scores on a survey variable is rather difficult given that the research literature remains quite limited (Peytchev, 2013) and direct estimates for the differences between sample and population means on key organizational constructs are lacking. However, given the findings of Rogelberg and his colleagues (Rogelberg et al., 2003 ) that most nonresponse tends to be of the passive variety (which would not lead to mean differences between the sample and the population) and our interpretation of the related literature (e.g., Goodman & Blum, 1996; Mueller et al., 2011; Schalam & Kelloway, 2001 ), our expectation is that such differences are likely to be modest. Modest effects would suggest that the correlations between the propensity to respond and scores on surveyed variables are likely to be modest as well. In our simulation, the correlation between the propensity to respond and X or Y of .284 could be considered modest. This correlation resulted in a range of effect sizes between the population and sample means of a variable that would seem to capture the effect sizes most typically observed in the literature. Specifically, the results presented in Table 1 indicate that the r XP correlation of .284 corresponded to an effect size difference of about .50 standard deviations when the response rate was 10%, .365 standard deviations when the response rate was 25%, .220 standard deviations when the response rate was 50%, and .120 standard deviations when the response rate was 75%. As these values seem to be consistent with effect sizes suggested in the literature, let's consider the r XP correlation of .284 to be typical.
There are four cases where the response rate is 50% and r XP = .284 within each true score correlation condition. Across these 16 situations, the range of correlation deviations is from .014 (when the true correlation is 0.60 and r YP correlation of .000) to À.058 (when the true correlation is 0.00 and r YP correlation of .284). If these situations are in fact typical of many organizational survey contexts, then this is generally good news for survey researchers as observed correlations will tend to be biased by .06 or less. Cast alternatively, estimates of the shared variance between the variables will generally differ by less than 0.25% between the sample and the population under these typical conditions. While this typical case may be good news, it must be kept in mind that larger relationships between the propensity to respond and surveyed variables can lead to much larger levels of bias in observed correlations.
Survey researchers can also use the information from the simulation to get a better idea of the likely influence of nonresponse on the observed correlations within their data. To illustrate, consider the recent findings by Allen and Shanock (2013) , who found an observed correlation of r = .48 between perceived organizational support and affective commitment in a sample of 145 individuals from a population of 2,281 individuals, a response rate of about 6%. Consider also the meta-analytic evidence by Rhoades and Eisenberger (2002) suggesting that these two constructs correlate in the range of q = .70. We can use the results of the present simulation to provide some context regarding the extent to which the Allen and Shanock correlation might be biased by nonresponse. Given the strength of the estimated true correlation between the constructs of perceived organizational support and affective commitment, it seems plausible that the propensity to respond might be related to each variable to a similar degree. Examining the section of Table 2 for the true correlation of 0.60, which is closest to the meta-analytic estimate for these two constructs, and the response rate of 10%, which is closest to the response rate reported by Allen and Shanock (2013) , we can then look at the deviations resulting when the propensity to respond is correlated to the same extent with X and with Y. The table shows that when r XP and r YP are both 0.142, the expected deviation is À.015. This value indicates that the observed correlation may be slightly biased downward by nonresponse, and that a better estimate of the correlation in the Allen and Shanock study might be r = .495. When r XP and r YP are both .284 and .426, better estimates of the correlations might be r = .537 (an expected deviation of À.057) and r = .576 (an expected deviation of À.096). Of course, these alternative estimates do not account for attenuation due to unreliability in the correlations. associated with the propensity to respond, the values presented in our tables can provide a range of possibilities for considering the degree of bias in a correlation within a particular study.
Cautions and Limitations
Although we encourage survey researchers to consider the results presented here to help them to evaluate the potential bias in their observed relationships, they should be aware of the limitations of the research and exercise caution in drawing conclusions. First, survey researchers are rarely, if ever, going to know the extent to which a particular variable is related to the propensity to respond. Estimating this relationship is not out of the question if N-BIAS techniques are used (Rogelberg & Stanton, 2007) . However, as Rogelberg and Stanton (2007) describe, each technique has strengths and weaknesses. Thus, employing multiple techniques is necessary. A range of response propensities can then be modeled to develop a range of expectations for the extent to which their observed correlations might be biased.
Second, it should also be recognized that our results present the means across the 50 replications within each condition. While the results highlight the best estimate of what is likely to occur under the given set of situations, the focus on mean results obscures the variability within each condition. Even when correlation deviations are small, the observed correlation within a particular sample could deviate considerably from the population correlation. To illustrate, consider the situation where the true population correlation was set at 0.40, r XP was .284, r YP was 0.0, and the response rate was 25%. In this condition, we see that the average correlation differed by only .004 from the true correlation. However, the range of values across the 50 samples simulated was from r = .31 to .54 (deviations of À.09 to .13).
Third, survey researchers and practitioners must keep in mind that while small relationships between surveyed variables and the propensity to respond may not lead to much bias in correlations between the surveyed variables, it could lead to bias in the estimated means for those variables. Considering only the conditions where the True XY correlation is .20, there are 24 cases in which r XP and r YP are both .142 or smaller. Looking at these 24 cases in Table 2 indicates that the largest correlation deviation was À.026, a rather small deviation from the true population correlation (when the response rate was 10%, r XP = .142 and r YP = .071). However, looking at these same conditions in Table 1 (i.e., the first six rows in the True XY = .20 conditions) indicates that some of the means can be misestimated by as much as .25 standard deviations (i.e., when the response rate was 10%). The point here is that even though observed correlations between surveyed variables can be expected to be fairly accurate estimates of the true population correlation in conditions most likely to occur in organizational surveys, those same conditions could lead to notable inaccuracies in the sample means of those variables.
Thus, the levels of concern regarding the viability of conclusions need to change depending on whether the researcher is focused on estimating the means of surveyed variables or the relationships among them.
Conclusions
That members of a population do not respond to surveys is a fact of life for all survey researchers. However, when the reason that people do not respond is in some way systematic with respect to the variables being assessed, the literature makes it clear that such systematic nonresponse will bias our statistical results. Likely to be less clear to survey researchers, however, is just how severe that bias will be in survey data. We sought to provide survey researchers with a frame of reference for quantifying the degree to which the accuracy of correlations might be degraded by systematic nonresponse. Considering their survey and data, researchers can use the results of the simulation to develop expectations about the likely degree of bias in correlations observed in their data.
Across the 336 conditions simulated we found mean observed correlations that differed from the population correlation by .05 or more in 96 conditions, with over half of these coming in conditions we would consider unlikely, that is, where r XP was .569. Although there were conditions in which observed correlations were biased downward (with respect to true population correlations) to a notable degree, these conditions were associated with low response rates, true correlations closer to zero, and relatively strong relationships between the propensity to respond and one or both of the focal variables. Therefore, our results suggest that under most typical survey conditions researchers can feel confident that the correlations they observe are not likely to be biased downward to such a degree as to cause concern.
