Although unpleasant, pain is a necessary sensation. It is helpful to prevent further injuries by inducing protective reflex, withdrawal movements and to serve as an alarm of health problems to the body. Due to such importance, several studies have been made in order to understand pain mechanisms. This work presents an artificial neural network for modeling of pain implemented on a Field Programmable Gate Array (FPGA). The model is based on the Gate Control Theory of Pain and, for the purpose of allowing hardware implementation of some specific features of the model, a new method for the approximation to the activation function of the neural network was elaborated. Such proposal combines piecewise first-and second-order approximations and it is also presented in this paper.
Introduction
Artificial Neural Networks (ANN's) have a wide variety of applications in engineering and scientific areas, such as, pattern recognition, function approximation, system control and signal processing [1] , [2] . Traditionally, applications using ANN's have been implemented only in software simulations but, recently, some attempts were made in order to extend the computational simulations by direct implementing the networks in hardware.
Although there were some ANN's implementations in analog hardware [3] and in optical devices [4] , most of the hardware applications were developed using digital technologies. Two digital technologies often employed to direct implement ANN's are general-purpose processors and application-specific integrated circuits (ASIC's). While general-purpose processors are usually chosen for economic reasons, ASIC technology provides an adequate solution to implement parallel architectures of neurocomputers [5] .
In recent years, however, FPGA-based neural networks have become a strongly researched topic due to the declining cost and increasing capabilities of reprogrammable logic devices [6] . Other important reasons to choose FPGA including performance gains of hardware systems compared to software implementations, embedding applications on power-constrained systems, reducing circuit cost and hardware development period compared to ASIC neurocomputers and flexibility similar to software simulations.
Several FPGA-based neural networks applied to fields of chemistry [7] , [8] , biology [9] , [10] and medicine [11] appeared in the last couple of years and they are, generally, interested in the necessary features for developing portable applications.
Driven by such motivations, the present work describes a FPGA implementation of an ANN for modeling of pain and it is organized as follows, next section briefly reviews the Gate Control Theory of Pain, sections 3 and 4 describe details of the implementation and the last two sections present the results, conclusions and discussions raised by this work.
Modeling of Pain
In 1965 Melzack and Wall published a work approaching the question of the transmission of pain sensation throughout the body [12] , which harmonized some divergent theories on the subject, as the works of Sinclair [13] and Weddell and Miller [14] . The theory, named Gate Control Theory of Pain, suggests that impulses transmitted by two different fibers in the spinal cord system can project the pain sensation into the brain, depending on the balance of such impulses.
More specifically, pain sensation is associated with some discharges generated by free nerve endings named pain receptors. The discharges are conducted by two types of fibers named myelinated A and unmyelinated C. They are both fibers of the peripheral afferent nerve systems and transmit the impulses towards the thalamus into the brain. A-type fibers are subdivided in four groups, Aα, Aβ, Aγ and Aδ, and are characterized by their size and impulse conduction velocity. Fibers Aδ and C have relativity low speed of impulse conduction -fibers type Aδ values range from 6 to 30 m/s and fibers type C values range from 0.25 to 1.25 m/s -and are named thin fibers, due to their diameter, which ranges from 0.5 to 3.0 µm. Thin fibers are responsible for the conduction of information related to painful sensation. Fibers Aβ have relativity high speed of impulse conduction -values range from 30 to 100 m/s -and are named thick fibers, due to their average diameter of 6 µm. Thick fibers are responsible for the conduction of information related to pain relief. Thick fibers can produce inhibitory stimulus which interrupts the transmission of pain sensation. For instance, massages on injured areas may activate thick fibers in order to decrease the unpleasant sensation. In that case, the gate of pain transmission would be closed. In the other hand, injuries severely damaged can produce a strong stimulus to the thin fibers, and to apply massages on the area may produce the opposite effect, increasing the pain sensation. In that case, the gate of pain transmission would be open [15] .
Although there are other influences that may contribute to the pain sensibility, as the skin temperature or emotional factors [16] , this theory is still the most applied to pain modeling for incorporating the essential features involved in pain transmission. In 1981, Minamitami and Hagita published a work [17] which proposed a model based on the Gate Control Theory to obtain a numerical description of pain mechanisms according to the stimulus received by the fibers. Other studies, as the works of Price et al. [18] , Menètrey et al. [19] , and Pelaéz et al. [20] , obtained experimental data and quantified the relationship between the stimuli applied to both fibers and the transmission of pain sensation.
One of the motivations for studying impulses transmitted by those fibers is the condition named Congenital Insensitivity to Pain, also known as Congenital Analgesia, in which a person cannot feel pain sensations. Based on the numerical models of pain transmission and stimulated by the possibility of future treatment of this condition, Tazawa, in 2006, developed an ANN for mapping the inputs received by the fibers to the intensity of pain sensation, represented in the output of the network [21] . More specifically, the stimuli applied to both thick and thin fibers were numerically quantified and presented as inputs of the developed network and the output value of the ANN represents a numerical quantification for the transmission of pain sensation according to the Gate Control Theory.
Extending the work of Tazawa, next two sections describe the implementation of an ANN for modeling of pain on a FPGA. Table 1 contains the parameters of the Multilayer Perceptron Neural Network (MLP) proposed by Tazawa for modeling pain sensation in which w ji L represents the weight of the synapses connecting neuron i (or input i) of the layer L-1 to neuron j of the layer L.
General Structure
The sigmoid function is the most common activation function in MLPs and was used at the output of each neuron in proposed model. The sigmoid function can be given by:
where λ represents the slope of the curve and ρ represents the horizontal translation of the function, employed for change the location of the inflection point of the curve. The ρ parameter is equivalent to the threshold of the neuron.
The parameters of the network were obtained according to the version of the Backpropagation Algorithm proposed by Stamatis et al. [29] in which the slope and the horizontal translation of the activation function are adjusted similarly to the adjustment of the weights.
A fully parallel implementation of the network was done on a Xilinx Spartan3E XC3S100E FPGA using a fixed-point data representation with different widths for data and weights in order to achieve the needed precision within the chip-area available. According to the analysis and suggestions on [22] and [23] , for an estimated error in the order 10 -3 , the present implementation used a precision of 8 bits for data and 15 bits for weights. 
Details of the Structure
Straightforward implementation of the sigmoid function in hardware is not practical because it would require expansive operations, as exponentiation and division. The most widely used method to approximate the function in order to implement ANN's in hardware technology is the piecewise method, which employs a limited number of linear or non-linear segments to approximate the sigmoid curve [24] , [25] . There are also several different approaches for such approximation, as lookup table [26] , recursive algorithms [27] and the direct composition of combinational circuits [28] . However, all methods published in the literature presented approximations to the most common sigmoid curve in which the slope λ = 1 and the horizontal translation ρ = 0 (equation 1). These values provide to the function a point of symmetry in (0, 0.5), which allows to several methods computing only half of the input-output pairs. The present work provides an adequate solution to approximate sigmoid function with different values of λ and ρ, for example, the values shown in table 1. The proposal employs two non-linear segments to approximate the central part of the sigmoid function and two linear segments to approximate the extremities of the function. Figure 1 exemplifies the composition of first-and second-order curves in order to approximate a sigmoid function. Figure 2a and Figure 2b depict a magnification of the breakpoints between first-order and second-order segments extracted from the example shown in Figure 1 .
Determination of the approximation method parameters
The sigmoid function to be approximated is divided in four segments unequally spaced in the interval [-8, 8 [ as follows:
with the output value generated restricted to 0 ≤ y ≤ 1.
First MATLAB was employed to generate each real sigmoid function according to the different values of slope and horizontal translation, obtaining the value of the inflexion point (x med , 0) and determining the values of x min and x max , i.e., the breakpoints between first-order and second-order segments.
The constants of second-order approximation are calculated as follows: 
Similarly, MATLAB was employed to determine the points (x min , y min ) and (x inf , y ≈ 0) in order to calculate the constants of the first linear approximation and to determine the points (x max , y max ) and (x sup , y ≈ 1) in order to calculate the constants of the final linear approximation, as follows:
The process repeats for each different activation function in the neural network.
Results and Discussions
In order to evaluate the accuracy of approximations, it was calculated the maximum and average error following the methodology of classical works, as in [24] : if a function F(x) is approximated by the H(x), the average E ave and maximum E max errors are obtained by uniformly sampling x on 10 6 points, equally spaced, in the interval x ∈ [-8, 8[.
Different activation functions of the neural network presents slight different values of E max and E ave . Table 2 contains maximum and average values obtained for the entire network. Table 3 presents E max and E ave for the several methods of sigmoid approximation. [-8, 8 [ 0.85% 2.06% *As calculated by TOMMISKA [28] In order to evaluate the entire ANN for modeling of pain, implemented following the parameters described in Table 1 , the error between the FPGA-based network and the software simulation employing MATLAB was determined. The error was calculated by uniformly varying both inputs at 10 2 points, equally spaced, in the interval [0, 1], resulting in 10201 points. The obtained values are shown in Table 4 along with additional information reported by Xilinx ISE Project Navigator. Error (e) e < 0,01 59,59% 0,01 ≤ e < 0,05 29,28% 0,05 ≤ e < 0,1 7,78% e ≥ 0,1 3,35% Figure 3 depicts the error between FPGA-based network and the software simulation for the entire network. The Error (e) represents the absolute value of the difference between the outputs of the networks implemented in software and in hardware according to the value presented to both inputs of the ANN's. The colors in Figure 3 identify the segments on the Error (e) axis.
The recent increase of data density in FPGA's technologies [28] enables the implementation of entire ANN's in hardware technology. Nevertheless, the implementation of an entire network requires low error rates at the output of each neuron due to the error accumulation through the neuron layers. Combining firstand second-order piecewise approximation allows reducing average error rates and the implementation of a FPGA-based neural network for modeling of pain.
Conclusion
Pain sensation is an important process in the body and a complete understanding of its mechanisms remains a challenge. The present work has shown a FPGA-based neural network for modeling of pain.
Based on the Gate Control Theory of Pain, this purpose extends a previous work by implementing the ANN directly in hardware technology. The network maps the intensity of pain sensation according to the inputs received by the fibers responsible for the conduction of impulses related to the transmission of pain information. For the purpose of allowing hardware implementation of some specific features of the model, it was also proposed a new method for approximation to sigmoid function, which allows the variation of its slope and permits to set the coordinates of the inflexion point outside y-axis.
The implementation of the entire network shows accurate results when compared to the software simulation of the ANN, presents high-speed operation obtained from hardware parallelism and contributes for developing future portable applications in the medical field.
