Abstract This work proposes an optimization formulation to determine a set of empirical importance weights to achieve a change of probability measure. The objective is to estimate statistics from a target distribution using random samples generated from a (different) proposal distribution. This work considers the specific case in which the proposal distribution from which the random samples are generated is unknown; that is, we have available the samples but no explicit description of their underlying distribution. In this setting, the Radon-Nikodym Theorem provides a valid but indeterminable solution to the task, since the distribution from which the random samples are generated is inaccessible. The proposed approach employs the welldefined and determinable empirical distribution function associated with the available samples. The core idea is to compute importance weights associated with the random samples, such that the distance between the weighted proposal empirical distribution function and the desired target distribution function is minimized. The distance metric selected for this work is the L 2 -norm and the importance weights are constrained to define a probability measure. The resulting optimization problem is shown to be a single linear equality and box-constrained quadratic program. This problem can be solved efficiently using optimization algorithms that scale well to high dimensions. Under some conditions
Introduction
Consider the task of estimating statistics from a distribution of interest, denoted as the target distribution (Robert and Casella 2005) . In many cases, one may apply standard Monte Carlo simulation to estimate these statistics, using random samples that are generated from the target distribution. However, in some circumstances one may only have available random samples generated from a different distribution, denoted as the proposal distribution. The challenge of evaluating statistics from a target distribution given random samples generated from a proposal distribution is acknowledged as the change of measure and arises in a host of domains such as importance sampling, information divergence, and particle filtering (see e.g., Sugiyama et al. (2012) for a fuller discussion of applications). If both proposal and target distributions are known and satisfy additional conditions, then the Radon-Nikodym Theorem provides a solution (Billingsley 2008) .
This work considers the case in which the proposal distribution from which the random samples are generated is unknown; that is, we have available the samples but no explicit description of their underlying distribution. Although the Radon-Nikodym Theorem is still valid (if the underlying distribution satisfies the appropriate conditions), it is indeterminable because we cannot compute the Radon-Nikodym derivative (i.e., the ratio of the target probability density function to the proposal probability density function), herein referred to as the probability density ratio. To accomplish the objective, a change of measure, an importance weight proportional to the probability density ratio would be associated with each random sample. However, the importance weights cannot be computed directly in the usual way, since the probability density ratio is indeterminable. This paper presents an approach that overcomes this challenge by formulating and solving a scalable optimization problem to determine a set of empirical importance weights. We first discuss several previously proposed solutions to this problem.
The previous approaches summarized here all assume that the random samples are generated from an unknown distribution (see e.g., Sugiyama et al. (2012) for a detailed discussion of these approaches). As a result, these approaches seek to estimate the probability density ratio using the random samples. A commonly used approach estimates the unknown proposal probability density function from the random samples (Scott 1992) . By estimating the probability density function one can then estimate the probability density ratio. The solution to the change of measure problem then follows from the Radon-Nikodym Theorem along with the estimated probability density ratio. However, estimating the unknown probability density function from the random samples is difficult and is particularly challenging in cases of high dimension (Hastie et al. 2009 , Scott 1992 , Vapnik 1998 . In practice, this challenge can be overcome if the random samples are known to be generated from a parametric distribution family, in which case a parametric density estimation method can be employed.
As a result, other approaches have avoided estimating the probability density function and instead estimate directly the probability density ratio using the random samples. The kernel mean matching approach matches the moments using a universal reproducing kernel Hilbert function (Gretton et al. 2009 , Huang et al. 2007 ). The probabilistic classification approach computes the probability density ratio by applying Bayes' Theorem (Qin 1998) . The importance estimation filtering approach minimizes the Kullback-Leibler divergence metric between the estimated and actual probability density ratios (Sugiyama et al. 2012) . The unconstrained least squares importance filtering approach minimizes the L 2 -norm between the estimated and actual probability density ratios (Kanamori et al. 2009 ). The direct density ratio estimation with dimension reduction solves the previous approach on a lower-dimensional space (Sugiyama et al. 2011) . These approaches share in common multiple attributes. They each present a means of computing the probability density ratio using the random samples. They each represent the probability density ratio using a set of basis functions, thereby constraining the solution to exist within a specified basis representation. Finally, these approaches require tuning parameters, which one can choose using a variant of cross-validation.
Our approach avoids estimating or working with the unknown distribution function or its probability density function. Instead, we work with the well-defined and determinable empirical distribution function associated with the random samples. Specifically, our approach, illustrated in Figure 1 , formulates and solves an optimization problem to determine a set of empirical importance weights that minimize the L 2 -norm between the weighted proposal empirical distribution function and the target distribution function. In the example in Figure 1 , the target is the uniform distribution function, U(0, 1), and the proposal random samples are generated from the beta distribution function, B(0.5, 0.5). The core idea of our approach is to compute importance weights associated with the proposal random samples that transform the weighted proposal empirical distribution function to the target distribution function. We also constrain the importance weights to define a probability measure. This requires that these importance weights are non-negative and that the empirical probability measure assigns a unit value to the entire probability space. Our work is differentiated from current practices in that we do not estimate the RadonNikodym derivative from the proposal random samples, but rather we find the optimal importance weights for the given set of proposal random samples, where optimality is defined by the closeness of the weighted proposal empirical distribution function to the target distribution function.
The approach proposed in this paper shares resemblance to the recent constructive setting of the density ratio estimate (Vapnik et al. 2014) . That work minimizes the regularized L 2 -norm between the weighted proposal empirical distribution function and the empirical target distribution function, where the importance weights are defined on a set of basis functions. Those importance weights are shown in Vapnik et al. (2014) to converge in probability to the Radon-Nikodym derivative, as the number of proposal and target random samples tend to infinity. Our approach does not use a basis function representation of the importance weights, since we are only interested in evaluating the importance weights at the random sample locations (i.e., we associate one weight with each random sample). We also do not include regularization, since this modifies the solution and introduces smoothness that may not be desirable. Instead, we rely on the optimization solvers to exploit the structure of the problem. Avoiding regularization allows us to avoid tuning parameters, yet our formulation maintains that the weighted proposal empirical distribution function converges to the target distribution function in the L 1 -norm, as the number of random samples tends to infinity. Moreover, our optimization approach can be implemented at large scale (both high-dimensional distribution functions and a large number of random samples). Our approach has an analytic closed-form solution in the case of a unidimensional distribution problem. We show that this closed-form solution for our empirical importance weights results in almost everywhere convergence of the weighted proposal empirical distribution function to the target distribution function, as the number of random samples tends to infinity. Additionally, we demonstrate a relationship between our approach and the trapezoidal integration rule as well as to discrepancy theory.
The organization of this paper is as follows. Section 2 sets nomenclature, formalizes the objective of this work, and presents the proposed optimization formulation. In Section 3, we present the numerical formulation and examine properties of the optimization statement. In Section 4, we prove that the proposed approach achieves convergence in the L 1 -norm for multidimensional distributions and weak convergence for unidimensional distributions. In Section 5, we examine the analytic solution to the optimization statement for the case of a unidimensional distribution problem. Section 5 also presents a numerical solution to the optimization statement and discusses techniques that extend our approach to large-scale applications. In Section 6, we demonstrate the properties of the proposed approach on a unidimensional distribution problem. Section 6 also compares our approach to previous approaches on an importance sampling problem over a range of parameters, evaluates the performance of the optimization algorithms, and examines the relationship between discrepancy theory and the proposed approach when the proposal and target are distributed according to the uniform distribution. Finally, Section 7 concludes the paper.
Problem Statement
We begin by setting notation for the subsequent developments and establishing the objective of this work. The proposed approach minimizes, with respect to empirical importance weights associated with the proposal random samples, the L 2 -norm between the weighted proposal empirical distribution function and the target distribution function. In this example, we generated n = 100 random samples from the proposal beta distribution function, B(0.5, 0.5). The results show our weighted proposal empirical distribution function, labeled "L2O Weighted Proposal", accurately represents the target uniform distribution function, U(0, 1).
The section concludes with a description and formulation of our solution to the objective. Let (Ω, F, P) be a probability space, where Ω is a sample space, F is a σ-field, and P is a probability measure on (Ω, F). Then the random variable Y :
In addition, we confine the target measure ν to be absolutely continuous with respect to proposal measure µ. Let t ∈ R d be a generic point and designate entries of t by subscript notation as follows t = [t 1 , t 2 , . . . , t d ] . Define F ν (t) and f ν (t) to be the target distribution function and target probability density function of Y evaluated at t, respectively. Similarly, define F µ (t) and f µ (t) to be the proposal distribution function and proposal probability density function of X evaluated at t, respectively.
In our problem setting, the proposal measure µ is accessible to us only through sampling; that is, we are provided with random samples of the random variable X but we cannot evaluate F µ or f µ explicitly. Let {x 1 , x 2 , . . . , x n } be random samples of X, where n is the num-ber of random samples. The objective of our work is to estimate statistics from the target measure ν given random samples {x 1 , x 2 , . . . , x n } generated from the proposal measure µ. The challenge with this objective, recognized as a change of measure, is that the proposal measure µ is accessible to us only through sampling.
The typical approach to overcome this challenge is to apply density estimation to the random samples {x 1 , x 2 , . . . , x n }, yielding an estimate of the proposal density f µ . However, density estimation in high dimensions is notoriously difficult, and state-of-the-art approaches often perform poorly for high-dimensional problems. Therefore, we approach the change of measure challenge in a different way-using instead the welldefined proposal empirical distribution function,
where I(x i ≤ t) is the maximum convention Heavyside step function defined as
Here we have used the subscript and superscript notation for the empirical distribution function, F n µ , to identify the measure of the random samples from which it is built, µ, and the number of random samples, n. The strong law of large numbers (SLLN) states that the estimator F n µ converges to the proposal distribution function F µ defined as
as n tends to infinity almost everywhere (a.e.) for all continuity points t of F µ (t) (Billingsley 2008) .
To accomplish the change of measure objective, we propose to compute a set of importance weights, defined here as empirical importance weights, to transform the proposal empirical distribution function into the target distribution function. We introduce n empirical importance weights, denoted by the vector w = [w 1 , w 2 , . . . , w n ] . Each empirical importance weight w i is associated with a random sample x i . We use the notation
to represent a weighted empirical distribution function that is composed of n random samples generated from the measure µ and weighted by w. The empirical importance weights are dependent on the random samples, {x 1 , x 2 , . . . , x n }; however, for simplicity we do not show the dependency in the notation.
We now cast the change of measure objective as an optimization statement. The objective is to minimize, with respect to the empirical importance weights, the distance between F n µ;w , defined in Equation (4), and the target distribution function, F ν . The criterion selected is the L 2 -norm distance metric. Thus, the L 2 -norm objective function is defined as
conditioned on the scaled empirical importance weights being a probability measure. That is, w satisfies the non-negativity box-constraint, w i ≥ 0, ∀ i ∈ {1, 2, . . . , n}, and the single equality constraint, 1 n w = n, where 1 n ∈ R n is a vector with all entries equal to 1. The optimization statement that determines the empirical importance weights associated with the proposal random samples for the change of measure is thus stated as follows:
In the above optimization statement, we have assumed that the target distribution F ν is known explicitly. However, our approach can be applied to the case where the the target measure is represented only through random samples of the random variable Y . In that case, we replace F ν in Equation (5) with the target empirical distribution function F m ν , where m is the number of random samples of the random variable Y . In the following development, we work mostly with the formulation defined in Equations (5) and (6); when applicable we introduce the target empirical distribution function into the optimization statement.
Numerical Formulation
This section describes how the optimization statement (6) can be formulated as a single linear equality and box-constrained quadratic program (Section 3.1). Section 3.2 examines the properties of the optimization statement using the Karush Kuhn Tucker (KKT) conditions.
Single Linear Equality and Box-Constrained Quadratic Program
Upon substituting Equation (4) into Equation (5) and, without loss of generality, confining the support of µ to the unit hypercube, we obtain
This expression can be expanded as follows:
The third term in the integrand of Equation (8) is independent of the optimization parameter and thus can be discarded from the optimization statement without affecting the optimal solution w. We now examine the first term and second term individually and formulate their respective numerical representations. The first term of the integrand in Equation (8) can be represented as
where z
k is the k th entry of random sample x i . Note that H ∈ R n×n is a reproducing kernel and by definition a positive definite matrix (see e.g., Novak and Wozniakowski (2009) for a review of this analysis). Additionally, the H matrix is the Hadamard product of d individual matrices. To obtain the Hadamard construction of H, we define the matrix corresponding to the single dimension k, H k , where the (i, j) th entry of H k is
and k ∈ {1, 2, . . . , d}. Then the (i, j) th entry of H can be defined as
which allows us to construct matrix H as
where "•" represents the Hadamard product. The second term of the integrand in Equation (8) can be represented as
where the i th entry of b ∈ R n is
If the target distribution function, F ν , is unknown and instead we have m random samples of the random variable Y , {y 1 , y 2 , . . . , y m }, then the i th entry of b is
Our modified optimization statement is noŵ
wherê
Solving (16) yields the optimal empirical importance weightsŵ that minimize our original L 2 -norm distance metric while satisfying the requirement ofŵ/n forming a probability measure.
Karush Kuhn Tucker Conditions
The Lagrangian of the optimization statement (16) is
where δ ∈ R and λ ∈ R n are the equality and inequality constraint Lagrange multipliers, respectively. The optimal solution to (16) satisfies the following KKT conditions:
where 1 n ∈ R n and 0 n ∈ R n are vectors with all entries equal to 1 and 0 respectively.
Since the optimization statement is a strictly convex quadratic program with linear constraints, one may show that the solutionŵ of (19) is the global solution to (16) (Boyd and Vandenberghe 2004) . This implies that for all n the following inequality holds,
wherew = [w 1 ,w 2 , . . . ,w n ] is any set of importance weights that satisfies the constraints of the optimization statement (16). The active set method is one numerical method that solves (16), and has been shown to converge and terminate in a finite number of steps (Lawson and Hanson 1974) . This method employs an iterative approach that splits the solution space into an active set, A = {i : w i = 0}, and a passive set, P = {i : w i > 0}. The active and passive sets are updated iteratively until the KKT conditions are satisfied. At each iteration, the method solves an optimization problem for the passive set importance weights that has a closed-form solution. We use this closed-form solution to derive an analytic solution for the special case d = 1 (Section 5.1); however, our general numerical results employ optimization methods that are more amenable to large-scale problems, as described in Section 5.2. Before discussing the optimization solution strategies in detail, we first analyze the convergence properties of our approach.
Convergence
The following section demonstrates that our approach, based on (16), converges to the target distribution function in the L 1 -norm, as the number of random samples tends to infinity. To demonstrate convergence in the L 1 -norm we require the Radon-Nikodym derivative, which we recall in this section. The section concludes with the convergence theorem and proof.
The Radon-Nikodym Theorem states that
for any measurable subset A ∈ F, where the measurable function h : R d → R is called the Radon-Nikodym derivative and is defined by the probability density ratio, h = f ν /f µ (Billingsley 2008) . In our problem setting, the Radon-Nikodym derivative exists but is unknown. Let {h(x 1 ), h(x 2 ), . . . , h(x n )} be the RadonNikodym derivatives corresponding to proposal random samples {x 1 , x 2 , . . . , x n }. To construct a probability measure, define the Radon-Nikodym importance weights asĥ(
, the Radon-Nikodym importance weighted empirical distribution function,
converges almost everywhere to the distribution function F ν by the SLLN as n tends to infinity for all continuity points t of F ν (t) (Tokdar et al. 2011) . We now present the convergence proof using our empirical importance weight vectorŵ. We emphasize that Theorem 1 given below does not imply that the empirical importance weights converge pointwise to the Radon-Nikodym importance weights as the number of random samples tends to infinity. The proof establishes that the sequence of functions {F 1 µ;ŵ , F 2 µ;ŵ , . . . }, defined by Equation (4), converges to the target distribution function in the L 1 -norm, as the number of random samples tends to infinity.
Theorem 1 Let F ν be the distribution function of ν and {x 1 , x 2 , . . . , x n } be random samples generated from the finite support probability measure µ where ν is absolutely continuous with respect to µ. Then there exists a set of empirical importance weightsŵ
where A = {t ∈ R | f µ (t) > 0} is a bounded set.
Proof We begin with the Radon-Nikodym importance weightsĥ, which satisfy the constraints in the optimization statement (16). As stated previously, by the SLLN we have
for every continuity point t of F ν (t). Since there exists an integrable function dominating F n µ,ĥ (t) ≤ 1 for all t ∈ A and n, we can apply the dominated convergence theorem to obtain convergence in the L 1 -norm:
Using the inequality F n µ,ĥ (t) − F ν (t) ≤ 1, for all t ∈ A and all n, we obtain a bound on the L 2 -norm,
Combining Equation (26) with Equation (25) we show convergence in the L 2 -norm:
Sinceĥ satisfies the constraints of the optimization statement (16), we use Equation (20) to show that
This result coupled with Equation (27) states that convergence of
By the Cauchy-Schwarz inequality,
where M < ∞. Coupling this with (29), we show convergence in the L 1 -norm,
For the unidimensional case (i.e., d = 1), Equation 31, is the Kantorovich or L 1 -Wasserstein distance metric (Gibbs 2002) . Convergence in the L 1 -Wasserstein distance metric under our stated assumption, that µ is finitely supported, establishes weak convergence.
Corollary 1 Let {y 1 , y 2 , . . . , y m } be m random samples generated from the probability measure ν and {x 1 , x 2 , . . . , x n } be n random samples generated from the finite support probability measure µ where ν is absolutely continuous with respect to µ. Then there exists a set of empirical importance weightsŵ = [ŵ 1 ,ŵ 2 , · · · ,ŵ n ] satisfying (16) with vector b defined by Equation (15) such that
where
Proof By combining the SLLN and the dominated convergence theorem we establish that the estimator
By Theorem 1 in combination with Equation (33) and the triangle inequality, we define a bound on the quantity of interest and conclude the proof (Rudin 1987) ,
Solving the Optimization Statement
In this section we examine the solution to the optimization statement (16). We begin by presenting the analytical solution to the optimization statement for d = 1 as this solution provides a better understanding of the optimization statement. The section concludes with the general solution to the optimization statement by numerical methods. Here we introduce methods that extend our approach to large-scale applications and demonstrate how to incorporate a target empirical distribution function.
Analytic Solution for R
For the case when d = 1, we present the analytic solution to (16) and demonstrate that this solution satisfies the KKT conditions (19). Note that for this case the random variable is unidimensional, but the dimension of the optimization problem is still n, the number of proposal random samples. Without loss of generality, let the random samples of X : Ω → R, {x 1 , x 2 , . . . , x n }, be ordered such that x i < x i+1 , ∀ i ∈ {1, 2, . . . , n − 1}. Using Equation (12), the matrix H is
Similarly, using Equation (14), the vector b is
Then the solution to (16) is
and
This solution can be derived using the active set method (Lawson and Hanson 1974) ; we omit the details of the derivation here for brevity, but show that this solution satisfies the KKT conditions (19). First, it can be seen that the empirical importance weights (39) are by construction non-negative, since F ν is a monotonically non-decreasing function. Thus, in this d = 1 case, the non-negativity constraints on the importance weights do not play a role in constraining the optimal solution and all the corresponding Lagrange multipliers are zero, λ i = 0, ∀ i ∈ {1, 2, . . . , n}. This result means that the complementarity conditions are satisfied. Second, summing the terms in (39), it is easy to show that the equality constraint 1 nŵ = n is satisfied. Lastly, we show that Hŵ = b − δ1 n holds for each row entry j ∈ {1, 2, . . . , n}. That is, we show
By substituting the empirical importance weights (39) into the left-hand side of Equation (40) and simplifying, we obtain,
We obtain Equation (40) upon adding and subtracting b n in Equation (41),
Since the KKT conditions are satisfied, (37)- (39) represent the solution to the optimization problem (16) for d = 1. If instead we are given a target empirical distribution function represented by m random samples {y 1 , y 2 , . . . , y m } generated from ν, then the optimal solution remains the same, with F ν in (38)-(39) replaced by F m ν . We conclude this subsection by demonstrating that the empirical importance weights defined in (39) result in weak convergence of the weighted proposal empirical distribution function to the target distribution function. That is, we show that
for every continuity point t ∈ A of F ν (t) where A = {t ∈ R | f µ (t) > 0} is a bounded set. Given ν is absolutely continuous with respect to µ, let i = {j ∈ {1, 2, . . . , n − 1} |t ∈ [x j , x j+1 )} wheret is a continuity point of F ν (t). We expand F n µ;ŵ (t) using the empirical importance weights from (39):
Given that F n ν is monotonically non-decreasing and using Equation (44), we obtain the following inequality:
Since the target distribution is continuous att, this ensures for every > 0 there exists a δ > 0 such that |F ν (x) − F ν (t)| ≤ for all points x ∈ A for which |x −t| ≤ δ. Now, since ν is absolutely continuous with respect to µ, there exists a finite n which is sufficiently large that we can find an i = {j ∈ {1, 2, . .
Lastly, by Equation (45) and application of the triangle inequality, we obtain
which yields the desired result for every continuity point t ∈ A of F ν (t) as n tends to infinity.
Optimization Algorithm
Here we focus on the optimization statement for the general case when d > 1 and examine algorithms that extend our approach to large-scale applications (i.e., a large number proposal random samples, n). The challenge with solving the optimization statement (16) when d > 1 is that the matrix H is not analytically invertible as was the case for d = 1. As a result, we rely on a numerical optimization routine to solve (16). The optimization statement in (16) is classified as a single linear equality and box-constrained quadratic program. A popular application which falls into this class of problems is the dual form of the nonlinear support vector machine optimization statement (Vapnik 1998) . That application resulted in algorithms to extend single linear equality and box-constrained quadratic programs to large-scale applications (Dai and Fletcher 2006 , Lin et al. 2009 , Platt 1999 , Zanni 2006 . For this work we have selected two large-scale optimization algorithms that exploit our problem structure: the FrankWolfe algorithm (Frank and Wolfe 1956 ) and the DaiFletcher algorithm (Dai and Fletcher 2006) .
The Frank-Wolfe algorithm is well-suited for solving (16) since the objective is a differentiable convex function and the constraints are a bounded convex set. The core idea behind the Frank-Wolfe algorithm is to approximate the objective with a linear function and then take a step in the descent direction. The FrankWolfe algorithm is particularly attractive because it has well established convergence rates, low computational complexity, and can generate sparse solutions. The pseudo algorithm describing the Frank-Wolfe algorithm tailored to the optimization statement (16) is given in Algorithm 1. Note that the step length α can be chosen to be the deterministic value 2/(2 + k), where k is the iteration number, or alternatively α can be chosen such that it minimizes the objective function of (16) at that particular iteration. The computational complexity of the Frank-Wolfe algorithm per iteration is low since it requires only a rank-one update to the gradient vector at each iteration. With the structure of our problem, this update can be computed very efficiently. = arg min i∈{1,2,...,n} (g i ),
As a second option, we examine the Dai-Fletcher optimization algorithm. The general idea of the DaiFletcher algorithm is to construct the Lagrangian penalty function
where δ is the equality constraint Lagrangian multiplier. Then for any fixed δ, the box-constrained quadratic program (Dai and Fletcher 2005) ,
is solved. Next, δ is adjusted in an outer secant-like method to solve the single nonlinear equation,
That is, Equation (49) enforces that the solution of (48) satisfies the equality constraint (i.e., exists in the feasible region). In summary, for each iteration of the DaiFletcher algorithm, a box-constrained projected gradientbased algorithm is used to compute a new solution for (48). This solution is projected into a feasible region using a secant projection approximation method, thereby satisfying Equation (49). A summary of the Dai-Fletcher algorithm is given in Algorithm 2. The termination criteria in Algorithm 1 or Algorithm 2 may incorporate a maximum number of iterations and a minimum tolerance associated with the gradient of the objective function in (16) or the Lagrangian penalty function, Equation (47), respectively. Although Algorithm 1 and Algorithm 2 may in some cases terminate prior to locating the global optimal solution, by construction they generate a sequence of feasible iterates. In Section 6, we evaluate the performance of these two algorithms over a range of parameters. The remainder of this section discusses numerical techniques to extend our approach to large-scale applications and to incorporate the target empirical distribution function.
The largest computational expense in Algorithm 2 is in the calculation the matrix-vector product, Hw. The matrix-vector product, Hw, is also required in Algorithm 1, but since it only needs to be evaluated once, it has less impact on the computational performance of Algorithm 1. In the circumstance where the matrix H is small, the matrix can be assembled and stored for computations; however, large-scale applications (many samples) may prohibit assembly of the matrix H. In these cases, one option is to use the Frank-Wolfe algorithm and avoid repeated matrix-vector products altogether. Since in some cases the Dai-Fletcher algorithm may yield improved convergence rates, another option is to exploit the structure in the problem to reduce the numerical complexity of the matrix-vector product calculations. In particular, we recognize that since active set empirical importance weights are zero, they do not contribute to the matrix-vector product. As a result, only the columns of matrix H associated with passive set empirical importance weights are required for the matrix-vector product calculation. Thus, the numerical complexity of the gradient evaluation is O(n|P|d 2 +n|P|), where the first term captures the construction of matrix H, the second term captures the matrix-vector product, and |P| denotes the cardinality of the passive set. In addition, efficient algorithms which rely on the divide-and-conquer technique have been developed and applied successfully to Equation (9) (Bentley 1980 , Heinrich 1996 . Lastly, one may take advantage of parallel routines to divide and conquer the matrix-vector product (Nickolls et al. 2008 .
Solving the optimization problem also requires evaluating the vector b. Here we will describe two special circumstances for which the vector b can be directly evaluated: an independently distributed target distribution function and a target empirical distribution function. For an independently distributed target distribution function we can define the target measure ν as the product of d individual measures, ν = ν 1 ⊗ · · · ⊗ ν d , where ν i is the i th target measure on R. Then the resulting target distribution function can be expanded using a product series as (14), can then be evaluated as a Hadamard product over each dimension:
If the target distribution function is unknown and is instead estimated by the target empirical distribu-tion function given m random samples {y 1 , y 2 , . . . , y m } generated from ν, then there also exists an approach to directly construct the vector b. The approach requires expanding Equation (15) as follows:
and noting the similarities with the matrix-vector product Hw. Here we define v ∈ R m as the importance weights of the target random samples (i.e., v i = 1, ∀ i ∈ {1, 2, . . . , m}). Additionally, we define an entry of matrixĤ ∈ R n×m aŝ
The vector b is then computed by the matrix-vector product (51).
Applications
In this section we apply the proposed approach to a number of numerical experiments. In Section 6.1, we demonstrate the properties of the proposed approach on a unidimensional distribution problem. Section 6.2 compares the proposed approach to previous approaches on an importance sampling problem over a range of parameters. Lastly, in Section 6.3, we examine the relationship between discrepancy theory and the proposed approach when the proposal and target are distributed according to the uniform distribution. We also use this opportunity to evaluate the performance of the FrankWolfe algorithm and Dai-Fletcher algorithm.
Unidimensional Numerical Example
This analysis revisits the problem presented in Figure 1 . However, instead of using the analytic empirical importance weights (39), as was done in Figure 1 , this example uses the Frank-Wolfe algorithm with a step length α = 2/(2 + k) and premature termination to obtain sparse solutions (recall that the Frank-Wolfe algorithm updates only one weight at each iteration). To initialize the Frank-Wolfe algorithm (i.e., w 0 ), we choose an empirical importance weight vector with entries equal to
where ∈ {1, 2, . . . , n} is selected uniformly at random. The results of this numerical experiment using n = 100
proposal random samples are presented in Figure 2 . The top and center plots show the results after 25 and 100 iterations, respectively, of the Frank-Wolfe algorithm. These results illustrate that the proposed approach produces accurate representations of the target distribution function. Since the support of the proposal distribution function is finite, we can guarantee weak convergence by Theorem 1 (i.e., L 1 -Wasserstein distance metric); permitting the Frank-Wolfe algorithm to run for more iterations would recover the analytic empirical importance weights (39). However, the sparse empirical importance weights, shown on the top plot of Figure 2 , are already a good approximation and may be advantageous if one wishes to evaluate computationally expensive statistics with respect to a complex or unknown target distribution function. That is, with the proposed approach, we have demonstrated one can approximate a target distribution function using a small set of optimally weighted proposal random samples. These results also illustrate that the proposed approach naturally accounts for clustering of the proposal random samples and other deviations from the original proposal distribution function. If we were to use the Radon-Nikodym importance weights the clustering of the proposal random samples would not have been accounted for as demonstrated on the bottom plot of Figure 2 . In the next section we compare our approach to previous approaches over a range of multiple-dimensional distributions with the application of the target empirical distribution function.
Importance Sampling
Importance sampling is a commonly used technique for estimating statistics of a target distribution given random samples generated from a proposal distribution. As an example, we consider the setting where we have a model g : R d → R that maps a d-dimensional input x to a scalar output g(x). g could, for example, be a computational model that estimates a system performance metric (output of interest) as a function of system geometric parameters (model inputs). For many applications of interest, g embodies partial differential equations and is expensive to evaluate. We have available to us the proposal random samples of the input {x 1 , x 2 , . . . , x n }, drawn from the (unknown) input proposal probability density function f µ . We also have available the corresponding model evaluations for each proposal sample (i.e., {g(x 1 ), g(x 2 ), . . . , g(x n )}). We consider the case where the goal is to evaluate statistics of g, but where the inputs x are now distributed according to a target distribution function. This situation occurs if we gain additional knowledge Our empirical importance weights are determined using the Frank-Wolfe algorithm with step length α = 2/(2 + k) and premature termination. We use n = 100 proposal random samples generated from a beta distribution function (i.e., B(0.5, 0.5)) and the target is the uniform distribution function (i.e., U(0, 1)).
Terminating the Frank-Wolfe algorithm after 25 iterations (top) results in a sparse empirical importance weight vector. Terminating the Frank-Wolfe algorithm after 100 iterations (center) results in a dense solution and a more accurate representation of the target distribution function. For comparison, the RadonNikodym importance weighted empirical proposal distribution function is provided in the (bottom) plot.
of the input distribution (e.g., refined estimates from experts or from upstream models), or if we want to study the system under a variety of different input scenarios (e.g., during a design process). If the model g is expensive to evaluate, as is the case for many applications in science and engineering, then it becomes intractable to re-evaluate g over samples from many different input target distributions; instead we use importance sampling to reweight the available proposal samples. The decomposition-based uncertainty analysis approach proposed in Amaral et al. (2014) is one concrete example of this setting.
In the numerical example presented here, the proposal random samples are distributed according to X ∼ N (1/ √ d, I), where I ∈ R d×d is the identity matrix, and the target random samples are distributed according to Y ∼ N (0, I). Since these measures have infinite support, although our approach is still applicable, we cannot guarantee convergence in the L 1 -norm. In this illustration, we assume that we do not know f µ or f ν , but are provided with random samples from each: {x 1 , x 2 , . . . , x n } drawn from f µ and {y 1 , y 2 , . . . , y m } drawn from f ν . We have the proposal model evaluations {g(x 1 ), g(x 2 ), . . . , g(x n )}, but not the target model evaluations {g(y 1 ), g(y 2 ), . . . , g(y m )}. Instead of evaluating the computational model over the target random samples, we use our proposal model evaluations and perform a change of measure to approximate the statistics of interest with regards to g where the inputs to g are distributed according to the target distribution function.
The statistic of interest for this numerical study is
We will estimate E as defined in Equation (54) using the following weighted Monte Carlo integration rule:
whereŵ is obtained using one of the approaches described below. For comparison purposes we perform an exhaustive Monte Carlo simulation using the target distribution function to approximate Equation (54). The result is used as the "truth value" for E when comparing to the approximate estimates computed using Equation (55). Our numerical experiment compares the following approaches:
1. Radon-Nikodym Derivative (RND): The RadonNikodym importance weights are obtained by computing the ratio of the target and proposal probability density functions. These results are provided here for comparison purposes only, since this approach uses additional information that is not available to the other approaches.
2. L 2 -norm Optimal Weight (L2O): Our optimal empirical importance weights are obtained by solving the optimization statement developed in this paper (16). For d = 1, we use analytic empirical importance weights (39) where F ν is replaced by the target empirical distribution function F m ν . For d > 1, we use the Dai-Fletcher algorithm and terminate after 2 max(n, m) iterations where n and m are the number of proposal and target random samples, respectively. For the implementation of the Dai-Fletcher algorithm, we compute the matrix H once for each case considered and store it for use at each optimization iteration.
Kernel Density Estimation (KDE):
The kernel density estimation (Scott 1992 ) approach is applied to approximate f ν and f µ , denoted byf ν andf µ , from their respective random samples. We compute the Radon-Nikodym importance weights by approximating the Radon-Nikodym derivative withf ν /f µ . The KDE uses Gaussian kernels where the kernel bandwidth is selected using the minimal mean squared error.
Kernel Mean Matching (KMM):
The kernel mean matching method (Huang et al. 2007 ) aims to match the moments between the proposal and target distribution using a Gaussian reproducing kernel (i.e., K(t, t )). The KMM empirical optimization statement using proposal samples x i , i = 1, . . . , n, and target samples y j , j = 1, . . . , m, is formulated aŝ
where the optimization variables β are the density ratio estimates, B is an upper limit on the density ratio, and is a user specified tolerance, recommended to be set as
. The optimization problem solution directly provides the density ratio estimates at their respective proposal samples,
The Gaussian kernel variance parameter is selected based on a five-fold cross validation.
Ratio Fitting (uLS):
The unconstrained least squares importance fitting (Kanamori et al. 2009 ) approach is applied to approximate h = f ν /f µ . Here h is represented by the linear model,
where b is the number of basis functions,
are the basis functions, andβ = (β 1 , . . . ,β b ) are the parameters to be learned. The parameters are obtained by solving the following optimization statement,
where γ is the regularization parameter. The basis functions are Gaussian kernel models centered at the target random samples. The Gaussian kernel variance and regularization parameter are selected based on a 5-fold cross validation. Note that although the unknown Radon-Nikodym derivative appears in the objective, it is not explicitly evaluated.
Divergence Fitting (KLD):
The Kullback-Liebler (divergence) importance estimation (Sugiyama et al. 2012) approach applies the linear model in Equation (57). The parameters are obtained by solving the following optimization statement,
where the equality constraint ensures thath defines a probability density function. The basis functions are Gaussian kernel models centered at the target random samples. The Gaussian kernel variance and regularization parameter are selected based on a 5-fold cross validation. Note that although the unknown Radon-Nikodym derivative appears in the objective, it is not explicitly evaluated.
The five approaches presented above are tested over the following four scenarios:
1. n = 2 10 , m = 2 10 and d = {1, 2, 5, 10}, 2. n = 2 10 , m = 2 12 and d = {1, 2, 5, 10}, 3. n = 2 12 , m = 2 10 and d = {1, 2, 5, 10}, 4. n = 2 12 , m = 2 12 and d = {1, 2, 5, 10}.
For all scenarios, the results are the average over 100 independent trials and the quality of the results is quantified by (Galletly 1998) ,
The results demonstrate that our approach accurately estimates E using only the proposal and target random samples and the proposal model evaluations. Our approach is also shown to result in estimates that are comparable in accuracy to using the RadonNikodym importance weights, although we did not require that our empirical importance weights converge to the Radon-Nikodym importance weights. This outcome can be attributed to the results presented in Figure 2 ; that is, we only required that the weighted proposal empirical distribution function matches the target distribution function. By increasing the number of proposal and target random samples we enrich the proposal and target empirical distribution functions and as a result improve the accuracy of our estimate. Overall, the results in Table 1 demonstrate that the proposed approach evaluates the statistic of interest more accurately than current practices for all scenarios considered. The normalized computational time required to compute the importance weights for scenario 4 is shown in Table 2 . The computational time required by our approach is comparable to the computational times required by the other approaches.
Additionally, we repeat the scenario {n = 2 12 , m = 2 12 } and d = 5 using four different models for g:
1. G-Function (Saltelli 1995) ,
2. Morokoff & Caflisch (Morokoff 1995) , The error metric r n , Equation (58), measured as a percentage, for the six methods and four scenarios. Results are averaged over 100 independent trials and the term in parentheses is the corresponding standard deviation. Bold text indicates the best estimate for each scenario (not considering the Radon-Nikodym derivative, which is shown only for illustration). The "truth values" used in these computations are computed using an exhaustive Monte Carlo simulation: 3. Oscillatory Integrand Family (Genz 1984) ,
4. Product Peak Integrand Family (Genz 1984) ,
The results from this numerical study are provided in Table 3 and show that our approach performs the change of measure more accurately than previous approaches on three of the four test functions. For the model g 3 (the Oscillatory Integrand Family), the accuracy of our approach is slightly worse on average but comparable to the other approaches.
Lastly, we demonstrate the applicability of our approach for an example where g(t) is computationally expensive. For this application problem, g(t) represents a computational tool that evaluates an aircraft's performance using low-order physical models. The output of g(t) is the fuel energy consumption per payloadrange (PFEI) of an aircraft. The proposal and target input distributions to g(t) are provided in Table 4 . In this illustration, we assume that we do not know f µ or f ν , but are provided with random samples from each (i.e., random samples may have been generated from upstream models or experimentations). We thus have {x 1 , x 2 , . . . , x n } drawn from the unknown f µ and {y 1 , y 2 , . . . , y m } drawn from the unknown f ν , where n = m = 50, 000. We also have available the proposal model evaluations {g(x 1 ), g(x 2 ), . . . , g(x n )}, which took approximately 68 minutes to generate on a desktop computer 1 , but we do not have available the target model evaluations {g(y 1 ), g(y 2 ), . . . , g(y m )}. Table 4 : The proposal and target distributions for g(t) with t = {t 1 , t 2 , t 3 , t 4 , t 5 }. The physical representation of the inputs are; t 1 =turbine metal temperature [K], t 2 = turbine inlet total temperature for cruise [K] , t 3 = operating pressure ratio [-] , t 4 = max allowable wing spar cap stress [psi] , and t 5 = start-of-cruise altitude [ft] . We use T (a, b, c) to represent a triangular distribution with lower limit a, mode b, and upper limit c. We use U(a, b) to represent a uniform distribution with lower limit a and upper limit b. In this study, the target distributions are absolutely continuous with respect to the proposal distributions. T (27500, 30000, 32500) U (28500, 31500) t 5 U (33000, 38000) U (34000, 36000)
The objective of this numerical study is to evaluate statistics of interest with regards to the target distribution. This is beneficial if one has already performed all the proposal evaluations in an "offline" phase and would like to evaluate the target statistics of interest in an "online" phase. The results from this numerical study are provided in Figure 3 . These results indicate that our approach accurately quantifies the output of interest distribution function from the proposal model evaluations. The target distribution function, shown here for comparison, required approximately 68 minutes to compute on a desktop computer. In comparison, our approach required 85 seconds to evaluate the empirical importance weighted proposal distribution function. Note that we show the target distribution function here for comparison purposes. Our L 2 -norm optimal empirical importance weights, denoted by the crosses, are determined using the Frank-Wolfe algorithm with step length α = 2/(2 + k).
Uniform Distribution and the L 2 -norm Discrepancy
In this example we present the relationship between our proposed approach and discrepancy theory (Dick and Pillichshammer 2010) . To illustrate this relationship, the proposal and target distributions are the uniform distribution on the unit hypercube. We also take this opportunity to evaluate the performance of the Frank-Wolfe algorithm and Dai-Fletcher algorithm over a range of parameters.
Substituting the uniform distribution function,
where we useω to denote our L 2 -norm distance metric in the special case of a uniform target distribution. If the proposal random samples are uniformly weighted (i.e.,ŵ i = 1, ∀ i ∈ {1, 2, . . . , n}), then Equation (60) relates directly to the L 2 -norm discrepancy. The L 2 -norm discrepancy is defined as
and is sometimes referred to as Warnock's formula (Matoušek 1998 , Warnock 1972 . In the following numerical study, we compare the ratio between the weighted L 2 -norm discrepancy that results from using (60) with our optimal empirical importance weights and Warnock's formula (61),
We investigate two scenarios: proposal random samples drawn from a pseudo-random (PR) sequence and from a randomized Sobol' low discrepancy (i.e., quasi-random, QR) sequence (Niederreiter 1978) . A pseudo-random number generator combines randomness from various low-entropy input streams to generate a sequence of outputs that are in practice statistically indistinguishable from a truly random sequence, whereas a quasirandom number generator constructs a sequence of outputs deterministically such that the output obtains a small discrepancy (Caflisch 1998 , Niederreiter 1978 . For the case d = 1, the analytic empirical importance weights (39) arê Table 5 presents the results for the d = 1 case. Shown are the ratios r (in percentages), averaged over 100 independent trials. The results illustrate that the optimal empirical importance weights consistently reduce the L 2 -norm discrepancy with respect to the uniformly weighted proposal random samples (i.e., r < 1). The reduction is more pronounced for the pseudo-random samples than the quasi-random samples. This is expected because quasi-random samples are constructed to reduce the discrepancy among the samples. Table 5 : The ratio of discrepancy computed using our optimal empirical importance weights and uniform importance weights, Equation (62) measured as a percentage. Shown are results for the d = 1 case, averaged over 100 independent trials. The term in parentheses is the corresponding standard deviation. n is the number of proposal random samples. Since we have available the analytic representation of the empirical importance weights (63), we can also see that the resulting weighted Monte Carlo integration rule for an integrable function g is
which was previously shown to be the trapezoidal integration rule (Yakowitz et al. 1978) . For the general case d > 1, the empirical importance weights are computed using the Frank-Wolfe algorithm with an optimal step length α, and the DaiFletcher algorithm. For all simulations presented the Dai-Fletcher algorithm computes the matrix H once and stores it. The Frank-Wolfe algorithm using a deterministic step length α halves the computational time compared to using an optimal step length, but leads to poor results early in the optimization process. We selected a maximum number of iterations as the termination criterion for both algorithms. The maximum number of iterations were selected such that both algorithms have similar computational run times.
2 The purpose of this study is to evaluate our proposed approach and to compare the computational performance of the Frank-Wolfe algorithm to the Dai-Fletcher algorithm over a range of parameters. These parameters include the number of proposal random samples n, the 2 All computations were performed on a dual Intel Core Xeon E5410 CPU desktop computer. As was the case for d = 1, these results illustrate that the optimal empirical importance weights consistently reduce the L 2 -norm discrepancy with respect to uniformly weighted proposal random samples. Again, the reduction is more pronounced for the pseudo-random samples than the quasi-random samples. In general, if the proposal random samples are drawn from a pseudorandom sequence, then increasing n leads to further decrease in the discrepancy (r decreases further); however, if the proposal random samples are drawn from a quasi-random sequence, then increasing n leads to less discrepancy reduction (r shows less decrease). This can be explained since the pseudo-random proposal samples have poor (high) initial discrepancy and including more proposal samples gives our approach more degrees of freedom over which to optimize. Conversely, the quasirandom proposal samples already have low discrepancy; including more samples in this case makes it more difficult for the optimization to find a lower-discrepancy solution.
The results generally show that the Frank-Wolfe algorithm converges more quickly for cases using pseudorandom samples, while the Dai-Fletcher exhibits better performance for quasi-random samples. This suggests that the Frank-Wolfe algorithm may be preferred when the initial proposal empirical distribution function is far from the target distribution function, while the DaiFletcher algorithm is a better choice when the initial empirical importance weights are already close to optimal. Examining the results with increasing dimension d (i.e., increasing condition number of matrix H (Visick 2000)), illustrates that both algorithms require more computational time to converge. This is expected since both algorithms implement gradient descent techniques whose convergence rates are expected to depend on the condition number of H. The results presented in Figure 7 demonstrate our approach on a large-scale application problem. In this example we extended the results presented in Figure  5 using the Frank-Wolfe algorithm to proposal sample sizes n = [8192, 32768, 131072] . The computational times presented do not include the time required to evaluate the initial gradient (i.e., initial matrix-vector product; a = Hŵ). The results suggest our approach scales well with large number of samples. Numerical strategies such as divide-and-conquering methods and parallelization can be implemented to further improve the computational run times.
From these results, we recommend using the FrankWolfe algorithm when the dimension d is small or when the initial proposal empirical distribution function is far from the target distribution function. Otherwise, we recommend the Dai-Fletcher algorithm if the dimension d is large or if the initial proposal empirical distribution function is close to the target distribution function. If the number of proposal samples n is so large such that the matrix H cannot be stored, then we recommend using the Frank-Wolfe algorithm since the Dai-Fletcher algorithm will require constructing the matrix H on the fly at each iteration, which will drastically increase computational time.
Conclusion
This paper presents a new approach that defines and computes empirical importance weights, and shows its connections to other discrepancy metrics and studies. A key attribute of the approach is its scalability: it lends itself well to handling a large number of samples through a scalable optimization algorithm. The approach also scales to problems with high-dimensional distributions, although numerical challenges will arise due to ill-conditioning of the matrix H. These challenges can be addressed, as they have in other fields such as optimization of systems governed by partial differential equations (Biros and Ghattas 2005) , through a combination of preconditioning techniques and use of optimization solvers that are tolerant to ill-conditioned matrices. Future efforts are required to extend the convergence results in the L 1 -norm presented here, to demonstrate almost everywhere convergence. Other future directions of interest include exploitation of the optimization solution process to generate sparse solutions, which may yield a way to derive efficient Monte Carlo integration rules that rely on a condensed set of samples (Girolami and He 2003) , and exploring different objective function metrics (in particular replacing the L 2 -norm metric with an L 1 -norm metric). 
