Purpose: Acquisition of high-quality x-ray images using low patient exposures requires detectors with high detective quantum efficiency (DQE). We describe a novel apodized-aperture pixel (AAP) design that increases high-frequency modulation transfer function (MTF) and DQE values. The AAP design makes a separation of physical sensor elements from image pixels by using very small sensor elements (e.g., 0.010-0.025 mm) to synthesize desired larger image pixels (e.g., 0.1-0.2 mm). Methods: A cascaded systems model of signal and noise propagation is developed to describe the benefits of the AAP approach in terms of the MTF, Wiener noise power spectrum (NPS), and DQE. The theoretical model was validated experimentally using a CMOS/CsI detector with 0.05 mm sensor elements to synthesize 0.20 mm image pixels and a clinical Se detector with 0.07 mm sensor elements to synthesize 0.28 mm pixels. A Monte Carlo study and x-ray images of a star-pattern and rat leg are used to visually compare AAP images. Results: When used with a high-resolution converter layer and sensor elements one quarter the size of image pixels, the MTF is increased by 53% and the DQE by a factor of 2.39 at the image sampling cut-off frequency. Both simulated and demonstration images show improved detectability of high-frequency content and removal of aliasing artifacts. Evidence of Gibbs ringing is sometimes seen near high-contrast edges. Conclusions: It is shown that the AAP approach preserves the MTF of the small sensor elements and attenuates frequencies above the image sampling cut-off frequency. This has the double benefit of improving the MTF while reducing both signal and noise aliasing, resulting in an increase of the DQE at high spatial frequencies. For optimal implementation, the converter layer must have very high spatial resolution and the detector must have low readout noise.
INTRODUCTION
The need to produce high-quality medical images while minimizing risks associated with radiation exposure 1,2 is a key motivator for the development of new x-ray detector technologies. Two critical detector-performance metrics are the modulation transfer function (MTF) and detective quantum efficiency (DQE), expressed as a function of spatial frequency. The MTF describes spatial resolution and the appearance of high-contrast and high signal-tonoise ratio (SNR) structures. The DQE describes image SNR for a given number of x-ray quanta incident on the detector with an ideal photon-counting detector having unity DQE. [3] [4] [5] Not all systems are able to produce equivalent image quality and SNR for a given exposure, due to differences in DQE. 6 For example, DQE can be reduced by: (a) reabsorption and escape of characteristic and scatter photons from photoelectric and Compton interactions; (b) inadequate number of secondary quanta collected (optical photons in a phosphor or charges in a photoconductor); (c) scatter of secondary quanta (optical scatter or charge migration); (d) noise aliasing; and (e) electronic read-out noise. [7] [8] [9] [10] [11] [12] When read-out noise is sufficiently small, noise aliasing is the primary cause of DQE degradation in a-Se detectors at high spatial frequencies. 8, 13, 14 Several investigators have studied methods of reducing signal and noise aliasing. For example, aliasing artifacts can be minimized by preferentially suppressing frequencies where aliasing may be expected. The "effective presampling filter" described by Ji et al. 15 is a linear filter that suppresses both signal and noise, resulting in reduced aliasing artifacts but no improvement in the DQE. Rowlands described a method of charge sharing between elements in a sensor array to reduce aliasing. 16, 17 This approach reduced the MTF slightly, but increased the DQE at frequencies where noise is reduced more than the squared MTF.
We describe a method of suppressing both signal and noise aliasing while improving the MTF and DQE at high frequencies. 18, 19 The method requires a detector consisting of an array of sensor elements that are smaller than the desired image pixel size. This provides an "over-sampled" image signal that is used to synthesize image pixels while maximizing the MTF and suppressing aliasing. The goal was to develop an approach of improving the DQE by taking advantage of new technologies (e.g., CMOS) that can be used to manufacture sensor elements so small they may have no clinical importance as image pixels directly, or result in image files too large for modern PACS and display systems. The result is a detector with an apodized aperture pixel (AAP) design in which pixels have a weighted and overlapping aperture response rather than conventional nonoverlapping pixel apertures. The converter layer must also be very high resolution, such as amorphous selenium deposited on a CMOS sensor array. [20] [21] [22] In this article, we present a theoretical description of the AAP design and describe improvements in detector performance in terms of the MTF and DQE. Results are validated with a simple Monte Carlo simulation and experimental proof-of-concept studies.
THEORY
The SNR performance of the AAP design is described using a cascaded systems analysis (CSA) that quantifies signal and noise properties of quantum-based imaging systems using a linear-systems approach. 5, 12, 14 It describes propagation of image signal and noise in the spatial frequency domain through a cascade of simple physical processes.
Input to the CSA model is a random point process 23 describing a spatial distribution of x-ray quantaq o ðxÞ incident on the detector as illustrated in Fig. 1 , consisting of the superposition of a Dirac d-function for each incident x-ray photon. The overhead tilde (~) is used to indicate a random variable (RV) or function, and overhead bar ( ) indicates an expectation value. We use one-dimensional illustrations for simplicity but results are easily generalized to two-dimensional space. The model output isd y ðxÞ, a sequence of uniformly spaced d-functions scaled by associated discrete numerical values representing image pixel data where the superscript † is used to indicate a sampled function.
Cascaded models of both a simple conventional detector and an AAP detector are compared in Fig. 2 . For each, the three columns represent: (a) image signal in the spatial domain; (b) image signal in the spatial frequency domain (magnitude only); and (c) Wiener noise power spectrum. The letter q is used to indicate a random point process describing a spatial distribution of quanta (d functions), d a detector numerical value, and n an additive detector readout noise term. In the frequency domain, dashed lines indicate aliased terms, whereas solid lines indicate fundamental components (in the 2nd column) and sum of harmonics (in the 3rd column).
The input to step 1 isq o ðxÞ representing x-ray quanta incident on the detector:
where e x n is a vector RV describing the coordinate of the nth ofÑ o photons. In practice,x n is not uniformly distributed to reflect nonuniform x-ray transmission through the patient, but for Fourier metrics of noise we must assume wide-sense stationary noise processes, requiring thatx n be uniformly distributed over an infinite detector that we represent as having width L in the limit L?∞ and 
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2.A. Conventional detector
As illustrated in step (1) of Fig. 2 , the number of photons interacting in the ith element of width a of a conventional detector, scaled by constant k representing detector gain, is given by:
where * represents a convolution operation andd a ðxÞ is the detector presampling signal describing the sensor signal that would be obtained for an element centered at x. The FT of d a ðxÞ is given by:
where sinc(au) sin (pau)/pau and the Wiener NPS by
The process of evaluatingd a ðxÞ to obtain the set of discrete signal values from all elements is illustrated in step (2): 
The Wiener NPS is determined by noting thatd y a ðxÞ is a wide-sense cyclostationary random process as the mean and autocovariance are stationary with shifts of ia.
9,26 Thus, while signal aliasing is described as a convolution ofD a ðuÞ with 1 a P j dðu À j a Þ, noise aliasing is described as a convolution of W d a ðuÞ with
The last result comes from the property that an infinite sequence of sinc 2 ðau) functions, shifted by integer multiples of a À1 , sum to unity. 13 Detector electronic additive readout noise is represented as the addition ofñ 
With additive noise, the conventional detector signal is shown at step ( 
having NPS given by
It is convenient to express the NPS as a normalized NPS, W 
where the average of scaled d-functions with spacing a is hd
This form is helpful for understanding performance characteristics as an ideal detector in this model has W ðnÞ C y ðuÞ ¼ 1. The presampling MTF is determined as the ratio of the output to input mean signal in the spatial frequency domain, normalized to unity at u = 0:
and DQE by
2.B. AAP detector
The AAP detector is represented as an array of sensor elements of size e, where e is smaller than a. With this difference, the cascaded model of the AAP detector in Fig. 2 is similar to that of the conventional detector up to and including step (3) . The synthesis of image pixel values from sensor data is expressed as a discrete convolution and resampling operation, corresponding to a convolution integral in step (3.1) givingd f ðxÞ ¼d y ñ ðxÞ Ã fðxÞ where f(x) is the kernel of the presampling AAP filter, followed by evaluation of the result at uniform spacings a in step (3.2). Similar tod a ðxÞ, d ðxÞ andd f ðxÞ are presampling functions that are not physically accessible. The output from the AAP detector is therefore given by ½mm À1 :
andD
where F(u) is the FT of f(x) and the NPS ofd f ðxÞ is given by [mm]:
The NPS of the AAP detector is ½mm À1 : 
( )
where F(0) is the zero-frequency value of F(u) and F(0)6 ¼0. The MTF of the AAP detector is therefore given by:
The DQE is more subtle due to the combined effects of noise aliasing from sampling at spacings of both a and e:
Inspection of Eq. (23) suggests that a good choice for F(u) is a low-pass filter that blocks all frequencies above the sampling cut-off frequency u c ¼ 0:5=a. This ensures image content at frequencies above u ¼ u c (in samples with spacings e) is not aliased below the image sampling cut-off frequency u c , and the DQE simplifies to:
2.C. MTF and DQE improvement
The presampling MTF, normalized NPS, and DQE curves predicted by the CSA model for conventional (binned) and AAP detectors (ideal converter-layer with unity quantum efficiency, rectangular low-pass AAP filter, e = 0.05 mm and a = 0.2 mm) having the same pixel size are compared in Fig. 3 . The conventional presampling MTF follows the sinc (au) shape given by Eq. (15) while the AAP presampling MTF follows sinc(eu) up to the cut-off frequency u c ¼ 0:5=a and suppresses frequencies above u c as described by Eq. (22) . Thus, while the AAP method results in an MTF increase by the factor sinc(eu)/sinc(au), giving a 53% increase at the cut-off frequency (regardless of converterlayer blur), it also removes aliasing from the image if present.
Comparison of W C y ðuÞ and W A y ðuÞ at step (3) shows the AAP approach reduces noise aliasing by suppressing frequencies 0.5/a < u < 0.5/e. As illustrated in Fig. 3 , the NPS is independent of frequency for both conventional and AAP detectors when used with an ideal (no blur) x-ray converter layer.
Equations (23) and (24) show the DQE is independent of AAP filter F(u) shape as long as it describes a low-pass filter with cut-off frequency u c ¼ 0:5=a and readout noise is negligible. Under these conditions, the DQE-improvement factor is sinc 2 ðuÞ=sinc 2 ðauÞ, equal to a 2.39 increase at the image sampling cut-off frequency. Also, comparison of Eqs. (16) and (24) shows the AAP approach will generally be less tolerant of readout noise, requiring r 2 ¼ a r 2 a for the same effect on the DQE, due to the smaller sensor size. In two-dimensions, the read-out noise requirement scales with the square of the element-to-pixel size ratio, r
a . Achieving lower readout noise may not be trivial. Reducing sensor area may decrease the required storage capacitance in each element, which may reduce noise, but the corresponding reduced signal size and increased number of sensors on each dataline will place greater demands on the electronics. These may be difficult to achieve with some technologies.
2.D. Simulated sinusoidal patterns
The visual impact of the expected MTF and DQE improvements is illustrated with a simple simulation comparing conventional with AAP images. An oversampled image (representing microelements with e = 0.05 mm) was created to synthesize both conventional (4 9 4 binned, a = 0.2 mm) and AAP (a = 0.2 mm) images assuming no read-out noise. The AAP approach was implemented in the frequency domain using a low-pass filter with unity height up to the sampling cut-off frequency u c ¼ 0:5=a. Other AAP images (open field, edge, star-pattern, and rat leg) were synthesized similarly differing only in pixel size.
Each image has 15 two-dimensional sinusoidal patterns in three rows of differing contrast and five columns of differing spatial frequency (1.0, 1.5, 2.0, 2.4, and 3.0 cycles/mm) chosen to be below, just below, and above the sampling cut-off frequency of 2.5 cycles/mm. Patterns in the rows from top to bottom have amplitudes of 60, 100, and 140 pixel values. Gaussian noise (standard deviation of 100) was added to each pixel in the oversampled image to simulate quantum-noise.
MATERIALS AND METHODS

3.A. Experimental star-pattern and biological images
Proof-of-concept images for the AAP design were obtained using a star-pattern (Tielung, 0.05 mm Pb thickness, 45 mm diameter, with 2 angled bars) and clinical mammography system (Hologic Inc.) having a Se converter layer and 0.07 mm sensor elements. Both conventional (494 binning) and AAP images were synthesized to create images with a = 0.28 mm.
With a similar Hologic detector, an image of a rat leg perfused with a lanthanide-based vascular contrast agent was acquired in accordance with the protocol (#2015-018) approved by The University of Western Ontario Council on Animal Care. The raw image was log-transformed and gray-scale inverted. Conventional and AAP images were synthesized as described above. While this results in relatively low-resolution (0.28 mm pixel) images, they are used to experimentally demonstrate the relative MTF improvement with the AAP approach.
3.B. Experimental MTF and DQE
Experimental validation of the AAP theory was performed using both lab-based and clinical imaging systems. The lab system consisted of a CMOS-based panel having 0.05 mm sensor elements (Xmaru, Rayence Co. Ltd., Seoul, Korea) with a 0.5-mm CsI converter layer. Conventional images were generated with 494 binning (0.2 mm pixels) and AAP images were synthesized as described in Section 2.D. The MTF and DQE were determined using both conventional and AAP images with a detector exposure of 4 lGy air KERMA and IEC RQA-5 spectrum (70 kV, 21.0 mm added Al, 6.4 mAs, 7.1 mm Al HVL, 150 cm source-image distance) using a DQE-testing instrument (DQEPro, DQE Instruments Inc., London, Canada) following IEC 62220-1 guidelines. 27 Additive read-out noise was verified to be negligible relative to x-ray quantum noise.
The same MTF and DQE comparison was made using a Hologic detector with a Se converter layer. Images having 0.28 mm pixels were synthesized for both AAP and 4 9 4 binning methods as described above. The MTF and DQE were measured using 90 lGy air KERMA with an IEC W/Rh spectrum (28 kV, 2 mm added Al, 24 mAs, 0.75 mmAl HVL, 65 cm source-image distance, no grid).
RESULTS
4.A. Simulated sinusoidal patterns
The simulated images in Fig. 4 compare the visual appearance of conventional (binned, upper) and AAP (lower) methods. The first observation is that noise in both images is indistinguishable. This is expected as they each have a flat NPS and images are shown with the same display windows. The conventional image shows decreasing contrast with increasing frequency in the first four columns as expected, and the fifth column shows a pattern that has been aliased to a lower frequency. In comparison, the AAP image shows very little loss of contrast with frequency in the first four columns, consistent with the expected flatter MTF, and the fifth-column pattern has been removed completely as it contains only frequencies above the sampling cut-off frequency u c . This observation gives confidence in the ability of the AAP method to suppress both signal and noise frequencies above u c .
4.B. Experimental star-pattern and biological images
Star-pattern images in Fig. 5 show obvious difference between the conventional (left) and AAP (right) images. The conventional image contains the distinct Moir e pattern artifact due to interference effects from undersampled signals (aliasing) resulting in a misrepresentation of the star-pattern with contrast reversal near the image sampling cut-off frequency (near the circle). The AAP image shows improved contrast, particularly at high frequencies, and removal of aliasing artifacts.
The AAP image of the biological specimen in Fig. 6 shows sharper bone edges (white arrow) and finer vasculature detail (white circle) than the conventional image. This is due to improved high-frequency response with the AAP approach. The AAP image preserves high-frequency content up to the cut-off frequency while the conventional image appears blurred. Also, the AAP image has no visible ringing. Both conventional and AAP images were sinc interpolated (49 oversampling) to ensure all three images have the same number of pixels in the publication to allow for direct comparison.
4.C. Experimental MTF and DQE
4.C.1. CMOS/CSI detector
The experimental presampling MTF, normalized NPS, and DQE curves obtained with the CMOS/CsI detector are shown in Fig. 7 , comparing conventional (binned) and AAP methods. This detector has extremely low readout noise. The measured normalized readout NPS for both conventional and AAP methods was approximately 0.003 over all frequencies which is considered negligible compared to the total NPS as shown. Optical scatter in the CsI converter layer reduces spatial resolution and hence the measured MTF decreases with frequency more quickly than the theoretical model of Eq. (15) which does not include a converter. The AAP MTF shows a modest improvement only, still consistent with the expected 53% increase, and the low-pass characteristic of the AAP method as frequencies above u c ¼ 0:5=a are suppressed. The CsI converter also suppresses high-frequency noise, and hence there is less noise aliasing than predicted by the theoretical model. As a consequence, while the DQE is still improved by a factor of two (from 0.2 to 0.4) near the cut-off frequency, it is less than what is predicted by Eq. (24).
4.C.2. Se detector
Results obtained with the Se detector are closer to the theoretical prediction as the Se converter layer results in very little loss of spatial resolution. 28 Figure 8 shows measured presampling MTF, normalized NPS, and DQE curves comparing conventional (binned) and AAP methods using the Se detector. The conventional MTF is similar to the theoretical curve of Eq. (15) and the AAP MTF is closer to Eq. (22) including the low-pass cut-off frequency of u c ¼ 0:5=a % 1:8 cycles/mm. Readout noise is negligible compared to the total image noise as shown and the NPS is relatively flat for both conventional and AAP images. The DQE near u c is approximately doubled from 0.3 to 0.6, resulting in a DQE that is less dependent of frequency up to the sampling cutoff frequency.
The AAP response in the spatial domain is shown in the edge-response function (ERF), and its derivative the linespread function (LSF), in Fig. 9 for both conventional and AAP approaches. The AAP curves, particularly the LSF, show Gibbs ringing due to our use of a rectangular filter with sharp truncation in the frequency domain.
DISCUSSION
The approach described in this work is the first description of how high-frequency DQE values can be increased by reducing spectral aliasing without simply suppressing content at frequencies where aliasing may occur. Spectral aliasing can be the primary cause of DQE degradation at high frequencies for Se-based detectors and for CsI-based detectors at x-ray energies below the K-edge energies of Cs and I ( $ 33 keV). The AAP method improves both the MTF and DQE, but may be less effective when other factors such as additive detector noise, secondary quantum sinks 7 , or scatter reabsorption 11 are the main cause of SNR degradation. Spatial-resolution limitations of the converter material explains the underwhelming improvement in DQE of the CMOS/CsI detector shown here, and illustrates the need for very high-resolution converter materials to make this successful. For example, a Se/CMOS combination may be near optimal. [20] [21] [22] Also, the sharp low-pass filter used in this demonstration results in slight Gibbs ringing around edges, as shown in the edge-response function and the star-pattern image. This can likely be reduced with a less-abrupt filter cutoff, but maybe at the expense of a reduced benefit on the MTF and DQE. Filters with a sharp-cutoff in the frequency domain result in a detector impulse response that is not "local", such as off-center oscillations in the spatial domain as shown in the AAP line-spread function. This could potentially result in visible ringing artifacts near sharp-edges, but it preserves image contrast and improves visibility of features in noise-limited low-contrast regions.
Conventional and AAP approaches would have the same DQE if aliasing did not occur, but images from conventional high-resolution converter layer detectors usually have noise aliasing. Removing noise aliasing improves high-frequency DQE and provides greater visibility of high-frequency features present in noise-limited low-contrast regions as shown in Fig. 4 . For images that are not noise-limited, modest contrast improvement is expected from MTF improvement at high-frequencies with the AAP approach as observed in Fig. 6 . This proof-of-concept experiment demonstartes sharper edges and finer detail in AAP images, even though the image is contrast-limited so we only expect a 50% improvement at high frequencies. Greater improvement in visibility of high-frequency content in noise-limited regions is expected. We view the AAP approach as having a role to play on detectors having substantial computational ability and where sensor elements can be manufactured smaller than what might be of practical value for clinical imaging. For example, the high-frequencies available with full-size detectors having 0.025 mm sensors (20 cycles/mm) may have no direct clinical value, and the resulting file sizes (%1 TByte) may be too large for practical display, transmission, and storage at present. The AAP method may provide an architectural approach in which image pixels are separated from physical sensor elements. On CMOS and other new detector designs with very small sensors this may be a way to improve the DQE at frequencies of practical importance. The synthesis of larger pixel values could take place in real time, directly on the detector, eliminating the need for very high data-transfer bandwidths in the readout systems. As illustrated here, the AAP approach may be useful for CMOS/CsI systems, but would likely have a greater impact on CMOS/Se or related technologies having very high resolution converter layers that are currently under development. 20, 22 Development of x-ray sensors with microelement sizes for clinical use requires a converter layer that achieves a desirable quantum detective efficiency without reducing spatial resolution. The low noise performance of CMOS sensor arrays might best satisfy the read-out noise requirement for AAP implementation due to reduced signal strength in each sensor and the need for multiple readouts per image pixel.
CONCLUSION
A method is described in which high-frequency MTF and DQE performance of x-ray detectors can be improved through the use of detectors with physical sensor elements that are smaller than the desired image pixels. It is shown theoretically that the method works by preserving the superior aperture MTF of the smaller physical sensor elements and reducing noise aliasing by implementing a low-pass filter that eliminates frequencies above the image sampling cut-off frequency u c ¼ 0:5=a where a is the image pixel size. This has the additional benefit of removing signal aliasing from the image. The result is a potential 53% increase in the MTF and more than a doubling of the DQE at the sampling cut-off frequency when used with a high-resolution converter layer. 
