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Zusammenfassung (Summary in German)  
Die metallorganische Gasphasenepitaxie (metal organic vapor phase epitaxy, MOVPE) 
hat eine wichtige Rolle als Herstellungsmethode der III-V-Halbleitermaterialien für 
optoelektronische Anwendungen inne. Dies beinhaltet unter anderem die Herstellung von 
Telekommunikationslasern, Leuchtdioden, hocheffizienten Solarzellen und Hochfrequenz-
bauteilen im industriellen Maßstab. Obwohl sich die MOVPE als Abscheidungsmethode 
für Halbleitermaterialien seit ihrer Entdeckung und Entwicklung in den 1960er Jahren 
weitreichend etabliert hat, sind immer noch viele fundamentale Fragen über die 
grundlegenden physikalischen Effekte des Wachstumsprozesses ungeklärt. Dies liegt in 
der Komplexität der korrekten Beschreibung der auftretenden thermodynamischen, 
kinetischen und hydrodynamischen Effekte begründet und resultiert in einer eher 
phänomenologischen Beschreibung des epitaktischen Wachstumsprozesses. Dennoch 
dient die MOVPE zur Herstellung von neuen metastabilen Materialien, die eine Grundlage 
für die Erfindung und Optimierung von neuartigen Bauelementen bilden. 
Eine Herangehensweise ist der Einsatz von verdünnt stickstoff- und verdünnt 
bismuthaltigen Materialien, die auf den III-V-Halbleitern Galliumarsenid (GaAs) und 
Galliumphosphid (GaP) basieren. Diese Materialien sind vielversprechend, um einen 
kleinen Beitrag zu aktuellen Themen wie der Verlangsamung der globalen Erwärmung 
beizutragen, indem zum Beispiel die Energieeffizienz der heutzutage genutzten 
Telekommunikationslaser verbessert wird. Die verdünnt bismuthaltigen Materialien zeigen 
das Potential, den Energieverbrauch der Laserdioden, die für den Datentransfer im 
Internet mit Emissionswellenlängen von 1.3 µm and 1.55 µm genutzt werden, drastisch zu 
reduzieren. Die weit höhere theoretische Effizienz der verdünnt bismuthaltigen Materialien 
im Vergleich zu den zur Zeit genutzten (Ga,In)(As,P)-Laserdioden liegt in der 
Unterdrückung von internen Verlustprozessen begründet, welche die Effizienz der 
(Ga,In)(As,P)-Laserdioden drastisch senkt. Des Weiteren werden die verdünnt 
stickstoffhaltigen Materialien als potentielle Lösung für effizientere Telekommunikations-
laser diskutiert. Hier könnte das (Ga,In)(N,As)-Materialsystem große Vorteile im Hinblick 
auf die thermische Stabilität der Laserstrukturen liefern. Zusätzlich können die 
Laserstrukturen auf Basis des gut erforschten GaAs-Materialsystems hergestellt werden 
und somit im Gegensatz zur Herstellung der (Ga,In)(As,P)-Laserdioden auf InP-Basis von 
einer fortschrittlicheren technologischen Umsetzung profitieren. Neben der Anwendung 
als Lasermaterial werden die verdünnt stickstoffhaltigen Materialien zur Realisierung von 
hocheffizienten Solarzellen im Kontext der erneuerbaren Energien diskutiert. In diesem 
Zusammenhang könnten Materialkombinationen wie (Ga,In)(N,As), Ga(N,As,Sb) oder 
Ga(N,As,Bi) Anwendung in sogenannten Mehrfachsolarzellen finden. Die genannten 
Materialien könnten in diesem Konzept die Solarzellenschicht für die effiziente Absorption 
des Sonnenlichts im Wellenlängenbereich zwischen 1.1 µm and 1.4 µm verbessern, 
wodurch theoretische Umwandlungswirkungsgrade von über 50 % erreicht werden 
könnten. Dieser Wirkungsgrad sollte ausreichen, um im Preis-Leistungs-Vergleich in 
Konkurrenz zu der Silizium basierten Solarzellentechnologie zu treten. Die Herstellung der 
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genannten neuartigen Materialien konnte allerdings noch nicht mit der notwendigen 
Materialzusammensetzung sowie ausreichender struktureller Qualität und Reinheit 
realisiert werden und ist daher ein Thema der aktuellen Forschung.  
Diese Arbeit soll mit einem kleinen Anteil zu der Realisierung der Anwendung dieser 
neuartigen Materialen beitragen und das grundlegende Verständnis zum epitaktischen 
Wachstum mittels MOVPE verbessern. Im ersten Teil dieser Untersuchungen wurde dazu 
die Oberflächenstruktur von verschiedenen verdünnt stickstoffhaltigen und verdünnt 
bismuthaltigen Schichten mit der Reflektionsanisotropiespektroskopie (reflection 
anisotropy spectroscopy, RAS) analysiert. Die RAS diente dabei zur in-situ Analyse der 
beim epitaktischen Wachstum von Ga(As,Bi)- und Ga(N,As)-Halbleiterschichten 
auftretenden Oberflächenrekonstruktionen, welche Rückschlüsse auf die Anordnung der 
Atome auf der Halbleiteroberfläche ermöglicht. Für die Untersuchung von Ga(N,As) wurde 
dazu der Einfluss des bereits etablierten 1,1-di-methyl-hydrazin (UDMHy) Präkursors und 
des neuartigen di-tert-butyl-amino-arsan (DTBAA) Präkursors auf die Oberflächenstruktur 
des Halbleiters GaAs untersucht. Die Zugabe von UDMHy auf die GaAs (001) Oberfläche 
resultierte in einer signifikanten Änderung der Oberflächenrekonstruktion von der 
arsenreichen c(4×4)β Oberfläche hin zu einer gallium- oder stickstoffreichen (2×6)/(6×6) 
Oberfläche. Im Vergleich dazu zeigte der analoge Prozess mit DTBAA eine Stabilisierung 
der arsenreichen c(4×4)β Oberflächenrekonstruktion aufgrund der intrinsischen 
Bereitstellung von Arsen des Präkursors. Während des Wachstums von Ga(N,As) durch 
die Zugabe von tert-butyl-arsan (TBAs) und tri-ethyl-gallium (TEGa) zeigte sich 
unabhängig vom verwendeten Stickstoffpräkursor und unabhängig von der 
Ausgangskonfiguration der unterliegenden GaAs Oberfläche ein Übergang zu der 
gleichen gallium- oder stickstoffreichen (2×6)/(6×6) Oberflächenrekonstruktion. Die 
Unabhängigkeit von der Ausgangsoberfläche wurde durch das Wachstum einer Ga(N,As) 
Schicht auf einer speziell präparierten (2×4) GaAs Oberfläche untersucht. Auf der 
Grundlage dieser Ergebnisse wurden atomar abrupte Ga(N,As) Zwischenschichten auf 
GaAs mittels verschiedener Wachstumssequenzen mit einem vermutlichen 
Stickstoffeinbau von bis zu 16 % realisiert. Die Wachstumssequenzen basierten dabei auf 
den Erkenntnissen zu den Ga(N,As) Oberflächenrekonstruktionen, und der Epitaxie-
Prozess konnte mittels RAS in-situ überwacht werden.  
Die Experimente zu den Ga(As,Bi) Halbleiterschichten wurden analog dazu mit der 
Untersuchung des Einflusses des tri-methyl-bismut (TMBi) Präkursors auf die GaAs (001) 
Oberfläche begonnen. Wie von dem bereits bekannten Verhalten des Aufschwimmens 
von Bi auf der Wachstumsoberfläche zu erwarten war, zeigte sich ein starker Einfluss von 
Bi auf die Oberflächenstruktur. Die Zugabe von TMBi bewirkte eine Änderung von der 
arsenreichen c(4×4)β Oberfläche zu einer vermutlich bismuthaltigen (4×3) Oberfläche. 
Dieser Wechsel zwischen den Oberflächenrekonstruktionen konnte in direkten 
Zusammenhang mit der notwendigen Oberflächenbelegung mit Bi während des 
Wachstumsprozesses zur Realisierung von Ga(As,Bi) Schichten mit hoher kristalliner 
Qualität gebracht werden. Diese Bi-benetzte Oberfläche wurde weiter in Hinblick auf ihre 
thermische Stabilität, die Widerstandsfähigkeit gegen Änderungen der umgebenden 
Bedingungen und ihre Aufbauzeit analysiert. Die Hinzugabe von TBAs und TEGa, was 
das Wachstum von Ga(As,Bi) hervorruft, resultierte in einer weiteren Modulation der 
Oberflächenrekonstruktion zu einer Bi-benetzten c(4×4)β Oberfläche. Weiter zeigte die 
Ausbildung der Oberflächenrekonstruktion der Wachstumsoberfläche von Ga(As,Bi) ein 
sehr sensitives Verhalten auf Änderungen im Gasphasenverhältnis von TBAs/TEGa, was 
den sehr kleinen möglichen Wachstumsbereich von Ga(As,Bi) unterstreicht. Zusätzliche 
Experimente wurden auf vorher präparierten (2×4) GaAs Oberflächen durchgeführt. Diese 
zeigen, dass sich die Oberflächenrekonstruktion von Ga(As,Bi) der unterliegenden 
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Oberflächenstruktur anpasst. Zur Untersuchung der ‘verdünnt stickstoff- und verdünnt 
bismuthaltigen Strukturen wurde außerdem die Oberflächenmorphologie mittels 
Rasterkraftmikroskopie (atomic force microscopy, AFM) und die Materialzusammen-
setzung mittels hochauflösender Röntgenbeugung (high resolution X-ray diffraction, 
HR-XRD) analysiert. Die Analyse der Materialzusammensetzung zeigte, dass der 
Stickstoffeinbau in GaAs auf galliumreicheren Oberflächen wie der (2×4) Oberfläche 
bevorzugt ist, sowie, dass ein erhöhter Bismuteinbau in GaAs auf der arsenreicheren 
c(4×4)β Oberfläche gegeben ist.  
Im zweiten Teil der vorliegenden Doktorarbeit wurde ein neues Massenspektrometer zur 
Echtzeitanalyse der Gasphasenzusammensetzung während des Abscheidungsprozesses 
von III-V-Halbleitermaterialen eingesetzt. In diesem wurde die thermische Zerlegung der 
neuartigen Stickstoffpräkursoren DTBAA, di-tert-butyl-amino-phosphan (DTBAP) und 
di-tert-butyl-arsenyl-di-methyl-hydrazin (DTBADMHy) untersucht. Zur Analyse der 
Zerlegungstemperaturen und der Zerlegungsreaktionen dieser Präkursoren wurden diese 
Reaktionen zunächst unabhängig voneinander (unimolekular) in dem verwendeten 
AIXTRON AIX 200 MOVPE Reaktor untersucht. Diese Untersuchungen beinhalten neben 
den neuartigen Stickstoffpräkursoren DTBAA, DTBAP und DTBADMHy die Analyse der 
unimolekularen Zerlegung der Gruppe-III-Präkursoren tri-methyl-gallium (TMGa), TEGa, 
tri-tert-butyl-gallium (TTBGa) und der Gruppe-V-Präkursoren TMBi, TBAs, 
tert-butyl-phosphane (TBP) und UDMHy. Die Zerlegungsreaktionen zeigen eine gute 
Übereinstimmung zu früheren Zerlegungsstudien und bestätigen dadurch die 
Praktikabilität und Verlässlichkeit des neuartigen Massenspektrometerkonzepts. Ein 
großer Vorteil dieser Studie ist die Untersuchung all dieser unimolekularen Reaktionen 
unter vergleichbaren Bedingungen im selben Reaktorsystem, wodurch eine gute 
Grundlage für weitere Zerlegungsstudien geschaffen wurde. Die neuen Zerlegungsstudien 
der genannten neuartigen Stickstoffpräkursoren ist von grundlegender Bedeutung, um das 
vorteilhafte Einbauverhalten dieser Präkursoren bei Wachstumstemperaturen unterhalb 
von 500 °C zu verstehen. Die Präkursoren DTBAA, DTBAP und DTBADMHy weisen alle 
eine direkte N-As beziehungsweise eine direkte N-P Bindung auf. Die Zerlegungsanalyse 
zeigte, dass diese Bindung sich als erster Schritt im Mechanismus der Homolyse oder 
Heterolyse unter Freisetzung von Aminylradikalen (NH2•) spaltet. Diese NH2• Radikale 
werden für den effizienten N-Einbau bei niedrigen Temperaturen sowie für die Limitierung 
des N-Einbaus bei hohen Temperaturen durch Bildung von NH3 verantwortlich gemacht. 
Der As- beziehungsweise P-Einbau hängt mit der Zerlegung der im ersten Reaktionsschritt 
gebildeten größeren Radikale di-tert-butyl-arsan (DTBAs•) und di-tert-butyl-phosphan 
(DTBP•) zusammen. Aufbauend auf der Untersuchung der unimolekularen 
Zerlegungsreaktionen wurde die Gasphasenzusammensetzung während des Wachstums 
von GaAs-, GaP- und GaN-Halbleitermaterialien analysiert. Die aufgetretenen 
bimolekularen Reaktionen wurden am ausführlichsten für die Präkursorkombinationen von 
TBAs mit TMGa, TEGa und TTBGa untersucht. Die entsprechenden Ergebnisse zeigen 
einen starken Einfluss der Ga-Präkusoren auf die Zerlegung des TBAs. Unter anderem 
wurde die Zerlegungstemperatur von TBAs bis auf die Zerlegungstemperatur der Ga 
Präkursoren herabgesetzt, was sich mit einem katalytischen Effekt der zerlegten Ga 
Präkursoren erklären lässt. Diese Katalyse reduziert die Zerlegungstemperatur des TBAs 
von 350 °C auf bis zu 160 °C bei Kombination mit TTBGa. Dieser Katalyseprozess ist 
besonders für das Wachstum von GaAs bei tiefen Temperaturen interessant. Weitere 
Zerlegungsexperimente wurden für verschiedene Gasphasenverhältnisse von 
TBAs/TEGa zwischen 0.5 und 10 durchgeführt. Hierbei wurden hochsensitive Messungen 
der Zerlegungsprodukte mittels selektivem Ionenauswurfs (stored wave inverse Fourier 
transformation, SWIFT) aus der Ionenfalle realisiert. Die Ergebnisse zeigten, dass ein 
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Alkylaustausch als wichtiger Schritt in der katalytischen Zerlegung von TBAs und den Ga 
Präkursoren stattfindet. Passend dazu wurde der Einfluss der Ga Präkursoren während 
des Wachstums von GaP auf die Zerlegung von TBP untersucht. Analog zur TBAs Studie 
zeigte sich eine Reduktion der Zerlegungstemperatur des TBP durch die Katalyse mittels 
der bereits zerlegten Ga Präkursoren. Allerdings liegt die dabei bestimmte 
Zerlegungstemperatur durchschnittlich 50 °C höher als beim TBAs. Dies lässt sich 
erklären, wenn sowohl die vergleichsweise stärkere C-P Bindung des TBP als auch die 
Alkylgruppen der Ga Präkursoren in die Zerlegungsreaktion involviert sind, was die Idee 
des Alkylaustausches untermauert. Die abschließenden Experimente wurden in Hinblick 
auf die Analyse von Adduktreaktionen im Wachstumsprozess durchgeführt. Die 
Adduktbildung ist beispielsweise für die Präkursorkombinationen von UDMHy mit TMGa 
und TEGa vorhergesagt, konnte aber bisher nur indirekt überprüft werden. Die Analyse 
der entsprechenden bimolekularen Reaktionen in der Ionenfalle zeigte die Bildung von 
größeren Addukten wie (CH3)2NN[(CH3)2Ga]2NN(CH3)2 bei Raumtemperatur zwischen 
UDMHy und TMGa. Analog zeigte sich die Bildung von (CH3)2NN[(C2H5)2Ga]2NN(CH3)2 
mit UDMHy und TEGa.  
Abschließend lässt sich sagen, dass die Analyse der Oberflächenstrukturen und der 
Gasphase während des Wachstumsprozesses mit MOVPE neue Einblicke in den 
Abscheidungsprozess von III-V-Halbleitern hervorgebracht hat, besonders im Hinblick auf 
die verdünnt stickstoff- und verdünnt bismuthaltigen Materialsysteme. Beide 
Analysemethoden, sowohl die Oberflächenanalyse mittels RAS als auch die 
Gasphasenanalyse mittels Massenspektrometrie, ermöglichten zusätzliche Einblicke in 
die auftretenden chemischen Reaktionen und eine direkte Kontrolle des 
Wachstumsprozesses. Zukünftig sollten die Anwendung und das Verständnis dieser 
Methoden auf neuartige Materialen angewendet werden. Besonders die Analyse von 
ternären, quaternären oder neuartigen 2D-Materialsystemen ist interessant, da diese 
vorrausichtlich die Grundlage für neuartige Anwendungen im Themengebiet der Halbleiter 
bilden.  
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Chapter 1  
Introduction 
Today’s society benefits from a large number of technological, social and economic 
inventions and developments that have improved our lives in many aspects for thousands 
of years. However, there are still a lot of essential tasks to be solved on our planet and 
beyond to improve and adjust living conditions. This covers topics such as food security, 
employment security, gender equality, globalization, the fourth industrial revolution, space 
exploration, healthcare, including the present challenge of a global pandemic, climate 
change and many more.1,2 To solve all these tasks new scientific discoveries will play a 
significant role.  
The focus of this work is meant to make a small contribution to possible solutions in the 
field of climate change. In particular, the research has been done for the improvement in 
the fabrication of novel material systems, which are discussed for applications such as 
telecommunications lasers, light emitting diodes, highly efficient solar cells or high 
frequency devices. These device applications are mainly based on III-V compound 
semiconductors materials that are produced by metalorganic vapor phase epitaxy 
(MOVPE) on an industrial scale, with a global market value of over 90 billion dollars today.3  
One research approach with respect to the climate change is connected with the poor 
energy efficiency of the currently used telecommunication lasers. These 
telecommunications lasers are used for the data transfer across the internet via glass 
fibers networks. Due to every days usage of social media, streaming platforms, 
smartphone communication and new concepts in the scope of the ‘Internet of Things’ the 
data communication largely increases by about 60 % each year.4 Consequently, this 
results in an astonishingly high energy consumption by the internet of about 10 % of the 
global electricity demand today.5 Besides the large energy consumption of the data 
storage centers, the telecommunication could be improved by the exchange of the 
currently used indium gallium arsenide phosphide (Ga,In)(As,P) laser diodes, which are 
deposited on InP substrates. These laser structures have a low efficiency of 20 % due to 
internal loss processes in the active region such as Auger recombination and inter-valence 
band absorption (IVBA), resulting in heat generation.6–8 The generated heat leads to an 
increased temperature of the devices and consequently device cooling is required. These 
additional cooling efforts drop the effective efficiency of the (Ga,In)(As,P) laser diodes by 
a further magnitude.6 Since the data communication is based on light emission at a 
wavelength of 1.3 µm or 1.55 µm, due to the absorption minima of the glass fibers at these 
wavelengths, new laser devices emitting at these wavelength are desired. 
A possible optimization in this regard is the use of ‘dilute bismide’ containing gallium 
arsenide, Ga(As,Bi), as high efficient telecommunications lasers. Besides the fact that 
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Ga(As,Bi) can be deposited on high-quality GaAs substrates, a large benefit of Ga(As,Bi) 
compared with the currently used (Ga,In)(As,P) material system is the predicted 
suppression of internal loss processes such as Auger recombination and IVBA for bismut 
fractions above 10 %.9,10 However, due to the high metastability of the Ga(As,Bi) material 
system the realization of high quality Ga(As,Bi) structures with more than 10 % Bi 
incorporation is an ongoing challenge. Nevertheless, this offers a large opportunity to 
improve the energy consumption of these devices and therefore to contribute to solutions 
regarding the climate change.  
Another research approach is the investigation of materials based on ‘dilute nitride’ 
containing gallium arsenide, Ga(N,As). This material family is also discussed for 
applications as telecommunication laser emitting at 1.3 µm or 1.55 µm, by using indium 
gallium nitride arsenide (Ga,In)(N,As) as active medium. One benefit of the (Ga,In)(N,As) 
material system is a higher temperature stability due to a higher electron confinement in 
the conduction band of the material as well as the possibility to be deposited on GaAs 
substrates.11,12 Furthermore, different material combinations such as (Ga,In)(N,As), 
Ga(N,As,Sb) or Ga(N,As,Bi) are discussed for the application in high efficient multi junction 
solar cells, which is a promising concept in terms of renewable energy. Compared to the 
widely spread usage of silicon solar cells with an energy conversion efficiency of up to 
25 %,13 the concept of multi junction solar cells can reach theoretical efficiencies over 50 % 
under concentrated sun light.14,15 To achieve increasing efficiencies, new material systems 
need to be examined, especially ones which exhibit an efficient light absorption in the 
wavelength range between 1.1 µm and 1.4 µm. These more advanced solar cell concepts 
are currently used in space technology for electricity generation on satellites. 
Nevertheless, a further improvement of the energy conversion efficiency could make these 
solar cells competitive with the silicon based solar cells in terms of cost efficiency.16 The 
‘dilute bismides’ and ‘dilute nitrides’ will potentially lead to new inventions in the fields of 
space exploration and climate change.  
The remaining challenge is the deposition of the ‘dilute bismides’ and ‘dilute nitrides’ 
material systems with the desired composition, crystalline quality and material purity. Due 
to the metastability of these materials, the fabrication is quite challenging and can only be 
realized with growth methods such as MOVPE operating far-off from thermodynamic 
equilibrium conditions.17–22 However, the realization of the desired structural and optical 
properties in order to be competitive to the currently used device applications has not be 
reached so far. The ‘dilute bismides’, among other things, suffer from reaching a Bi 
incorporation of above 10 % and show the accumulation of Bi on the growth surface.18 The 
‘dilute nitrides’ on the other hand are for example limited in their optical performance, which 
is related to C incorporation from the used metal organic raw materials (precursors).11 
Therefore, the epitaxial growth process of both material families as well as of the primary 
GaAs system is analyzed in the framework of the presented thesis in terms of their surface 
structure on an atomic level and their gas phase reactions which are occurring during the 
MOVPE process. 
This thesis is written in cumulative form and is structured as following: Chapter 2 covers 
an overview of the underlying physical theory of semiconductor materials with focus on 
‘dilute bismides’ and ‘dilute nitrides’. Furthermore, an introduction into the formation of 
surface structures on semiconductors and into the design of metal organic precursors as 
raw materials for MOVPE is given. Chapter 3 covers an overview of the applied 
experimental methods with focus on the MOVPE technique for the deposition of 
semiconductor materials, the reflection anisotropy spectroscopy (RAS) for analysis of the 
surface structure and mass spectrometry, which is used to break down the decomposition 
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reactions of the used precursors. Chapter 4 focuses on the in-situ investigations of the 
surface structure during MOVPE growth of ‘dilute bismides’ and ‘dilute nitrides’ by RAS. 
This chapter is aimed to improve the understanding of the Bi and N incorporation into GaAs 
to support the developments in this field. Chapter 5 presents the results of the 
decomposition analysis of different metal organic precursors by a highly sensitive mass 
spectrometer provided by Carl Zeiss SMT GmbH. This includes the study of already 
established precursors as well as of newly synthesized N precursors, which are potential 
candidates to solve the problematic C incorporation in the ‘dilute nitrides’. Furthermore, 
the mass spectrometer is used to study reactions involving two or more precursors to 
enhance the general understanding of the growth process by MOVPE. The scientific 
publications directly related to the topics of Chapter 4 and 5 are presented in Chapter 7 
after a short summary of this thesis in Chapter 6. 
 
  





Material Systems and Precursors 
2.1 Material Systems and Surface Structures 
Chapter 2 covers the fundamental properties of the investigated material systems 
Ga(N,As) and Ga(As,Bi) combined with their relevance for possible device applications. 
Prior to this, the fundamental GaAs system is discussed, since in both cases the ternary 
compound contains only small amounts of N or Bi, respectively. In the last section the 
fundamentals of semiconductor surfaces with focus on the formation of surface 
reconstructions are presented. 
2.1.1 GaAs (001) 
The first GaAs crystal was created in the 1920s by V.M. Goldschmidt and was found to 
crystallize in the zincblende structure.23 This structure is formed by a fcc lattice with a 
diatomic basis at the atomic positions (0,0,0) and (1 4⁄ , 1 4⁄ , 1 4⁄ ). For GaAs this basis is 
occupied with one As and one Ga atom, as illustrated in Figure 1. 
The crystal structure results from the 
formation of tetrahedral bonds between the 
Ga and the As atoms under an angle of 
109.5°. The bonds are caused by sp³ 
hybridization of the atomic orbitals and are 
found to exhibit a mixture of covalent and ionic 
bond character, with an ionic fraction around 
0.3.24 This leads to a bond length and distance 
to the next neighboring atom of    = √3  4⁄ =
2.44793 Å, resulting in the cubic lattice 
constant of   = 5.65325 Å.25 Besides its 
structural, mechanical, elastic, vibrational and 
thermal properties covered in ref.26, GaAs 
exhibits interesting optical and electrical 
properties that are used in high performance device applications such as high electron 
mobility transistors or solar cells.15,27,28 The optical and electrical properties can be 
explained within the band structure model of semiconductors. In this model the movement 
of the carriers, e.g., an electron is treated as quasi free propagation of an electron wave 
and is only influenced by the charge of the atom cores in the crystal. Due to Bragg 
reflections in the crystal and the crystal symmetry, this leads to formation of standing 
Figure 1: Schematic of the crystal 
structure of GaAs (zincblende structure). 
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electron waves, which can be described in terms of overlapping atomic orbitals leading to 
continuous energy bands.29,30 These standing waves can be separated in energy, leading 
to prohibited regions in the band structure model of a semiconductor. The band structure 
of GaAs is shown around the Γ - point in Figure 2.   
  
Figure 2: Band diagram of GaAs for the upper part of the valence band and the lower part of the 
conduction band around the  -point. The direct and indirect energy gaps are given for room 
temperature. The illustration is adapted from ref.26 
The smallest energy gap between the highest occupied states in the valence band and the 
lowest unoccupied states in the conduction band is called band gap and is given for GaAs 
at the Γ-point. Since this energetic maximum and minimum are located at the same 
position in the k-space, GaAs is categorized as a direct semiconductor. This configuration 
in the band structure allows a direct transition without the addition of a lattice vibration 
(phonon) to fulfill the momentum conservation, resulting, e.g., in a high probability for 
radiative recombination or absorption, between the energy bands. The band gap for GaAs 
is given with an energy of 1.42 eV, which corresponds to light emission with a wavelength 
of 873 nm in a radiative recombination. This wavelength is suitable for photonic 
applications near the mid infrared region. The direct band gap further leads to very efficient 
absorption of photons with an energy higher than this band gap, which is utilized, e.g., in 
thin-film solar cell concepts.28 The band diagram includes other local minima in the 
conduction band, leading to available indirect transitions, which need the absorption or 
emission of a phonon, at higher energies. The valence band structure consists of three 
different bands around the Γ-point, built up out of the energetically degenerated heavy and 
light hole bands as well as the energetically separated spin-orbit split-off band. These 
bands are formed due to the spin-orbit interaction between the (p- and s-) orbitals that 
build up the valence band. The shown curvatures in the dispersion relation are inversely 
related to different effective masses of the hole carriers in these bands. The effective mass 
determines the velocity for charge transfer in these bands and explains the 
nomenclature.26,31,32 The more complex valence band structure results in the possibility of 
further transitions, e.g., an absorption event can occur between the light hole, the heavy 
hole or the spin-orbit split-off band, a so called inter valence band absorption.  
A more expanded description of the properties of single crystalline GaAs can be found in 
ref.26.   
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2.1.2 Ga(N,As) and Ga(As,Bi) (001) 
This subsection covers the effect of the incorporation of dilute amounts of foreign atoms, 
such as nitrogen (N) or bismuth (Bi) on the band structure of GaAs. A change of the band 
structure is directly related to changes in the electronic and optical properties of the 
semiconductor, giving the possibility of new device applications and concepts using 
material systems such as Ga(N,As) or Ga(As,Bi).  
A partial substitution of one of the host elements in GaAs, e.g., in the As sub-lattice by an 
atom with a smaller or larger covalent radius such as N or Bi causes a change of the bonds 
in the crystal, leading to a change of the interatomic distances in the crystal. This 
subsequently changes the band structure since it originates from the electronic states 
formed by the orbitals, which are influenced by the kind of atoms and bond lengths in the 
crystal.31 This variation of the bond lengths leads to an effective change of the lattice 
constant of the ternary compound with respect to the GaAs lattice constant. If either of the 
mentioned materials are grown on GaAs, which is referred to as heteroepitaxy, a 
mechanical stress arises in the grown layer due to the difference in the lattice constants, 
which leads to a global distortion of the lattice, called strain  . If the difference in lattice 
constants is not too large (approx. below 1 %) and if a critical thickness    is not surpassed, 
the stress only causes strain, without formation of crystal defects, which is referred to as 
pseudomorphic growth. For pseudomorphic conditions the evolving in-plane (biaxial) strain 
 || can be defined with respect to the lattice constant      of the substrate and the lattice 
constant         
     







Under these pseudomorphic conditions the evolving strain is categorized into tensile 
strain (        
     
<     ) and compressive strain (        
     
>     ), depending on the size 
of the unstrained lattice constant         
     
 of the grown layer with respect to the lattice 
constant of the substrate     . The mentioned biaxial strain in the material has a direct 
influence on the band structure of the grown material, which is shown in Figure 3.   
For common zinc blende materials, the band gap reduces for tensile strain and increases 
for compressive strain. In general, the largest effect is predicted to occur due to downward 
or upward movement of the conduction band. However, since an isolated measurement 
of the valence band and the conduction band is experimentally difficult, these assumptions 
are based on theoretical predictions.31 In case of an applied strain the degeneracy in the 
valance band is lifted at the Γ-point, leading to two distinguishable bands at this point. 
For most ternary compound semiconductors in the configuration (  ,     )  or  (  ,     ) 
the change of the band gap energy    in dependence on the composition   on the 
substituted element A or B can be described empirically by introducing a quadratic 
dependence with a material specific bowing parameter  :31   
  
   ( ) =   ⋅   
   + (1 −  ) ⋅   
   −   ⋅   ⋅ (1 −  )  (2.2) 
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Figure 3: Illustration for the effect of biaxial strain  || on the size of the band gap and the relative 
positions of the heavy hole, light hole and spin-orbit split-off valence bands. Introduction of strain 
lifts the degeneracy of the light hole band and heavy hole band at the Γ-point. Tensile strain leads 
to a reduction and compressive strain to an increase of the band gap.    
Equation 2.2 allows the calculation of the band gap energy, if the binary band gap energies 
  
   and   
   are given. This bowing behavior can still be compatible with the virtual 
crystal approximation (VCA) by choosing the right parameters without introducing a 
bowing parameter.33 The VCA assumes a linear relation between the change of the lattice 
parameter and the concentration of the substituted element.33 
However, Ga(N,As) as well as Ga(As,Bi) both show a very large reduction of the band gap 
energy with about 150 meV for the first % of N and about 80 to 90 meV per % of Bi.34–40 In 
both cases, this results in enormously large bowing parameters for the reduction of the 
band gap. However, the underlying physics are not sufficiently explained in terms of 
bowing and the VCA model. In the current point of view, this strong band gap reduction is 
best explained in terms of a band anti-crossing model, which is illustrated in Figure 4 for 
Ga(N,As) and Ga(As,Bi).41–47 
In this model, the incorporation of small amounts of N or Bi is treated as isoelectric impurity. 
The small number of foreign atoms leads to the formation of localized states. Due to the 
much smaller (larger) covalent radius and larger (lower) electronegativity of nitrogen 
(bismuth) compared to the exchanged As atoms the formed states are located deep in the 
conduction and valence band, respectively. This localization of the states in the respective 
bands leads to an interaction of the localized states with the conduction or valence bands 
originating from the GaAs host lattice, resulting in the formation of new energetically 
higher    and lower    bands with respect to the GaAs bulk bands. In case of N the band 
anti-crossing occurs in the conduction band and in case of Bi the interaction occurs in the 
valence band due to the location of the respective states. 
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Figure 4: Illustration of the band gap reduction in Ga(N,As) and Ga(As,Bi) in terms of the band anti-
crossing model. Incorporation of dilute amounts of N or Bi causes the formation of localized states 
that are located deep within the conduction or valence band, respectively. The interaction of these 
localized states with the bands originating from the GaAs host lattice are predicted to lead to the 
formation of new    and    bands.  
The validity of the band anti-crossing model was first demonstrated for dilute N containing 
quaternary (Ga,In)(N,As).41 The experiments show the existence of the predicted higher    
and lower    bands with respect to the conduction band energy     of the host lattice. 
Since the N level is located at    about 0.25 eV higher than the conduction band, the 
strong interaction leads to a large band gap reduction in Ga(N,As).41,48 The energetic 
positions of the new bands can be calculated by describing the coupling between the N 




    +     ±  (   −    )
  + 4     
    (2.3) 
Due to the location of the N-level deep in the conduction band, the valence band is mainly 
unaffected. This leads to no significant change of the light and heavy hole and the 
spin-orbit split-off band. 
Due to the resulting strong band gap reduction, III-V semiconductors containing small 
amounts of nitrogen, ‘dilute nitrides’, are discussed for various device applications. The 
large effect of the N on the conduction band structure can be used to create a high electron 
confinement, which can be beneficial to realize laser structures with high thermal stability. 
Combined with the large band gap reduction, this could, e.g., be used to realize laser 
structures operating with light emission at 1.3 μm or 1.55 μm, usable for 
telecommunication.12 Another application is the use as active region in high performance 
multi-junction solar cells. In these materials such as (Ga,In)(N,As) or Ga(N,As,Sb) are 
discussed as a layer with a band gap of 1 eV to potentially reach conversion efficiencies 
of more than 50 % under concentrated sun light.14,15  
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On the other hand, in case of ‘dilute bismides’ only the existence of the    bands has been 








where     is the energy of the Bi induced states in relation to the valence band edge     
of GaAs. The theory for Ga(As,Bi) has further been improved using a tight-binding model 
to lead to an agreement of the predicted band gap with experimental data across a large 
composition range.47 Furthermore, a combination with the VCA model leads to a sufficient 
description of the conduction and spin-orbit split-off bands, as their position varies linearly 
with the Bi fraction. The spin-orbit splitting Δ  , which describes the energetic distance 
between the spin-orbit split-off band and the light and heavy hole bands, is shown to be 
largely dependent on the atomic number of the incorporated elements. Since Bi possesses 
a large atomic number, the spin-orbit splitting is largely enhanced by incorporation of Bi 
into GaAs.35,47,49,50 The incorporation of more than 10 % of Bi is predicted to lead to a band 
alignment, in which Δ   becomes larger than the band gap   . This situation leads to the 
suppression of possible internal loss processes such as inter-valence band absorption and 
Auger recombination, involving the transitions from the conduction to the heavy hole and 
from the spin-orbit split-off to heavy hole band (CHSH).9,10,49,50  The CHSH transitions are 
the main loss mechanisms in the currently used telecommunication laser diodes based on 
InP.6,51,52 This combined with the strong band gap reduction makes Ga(As,Bi) a potential 
candidate for application as a high efficient laser emitting in the telecommunication window 
at 1.55 μm. The mentioned prevention of the CHSH transitions should lower the heat 
generation in the device and consequently lead to an increased efficiency of Ga(As,Bi). 
The lower heat generation is advantageous compared to InP, which presents much poorer 
efficiencies due to the need of additional external cooling, which is necessary to stabilize 
the laser emission at 1.55 μm.9 
The realization of the growth of ‘dilute nitrides’ on GaAs or in general is quite challenging 
due to the metastability of the Ga(N,As) material system. One approach is the growth by 
metal organic vapor phase epitaxy (MOVPE), which will be described in Chapter 3.1. 
Besides a fine adjustment of the process parameters, the ‘dilute nitrides’ are especially 
suffering from unwanted carbon incorporation. This carbon contamination was shown to 
significantly increase the threshold current density of laser devices based on ‘dilute 
nitrides’.53,54 The carbon incorporation is believed to originate from the currently used and 
established metal organic nitrogen precursors, such as 1,1-di-methyl-hydrazine (UDMHy). 
This point is addressed by the investigation of newly designed N-precursors in terms of 
their reaction products occurring during the thermal decomposition. The decomposition 
reactions are investigated by mass spectrometry in this thesis. Furthermore, the use of 
UDMHy as precursors shows low N incorporation efficiencies.55,56 Therefore, a large 
excess of the N precursor is supplied in the growth process, which might also effect the 
surface structure. The low efficiency might be related to formation of stable decomposition 
products, which will be treated in terms of mass spectrometry. The potential effect on the 
surface structure is investigated in-situ by analysis of the surface structure with reflection 
anisotropy spectroscopy (RAS). 
Likewise, the realization of ‘dilute bismides’ on GaAs is quite challenging, since the 
fabrication of the desired material composition has not been reached, while maintaining 
high crystalline quality.18 To provide the above mentioned emission at the 
telecommunication window of 1.55 μm, Bi concentrations in GaAs of more than 10 % have 
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to be realized.9,18,38 Due to the metastability of the Ga(As,Bi) material system, Bi exhibits 
a low solubility in GaAs, prohibiting the growth under thermodynamic equilibrium 
conditions.20 Like for ‘dilute nitrides’ the growth of Ga(As,Bi) far off from equilibrium can be 
realized with MOVPE. It has been shown that a precise control of the growth parameters 
is necessary to realize high quality Ga(As,Bi) layers. Otherwise, phase separation leads 
to droplet formation on the growth surface.57–59 Furthermore, a coverage of the surface 
with bismuth prior to the growth seems to be necessary to realize a homogenous growth 
of the material. This led to the development of a more complicated growth model for growth 
of Ga(As,Bi) by MOVPE.18,60–62 To understand this growth behavior and to enhance the Bi 
incorporation as well as the crystalline quality the Ga(As,Bi) growth surface is studied 
in-situ by RAS and is further correlated to mass spectrometry (MS) investigations in the 
framework of this thesis.  
A more expanded description of the material properties and the growth of ‘dilute bismides’ 
and ‘dilute nitrides’ can be found in ref.38,63 and ref.64, respectively. 
2.1.3 Surface Structure 
This subsection covers a short introduction into surface reconstructions based on the 
example of GaAs. The focus will be laid on possible atomic rearrangements at the surface, 
its effect on the electronic surface structure and the relevance of the surface structure with 
respect to device applications. 
Compared to the atomic arrangement in the bulk structure of a crystal, as covered in 
Chapter 2.1.1, the symmetry is broken at the surface. In the simplest case, the surface will 
adopt to the structure of the underlying crystal. However, this situation is often not 
energetically favorable. Therefore, a relaxation of the atoms in the top-most layers is 
expected including a vertical distortion of the atoms as shown in Figure 5 a).31 Besides a 
vertical rearrangement also lateral distortions can occur. The GaAs (001) surface will be 
considered as an example in the following. As covered in Chapter 2.1.1, each atom forms 
four bonds to neighboring atoms in the zinc blende structure of GaAs. At the (001) surface 
two bonds will be unsaturated due to missing bonding partners, leading to the formation 
of so-called dangling bonds, illustrated in Figure 5 a).  
 
Figure 5: Illustration of the atomic rearrangement during the formation of a surface reconstruction 
on a (001) surface in the zinc blende structure. a) Unreconstructed surface showing the effect of 
surface relaxation. b) Dimerization processes leading to formation of symmetric or asymmetric 
dimers. c) Changed bonding configuration by adsorption of molecules such as hydrogen from the 
surrounding vapor phase. 
In case of the GaAs (001) surface, these dangling bonds exhibit unsatisfied valences, 
which leads to an unfavorable energy state of the surface. The dangling bonds will be 
partly satisfied by formation of bonds with neighboring surface atoms to reduce the total 
number of dangling bonds at the surface. In this example two unsaturated bond orbitals, 
each occupied by one electron, are forming one filled bridge bond orbital parallel to the 
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surface. This formation of a dimer is shown in Figure 5 b). These dimers can further 
minimize their energy by charge redistribution between the remaining dangling bonds, 
leading to a vertical and lateral distortion of the atoms to each other (buckling dimer).31,65 
In the bulk crystal, the bonds are formed by sp³ hybridization of the atomic s- and p-orbitals, 
as mentioned in Chapter 2.1.1. The energy level of the resulting hybrid orbital      is given 
by a linear combination of the involved orbitals resulting in an energy level 
      = (   +  3  )/4 for each atom.
66 Each bond in the bulk crystal is then formed by a 
linear combination of two hybrid orbitals leading to bonding          and antibonding 
             energy levels. The linear combinations of the bonding orbitals result in the 
formation of the occupied valence band states and the conduction band states are formed 
by linear combinations of the antibonding states. At the surface further energy levels are 
given due to dangling bonds or dimer formation. A model for the energetic description of 
the formation and occupation of the bond orbitals at the surface with respect to the bulk 
states is given in Figure 6. The formed dangling bonds as well as dimers result in new 
energy states that lie in the conduction band, the valence band or within the band gap of 
the host material. The energy level of a dangling bond ϵ         is given by the energy of 
its hybrid orbital, while a dimer forms a new bonding       




Figure 6: Illustration of the energy levels   of the bond orbitals given for GaAs. The energy levels 
of the dangling bonds           or of the formed dimers         can lead to the formation of new 
surface states lying in the conduction, valence band or the band gap of the host material. 
Beyond the formation of dimers, the rearrangements to minimize the surface energy 
generally leads to the formation of a larger surface unit cell named surface 
reconstruction. Such surface reconstructions include the distortion of the top most layers 
of the bulk structure. The distortion can extend up to a few nanometers into the bulk crystal. 
For semiconductor surfaces the electron counting rule is often used to obtain models for 
the surface structure of real surfaces.67 The resulting structures largely reduce the number 
of dangling bonds by putting all available electrons into a bonding configuration. The 
resulting reconstructions are classified by the symmetry with respect to the structure of the 
bulk crystal, which is the cubic lattice for the investigated materials. A nomenclature of the 
formed 2D lattices is given by Wood’s notation.68 For this the basis vectors    of the surface 
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reconstruction are given as integer multiples of the basis vectors of the bulk crystal   . 
These integers are supplemented by addition of prefixes (primitive – p, centered – c) and 
suffixes (rotation – R), denominating the rotation of the surface structure with respect to 
the bulk structure. As an example, a p(2×2) surface reconstruction exhibits a surface 
structure twice as large in x- and y-direction compared to the bulk crystal without rotation. 
A (√4×√4)R45° notation describes a rotation of 45° with respect to the bulk crystal. The 
same surface reconstruction is also expressed by c(4×4), naming a larger cell that exhibits 
the same feature in the center of the surface unit cell as at the edges. This notation is used 
to stick to the geometry of the underlying crystal to avoid rotations.65  
Since the surface is the contact of the crystal to the surrounding ambient, the formed 
surface reconstruction and therefore the minimized energy largely depends on these 
ambient conditions as well as the temperature, which defines the equilibrium state of the 
surface. The ambient can change the surface reconstruction by adsorption of new atomic 
species from the vapor phase onto the surface, which is illustrated in Figure 5 c). With 
reference to MOVPE a large variety of surface reconstructions of GaAs can be present 
during the growth of a semiconductor device.69 The available surface reconstructions are 
exemplarily shown in a surface diagram obtained for GaAs in Figure 7.  
 
Figure 7: a) Surface phase diagram of GaAs (001) under MOVPE conditions. The formed surface 
reconstructions change depending on the As partial pressure and the temperature. The phase 
diagram is acquired for the used AIXTRON AIX 200 system from experimental data obtained by 
H. Döscher and myself. b) Illustration of the most common GaAs surface reconstructions. The 
transition from the As-rich to the Ga-rich surfaces is indicated by the grey arrows. 
Due to the higher vapor pressure of As compared to Ga, the As will desorb faster from the 
surface. This incongruent evaporation of As leads to lack of As at higher temperatures. 
Consequently, the surface becomes less As-rich with increasing temperature. This is seen 
in a change from the very As-rich c(4×4) surface reconstructions via the less As-rich (2×4) 
surfaces to the Ga-rich (4×2)/c(8×2) and (2×6)/(6×6) surface reconstructions. The 
incongruent evaporation of As from the growth surface further leads to the need to grow 
GaAs in an As-rich (group-V-rich) environment to ensure a sufficient As supply. Therefore, 
also a dependence of the formed surface reconstruction on the As partial pressure is seen. 
With increasing As supply the surface reconstruction at a given temperature becomes 
more As-rich. This can be used to stabilize the more As-rich surfaces, which are 
unavailable at the same temperature in a different atmosphere, e.g., under H2 or N2. The 
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mentioned and generally observed “standard” reconstructions of GaAs have been 
extensively studied in the past under various MOVPE as well as molecular beam epitaxy 
(MBE) conditions.70,71 Besides the differences of the deposition techniques, the obtained 
surface reconstructions are shown to be identically, allowing a direct comparison between 
the two methods. 
In conclusion the surface structure of a semiconductor is important for the growth and the 
properties of a device structure. From an epitaxial point of view, the surface structure can 
influence the type of the growth mode that is occurring on the surface, as it is, e.g., 
determining the diffusivity on the surface.72,73 This can be seen in a stepwise growth or as 
island growth. Further, the surface reconstruction can have a significant impact on the 
heterogeneous decomposition of the precursors occurring on the sample surface.69 The 
surface reconstruction can also significantly affect the doping, which can be necessary to 
enhance the conductivity of the desired device. It was, e.g., seen that Si incorporates into 
Ga(As,Bi) as n-type on surface reconstructions exhibiting stable As dimers and as p-type 
on surface reconstructions with a lack of As dimers.74 Furthermore, the importance of 
well-defined surface structures becomes more and more relevant, when a larger stack of 
different layers is needed to realize the desired heterostructure. At each interface in such 
a device structure, any defect in the surface structure, e.g., a misplaced or missing atom, 
can lead to the formation of a larger crystal defect evolving through the structures grown 
on top. This can result in broken or poor devices. On the other hand, the surface becomes 
more important as the device structures are forced to become smaller in the upscaling and 
miniaturization competition of the semiconductor industry. This is, e.g., seen in the aim for 
large-scale production of 5 nm transistors.75 The surface of a solid can further act as an 
own device. As described above, the rearrangement of the atoms in the surface 
reconstruction can create new electronic states existing on the surface. These states, e.g., 
are used in topological insulators that are discussed as possible materials for quantum 
computation.76  
All these points make a study of the surface structure a precious topic. For a more 
extensive description of the surface properties and structure the reader is referred to 
different books from the literature.31,65 
2.2 Synthesis and Decomposition of the Precursors 
In this subsection the fundamental requirements of precursors used in MOVPE and an 
introduction to basic reaction kinetics is given. Afterwards, the general synthesis procedure 
and the most relevant decomposition reactions of the used metal organic precursors are 
described. All shown reactions represent findings from formerly published studies. 
2.2.1 Requirements for Precursors 
The requirements for the used metal organic precursors appear to be very stringent:69,77–
80  
 The storage of the precursors has to be secured by means of a long-term stability 
of the metal organic source molecules.  
 Ideally, there should be no inherent limitation of the purity of the precursor. This 
includes on the one hand potential parasitic reactions such as polymerization of 
the precursor. On the other hand, no unwanted impurities resulting from the 
synthesis of the precursors should occur. 
 Showing minimal toxic characteristics and easy handling. 
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 Ideally being a liquid source at room temperature, which results in comfortable and 
safe handling. 
 A high vapor pressure at temperatures between 0 °C and 20 °C is desired. Ideally, 
the vapor pressure is in a range around 5 × 10³ Pa (50 mbar) to achieve a sufficient 
flux rate. 
 The precursors need to exhibit a pyrolysis temperature below the desired growth 
temperature of the material system, which in general lies between 400 °C and 
1000 °C. Especially the decomposition temperature has to be suitable for the 
combination of the used precursors. 
 The precursors should form stable decomposition products in the abstraction 
reactions of the alkyl groups to reduce the connected carbon incorporation.  
 
Figure 8: General tendency of the decomposition temperature of some commonly used precursors 
and the precursors investigated in this work with respect to the molecule mass and vapor pressure. 
The data of the decomposition temperatures and vapor pressures are partly taken from ref.69,77,82 
In Figure 8 the decomposition temperature and vapor pressure of some commonly used 
precursors are compared to the precursors used in this study. The decomposition 
temperature as well as the vapor pressure of metal organic precursors are generally 
decreasing with increasing atomic number of the metal, metalloid or nonmetal atom, which 
is connected to the alkyl groups of the precursor. The term metalloid describes chemical 
elements such as As or Sb, which are by definition neither a metal nor a nonmetal. The 
mentioned behavior for the decomposition temperature and vapor pressure is true for 
metal, metalloid or nonmetal atoms in the same column of the periodic table. The reduced 
decomposition temperature coincides with an increasing difference in the energy levels of 
the atomic orbitals, which are involved in the bond formation. A larger energy difference 
between the orbitals generally leads to a reduced metal carbon bond strength in the 
molecule. This bond strength is further reduced by an increasing number or size of the 
connected alkyl group. This is on the one hand caused by steric reasons, which enhances 
the homolytic fission of the bond and a higher stability of formed radicals due to better 
delocalization of the free electron, known as hyperconjugation.81 On the other hand, with 
increasing alkyl size and quantity, the number of H atoms in a β-position increases, which 
leads to the possibility of β-H elimination reactions that occur at low temperatures. This is, 
e.g., seen in the lower decomposition temperature of tert-butyl-arsane (TBAs - 134 u) 
compared to tri-ethyl-arsane (TEAs - 162 u).77 The reduction of the vapor pressure is 
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related to a generally stronger intermolecular interaction between larger molecules, which 
here implies longer C-chains and an increased number of H atoms. However, e.g., the 
Van der Waals interaction is weakened for molecules with more branched alkyl groups, 
leading, e.g., to a lower vapor pressure for tri-ethyl-indium (TEIn - 202 u) compared to 
tri-isopropyl-indium (TIPIn - 244 u).69  
2.2.2 Synthesis 
As mentioned in Chapter 2.2.1 very stringent restrictions are given for the metal organic 
precursors. Especially the demand of high purity metal organic precursors implies the need 
of very selective chemical reactions for the synthesis of the precursors. This avoids the 
formation of waste products in the synthesis and generally allows a high production yield, 
which becomes more important for large-scale production. Furthermore, the products need 
to be viable for post synthesis purification and the educts used for the fabrication ‘logically’ 
have to be available in high purity and high amounts. Finally, an appropriate reaction 
concerning easy handling and safety is chosen.69,73,80  
Different synthesis mechanisms, such as metalation, metal-halogen exchange, carbene 
insertion etc. have been studied for the fabrication of metal organic precursors. Here the 
focus will be laid on the synthesis via Grignard reactions, since all of the used alkyl 
substituted metal organic group-III and -V precursors can generally be synthesized with 
this procedure. However, for high purity synthesis of the group-III precursors, different 
approaches are advantageous, which will be discussed at the end of this chapter. The 
formation of the used Grignard reagent in these reactions was first described in 1900 by 
V. Grignard.83 A Grignard reagent is formed by reaction of an alkyl or aryl halide with 
metallic Mg in the presence of a coordinating solvent. As coordinating solvent some kind 
of ether such as di-ethyl-ether ((C2H5)2O) is chosen since the Grignard reagent is volatile 
against protic solvents such as water (H2O) and the coordinating effect of the ether 
prevents the precipitation of MgX2 in the reaction. In this mechanism the bond between 
the halogen atom X (e.g., Br, Cl, I) and the alkyl or aryl substituent R (e.g., CH3, C2H5, 
C4H9) is broken by an electron transfer from the metallic Mg atom to the halogen atom X, 
followed by the bond dissociation. Afterwards the Grignard reagent R-Mg-X is formed by 
creation of new bonds. This reaction is schematically shown in Reaction 1.83,84  
Reaction 1: Formation of the Grignard reagent. Here X can be substituted by a halogen atom and 
R represents the desired alkyl or aryl group. 
 
For the precursor synthesis the formed Grignard reagent R-Mg-X is selected according to 
the desired alkyl group that should be combined to the group-III or -V element in the next 
reaction step. The synthesis procedure will be shown exemplarily for the synthesis of 
group-V precursors containing As or P and one or two tert-butyl groups (C4H9). For this, 
tert-butyl-magnesium-chloride (C4H9MgCl) can be chosen as the Grignard reagent. The 
C4H9MgCl reacts in a nucleophile substitution with the As or P containing educts. These 
educts generally contain the group-V atom bonded to one or more halogen atoms. For the 
shown example, this is given as arsenic (AsCl3) or phosphorous-tri-chloride (PCl3). The 
corresponding Grignard reaction is shown in Reaction 2.   
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Reaction 2: Grignard reaction for the formation of a new C-X bond. Here M can be substituted by 
the desired group-III or -V atom such as Ga, P or As. 
 
In this step, the alkyl group of the Grignard reagent is exchanged with the halogen atoms 
bonded to M = As, P. This leads to the formation of a tert-butyl-M-di-chloride (C4H9MCl2) 
and magnesium-di-chloride (MgCl2), which precipitates as salt and can simply be filtered 
off. The reaction is again done in di-ethyl-ether due to the volatile reactants. The 
di-ethyl-ether is removed under reduced pressure and the products are purified by 
fractional distillation. The number of added alkyl groups is selectively controlled by the 
stoichiometry of the used educts.85 
In the second step, the remaining halogen atoms can be exchanged with the desired atoms 
or functional groups. This is done by choice of a fitting reactant. Possible reactants are, 
e.g., lithium-aluminum-hydride (LiAlH4) for substitution of Cl with H atoms or ammonia 
(NH3) for substitution of Cl- with NH2-. This substitution reaction is exemplarily shown in 
Reaction 3 for the synthesis of tert-butyl-arsane (TBAs),85 tert-butyl-phosphane (TBP),86 
di-tert-butyl-amino-arsane (DTBAA)87,88 and di-tert-butyl-amino-phosphane (DTBAP),89,90 
the most extensively studied group-V precursors in the framework of this thesis.  
Reaction 3: Exemplary substitution reactions for the last step in the synthesis of tert-butyl-arsane 
(TBAs), tert-butyl-phosphane (TBP), di-tert-butyl-amino-arsane (DTBAA) and 
di-tert-butyl-amino-phosphane (DTBAP).  
 
The substitution reactions are again done in di-ethyl-ether ((C2H5)2O) as a solvent and at 
reduced temperatures around 0 °C. The formed side products, such as lithium-chloride 
(LiCl), aluminum-chloride (AlCl3) and ammonium-chloride (NH4Cl), precipitate and are 
filtered off. The solvent is again removed under reduced pressure and the final products 
are further purified by fractional distillation.  
For the synthesis of the used group-III precursors tri-methyl-gallium (TMGa), 
tri-ethyl-gallium (TEGa) and tri-tert-butyl-gallium (TTBGa), also the Grignard reaction can 
be used.91 However, due to the Lewis acid property of the group-III elements, the resulting 
GaR3 is dissolved in the coordinating solvent. Therefore, the used di-ethyl-ether cannot be 
easily removed, which is conflicting with the aim of high purity precursors.92,93 Different 
synthesis routes using removable, non-coordinating solvents are discussed in the 
literature.93 Similar to the Grignard reagent organolithium reagents (RLi) can be used for 
synthesis of the Ga precursors.91,94 Starting from gallium-tri-chloride (GaCl3) the 
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organolithium reagent is added dropwise, which is, e.g., realized in the case of TTBGa 
with benzene (C6H6) as non-coordinating solvent, which can be removed in a second step. 
The reaction is shown in Reaction 4. 
Reaction 4: Exemplary synthesis route for group-III precursors such as tri-methyl-gallium (TMGa), 
tri-ethyl-gallium (TEGa) or tri-tert-butyl-gallium (TTBGa).  
 
As before the lithium-cloride (LiCl) is removed by filtration and the solvent can be removed 
at reduced pressure. The final precursor can be further purified by fractional distillation.91 
A more expanded description of different synthesis routes for the mentioned and other 
precursors can be found in the literature.73,93,95,96 
2.2.3 Reaction Kinetics 
This subsection will briefly discuss the fundamental theory of chemical reaction kinetics. 
The reaction kinetics are particularly useful to describe the later discussed growth process 
by metal organic vapor phase epitaxy (MOVPE). Even though the process can be 
described by fundamental thermodynamic considerations, the reaction kinetics give 
information about the underlying reaction steps, the rate of the involved growth steps and 
the required time to attain equilibrium.69  
The decomposition reactions occurring during MOVPE can be classified in different 
categories. A reaction that is occurring in the same phase (gaseous, liquid or solid) is 
called homogenous reactions. Reactions that are proceeding in two or more phases, e.g., 
catalytic surface reactions are labeled as heterogeneous reactions. In addition, the 
homogenous or heterogeneous reactions that are involving only one molecule, of the type 
   →   +  , are classified as unimolecular and reactions of the form   +   →   +   are 
referred to as bimolecular reactions. For bimolecular reactions or reactions that involve 
even a higher number of reactants the reaction rate depends on the collision probability of 
the involved molecules.69  
 
Figure 9: Energy landscape of a unimolecular decomposition reaction of molecule AB in case of an 
exothermic, exothermic catalyzed and endothermic reaction. The energy is plotted versus the 
reaction coordinate.  
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The energy landscape of an unimolecular decomposition reaction is shown in Figure 9. A 
given molecule    receiving thermal energy larger than the energetic barrier Δ   will be 
first transferred into an activated state   ∗ in a unimolecular reaction. The activated state 
  ∗ is decomposed in the next step by formation of the reaction products A and B under 
the release of the reaction enthalpy Δ .69,82,97 The release of energy is common for 
decomposition reactions, since these are generally exothermic. For a unimolecular 
decomposition reaction of a precursor the reaction rate    for a given temperature   can 
be expressed by an Arrhenius equation:  





Here   is the universal gas constant, which is equivalent to the Boltzmann constant   . 
The pre-exponential factor    describes the attempt frequency of the reaction and is 
directly connected to the Entropy Δ  and the used temperature of the reaction.    can be 









If the entropy change Δ  of a reaction approaches zero, the attempt frequency    is in the 
range of 1013 Hz for the temperature range between 300 °C and 1000 °C given in MOVPE 
conditions. Any deviation from this value indicates a change of the entropy  .69,98  
Analogue to the unimolecular reactions, the reaction kinetics of multi molecular reactions 
can be described in a more sophisticated way.69 
2.2.4 Reaction Mechanisms 
In this subsection a short overview about the most important decomposition mechanisms, 
as well as a few bimolecular reactions of metal organic precursors will be given. The focus 
will be laid on reaction mechanisms that are relevant for the investigated metal organic 
precursors in this thesis.  
For the unimolecular reactions, the most frequently observed decomposition is simple 
homolytic fission.69,99 Homolysis describes the bond dissociation between the alkyl group 
R and the group-III or group-V atom M. In this dissociation process, the two electrons 
involved in the original bond are distributed to both reaction products. This results in 
formation of two radical species.100 
Reaction 5: Homolytic fission reaction (homolysis). 
  
Similar to homolysis the bond can be broken including an unequal distribution of the 
involved electrons. This reaction mechanism is called heterolytic fission that leads to one 
positively charged M+ and one negatively charged fragment R-. Here the charge 
distribution depends on the electronegativity of the involved atomic species.100 
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Reaction 6: Heterolytic fission reaction (heterolysis). 
 
For metal organic precursors with larger alkyl groups such as tert-butyl-arsane (TBAs) 
intramolecular coupling can occur. In the intramolecular coupling reaction, a 
rearrangement of the molecule in the transition state of the decomposition reaction 
appears. In the transition state of the TBAs the one hydrogen atom H interacts with the 
central carbon atom of the tert-butyl group. This leads to the formation of a free electron 
pair at the M atom and isobutane.69,82,100,101 In case of TBAs, this decomposition reaction 
could also be referred to as reductive elimination. 
Reaction 7: Intramolecular coupling on the example of TBAs (M = As).  
 
Another decomposition mechanism for alkyl groups   ≥      is the possibility of 
β-H elimination reactions. In the β-H elimination the filled or unfilled p-orbital interacts 
with a H atom in β position at the alkyl group.69,102 This leads to a complex transition state 
with elongated bonds and a rearrangement of the involved electrons. Group-III precursors 
exhibit an empty p-orbital at the group-III atom. In the transition state, this leads to an 
attraction of a H atom in β position to the group-III atom and to an elongation of the involved 
C-H bond. The alkyl group is then abstracted from the group-III atom under formation of a 
C=C double bond. For group-V atoms such as P, As, Sb, Bi, first the bond between the    
and the group-V atom breaks, including charge transfer towards the group-V atom. In the 
second step the group-V atom forms a bond to the     atom and the    -   bond breaks 
under formation of a C=C double bond.102  
Reaction 8: β-H elimination reaction for the example of a group-V (a) and a group-III (b) precursor. 
Red arrows indicate the largest bond elongation and blue arrows represent charge transfer. 
  
Further, a more specific case of homolytic fission, the abstraction of atomic or molecular 
hydrogen from precursors such as TBAs is predicted. In this abstraction reaction one or 
two hydrogen atoms dissociate from the precursor prior to the removal of an alkyl 
group.103,104 
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Reaction 9: Hydrogen abstraction as special case of bond homolysis 
 
In the case of bimolecular reactions, the attack of radicals is discussed in the literature. 
These radical reactions can either occur due to available hydrogen radicals H• resulting 
from the precursor decomposition, by desorption from the surface or by formation in 
reactions of H2 with other alkyl radicals. Since the rate of bimolecular reactions depends 
on the collision probability, these reactions are more likely at higher pressures and 
consequently higher input concentrations.69 Furthermore, the radical reactions depend on 
the C-H bond strength, which varies for different precursors.105  
Reaction 10: Radical reactions on the example of precursors with three methyl groups. 
    
In addition, the possibility of hydrogenolysis might be given, since H2 is used as a carrier 
gas in MOVPE. Hydrogenolysis describes the dissociation of a C-C or C-M bond involving 
the breaking of the H2 molecule. In the given example this leads to formation of RH and 
HMRx-1.69 
Reaction 11: Hydrogenolysis on the example of precursors with three methyl groups. 
  
At last a direct interaction between two different precursors can occur in the MOVPE 
process. On the one hand, alkyl exchange reactions are discussed in this respect. In this 
reaction mechanism the alkyl group R1 of precursor A exchanges with the alkyl group R2 
of precursor B. This was for example observed in the decomposition study of 
tri-ethyl-gallium (TEGa) and tri-methyl-indium (TMIn).106 
Reaction 12: Alkyl exchange reaction on the example of methyl and ethyl groups. 
  
On the other hand, the possibility of adduct formation is given. Adduct formation 
describes the direct addition of two or more molecules including all atoms of the involved 
molecules. In case of group-III atoms, which exhibit an empty p-orbital and in case of 
group-V atoms, which exhibit a free electron pair (filled p-orbital) adduct formation is not 
unlikely. The direct observation of adducts in MOVPE studies has been difficult due to the 
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adduct formation. This is, e.g., seen in studies of the bimolecular decomposition of 
1,1-di-methyl-hydrazine (UDMHy) with tri-methyl- or tri-ethyl-gallium.107,108 
Reaction 13: Adduct formation between a group-V precursor with the metal or metalloid atom M1 
and a group-III precursor with the metal or metalloid atom M2. 
 
The above-described reactions mechanisms sum up the most frequently observed and 
predicted reaction pathways for the decomposition of metalorganic compounds under 
MOVPE conditions. However, many further reaction mechanisms can be included in the 
real growth process. Especially, more complex surface reactions (heterogeneous) are 
expected to occur, which are the topic of ongoing research and cannot entirely be covered 
here.  
For a more detailed description of the work done in the decomposition analysis of metal 




In this section an overview of the used experimental methods will be given. The focus will 
be laid on the fundamental parts of the respective techniques that are of particular interest 
with respect to the evaluation of the achieved experimental data. For further insight in the 
different techniques, a reading recommendation will be given at the end of each 
subchapter.  
3.1 Metal Organic Vapor Phase Epitaxy (MOVPE) 
The development of metal organic vapor phase epitaxy (MOVPE) as a production 
technique for semiconductor devices on an industrial scale started in the late 1960s. At 
that time Manasevit and Simpson were searching for a method to deposit optoelectronic 
semiconductors such as GaAs on various available substrates that were not latticed 
matched such as spinel or sapphire.73 Since then the method has developed over the past 
50 years by introduction of commercially available reactor systems in the late 1980s and 
commercial supply of GaAs and Si substrates into a multibillion dollar market. Especially, 
the success of high efficient and robust white light emitting diodes (LEDs) based on 
(Ga,In)N revolutionized the lighting market. The fundamental research on the underlying 
blue LED consequently received the noble prize in 2014.109–111 Many other semiconductor 
devices have been developed over the years such as mass production of vertical cavity 
surface emitting lasers, whose production process control can be directly done on the 
substrate compared to edge emitting lasers; multijunction solar cells, which are shown to 
reach conversion efficiencies over 44 % and high electron mobility transistors operating at 
several hundreds of GHz, which are, e.g., based on GaAs as host material.112–114  
Despite the larger variety and success of the MOVPE technique there are still many 
remaining questions to understand the underlying physics of this deposition technique. 
The growth process is generally driven by thermodynamics, the kinetic constraints and the 
hydrodynamics, the latter is very specifically dependent on the reactor geometry. Due to 
this complexity of the MOVPE technique, a more phenomenological understanding has 
been established over the years.31,69,78 The schematic reaction steps for the deposition of 
single crystalline materials by MOVPE is exemplarily shown for the growth of GaAs in 
Figure 10 a).  
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Figure 10: a) Schematic representation of the fundamental reaction steps in the deposition of GaAs 
by MOVPE. As an example, the main gas phase and surface reactions for the growth of GaAs with 
TMGa and AsH3 are shown. The orange shaded area is referred to as boundary layer. 
In the growth process the metal organic precursors (MOs) are supplied in a laminar gas 
flow above the heated substrate. The MOs will diffuse towards the substrate due the drop 
of the chemical potential between the gas phase and the solid, e.g., caused by a 
concentration gradient, and reach the “stagnant” boundary layer, which is defined as the 
region with a reduced gas velocity due to the interaction of the molecules with the substrate 
surface. Within the boundary layer the precursors can decompose, if enough thermal 
energy is transferred by collisions with the carrier gas and are further transported to the 
surface by diffusion. The decomposed or partly decomposed precursors will then adsorb 
on an available surface site and diffuse to a preferred surface step or kink. These surface 
sites are energetically beneficial due to the higher number of next neighbor atoms, which 
are available for bond formation. The remaining alkyl groups of the MOs ideally desorb in 
the next reaction step from the surface leading to the incorporation of the desired atomic 
species from the respective precursors. Even for the extensively studied growth of GaAs 
with tri-methyl-gallium (TMGa) and arsine (AsH3), many reactions are discussed for this 
process. Some of the fundamental reactions are schematically shown in Figure 10.    
All these different reactions result in a strong dependence of the growth rate on the 
substrate temperature during the deposition process as seen in Figure 11. The growth rate 
is limited by the slowest reaction step in the deposition process. At high temperature the 
growth rate is exponentially decreasing due to the increase in thermal energy, which allows 
the desorption rate of the elements due to their vapor pressure to be higher than the 
deposition rate (desorption limited region). In the transport limited region, the growth 
rate is determined by the diffusion of the precursors through the boundary layer towards 
the substrate surface. The growth rate slightly increases due to a higher diffusion rate with 
increasing temperature. At low temperatures the growth rate is determined by the 
decomposition rate of the used precursors (kinetically limited). The slope of the 
respective growth rate can be correlated to the activation energy of the rate limiting step 
in the precursor decomposition process.73 
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Figure 11: Schematic representation dependence of the growth rate on the temperature in MOVPE. 
The growth rate shows three different regimes. The kinetically limited region at low temperatures, 
the transport limited region in the intermediate temperature range and the desorption limited region 
at high temperatures.  
In this work, a commercially available AIXTRON AIX 200 system is used as a research 
reactor. The setup of the machine is sketched in Figure 12.  
As carrier gas in this system highly purified H2 is used, which is switched to N2 for 
maintenance of the system. The carrier gas flows through the MOs, which are stored in 
stainless steel containers called bubblers. The bubblers are located in water baths that are 
kept at a constant temperature, ideally below room temperature to prevent any 
pre-reactions and condensation of the MOs in any part of the pipe system. Furthermore, 
the bubblers prevent contamination of the MOs and protect the operator, since these 
precursors are in general toxic as well as pyrophoric, as mentioned in Chapter 2.2.1. To 
allow a precise control of the amount of MOs that is necessary for the deposition of the 
investigated materials, the pressure (PC) of the bubbler, the flux (QS) into the bubbler and 
the vapor pressure (PV) of the MOs are adjusted. Hereby the vapor pressure is controlled 
by the temperature of the bubbler. With respect to the used reactor pressure (PR) and the 
total gas flux (Qtot) through the reactor the partial pressure (PP) of the MOs results as:  








The MOs are then transported by separated pipes for the group-III and the group-V 
precursors into the reactor chamber, which is of importance to prevent any pre-reactions 
that might occur in the gas phase. The used system has a horizontal reactor design as 
sketched in Figure 12. The reactor consists of quartz crystal (SiO2), which is suitable to 
withstand the used deposition temperatures that are typically in the range between 400 °C 
to 1000 °C depending on the material system. Additionally, an exchangeable SiO2 liner is 
put into the reactor, which is meant to lead to a laminar flow profile and to allow cleaning 
of the system between the experiments. The thermal energy is supplied by infrared heating 
lamps below the graphite susceptor. The phase transition of an Al/Si eutectic at 577 °C is 
used for the calibration of the exact surface temperature. For the epitaxial process the 
substrate is placed in the middle of the susceptor on top of a rotating plate. The rotation is 
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used to realize better homogeneity across the whole substrate. The last part of the MOVPE 
system consists of an exhaust gas unit with a scrubber module. The scrubber is needed 
to bind the toxic reaction products before the cleaned gas is released into the air. 
 
Figure 12: Sketch of the used AIXTRON AIX 200 MOVPE system. The MOVPE system is 
partitioned in the gas mixing cabinet, including the storage of the metal organic precursors in 
bubblers and the pipe system, the reactor chamber, in which the deposition process is realized and 
the exhaust system for filtering of the toxic waste products.  
Since the reactor geometry and settings can have a strong impact on the gas phase and 
surface reactions that might occur upon the decomposition of the MOs, the reactor 
parameters were fixed for the experiments at PR = 50 mbar and QS = 6800 sccm. The total 
surface area of the liner is estimated with 720 cm² including the susceptor surface of 
100 cm². Since the epitaxial process does not selectively occur on the sample surface and 
the susceptor, but also deposition occurs on the walls of the liner this area is of interest 
when discussing surface dominated decomposition reactions. 
For a more detailed view on the fundamentals and further applications of MOVPE the 
reader is referred to established textbooks.31,69,78,115  
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3.2 Reflection Anisotropy Spectroscopy (RAS) 
Reflection anisotropy spectroscopy (RAS), also referred to as reflectance difference 
spectroscopy (RDS), is a surface sensitive and non-destructive optical probe, which can 
be used under various environmental conditions. In principle RAS measures the difference 
of reflectance (Δ ) under normal incidence between two orthogonal polarizations of 
light.70,116,117 With respect to the (001) surface of a cubic semiconductor with the surface 








where   is given by the complex Fresnel reflection amplitudes.116,118 Since the interaction 
of light with matter is completely described by the dielectric tensor   of the material, the 
RAS signal can be connected to the surface dielectric function (  ) by the use of a simple 
3-layer model with abrupt transitions, which is shown in Figure 13 a). 
In this model, the optical response of a surface layer with thickness d is described by   , 
which is stacked in-between a semi-infinite bulk (  ) and vacuum layer (  ). The difference 
between the in-plane components (Δ   =  (  
  −   
 
)) gives rise to the RAS signal, given 
that   is small compared to the wavelength of light  . With the 3-layer model, Equation 3.2 










Both equations show that the RAS signal is closely related to the symmetry of the 
investigated surface and bulk structure. Therefore, an isotropic bulk structure is required 
to ensure a surface sensitive probe. Most III-V semiconductors crystallize in a cubic crystal 
structure, which fulfils this condition in [001] direction and therefore makes a surface 
analyzation possible. Since the RAS signal is connected to the dielectric functions    and 
  , it is specified by optical transitions related to the atomic structure of the surface 
layers.116 Furthermore, since the beam size of RAS spectrometers usually is of millimeter 
dimension, the technique averages over a large area with respect to the size of the surface 
unit cell. Therefore, the microscopic surface anisotropy of a surface reconstruction needs 
to expand over a macroscopic area to generate a significant contribution to the RAS signal. 
So far, Equation 3.3 fully describes the RAS signal in terms of material properties, 
however, it does not give any insight into the underlying physical process. Different 
approaches are used to enhance the understanding of RAS and establish a better basis 
for the interpretation of RAS spectra, which is still a challenge up to now. If on the one 
hand the anisotropic thin film has electronic states that participates in optical transitions 
only for a specific polarization, Δ   can be modelled surprisingly well by a single harmonic 
oscillator at this energy, which is, e.g., used for the Cu (110) surface.120–122 These real 
surface state related features typically result in a modulation of the RAS signal for photon 
energies up to 2.6 eV. On the other hand, for surfaces that only show relaxation in the 
upper layers such as the GaAs (110), GaP (110) or Cu (110), surface bulk-bulk transitions 
have a large contribution to the optical anisotropy. Using an energy derivative model, these 
transitions were attributed to an anisotropic perturbation of the bulk states by the 
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surface.123 This model has been successfully applied for the interpretation of RAS features 
of Cu (110) surfaces within the energy range from 3 to 5.5 eV.124 
 
Figure 13: Schematic setup of the used Laytec EpiRAS 200 equipment. The illustration shows a 
sketch of the 3-layer model (a), which is used for correlation of the RAS signal to the surface 
dielectric function (  ), the connection of the RAS to the MOVPE reactor and the most important 
optical components in the RAS setup (b). The illustration of the RAS setup is adapted from ref.119 
In the current state of the art, RAS spectra are simulated based on density functional 
theory (DFT), which is used to create the electronic structure of the inserted atomic surface 
structure.125 In the first approaches, DFT was used together with the ‘local density 
approximation’ (LDA) to describe the exchange correlation potential. However, LDA only 
treats the ground state of the system and therefore does not result in the best agreement 
with experimental RAS spectra. This approach is expanded by adding the propagation of 
electrons in order to treat electronic excitations within the system. This results in Hedin’s 
equations whose first order solution is called the ‘GW’ approximation (G: Green’s function, 
W: Coulomb interaction). At first sight the ‘GW’ approximation did not lead to a significantly 
better agreement to the RAS data. However, using a second iteration of Hedin’s equation 
(Bethe-Salpeter equation) further effects such as local field and excitonic effects are added 
and lead under the right circumstances to a quantitative agreement of the calculated RAS 
spectra with the experiment.116 Since it is necessary to use the exact atomic surface 
structure to generate this quantitative agreement, the surface structure can in theory be 
identified even more precisely by RAS than by other surface sensitive methods such as 
low energy electron diffraction (LEED), reflection high-energy electron diffraction (RHEED) 
or scanning tunneling microscopy (STM).116 Furthermore, the responsible transitions for 
features in the RAS spectra can be evaluated within the calculation. This makes RAS a 
very powerful tool which should still gain a lot of attention in the next decades.  
With the raising market in semiconductor fabrication starting in the 1960s, the need of 
in-situ probes to monitor the growth process emerged. The invention of RAS goes back to 
the 1980s and was aimed to study III-V semiconductor surface reconstructions during 
MOVPE growth where the pressure is too high for electron-based techniques such as 
LEED, RHEED or STM. Similar to the conceptually closely related spectroscopic 
ellipsometry or other polarimetry techniques, which measure the polarization state of light 
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upon reflection, a polarization modulation is used to enhance the signal to noise ratio. In 
the very first setup, this was achieved by rotating the sample with an angular frequency 
 .126 Another approach would be to rotate the polarizer instead of the sample. However, 
mechanically rotating components are always difficult to maintain and generally slow 
(≤ 10² Hz). Therefore, electro-optic modulation is used, which results in frequencies in the 
MHz region allowing time resolutions in the ms range. This even allows observation of 
monolayer growth oscillations.127 The technical implementation is realized by the use of a 
photo elastic modulator (PEM) in RAS setups, which basically functions like a dynamic 
wave plate. The PEM only modulates the light component parallel to its modulation axis 
while the perpendicular polarization remains unaffected. This is achieved by applying an 
electric field to a piezoelectric crystal coupled to a transparent material such as fused silica 
(SiO2). The resulting mechanical stress induces birefringence in the fused silica with a 
modulation frequency near to the resonance of the crystal to achieve a significant signal 
modulation. Over the years these and further improvements in the setup led to the 
development of commercially available RAS equipment for in-situ monitoring of 
semiconductor growth.128,129 
The most commonly used setup, which is the one used in this thesis, is shown in Figure 13. 
A Xenon gas discharge lamp is used as a light source, which emits unpolarized light. The 
light is then linearly polarized in ( ,  )-direction by a polarizer prism utilizing the 
birefringence of the material. The linearly polarized light is then passed through an 
unstrained window, which is used to enclose the MOVPE reactor. By addition of an 
additional H2 purge beneath the window the coating of the window and the reactor 
chamber is prevented during the growth process. Furthermore, a specific liner with an 
additional hole right above the growth area is necessary to pass the light onto the sample. 
Otherwise, the coating of the liner during the process would prevent the light from reaching 
the sample surface. The incident, linearly polarized light then is reflected at the surface. 
Since the investigated material commonly has a higher refractive index than air, the phase 
of the linear polarized light is changed by π. This leads to linear polarized light after 
reflection from an isotropic surface.130 If an anisotropy is present on the surface, the phase 
of the light changes directional leading to elliptical polarized light after reflection. This 
polarization state is then modulated by the PEM. The modulation leads to a change of the 
elliptical polarization with respect to the modulation frequency   = 50 kHz of the PEM. By 
a second polarizer prism (analyzer) rotated by 45° the polarization modulation is converted 
into an intensity modulation. After passing a monochromator, which selects the wavelength 
of the xenon lamp, the intensity modulation is detected by a photodiode. From this intensity 
modulation, the contribution of the two directions    and    to the total reflection signal   
can be extracted, which forms the RAS signal (Equation 3.2). With this setup, the RAS 
signal can either be detected as spectrum in dependence on the complete spectral range 
of the xenon lamp from 1.5 to 5.2 eV or monitored time-dependent at a single 
wavelength/energy as a transient. The shape of the RAS spectrum represents the 
underlying surface reconstruction like a fingerprint and therefore can be used to identify 
known surface reconstructions of the investigated semiconductor surfaces. Under MOVPE 
conditions the sample is additionally rotated with a frequency of 0.1 to 5 Hz. The rotation 
additionally modulates the measured signal and needs to be fitted in order to obtain the 
RAS signal. Since for each rotation only one data point is obtained, this leads to a limitation 
of the time resolution to around 1 s.  
Conclusively, the RAS measurement enables an in-situ feedback of the growth surface, 
which can be used to determine the exact temperature of the substrate by measuring the 
reflectance of the substrate, to measure the growth rate using Fabry-Pérot or monolayer 
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oscillations, to identify the surface reconstruction and even to control the growth of 
complex device structures. The latter is, e.g., shown for in-situ controlled growth of vertical 
cavity surface emitting lasers (VCSEL) structures based on (Ga,In)P as active region.131 
For a more in-depth theoretical description of RAS the reader is referred to ref.116 
3.3 Mass Spectrometry 
This section gives a brief introduction into the development and fundamentals of mass 
spectrometry, followed by a description of the mass spectrometer used in this thesis.  
3.3.1 General Considerations 
Today mass spectrometry is used as analytical technique in various areas of expertise 
such as chemistry, biochemistry, pharmacy, medicine, physics and many more related 
fields. On the one hand mass spectrometry is used in very practical ways, e.g., as quality 
assurance of pharmaceutical products or groceries. On the other hand, it is used for 
structural analysis of unknown substances, identification of isotopic abundance or is even 
employed in space missions. 132–137 
In mass spectrometry the analyte, in most cases any kind of molecule or element, is 
analyzed with respect to its mass over charge ratio (m/z). E. Goldstein and W. Wien did 
the fundamental experiments that discovered this possibility in 1898. They showed the 
detection of positively charged ion radiation, called canal rays. These rays emitted by 
different cathode materials were later characterized by J. J. Thomson with respect to their 
mass, velocity and orbit radius of the underlying molecules.138–141 This led to the design of 
the first modern mass spectrometer in 1918 by A. J. Dempster.142 Based on these 
fundamental studies several mass spectrometer concepts have been developed until 
today. The most commonly used concepts are based on mass separation by time of flight, 
magnetic sector fields, linear quadrupoles, quadrupole ion traps or orbitraps.133,143 In all 
these concepts, the analyzed molecules have to be transferred into the gas phase in the 
first step. The gas molecules are then analyzed as charged ions with respect to their mass 
over charge ratio. The creation of the ions can be realized by different ionization 
techniques such as the classical electron impact ionization, thermal ionization, chemical 
ionization, electron spray ionization, field ionization or laser desorption ionization.144–149 
The fundamentals of the ionization process will be explained for the electron impact 
ionization, since this technique is used in the presented studies. In the electron impact 
ionization process an electron beam with an energy of 70 eV is created. This is done by 
emitting electrons from the cathode material by thermionic emission, which are then 
accelerated by an applied voltage, defining the kinetic energy of the electrons. In the 
ionization process, the projectile electron interacts with the analyte to eject an electron 
from the molecule leading to a positively charged ion. The chosen energy of 70 eV is on 
the one hand needed to transfer enough energy in the collision with the analyte to 
overcome the ionization energy. The ionization energy generally varies between 7 eV and 
15 eV, excluding the noble gases.132,150 On the other hand, the ionization cross-section 
reaches a plateau around 70 eV, which results in reproducibly detected intensities, despite 
some divergence in the electron energy. This enables the quantitative comparison among 
mass spectra detected in different experimental setups. The ionization cross-section is 
shown for different molecules in Figure 14 a). Since only a portion of the kinetic energy of 
the projectile electron is transferred in the ionization process, the probability to ionize the 
target molecule increases with increasing energy of the electrons. The cross-section 
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describes the effective area, which the electron has to path through to get into interaction 
with the target molecule. The cross-section reduces, and therefore the ionization 
probability, when the electron energy is increased to energies above 80 eV. For higher 
energies, the velocity of the electron becomes so large, that the reduced interaction time 
reduces the effective cross-section of the target molecule. Therefore, the cross-section is 
generally larger for larger molecules with similar chemical characteristics and is enhanced 
for molecules exhibiting free electron pairs or π bonds instead of σ bonds.132,151,152 
   
Figure 14: a) General dependence of the ionization cross-section of different elements and organic 
molecules on the electron energy used for the electron impact ionization. b) Illustration of the 
electron ionization process of a diatomic molecule M. In the electron impact ionization, the molecule 
M is receiving some energy E, which will lift the molecule into the excited state M+•. If the transferred 
energy is larger than the bond dissociation energy D, the molecule will dissociate into a charged 
(m1+) and a neutral particle (n). The ionization energy of the molecule M is included as IE. The 
cross-section data is taken from ref.153–157 and the illustration is adapted from ref.132,133,158,159. 
Since the energy of the electrons in most cases is also higher than the bond strengths in 
the analyzed molecules, these are also fragmented in the ionization process. The 
ionization process is illustrated for a diatomic molecule M by treating the internal energy E 
of the molecule in dependence on its intermolecular distance r in Figure 14 b). Before the 
interaction of the electron with the analyzed molecule, the molecule is in its energetic 
ground state. Due to the high velocity of the electrons, the interaction time of the electrons 
with the molecule is in the range of 10-16 s, which is two magnitudes lower than the 
frequency of vibrations of molecular bonds. Therefore, the excitation of the molecule into 
an excited and charged state M+• is shown by vertical transitions in this picture, involving 
no change of the intramolecular distance. Depending on the transferred energy, different 
vibrational modes of the excited molecule M+• are stimulated. If the transferred energy is 
larger than the dissociation energy D, the molecule will receive enough energy to 
dissociate into a charged m1+ and a neutral fragment n. This behavior leads to the detection 
of molecule specific ionization patterns in the collected mass spectra, which have to be 
identified based on large data bases established for mass spectrometry.132,133 
The next segment in a mass spectrometer is designed for the separation of the ions 
according to their mass over charge ratio to distinguish them in the detection process. The 
separation is generally done by the help of electric and magnetic fields or by separation 
according to the travel time of the accelerated ions. Especially for magnetic sector field 
setups the separation concept leads to the detection of one mass signal at a time, which 
results in long measurement times for a single mass spectrum.132,160 
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For the detection of the separated ions different detector systems can be applied. Mainly 
the separated ions can be detected by a kind of current measurement after amplification 
of a signal generated by the ions. This can be realized, e.g., by a Faraday-Cup, secondary 
electron multipliers, channel electron multipliers, microchannel plates or for simultaneous 
detection of a small mass range by conversion of the signal into photon generation, 
followed by detection by a photodiode array or a CCD camera.132,133   
Since the mass separation and detection is generally different, these parts will be 
discussed in more detail in Section 3.3.2. For a more general description of the presented 
mass spectrometry concepts and the underlying fundamental concepts, the reader is 
referred to established textbooks in this field.132,133 
3.3.2 Fourier Transformation based Quadrupole Ion Trap 
The mass analysis of the process gas in the MOVPE system has been realized by the 
connection of a quadrupole ion trap mass spectrometer from Carl Zeiss SMT GmbH to the 
system. The implementation of the setup and the first proof of concept were carried out by 
L. Nattermann.104,161 The functional principle of the ion trap is based on the Paul trap, which 
uses dynamical electric fields to store the charged ions.162 The ion trap is connected inline 
to the MOVPE system, which is shown in Figure 15.  
 
Figure 15: Illustration of the connection of the ion trap mass spectrometer to the MOVPE reactor 
system.  
The setup is designed to realize real time investigations of the dissociation products, which 
are produced in the different reaction steps during the thermal decomposition of the 
precursors above and on the growth area, as described in Chapter 3.1. This is realized by 
the collection of the process gas above the middle of the susceptor with a quartz crystal 
nozzle. The analytes are then carried through a bypass system towards the mass 
spectrometer. To ensure a steady gas flow and similar pressure conditions compared to 
the settings in the reactor system, the bypass flow is adjusted by a needle valve and the 
pressure is controlled by a pressure controller and a vacuum pump. The bypass can further 
be completely disconnected by a ball valve next to the reactor chamber and is connected 
to the exhaust gas system of the MOVPE system. A small gas portion is pulsed into the 
ion trap with an atomic layer deposition (ALD) valve from the bypass. The ALD valve allows 
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short gas pulses in the millisecond range, which is sufficient to overcome the pressure 
difference between the rough vacuum in the reactor chamber and the bypass of 10 mbar 
to 50 mbar to the ultra-high vacuum of p < 10-8 mbar used in the ion trap.  
The ion trap consists of a ring, a bottom, and a top electrode as shown in Figure 16 a). For 
the storage of the ions in the ion trap, an alternating current applied to the ring electrode 
creates an oscillating electric field of the shape V ⋅ cos(Ωt). This electric field generates an 
electric potential ϕ  at the time   in the form:
132,163 
ϕ  = U + V cos(Ω ) 
(3.4) 
The potential is given by the strength of the electric field  , which oscillates with a 
frequency Ω in the radio frequency range and a constant potential field   in   direction, if 
any voltage is applied between the top and bottom electrodes.  
 
Figure 16: a) Sketch of an ion trap chamber, including the ring, top and bottom electrodes and the 
applied voltages. b) Mathieu stability diagram using the generalized coordinates (  ,   ). The stable 
regions in z - and r - direction are matched. The shaded areas A and B represent areas of stable 
ion motions in the ion trap. The illustration is adapted from ref.163. 
The equation of motions of the captured ions in the given potential are mathematically 
described by Mathieu equations. With the potential given in Equation 3.4 the equations of 

















(U − V cos(Ωt))z = 0 
(3.5) 
 
The space of the ion motion in  - and r-direction is limited by the geometry of ion trap, 
which is given by the maximum distance    and    from the center of the trap to the edges 
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of the electrodes. The solution of these equations can be parameterized by    (parameter 
of the time invariant field) and    (parameter of the time variant field) as:
132,163 














This form of the solution can be used to create a stability diagram of the captured ions 
within the ion trap, given in Figure 16 b). The figure shows that the largest area for a stable 
ion path in  - and  -direction is given in region A close to the center of the ion trap. This 
region is used for the storage of the captured ions. From the illustration and Equation 3.6 
it is apparent, that a lower limit for the mass over charge ratio (m/z) of the captured ions is 
given by the geometry and the applied voltages at the trap. The motion of ions on stable 
ion trajectories is often visualized by the mechanical analogue of a particle sitting on a 
rotating saddle plane.164 
The real-time investigations of the stored ions are made possible by a Fourier 
transformation-based detection concept of the generated ions in the ion trap, which is 
illustrated in Figure 17.  
 
Figure 17: Schematic of the functional principle of the ion trap setup developed by Carl Zeiss SMT 
GmbH. The illustration shows the most important technical components and the different steps in 
the measurement procedure to obtain a mass spectrum as an output. 
In the overall measurement procedure, a small gas volume of the analyte is pulsed by the 
ALD valve into the ion trap (1.). This gas inlet time is adjusted in the range between 10 ms 
to 200 ms. The adjustment of the gas inlet time regulates the total amount of the analyte 
gas that is added into the ion trap. After this, the time until the ionization is initiated can be 
adjusted. During this time, the number of molecules in the ion trap is reduced by the 
pumping of the turbo molecular pump attached to the ion trap. In the next step, the analyte 
is ionized by electron impact ionization (2.) as described in Section 3.3.1. Consequently, 
the molecules are now charged, which allows to capture the created ions by an oscillating 
electric field, which is applied to the ring electrode of the ion trap. After the ionization a 
further waiting time can be chosen before the captured ions are stimulated by a voltage 
E x p e r i m e n t a l  M e t h o d s  | 35 
 
applied between the bottom and the top electrode of the ion trap (3.). The stimulus initiates 
a displacement of the ions from their trajectories in the ion trap. In this process, ions with 
the same m/z ratio are excited in phase and form ‘ion clouds’. During the following 
relaxation of the ‘ion clouds’ onto their original path, an induced mirror image current 
between the bottom and the top electrode is measured with respect to the time (4.). This 
current transient includes the resulting oscillation frequencies of the ion motions in the trap. 
By using fast Fourier transformation of the current signal, an intensity versus frequency 
spectrum is generated. The frequencies are afterwards converted into the mass of the ions 
by a reciprocal dependence m  ∝ 1  ⁄  (5.).    
In addition to the standard measurement procedure, the stored ions can be selectively 
removed from the ion trap by resonant excitation of the ions. This is done by using stored 
waveform inverse Fourier transformation (SWIFT).132,165,166 SWIFT allows the ejection of 
captured ions, which may overlap small ion signals. By this the SWIFT technique is used 
to realize high sensitivity measurements with this setup.  
To conclude the description of the novel ion trap setup, a short summary of the mass 
spectrometer specifications is given to benchmark this setup. The fast Fourier 
transformation-based concept results in a measurement time below 2 s for a single mass 
spectrum. This is making the setup suitable for real time analysis of the MOVPE process. 
Furthermore, this ion trap exhibits a good mass resolution of   Δ ⁄ ≫ 2000, which allows 
the detection of heavy molecules up to 2000 u and shows very high sensitivity in the parts 
per trillion range. The high sensitivity was demonstrated by the detection of a part per 
trillion volume of diborane (B2H6) in H2.165,167 The development of this high sensitivity mass 
spectrometer originates from the development of a process control tools for detection of 
photo resist residuals in the high purity atmospheres during photolithography. Additionally, 
the setup is designed to be protected against corrosion, which is essential for the analysis 
of reactive species in the MOVPE process. 
3.4 Characterization Techniques 
In this section, a brief overview of the main ex-situ analysis techniques of the presented 
semiconductor heterostructures grown by MOVPE is given. First the setup of the used 
high-resolution X-ray diffraction system is discussed in Chapter 3.4.1, followed by a 
description of atomic force microscopy in Chapter 3.4.2. 
3.4.1 High-Resolution X-Ray Diffraction (HR-XRD) 
High-resolution X-ray diffraction (HR-XRD) is based on the interaction of an impinging 
X-ray beam with the electron shells of atoms in matter. The X-rays were first discovered 
and studied by W. Röntgen in 1895.168 The description and application by utilization of 
X-rays for structural analysis of crystal structures, as given for semiconductor materials, 
was later implemented with the introduction of the theories by M. Laue in 1912 and 
W. Bragg in 1913.169–171 Out of these discoveries, the X-ray diffraction has developed to a 
standardized analyzation technique of semiconductors and other solid or liquid materials.  
In HR-XRD a X-ray impinging under an angle   is diffracted at the atomic planes of the 
analyzed crystal. As discovered for the diffraction of visible light, the wavelength of the 
X-rays has to be in the same order of magnitude as the atomic distances (lattice constant) 
of the investigated crystal structures. These distances are typically given in units of 
angstrom (Å). A wavelength of 1 Å corresponds to a photon energy of   = ℎ /  =
12.40 keV.31 Highly monochromatic X-rays in this energy range are, e.g., created from the 
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    - line of the used X-ray gun connected to a four-times Germanium monochromator 
(4×Ge[220]). The scattering geometry of a HR-XRD setup is illustrated in Figure 18 a). The 
periodic arrangement of the atoms in the crystal lattice leads to an elastic scattering of the 
impinging X-ray waves with a well-defined phase relation. The diffracted waves will 
interfere constructively, if the phase difference between the diffracted rays X  and X  is 
given by an integer multiple   of the wavelength. The resulting direction of the scattered 
beam under this condition is given by Bragg’s law, which is equivalent to Laue’s 
condition:31,169,170 
      ⇔        
 

















In Bragg’s equation the lattice plane distance d    and the scattering angle θ is related to 
the wavelength   of the impinging X-ray. For the Laue condition, the difference of the wave 
vectors of the impinging k ⃗   and the scattered wave k ⃗  have to be a reciprocal lattice 
vector G ⃗ . The lattice plane distance d    can be expressed by the absolute value of the 
reciprocal lattice vector between the investigated set of planes, which are defined by the 
corresponding Miller indices (ℎ  ).29,172  
 
Figure 18: a) Illustration of the diffraction of an X-ray impinging under an angle   on a crystal plane 
with a given in-plane lattice constant   and lattice plane distance     . Depending on the phase 
difference between the diffracted rays   and   , constructive or destructive interference is detected 
under the angle 2 . b) Simplified schematic of the ray path through the experimental setup of the 
used Panalytical X’Pert Pro system. c) Exemplary diffraction pattern (black line) of a Ga(N,As) bulk 
structure grown on GaAs with a dynamical simulation (red line) using the Panalytical X’Pert epitaxy 
software.  
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The intensity   of the detected wave is given by the sum of the contributions of all scattered 
waves originating from all atoms in the unit cell with respect to their phase. This is 
mathematically expressed by the structure factor     :
29,31 
  ~ |    |
     ℎ       =     
 
     ⃗ ⃗  (3.9) 
where    describes the atomic form factor, which considers the scattering at specific kind 
of atoms,     ⃗  denotes the atomic position in the unit cell of the given crystal structure and G ⃗  
is a reciprocal lattice vector.  
For the structural analysis of the grown semiconductor structures a diffractogram is 
detected in an ω-2θ scan around the GaAs (0 0 4) reflection. In this scanning mode the 
impinging angle ω is varied by rotation of the sample and the detector is rotated 
accordingly by 2ω, which equals 2θ in this geometry. An exemplary diffractogram of a 
Ga(N,As) bulk structure grown on GaAs is given in Figure 18 c). This example illustrates 
the thickness and composition determination of a given semiconductor heterostructure. 
The incorporation of nitrogen into GaAs induces a tensile strain in the GaAs host matrix 
due to its smaller covalent radius compared to the substituted arsenic.173 For 
pseudomorphic growth the grown layer will adopt to the in-plane lattice constant of the 
substrate, while the strain is seen by a tetragonal distortion of the crystal structure in 
growth direction.174 For tensile strain this results in a reduction of the lattice distance in 
growth direction  a  of the grown layer compared to the substrate a  < a   . The change 
of the lattice plane distance leads according to Equation 3.7 to a larger scattering angle 
for constructive interference and is therefore detected at        compared to the substrate 
peak at     . The opposite case     >      is referred to as compressive strain. For 
pseudomorphic growth the in-plane strain  ||, as introduced in Equation 2.1, is equal to the 
in-plane lattice mismatch. Knowing the material specific elastic constants     and     of 
the grown material, the lattice mismatch Δ /     with respect to the substrate lattice 
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 (3.10) 
As result of Equation 3.10, the relaxed lattice constant of the grown layer can be 
calculated. With this the composition of a ternary layer, consisting of 3 different kinds of 
atoms  ( ,  ), can be determined by simple linear correlation to the known lattice 
constants of the materials    and   . This relationship is named Vegard’s law:176 
          =    ( , ) =   ⋅     + (1 −  ) ⋅     
(3.11) 
The intensities in the diffractogram are related to the kind of scattering atoms as seen in 
Equation 3.9 and to the total number of scattering atoms, giving information about the 
thickness        of the respective layers. In the case of structures consisting of multiple 
layers, e.g., given for multi-quantum well structures, the diffraction signal is further 
modulated by multiple interference originating from the interfaces in the structures. In this 
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case, the total strain can be evaluated by the position of the envelope in the diffractogram 
of the grown super-lattice structure.  
For the fabrication of actual semiconductor devices, which are based on even more 
complex semiconductor heterostructures, a very precise composition and thickness 
determination is desired. Therefore, a dynamical X-ray simulation, implemented in the 
Panalytical X’Pert epitaxy software is used to model the experimental data sets.  
For further insights into the theory of X-ray scattering the reader is referred to the 
literature.177   
3.4.2 Atomic Force Microscopy (AFM) 
Atomic force microscopy is based on the attractive and repulsive interaction of a sharp tip 
with a sample surface. G. Binning and coworkers developed the first experimental setup 
of an atomic force microscope in 1985.178 An illustration of an AFM setup is shown in 
Figure 19, which is operated in trapping mode at a constant tip to sample distance.  
 
Figure 19: Schematic of the used atomic force microscope including the cantilever (A), the sample 
and sample stage (B), the laser and photodiode (C) and the feedback electronics. The attractive 
and repulsive forces between the tip and the sample for different tip-sample distances are given by 
the Lennard-Jones potential.   
In this measurement mode, a sharp tip connected to a spring-like cantilever is excited to 
oscillate close to its natural frequency. The sample surface is scanned by moving the 
sample relatively to the position of the tip in the x-y plane by using a piezo crystal in the 
sample stage. If the tip is approached to the surface by a second piezo crystal, which 
controls the sample-to-tip distance in z-direction, the tip will start to interact with the atoms 
on the sample surface. This resulting force in dependence on the tip to sample distance 
of this interaction is described by the Lennard-Jones potential shown in Figure 19. In 
tapping mode, the interaction is dominated by attractive forces caused by Van-der-Waals 
interaction, since the tip is positioned in the downward slope of the attractive potential. If 
the topology of the sample changes during the scan, e.g., at a step edge, the oscillation 
frequency of the cantilever will be changed. Laser light reflected at the back of the 
cantilever and a split photodiode measures this change. The change of the oscillation is 
compensated by regulation of the tip to sample distance by the feedback system. The 
resulting movement of the tip with respect to the sample is converted into a height profile 
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of the sample. Afterwards, the profile is converted into an image of the surface and 
evaluated with the Gwyddion and NanoScope (Digital Instruments) software.   
AFM measurements are often done in contact mode closer to the surface. In this mode 
strong repulsive forces, explained by Coulomb repulsion and the Pauli principle, change 
the deflection of the tip from the sample.179,180 This change of the deflection is then 
converted into a height profile. Using AFM, height resolutions less than 1 nm are realized, 
which allow the observation of mono-atomic steps on the sample surface. The lateral 
resolution is limited to the radius of the tip, which is generally in the range of 5 to 20 nm. 
The lateral resolution can be enhanced by adsorption of a single molecule at the tip and 
reduction of thermal noise by operation at low temperatures. With these adjustments 
atomic resolution can be achieved.181 Overall, this makes atomic force microscopy a 
powerful surface analysis technique, which can easily be applied under ambient 
conditions, with no severe restrictions to the sample characteristics. Furthermore, AFM 
allows measurements of the surface morphology in a few minutes, which is used as a 
direct feedback of the semiconductor structures grown in this thesis. 
For a more detailed description of the tip to sample interaction, further measurement 
modes and setups, the reader is referred to ref.181 
  






Analysis of the Surface Structure 
This chapter covers the in-situ analysis of the growth surface of ‘dilute nitrides’ and 
‘dilute bismides’. The growth surface was analyzed in terms of its anisotropy by reflection 
anisotropy spectroscopy (RAS - Chapter 3.2). The measured anisotropy is characteristic 
for the surface reconstruction present on the surface, which is identified by comparison of 
the experimental data to known RAS spectra. For ‘dilute nitrides’ the influence of the 
conventionally used UDMHy and the novel DTBAA precursor on the surface reconstruction 
of GaAs (001) is studied in the first part, including studies of the growth surface of Ga(N,As) 
layers. The gained knowledge is further applied to realization of Ga(N,As) interlayers in 
the GaAs host material. The in-situ analysis of ‘dilute nitrides’ is covered in Chapter 4.1. 
In the second part, the influence of TMBi on the surface reconstruction of GaAs (001) is 
discussed. The observed surface reconstructions are further studied in terms of their 
thermal stability and stability against changes of the ambient conditions. Furthermore, the 
surface reconstruction is analyzed during growth of Ga(As,Bi). The results are used to 
improve and confirm the growth model of Ga(As,Bi) on GaAs. The in-situ analysis of ‘dilute 
bismides’ is covered in Chapter 4.2. 
4.1 Ga(N,As) (001) 
The nitridation process of the GaAs (001) surface is analyzed in a first step to understand 
and improve the control of nitrogen incorporation into GaAs. A part of this work was 
investigated in the framework of my Master’s thesis,182 but will be shortly repeated and 
completed with further investigations done during my PhD work.  
The nitridation process of the GaAs (001) surface is studied for the conventional UDMHy 
precursor as well as for a novel As and N source DTBAA. For these experiments the GaAs 
(001) was prepared by a standardized pretreatment 
including etching and different heating steps followed 
by an overgrowth of the GaAs substrate by GaAs under 
ideal growth conditions at 625 °C with a V/III ratio of 10 
and a growth rate of about 0.5 nm/s. This surface 
develops an As-rich c(4×4)β surface reconstruction at a 
temperature of 550 °C under the supply of the As 
precursor TBAs with a constant partial pressure of 
2 × 10-2 mbar. In case of UDMHy a strong influence on 
the anisotropy of the GaAs (001) surface is seen 
(Figure 1, Chapter 7.2.1). Supplying nitrogen in the 
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form of UDMHy leads to a conversion of the surface reconstruction to one describable by 
the Ga-rich (2×6)/(6×6) model.71,183 The anisotropy signal of the (2×6)/(6×6) was obtained 
for high ratios of UDMHy/TBAs > 40. Smaller UDMHy/TBAs ratios showed a smooth 
transition between the c(4×4)β and the (2×6)/(6×6) surface reconstruction that could be 
expressed by a linear combination of the observed RAS spectra. Since the RAS averages 
over a large area, the surface reconstruction forms either an intermediate surface structure 
or different surface domains exhibiting the c(4×4)β or the (2×6)/(6×6) surface 
reconstructions. On the one hand, the change to the more Ga-rich surface reconstruction 
is believed to occur due to an enhanced desorption of As from the surface. This enhanced 
desorption might be ascribable to aminyl radicals (NH2•), which are formed in the 
decomposition of the UDMHy precursor (compare Chapter 5.1). On the other hand, N 
atoms have to stick to the surface as well, leading to a further modulation of the surface 
reconstruction and consequently leading to incorporation of N into GaAs. This is supported 
by observation of the nitridation process in the common temperature range for growth of 
‘dilute nitrides’ between 450 °C and 600 °C (Figure 4, Chapter 7.2.1). In this temperature 
range the c(4×4)β changes to the c(4×4)α surface reconstruction in case of pure GaAs for 
the chosen TBAs supply (Figure 7, Chapter 2.1.3). The nitride surface again shows a 
conversion towards the more Ga-rich (2×6)/(6×6) surface reconstruction. However, the 
observed anisotropy change cannot totally be explained by enhanced As desorption from 
the surface due to an increase of the temperature. This indicates that N has to build into 
the surface reconstruction. The observed conversion of the c(4×4)β towards the 
(2×6)/(6×6) surface reconstruction was shown to occur within a few seconds, by 
measuring the time of this conversion time-resolved at a fixed photon energy of 2.1 eV. 
The same experiment was done for DTBAA and is reported for the use of 
tert-butyl-hydrazine (TBHy) in the literature.184 The addition of DTBAA does not show a 
significantly different RAS signal compared to the one of the c(4×4)β surface 
reconstruction.182 Even a small increase of the negative anisotropy signal at a photon 
energy of 2.6 eV is seen. Compared to UDMHy, the DTBAA not only supplies N to the 
surface, but additionally supplies As. The As originates from the intrinsic As-N bond of the 
DTBAA precursor, which dissociates in the first step of the precursor decomposition as 
covered in Chapter 5 and is furthermore shown to more efficiently incorporate As 
compared to N into GaAs.55 Therefore, the DTBAA stabilizes the c(4×4)β surface 
reconstruction. Furthermore, in the literature the nitridation of the GaAs surface with TBHy 
is discussed and shows the formation of a (3×3) surface reconstruction.184 This shows that 
the surface reconstruction is largely dependent on the used nitrogen source.  
In the next step the Ga(N,As) (001) surface structure is studied during growth of the 
material with the precursors UDMHy, TBAs and TEGa (Figure 5, Chapter 7.2.1). For this 
the RAS spectra were taken during the growth of Ga(N,As) structures for a constant supply 
of TEGa with 8.2 × 10−3 mbar and different UDMHy/TBAs ratios between 2.5 and 10. For 
the lowest UDMHy/TBAs ratio of 2.5 the observed RAS signal is almost identical to the 
RAS signal for the nitrided surface discussed before with a ratio of UDMHy/TBAs = 5. This 
shows that the additional Ga supply changes the surface towards the more Ga-rich 
(2×6)/(6×6) surface reconstruction and supports the idea of an enhanced As desorption 
by supply of UDMHy. The same agreement between the RAS spectra of the nitrided 
surfaces and the growth surface is seen for higher UDMHy/TBAs ratios. The observed 
RAS spectra for the more Ga-rich surfaces were again describable by linear combinations 
of the c(4×4)β, the (2×4) and the (2×6)/(6×6) surface reconstructions. This represents 
again a conversion to the more Ga-rich surfaces. Compared to the nitridation experiment, 
the (2×6)/(6×6) surface reconstruction is already reached for a lower UDMHy/TBAs of 9.5 
in contrast to the much higher value of 46 needed in the nitridation under TBAs and 
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UDMHy supply. This, as expected, indicates an enhanced change of the surface 
reconstruction by the additional Ga supply. The change in the RAS spectra was further 
shown to correlate to an increasing nitrogen incorporation in the respective layers. 
Very similar, the RAS signal during growth of Ga(N,As) with DTBAA and TEGa indicates 
the same change of the surface reconstruction. This is illustrated in Figure 20 compared 
to selected data from Chapter 7.2.1.  
 
Figure 20: RAS spectra during the growth of Ga(N,As) layers with UDMHy and DTBAA for different 
nitrogen concentrations. The temperature was reduced from 550 °C to 500 °C to realize a 
comparable nitrogen content with DTBAA. For clarity, the relevant surface reconstructions models 
are added. 
For low nitrogen concentrations, the RAS spectra during growth of Ga(N,As) with UDMHy 
and DTBAA are almost identical, showing the same change of the surface reconstruction. 
At higher nitrogen concentrations of about 4 % the shape of the RAS spectrum is still 
similar, but the growth surface with DTBAA shows deviations from the signal of the 
(2×6)/(6×6) surface reconstruction for higher energies. These changes might be caused 
by the lower temperatures, which were necessary to realize the higher nitrogen 
concentrations with DTBAA under the given experimental conditions. Nevertheless, here 
the change towards the more Ga-rich (2×6)/(6×6) surface reconstruction is also seen. 
Therefore, the more Ga-rich surface reconstruction seems to be necessary for the 
incorporation of N into GaAs. To underline the point an additional experiment was carried 
out on a beforehand prepared (2×4) surface reconstruction. The (2×4) surface 
reconstruction is reached by growth of GaAs at 550 °C with a comparably low gas phase 
ratio of V/III = 1.2 prior to the Ga(N,As) layer. The Ga(N,As) layer grown on this sample 
presented a higher nitrogen incorporation of 4.1 % compared to 3.4 % for the growth under 
the elsewise same growth conditions on the c(4×4)α surface reconstruction. Accordingly 
the RAS spectrum also changes more towards the (2×6)/(6×6) surface reconstruction for 
the higher nitrogen content. In conclusion, this indicates that a Ga-rich surface is beneficial 
to increase the N incorporation efficiency. However, no extensive study on the optical or 
electrical properties of the Ga(N,As) structure grown on the (2×4) was carried out. 
Nevertheless, the sample showed comparably good structural properties with respect to 
the surface structure and composition determined by AFM and HR-XRD, respectively.  
Based on these findings the in-situ investigations were expanded to realize atomically 
sharp Ga(N,As) layers with relatively high N contents embedded into GaAs. This project 
is focused on the modulation of the band offsets for heterostructures based on GaAs. One 
idea is the implementation of these layers into W-type heterostructures. These W-type 
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heterostructures are named after the W-shaped conduction band structure in material 
combinations like Ga(In,As)/Ga(As,Sb)/Ga(In,As) or Ga(N,As)/Ga(As,Sb)/Ga(N,As) on 
GaAs. These structures utilize the possible type-II transitions between the electron 
quantum well (QW) of Ga(In,As) or Ga(N,As) and the hole QW of Ga(As,Sb) to achieve 
low emission wavelengths in the infrared region. Furthermore, the induced symmetry by 
the third QW leads to a higher overlap of the electron and the hole wavefunctions, which 
results in a higher recombination probability. Consequently, these W-type heterostructures 
are discussed as promising candidates for highly efficient telecommunication lasers.185–187 
One current problem in the growth of these structures is the realization of sharp interfaces 
due to segregation of antimony (Sb) on the growth surface. The introduction of a sharp 
Ga(N,As) layer may change the interface properties. On the other hand, the radiative 
recombination leading to the emission of photons in the telecommunication range occurs 
over the interface in these W-type structures. The introduction of a sharp interlayer of 
Ga(N,As) will increase or decrease the band offsets in the heterostructure in dependence 
of the N concentration. This change will have a direct impact on the recombination process 
via this interface, which is of fundamental interest. Furthermore, these layers might be 
useful to modulate the wave functions of the W-type structures. This could be beneficial to 
create a better wave function overlap and consequently enhance the probability of the 
used type-II transition in these structures. Therefore, different Ga(N,As) interlayers were 
grown on GaAs and structurally analyzed by AFM and HR-XRD. The structural analysis is 
more extensively covered in the framework of the Master´s thesis of E. Odofine.188 Since 
the growth of the structures as well as the planning of the experiments was in part done 
by myself a short summary of the main results will be given here.  
 
Figure 21: a) Illustration of the gas switching sequences used for the realization of the grown 
Ga(N,As) interlayers in GaAs. Namely continuous growth (CG), growth interruptions (GI), pulsed 
growth (PG), surface exchange (SE) and gallium nitride growth (GaN) were tested for the growth 
sequence. b) Determined nitrogen content in dependence on the growth temperature, supply time 
and UDMHy partial pressure (marked by arrows). The layer thickness was assumed to be one 
monolayer (1/2 of a unit cell) for the composition determination, unless the supply time in the 
respective growth sequence influences the layer thickness, e.g., in the case of CG with 5 s instead 
of 1 s. 
For the realization of the Ga(N,As) interlayers, different gas switching sequences were 
carried out, which are illustrated together with the determined N content in Figure 21.The 
used switching sequences were partly adapted from former studies on a successful 
realization of GaP interlayers with thicknesses below 0.6 nm and P concentrations of 30 % 
to 40 % on GaAs.189 To achieve a thin Ga(N,As) interlayer with a high amount of nitrogen 
a simple reduction of the growth time using continuous growth (CG) of Ga(N,As) with a 
growth interruption of 10 s under TBAs and for 10 s under TBAs and UDMHy did not show 
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an increase in the N incorporation. As shown this growth interruption with TBAs and 
UDMHy changes the surface of GaAs from the c(4×4)β to the (2×6)/(6×6) surface 
reconstruction, which was expected to be beneficial for the N incorporation. However, N 
incorporation is identical to the N incorporation of about 4 % in a 5x Ga(N,As)/GaAs multi 
quantum well structure grown with the same parameters, showing no significant increase 
in the average N incorporation. Nevertheless, there might be an increased N incorporation 
at the very interface between the Ga(N,As) layers and the GaAs layers, which is not visible 
in the HR-XRD diffractograms. In a second approach, growth interruptions (GI) with TBAs 
and UDMHy before and after a short gas pulse of TEGa and UDMHy were used. 
This could ideally lead to a very thin layer of GaN. However, our first composition analysis 
suggests a nitrogen incorporation of 2 to 3 %. The first presumably higher N incorporation 
was achieved by suppling only UDMHy to the GaAs surface between 1 s and 50 s and 
directly switching to the growth of the GaAs barrier (surface exchange, SE). This leads to 
a very high effective N/As ratio within the reactor, which should result in a high N 
incorporation.56 Furthermore, a pulsed growth (PG) of the interlayer with 1 s TBAs, 0.65 s 
to 2 s TEGa and 2 s UDMHy supply was investigated. The PG sequence also shows 
relatively high N incorporation. The PG could result in atomically thin layers, since a pulse 
duration of 0.65 s of TEGa is equivalent to roughly one monolayer of Ga on the surface 
for the given growth rate. For the last sequence, the TBAs supply was stopped and only 
TEGa and UDMHy were supplied during the growth of the Ga(N,As) interlayer 
(GaN sequence). For the GaN sequence, a HR-XRD of a sample grown at 525 °C is shown 
in Figure 22.  
 
Figure 22: HR-XRD of an exemplary Ga(N,As) interlayer structure grown on GaAs (001) with the 
GaN sequence. The insets illustrate a magnification next to the substrate peak and the general 
layer structure. 
The diffractogram clearly shows the interference arising from the repetition of the Ga(N,As) 
interlayers, which is shown in the inset and indicates a good structural quality of the 
GaAs/Ga(N,As) interfaces. The diffractogram fits well with the simulation with a N content 
of 6.8 % and a layer thickness of 0.7 nm, however both N content and layer thickness 
contribute quite similar to the total strain of the structure, which is accessible by HR-XRD 
(Chapter 3.4.1). By assuming a thickness down to one monolayer (1/2 of a unit cell) the 
PG, SE and GaN sequences presumably show nitrogen contents of up to 16 %. To gain a 
precise information of the layer thickness and N composition, the grown structures are 
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planned to be investigated in detail by transmission electron microscopy (TEM). The very 
first experiments carried out by A. Beyer have shown a layer thickness of about 1.2 nm for 
the grown interlayers. Using this thickness, the grown interlayers exhibit a N content of up 
to 4 %. However, the determination by HR-XRD only averages over the whole layer and a 
precise determination of the nitrogen content requires additional investigation with TEM. 
For this, one remaining challenge is to achieve a quantitative agreement for the simulated 
and the measured TEM images for low detector angles. These angles are of interest, since 
the Rutherford scattering of the electrons with the small N atoms results in small scattering 
angles. However, in this angular range further contributions such as plasmon scattering 
become increasingly important and have to be taken into account to achieve quantitative 
agreement of the experiment with the simulations, which is the topic of an additional 
project.190,191 With this implementation, the exact compositional analysis of the nitrogen 
content in the grown layers by TEM could be realized in future work.  
4.2 Ga(As,Bi) (001) 
Motivated by the successful investigation of ‘dilute nitrides’ also the surface structure of 
‘dilute bismides’ was investigated in the framework of this thesis. Similar to the case of the 
‘dilute nitrides’ the very first experiments were done during the work for my Master`s thesis 
and were expanded with new findings during my PhD work. As guidance through the 
chapter, the observed RAS spectra for the investigation of the surface structure of ‘dilute 
bismides’ are summarized in Figure 23. 
 
Figure 23: Overview of the RAS experiments carried out for the investigation of ‘dilute bismides’ on 
GaAs. a) Schematic illustration of the growth model for Ga(As,Bi) grown on GaAs by MOVPE after 
ref.18 b) Selected RAS spectra from different surface configurations investigated for ‘dilute bismides’ 
on GaAs. c) RAS spectrum for the Ga(As,Bi) sample grown on an beforehand prepared GaAs (2×4) 
surface reconstruction. 
The growth of Ga(As,Bi) on GaAs by MOVPE was found to be very limited in terms of the 
available growth window. Early investigations of this material system show that a sufficient 
Bi incorporation has only been realized in the temperature range between 375 °C and 
450 °C. Due to the V-V competition between As and Bi during the growth, the growth 
window is limited to As/Ga ratios between 1 and 2.5 for a constant Bi supply.18,60–62 Below 
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an As/Ga ratio of 1, formation of Ga droplets occurs. Above an As/Ga ratio of 2.5, 
accumulation of the non-incorporating Bi leads to droplets consisting of Ga and Bi on the 
growth surface.20,57–59 These harsh limitations led to the development of a growth model 
for Ga(As,Bi), which is supported and expanded by the study of the surface reconstruction 
during the different steps in this work. The growth model suggests that for low Bi supply 
the Bi only acts as a surfactant on the growth surface with no notable Bi incorporation into 
GaAs. Exceeding a minimum coverage of Bi (Θ   ) on the surface, Bi incorporation sets 
in. For increasing surface coverage, the Bi incorporation then linearly increases until a 
saturation sets in above the maximal coverage with Bi (Θ   ). Above this point, the surplus 
Bi forms droplets on the growth surface. The maximum Bi incorporation is determined by 
this saturation level, which is dependent on the growth rate        , the growth 
temperature         and the   /   ratio.
18 This behavior led to the implementation of a Bi 
surface coverage prior to the growth of Ga(As,Bi) with TBAs and TMBi to prevent 
concentration gradients in the grown structures, which evolve due to a change in the Bi 
surface coverage throughout the growth of the respective layer. Furthermore, a desorption 
step has to be implemented to desorb any surplus Bi from the growth surface at higher 
temperatures, in order to avoid droplets on the growth surface, which are then incorporated 
into the next layer. This is crucial to make Ga(As,Bi) applicable in heterostructures.  
In a first approach the effect of the evolving surface coverage on the GaAs (001) surface 
is analyzed by RAS in-situ. For this, the effect of TMBi on the GaAs (001) surface was 
studied at 400 °C. The temperature of 400 °C was chosen, since the most data on the 
growth of Ga(As,Bi) by MOVPE is given for this temperature.18,60–62 At 400 °C the GaAs 
(001) surface forms a c(4×4)β surface reconstruction (black spectrum) after the 
pretreatment given in Chapter 4 followed by cooling to 400 °C under TBAs stabilization. 
The TBAs stabilization is kept throughout the experiment and the partial pressures are 
chosen with values similar to the ones used in ref.18,61 to be comparable to the growth 
conditions of Ga(As,Bi). Subsequent supply of TMBi onto the TBAs stabilized surface 
showed a continuous modulation of the RAS signal of the c(4×4)β surface reconstruction 
towards the signal of the Bi terminated surface (Figure 1, Chapter 7.2.2). Additional Bi 
supply on the Bi terminated surface (blue spectrum) did not cause any further change of 
the RAS signal. The same experiment was carried out for a continuous TMBi and TBAs 
supply, which is used in the growth process to build up the surface coverage 
(green spectrum). The measured RAS spectrum of the surface coverage follows the RAS 
spectrum of the Bi terminated surface under TBAs supply for photon energies above 3 eV. 
In the energy range below 3 eV smaller deviations are seen. Mainly the anisotropy signal 
decreases from 3 down to 1.6 at a photon energy of 1.5 eV and a new positive feature 
evolves at 2.3 eV. These changes are attributed to a dynamic exchange of Bi and As on 
the sample surface, since turning off the TMBi supply caused the RAS signal to change 
back to the RAS spectrum of the Bi terminated surface. This indicates that the change of 
the surface reconstruction, which is correlated to the Bi surface coverage, can be reached 
by a continuous Bi supply as well as by pulsed supply of Bi onto the surface. The 
investigations further showed that Bi is accumulating on the growth surface, since the 
measured RAS spectra are stable and a conversion back to the As-rich c(4×4)β surface 
reconstruction is not possible at these temperatures. Since the RAS signal of the Bi 
terminated surface is unknown, no exact model of the surface structure can be given. 
Nevertheless, studies done in MBE show the formation of a (4×3) surface reconstruction 
via a disordered (1×3) surface reconstruction, when starting from a c(4×4) surface 
structure.192 The (4×3) surface is a good guess for the underlying surface reconstruction, 
which could be a good starting point for theoretical calculations of the observed RAS 
spectra.  
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In the subsequent experiments, the buildup time of the surface coverage in dependence 
on the TBAs and TMBi partial pressure was evaluated by transient measurements at a 
fixed photon energy of 1.52 eV. In these transient measurements the conversion of the 
RAS signal of the As-rich c(4×4)β surface reconstruction to the Bi terminated surface is 
revealed. The results show that the buildup time of the surface coverage is independent 
of the TBAs supply and reduces linearly for increased TMBi supply (Figure 2, 
Chapter 7.2.2.). Analyzing the total amount of supplied TMBi to the reactor indicates an 
accumulation of Bi on the growth surface in addition to the change of the surface 
reconstruction. Since Bi, as covered above, seems not to change the RAS signal, further 
Bi is likely added as a homogenous layer on top of the surface reconstruction. Only for 
very large TMBi supply, the RAS signal is severely increased while the reflection signal 
drops, indicating the begin of droplet formation.  
In the following the desorption of the accumulated Bi from the growth surface is studied. 
As done in ref.18 the Bi terminated surface is heated under TBAs to 625 °C to desorb the 
Bi. Similar to the previous experiments, the desorption time in dependence on the amount 
of deposited Bi on the growth surface was studied using RAS transient measurements and 
shows as expected a proportional correlation of the desorption time and the amount of 
deposited Bi. The complete desorption of the Bi from the surface was proven by detection 
of the subsequent RAS signal at 400 °C under TBAs supply as well as by observation of 
AFM measurements of the surface after the experiments. The AFM images showed no 
evidence of droplet formation. This study further showed that the desorption rate of Bi from 
the surface is negligible below a temperature of 450 °C. Above 450 °C the desorption rate 
increases, however temperatures above 600 °C seem to be necessary in order to allow 
reasonable time for the desorption steps in the growth process of Ga(As,Bi). E.g., a 
prepared surface with 10 min supply of TBAs with 3.3 × 10-2 mbar and TMBi with 
1.6 × 10-3 mbar at 400 °C led to a desorption time of 10 min at 625 °C. In order to stabilize 
the Bi terminated surface at higher temperature, a continuous supply of TBAs and TMBi is 
needed. This precise control of the Bi terminated surface might be used for in-situ control 
of Bi as a surfactant, which is applied in the growth of different material systems such as 
Ga(N,As)/GaAs and (Ga,In)As/InP.193,194 To study this stabilization of the Bi surface 
coverage the pre-treated GaAs (001) surface was cooled down to 250 °C. At this 
temperature the TMBi as well as the TBAs are still stable in the gas phase, which is proven 
by mass spectrometry in a subsequent experimental run (Figure 5, Chapter 7.2.2). In this 
experiment, the temperature is stepwise increased under TBAs and TMBi supply. With 
increasing temperature the RAS signal evolves from the signal of the c(4×4)β surface 
reconstruction at 250 °C first to the signal of the Bi terminated surface around 350 °C. This 
clearly shows that only TMBi is decomposed at this surface temperature and that the TBAs 
precursor remains stable. The lower decomposition temperature of TMBi compared to 
TBAs agrees well to the studied TMBi decomposition in the gas phase by mass 
spectrometry. The mass spectrometry investigations show a decomposition temperature 
for TMBi of 290 ± 10 °C and for TBAs of 330 ± 10 °C (Figure 5, Chapter 7.2.2). These 
temperatures are determined from the calculated gas phase temperature. The 
temperature deviation of the decomposition temperature determined from the RAS results 
compared to the gas phase temperature is explained by the uncertainty in the gas phase 
temperature determination, which is simply calculated by a correlation of the measured 
TBAs decomposition curves from ref.161 compared to published data from ref.101. Above 
375 °C the RAS signal further changes towards the RAS signal observed during the 
surface coverage under TMBi and TBAs, underlining the decomposition of TBAs at the 
surface above this temperature. For higher temperature, the RAS signal remains quite 
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stable showing the possibility to stabilize the surface coverage at higher temperatures and 
therefore allows an in-situ control of Bi as a surfactant.   
In the last experiment set, the surface reconstruction is monitored during the growth of 
Ga(As,Bi) on GaAs by RAS. In this experiment, RAS spectra were taken within the known 
growth window of Ga(As,Bi) on GaAs at a temperature of 400 °C. The structural analysis 
by means of AFM and HR-XRD agrees well to the formerly published data for growth of 
Ga(As,Bi) by MOVPE (Figure 6, Chapter 7.2.2).18 The slight deviation in Bi incorporation, 
growth rate and possible As/Ga ratios are attributed to the adjustments in the experimental 
setup compared to the MOVPE setup used without RAS. Namely, the additional gas flux 
through the hole in the liner (compare Chapter 3.2) changes the flow conditions in the 
reactor, resulting by trend in a higher growth rate and slightly increased Bi incorporation. 
The measured RAS spectra show strong modulations for changes of the As/Ga ratio. 
Comparably the RAS spectra detected during growth of GaAs also show a very strong 
modulation using the same growth parameters, without TMBi supply. Conclusively the 
Ga(As,Bi) as well as the GaAs growth surface exhibits a more complex surface structure 
under these conditions. The analysis of the surface reconstruction is further complicated 
for Ga(As,Bi) due to the occurrence of Fabry-Perot oscillations in the RAS signal. These 
Fabry-Perot oscillations are seen due to the difference of the refractive index of Ga(As,Bi) 
compared to GaAs, leading to further modulation of the RAS signal in dependence on the 
layer thickness during growth of the Ga(As,Bi) layers. To keep some validity, the shown 
RAS spectra were taken at the same time step during the growth of the layer. Introducing 
the studied surface coverage prior to the growth resulted in a more distinct RAS spectrum 
during growth of a Ga(As,Bi) layer at a growth temperature of 400 °C (red spectrum). This 
layer showed a maximum Bi incorporation of 4.3 %. The RAS spectrum in this case was 
identified with the RAS spectrum of an energetically shifted c(4×4)β surface 
reconstruction. The energetic shift is in accordance to the expected band gap reduction of 
Ga(As,Bi) compared to GaAs, giving a very convincing proof for the formation of the 
c(4×4)β surface reconstruction on the Ga(As,Bi) growth surface. The observed c(4×4)β 
surface reconstruction gives a good basis for possible theoretical calculations of the 
observed RAS spectra to allow the development of the actual surface structure model. 
Additionally, these studies were continued at a higher temperature of 450 °C and a lower 
temperature of 375 °C. Beside small changes in the RAS signal, which were attributed to 
non-optimized growth conditions, the RAS spectrum also shows the formation of the 
c(4×4)β surface reconstruction during growth of Ga(As,Bi) at these temperatures. 
Additionally, the effect of the growth of Ga(As,Bi) on a different surface reconstruction was 
studied. Since comparable experiments under MBE conditions were done on the (2×4) 
surface reconstruction of GaAs, this surface reconstruction was chosen. The RAS signal 
of Ga(As,Bi) grown at 400 °C on a beforehand prepared (2×4) GaAs (001) surface showed 
the formation of the (2×4) surface reconstruction (orange spectrum). This shows that the 
Ga(As,Bi) surface adopts to the symmetry of the underlying surface reconstruction during 
growth. The preparation of the (2×4) surface reconstruction was done by growth of GaAs 
at 400 °C with a gas phase ratio of V/III = 2.5 prior to the Ga(As,Bi) growth. The AFM and 
HR-XRD measurements of the Ga(As,Bi) layer grown on the beforehand prepared (2×4) 
surface indicate a poorer surface quality and show a reduced Bi incorporation of 2.6 % 
compared to an incorporation of 3.1 % measured for the Ga(As,Bi) layer grown on the 
c(4×4)β surface reconstruction under the elsewise same growth conditions. These findings 
indicate that the c(4×4)β surface reconstruction seems to be the best choice for the growth 
of Ga(As,Bi) on GaAs. On the one hand, a higher incorporation is desired. On the other 
hand, the preparation of the less As-rich surface reconstruction such as the (2×4) or even 
Ga-rich surfaces such as the (2×6) or (4×2) surface reconstruction are not easily 
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accessible at the low growth temperatures needed for Bi incorporation. Therefore, using 
the c(4×4)β surface reconstruction avoids a more complex surface preparation. 
The study of the Ga(As,Bi) and the Bi terminated GaAs surface reconstruction is finalized 
with a test concerning the stability of the surface reconstructions regarding cooling and 
changes of the environment to H2, N2 or air. The Bi terminated surface is shown to be 
stable while cooling to room temperature and against changes from the As-rich ambient 
under TBAs to H2 or N2, but did not show long term stability under air. The Ga(As,Bi) 
growth surfaces showed the same behavior and additionally the RAS signal was 
reproducible after storage under air for more than half a year. Despite the likely oxidation 
of the surface, the underlying surface reconstruction seems to be stable. These findings 
are quite promising to realize the transfer of grown Ga(As,Bi) samples into ultra-high 
vacuum for the analysis of the surface reconstructions by investigation with other surface 
sensitive methods such as STM or LEED. However, the first attempts of LEED 
investigations were not able to reveal the surface reconstruction and only showed 
evidence for cubic symmetry. An optimized transfer method to avoid contaminations 
should be applied in future studies to identify and support the present studies of the 
Ga(As,Bi) (001) surface reconstructions.  
 
Chapter 5 
Analysis of the Gas Phase Composition 
The second part of the results of this thesis focuses on real time gas phase investigations 
of the decomposition reactions occurring for different metal organic precursors during the 
MOVPE process. At first the main results of the unimolecular decomposition reactions of 
three newly synthesized nitrogen precursors are given together with a short sum-up of 
reproductive studies on literature known precursors. Based on the gained knowledge from 
these studies the decomposition reactions for bimolecular reactions occurring during 
epitaxial growth are shown.  
5.1 Unimolecular Decomposition Studies 
In a first step the unimolecular decomposition of the selected metal organic precursors is 
studied in a novel setup for real time gas phase analysis, which is described in 
Chapter 3.3.2.  
 
Figure 24: a) Decomposition curves of TMGa, TEGa, TTBGa, TMBi, TBAs, TBP, UDMHy, DTBAA, 
DTBAP and DTBADMHy measured in the same reactor system. The decomposition temperature is 
defined with the temperature at which the intensity drops to half of its value (T50 line). b) Determined 
decomposition temperatures and activation energies. 
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The decomposition curves of the more established metal organic precursors TMGa, TEGa, 
TTBGa, TMBi, TBAs, TBP and UDMHy are given together with the newly synthesized 
single source precursors DTBAA, DTBAP and DTBADMHy in Figure 24. Due to the 
distance of the nozzle to the growth surface given by the setup the effective temperature 
of the collected gas is determined by correlation of the TBAs decomposition data from 
ref.161 with data from ref.101. With this the measured susceptor temperature can be 
correlated to the gas phase temperature. 
The decomposition investigations allow a well-founded comparison between the 
investigated precursors and make the investigation of bimolecular decomposition 
reactions possible. The evaluation of the decomposition reactions of the precursors TMGa, 
TEGa, TTBGa, TBAs and TBP are qualitatively in good agreement to data published 
before (Figure S1 to S5, Chapter 7.2.6).101,159,195-206 All precursors show that dissociation 
can occur by bond homolysis (Reaction 5). Homolysis is shown to be the main 
decomposition reaction for precursors with methyl substituents such as the studied TMGa 
and TMBi. For these precursors, further bimolecular reactions such as radical attack on 
the parent molecule and hydrogenolysis are discussed (Reaction 10 and Reaction 11).69 
The present study shows no direct indication for the occurrence of radical attacks as 
decomposition pathway, which is attributed to the use of a lower reactor pressure and 
lower partial pressures of the precursors, compared to the studies done in the literature.202 
The hydrogenolysis reaction might occur, since H2 as carrier gas is supplied as main 
species in the reactor. The expected larger reaction products in hydrogenolysis such as 
(CH3)2GaH are likely to decompose at elevated temperatures before they can be detected 
in the mass spectrometer. The decomposition study showed formation of CH4+, which is 
expected in hydrogenolysis. However, CH4+ can also be formed from CH3• radicals created 
by homolysis followed by a subsequent reaction with the carrier gas. For an observation 
of hydrogenolysis, either an alternative carrier gas such as deuterium (D2) or deuterated 
precursors would be necessary, which is not covered in this study. For the precursors 
exhibiting larger alkyl groups, further decomposition pathways are discussed, which are 
supported by the presented studies. For ethyl or tert-butyl groups as substituent, the 
decomposition additionally occurs by β-H elimination  (Reaction 8), which was, e.g., found 
to be the main decomposition pathway for TEGa and TBAs.101,160,161 The dissociation by 
β-H elimination is proven by the detection of a reduced ion mass of the decomposition 
products. The proposed C=C double bond is formed under the abstraction of one H atom 
from the alkyl group. The resulting mass reduction by 1 u can clearly by resolved with the 
ion trap mass spectrometer. For TBAs and TBP the possibility of intramolecular coupling 
as well as hydrogen abstraction are discussed (Reaction 7 and Reaction 9). Detection of 
isobutane (C4H10+) gives evidence for the intramolecular coupling reactions, however as 
discussed above for the methyl radicals, the detected C4H10+ can be formed as well by 
reaction of tert-butyl radicals (C4H9•) with the H2 carrier gas. The hydrogen abstraction as 
a first step in the decomposition reaction is predicted in ref.103 and is supported by 
experiments done with our setup.104 This gives a compound summary of the 
decomposition studies done on the established precursors investigated with the new mass 
spectrometer setup.  
The main focus of this chapter is laid on the decomposition studies of the novel nitrogen-
V precursors DTBAA, DTBAP and DTBADMHy in comparison to the conventionally used 
UDMHy. Based on the very promising N incorporation behaviors of the novel 
precursors,55,90,207,208 the underlying gas phase reactions were studied to gain a thorough 
understanding of nitrogen incorporation as well as for the incorporation of As and P 
supplied by these precursors. The molecular structure of these precursors is designed to 
potentially reduce the carbon incorporation compared to structures grown with the 
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conventionally used nitrogen source UDMHy. UDMHy exhibits a direct N-N bond and N-C 
bonds in its molecular structure. The decomposition studies of this precursor, supported 
by the presented investigations, show formation of CH4+ formed by homolytic fission of the 
methyl groups from the precursor and the formation of larger stable fragments such as 
(CH3)2NH+ by homolytic fission of the N-N bond and formation of CH3NCH2+ by an 
intramolecular coupling reaction (Reaction 14 - Reaction 16).  
Reaction 14: Homolytic fission of the N-N bond in UDMHy. 
 
Reaction 15: Exemplary illustration for the homolytic fission of a methyl group from (CH3)2N•. 
  
Reaction 16: Intramolecular coupling reaction leading to the formation of NH3 and CH3NCH2. 
  
Reaction 17: Intramolecular coupling reaction leading to formation of CH4 and N2. 
 
Both fragments are formed due to the C-N bond strength and are believed to lead together 
with formed methyl radicals (CH3•) to carbon incorporation, which was reported to be the 
reason of increased threshold current densities in (Ga,In)(N,As) laser structures.53,54 
Furthermore, UDMHy shows the formation of N2 in an intramolecular coupling reaction 
(Reaction 17). Since the formed N2 exhibits high bond dissociation energies, it is stable in 
the used temperature range below 1000 °C.209 The formation of N2 explains the generally 
low nitrogen incorporation efficiency of UDMHy. E.g., as seen in Chapter 4, UDMHy needs 
to be offered with 10 times higher partial pressures compared to TBAs to realize a nitrogen 
incorporation of about 4 % into GaAs at a growth temperature of 550 °C. The 
decomposition reactions of UDMHy in our reactor system further showed that the larger 
fragment of (CH3)2N• further decomposes by abstraction of one methyl group to CH3N and 
CH3• at temperatures above 400 °C. The formation of CH3N is supported by detection of 
CH3NH2+. Detection of NH3+ supports the formation of NH2• radicals from the fission of the 
N-N bond. The NH2• radicals are believed to incorporate at low temperatures and desorb 
by formation of NH3 at higher temperatures. As mentioned above, the formation of N2 as 
decomposition product of UDMHy is expected from studies in the literature, which is 
additionally supported by quantum chemical gas phase calculations.55,107 In contrast to the 
literature, the formation of N2 is not supported by the presented measurements, showing 
that Reaction 17 might be prohibited. However, the presented study further showed that 
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N2 is generally difficult to detect within the ion trap setup. This might be connected to the 
high electronegativity of N, which can prevent the electron ionization. These findings are 
also underlined by studies in low reactor pressure conditions (~ 80 mbar), which showed 
no strong increase of N2.108 One explanation could be that the formation of N2 occurs in a 
bimolecular reaction after the decomposition of UDMHy. These bimolecular reactions are 
expected to be less probable under the low-pressure conditions of 50 mbar given in this 
study. Nevertheless, formation of N2 cannot be completely excluded by the presented 
studies, but seems to be unlikely under the used experimental conditions. 
In contrast to the molecular structure of UDMHy, the novel precursors DTBAA, DTBAP 
and DTBADMHy on the one hand exhibit larger alkyl groups in form of tert-butyl instead of 
methyl substituents. The larger alkyl groups are expected to reduce carbon incorporation, 
due to weaker bonding of the produced radical species upon decomposition as well as due 
to decomposition by β-H elimination, which leads to formation of stable molecules with a 
stronger C=C double bond.69,210 On the other hand, the molecule structure exhibits no 
direct C-N bond, which is believed to cause the unwanted C incorporation as seen in the 
decomposition of UDMHy. Furthermore, DTBAA and DTBAP exhibit no N-N bond, which 
should effectively prevent the formation of N2. The executed decomposition studies 
underline these considerations, which will be summarized here.  
The decomposition temperatures of DTBAA, DTBAP and DTBADMHy are determined with 
       
       = 160 ± 10 °C,        
       = 310 ± 10 °C and        
        
 = 170 ± 10 °C compared to 
UDMHy with        
     
 = 440 ± 10 °C (Chapter 7.2.3-7.2.5). These lower decomposition 
temperatures are shown to be very beneficial for the growth of ‘dilute nitrides’ on GaAs 
and GaP. For example the growth of Ga(N,P) on GaP/Si with DTBAP showed nitrogen 
contents above 10 % at 475 °C, which has not been realized with the use of UDMHy.90 For 
DTBAA a 13 times higher N incorporation efficiency for the growth of Ga(N,As) on GaAs 
at 500 °C compared to identical structures grown with UDMHy is reported.55 The growth 
studies using these novel precursors showed promising N incorporation behaviours for the 
growth of ‘dilute nitrides’ on GaAs or GaP/Si.90,207,208 
All three novel precursors show the dissociation of the group-V-N bond by bond homolysis 
or heterolysis in the first decomposition step (Reaction 18). 
Reaction 18: Initial bond homolysis or heterolysis step of the group-V-N bond. The reaction is 
investigated for M = As or P and R = H or (CH3)2N. 
 
In case of DTBAA and DTBAP, Reaction 18 results in the formation of DTBAs• and DTBP•, 
respectively. The DTBAs• was found to decompose at 270 °C by homolysis and 
intramolecular coupling reactions of the tert-butyl groups seen by detection of isobutane+ 
and tert-butyl+ radicals and by β-H elimination leading to formation of isobutene+ (Figure 3, 
Chapter 7.2.3). This is believed to be the main source of As originating from the 
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decomposition. No evidence for the formation of a larger fragment exhibiting an As-N bond 
was detected. This is also supported by the detection of NH3+ in the same magnitude of 
the parent molecule. The detected NH3 indicates like discussed for UDMHy before the 
formation of aminyl radicals (NH2•), supporting the N-As bond homolysis or heterolysis as 
main decomposition path. In the case of DTBAP the formation of DTBP• was not 
detectable in our setup, however it is believed to be formed in the decomposition reaction. 
Therefore, the absence of DTBP• is explained by a reduced stability leading to a direct 
dissociation or due to adsorption on available surfaces. As in the case for DTBAA, 
isobutane+ and tert-butyl+ radicals indicating the dissociation of the tert-butyl groups by 
homolysis and intramolecular coupling reactions are detected for the decomposition of 
DTBAP. The additionally detected isobutene+ is attributed to dissociation by 
β-H elimination (Figure 8, Chapter 7.2.4). Again, NH3+ was detected in the same 
magnitude. For both precursors, the signal of the isobutane was seen to drop to about half 
of its value at higher temperatures. This reduction is interpreted as prohibition of the bond 
homolysis or intramolecular coupling of one tert-butyl group. According to Reaction 18, 
detection of NH3+ results from the formation of aminyl radicals (NH2•), which react with the 
carrier gas H2 or available H• radicals to form stable ammonia (NH3). The NH2• was found 
to be directly related to the N incorporation of the precursors. This statement is on the one 
hand proven, since no other N containing fragments were observable in the presented 
investigations. On the other hand, evaluation of the decomposition curves in an Arrhenius 
plot reveals the activation energy needed for the decomposition reaction. The activation 
energy for Reaction 18 is determined for DTBAA and DTBAP with 
  
      = 2.75 ± 0.6 eV  and   
      = 1.4 ± 0.2 eV. In both cases a good agreement 
within the error of the experiments to the activation energy determined from the nitrogen 
incorporation for grown Ga(N,As) and Ga(N,P) structures is given.55,90 This underlines the 
direct relation of the formed NH2• to the nitrogen incorporation of these precursors. The 
formation of NH2• explains that these novel precursors show high N incorporation at low 
temperatures, since NH2• is very reactive.211 However, the experiments also suggest a 
limitation for N incorporation at higher temperatures due to formation of the very stable 
NH3.212 
The third investigated precursor DTBADMHy is in a simple picture a combination of the 
DTBAA and the UDMHy precursor. The DTBADMHy decomposes by homolytic or 
heterolytic fission of the As-N bond in the first reaction step, leading to the formation of 
DTBAs• and (CH3)2NNH• (Reaction 18). This homolysis or heterolysis occurs at the same 
temperature of 170 ± 10 °C within the error of the measurement as seen for DTBAA 
(Figure 1, Chapter 7.2.5). The formed DTBAs• is shown to decompose accordingly to the 
observations for DTBAA at 290 ± 10 °C under the formation of isobutane+, tert-butyl+ 
radicals and isobutene+. This supports the decomposition of the tert-butyl groups via 
homolytic fission, intramolecular coupling and β-H elimination reactions. Furthermore, the 
same drop in the intensity of isobutane+ to half of its value is seen around 280 °C, showing 
a reduced probability of the intramolecular coupling reaction and bond homolysis at 
temperatures above 350 °C. These findings suggest an identical As incorporation 
behaviour for DTBADMHy compared to DTBAA. The N containing UMDHy part 
(CH3)2NNH• decomposes in a similar manner as seen for the UDMHy decomposition. Due 
to the formed (CH3)2NNH• radical, detected as UDMHy+ and (CH3)2NNH•+, the 
decomposition temperature of this fragment is reduced to 270 ± 10 °C compared to 440 °C 
given for the unimolecular decomposition of UDMHy. The main detected decomposition 
products are (CH3)2NH+ and CH3NCH2+. In the following the mentioned decomposition 
pathways are referred to the reactions given in Chapter 7.2.5. The detected (CH3)2NH+ is 
formed by homolytic fission of the N-N bond according to Reaction 2 followed by reaction 
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of (CH3)2N• with H2 or H•. The CH3NCH2+ is either formed by intramolecular coupling seen 
in Reaction 3, which also produces NH2•, or is formed by H abstraction from (CH3)2N•. 
Since NH3+ is detected right as the CH3NCH2+ intensity rises, the intramolecular coupling 
reaction is believed to be the more dominant reaction pathway (Figure 2, Chapter 7.2.5). 
Contrary to the observation for UDMHy, not only the intensity of (CH3)2NH+ drops at higher 
temperatures but also the intensity of CH3NCH2+ decreases. This is correlated to the bond 
homolysis of CH3NCH• and (CH3)2N• into smaller fragments such as NCH (27 u), CH3N 
(29 u) and CH3•, which were detected as NCH3+, CH3NH2+ and CH4+, respectively. The 
detected CH4+ signal supports the bond homolysis reaction, since CH3• is expected to form 
in this decomposition reaction, according to Reaction 4. Similar to UDMHy, the C-N bond 
remains intact upon decomposition resulting in formation of stable N containing fragments. 
However, the N-N bond homolysis occurs at much lower temperatures compared to 
UDMHy in the gas phase, resulting in formation of NH2•, which should lead to N 
incorporation. This correlates well to growth studies of Ga(N,As) on GaAs grown with 
DTBADMHy and TEGa. Here a N incorporation of up to 6 % at 425 °C was achieved 
(Figure 5, Chapter 7.2.5). This is explained by the formation of the less stable (CH3)2NNH• 
compared to UDMHy, resulting in a higher N incorporation at lower temperatures.  
In summary, an overview on the work done on unimolecular decomposition reactions in 
our reactor is given. The investigation of the novel N precursors DTBAA, DTBAP and 
DTBADMHy showed group-V-N bond homolysis or heterolysis in the first reaction step, 
explaining the lower decomposition temperature compared to UDMHy. This lower 
decomposition temperature was shown to be beneficial for nitrogen incorporation. The N 
incorporation is believed to be related to NH2• radicals formed upon decomposition. These 
explain the more efficient incorporation at lower temperatures as well as the limitation at 
higher temperatures.   
5.2 Bimolecular Decomposition Studies 
In the last section, the decomposition studies during the growth of GaAs and GaP will be 
summarized with respect to possible bimolecular decomposition reactions. The results will 
be compared to additional studies done for different V/III ratios during the growth of GaP. 
In the last step, the latest results for the bimolecular decomposition of UDMHy with TMGa 
and TEGa will be shown. 
The bimolecular decomposition of TBAs or TBP with the Ga precursors TMGa, TEGa and 
TTBGa showed a strong effect of the Ga precursors on the decomposition of TBAs and 
TBP. As shown in Chapter 5.1 in Figure 24, the unimolecular decomposition temperature 
of the precursors are given with        
      = 340 ± 10 °C,        
      = 250 ± 10 °C, 
       
       = 140 ± 10 °C,        
     = 400 ± 10 °C and        
      = 360 ± 10 °C. Surprisingly, the 
decomposition temperature of TBAs is reduced to the decomposition temperature of the 
Ga sources during the growth of GaAs, indicating a catalytic effect of the partly 
decomposed Ga precursor on the decomposition reaction of TBAs. To observe this strong 
catalytic effect, a V/III = 1 ratio was used. The gas phase ratio of V/III = 1 was essential to 
simultaneously track the decomposition of the Ga precursors in the same experimental 
run. The related decomposition temperatures for TBAs are determined with 
       
            = 310 ± 10 °C,        
            = 260 ± 10 °C and        
             = 170 ± 10 °C, 
showing a reduction of up to 200 °C of the decomposition temperature in presence of the 
partly decomposed Ga precursors (Figure 2, Chapter 7.2.6). The Ga precursors were 
measured within the same experiment, showing no effect of TBAs on the decomposition 
temperature of the Ga precursors. The determined decomposition temperatures agree well 
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within the error of the measurement to the unimolecular decomposition temperatures of 
the respective precursor and are determined with        
            = 310 ± 10 °C, 
       
           = 230 ± 10 °C and        
            = 150 ± 10 °C. These bimolecular 
decomposition reactions were further investigated utilizing the highly sensitive SWIFT 
technique of the ion trap mass spectrometer. With these measurements a detailed 
investigation of the arising decomposition products and fragments is possible. The 
bimolecular decomposition of TBAs and TMGa shows a significant increase of the 
isobutane+ signal and a reduction of the isobutene+ signal in contrast to the unimolecular 
decomposition. This indicates that for TBAs bond homolysis becomes the dominant 
decomposition reaction and the possibility of β-H elimination reaction is largely reduced. 
The increase of homolytic fission reactions near the surface is supported by the literature 
on surface catalytic reactions.213 Besides the other described unimolecular decomposition 
products, the formation of methyl-arsane (MAs+) and di-methyl-arsane (DMAs+) as well as 
different fragments such as gallium (Ga+), methyl-gallium (MGa+), ethyl-gallium (EGa+), 
isopropyl-gallium (IPGa+), and tert-butyl-gallium (TBGa+) is observed (Figure 3 and S7, 
Chapter 7.2.6). These fragments are explained by fragmentation of TBGa in the ionization 
process. The appearance of MAs+, DMAs+ and TBGa+, which were not observed in the 
unimolecular decomposition, are best explained by formation in an alkyl exchange reaction 
(Reaction 12). The alternative explanation would be the formation of a larger adduct 
between TMGa and TBAs, which is then cracked in the ionization process resulting in the 
formation of the mentioned fragments. However, no evidence is seen for an adduct 
formation. Any formed adduct in the gas phase is expected to be detectable in our setup, 
as it is, e.g., seen for the bimolecular decomposition of UDMHy with TMGa or TEGa, which 
is discussed below.107,108 Similarly, the formation of ethyl-arsane (EAs+) and TBGa+ is seen 
as side reaction in the decomposition of TEGa and TBAs again indicating an alkyl 
exchange as important reaction step (Figure 4 and S8, Chapter 7.2.6). For the bimolecular 
decomposition of TBAs and TTBGa, formation of TBAs+ and TBGa+ is seen (Figure 5 
and S9, Chapter 7.2.6). Here both reactants are substituted with tert-butyl groups. In this 
case a simple alkyl exchange should not result in any energetic benefit for the involved 
molecules. Therefore, a simple alkyl exchange in the gas phase is most likely excluded. 
However, an energetic benefit in the alkyl exchange reaction might be given, if the Ga 
precursor is already partly decomposed or if the reaction is occurring heterogeneously on 
the formed GaAs surface. The possibility of heterogenous reactions was shown in various 
experiments in ref.69,101 This behavior is exemplarily shown for the TBAs decomposition 
measured in the GaAs-coated liner. The heterogenous reaction of TBAs on GaAs results 
in a reduced decomposition temperature of        
            = 250 ± 10 °C, showing a 
reduction of about 100 °C due to the surface catalysis. 
This catalytic effect and the alkyl exchange are also used to explain the observations for 
the variation of the V/III ratio for the bimolecular decomposition of TEGa and TBAs. Here 
a strong reduction of the decomposition temperature of TBAs with decreasing V/III ratio is 
seen. The respective decomposition temperatures of TBAs are determined by 
       
     ⁄     = 310 ± 10 °C,        
     ⁄    = 310 ± 10 °C,        
     ⁄    = 290 ± 10 °C, 
       
     ⁄    = 250 ± 10 °C,        
     ⁄   .   = 235 ± 10 °C,        
     ⁄   .  = 220 ± 10 °C and deviate 
from the unimolecular decomposition temperature of        
      = 360 ± 10 °C 
(Figure 6, Chapter 7.2.6). This effect is attributed to a site blocking of the formed DEAs in 
the alkyl exchange reaction on the growth surface. The possibility of the alkyl exchange 
should be enhanced for higher V/III ratios, which is supported by detection of a higher 
amount of the TBGa-related fragments for higher V/III ratios (Figure S10, Chapter 7.2.6). 
Consequently, the site blocking leads to a higher decomposition temperature for TBAs as 
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it prevents the surface catalytic reaction. For V/III ratios < 1, the number of catalytic 
reaction sites even increases due to the excess of partly decomposed TEGa. These 
findings were used to calculate an effective V/III ratio at the growth surface 
(Figure 6, Chapter 7.2.6). The effective V/III ratio deviates from the used gas phase ratio 
for temperatures below 350 °C and can therefore be very relevant for low temperature 
growth of GaAs. The decomposition products occurring from the alkyl exchange and the 
interpretation of site blocking, refers well to the observations of higher C incorporation at 
low temperatures attributed to adsorbed alkyl groups and may be related to formation of 
As antisites.214 
 
Figure 25: a) Decomposition curves of TBP during growth of GaP for different V/III ratios. For this 
experiment the TEGa partial pressure was fixed at Pp(TEGa) = 8.2 × 10-3 mbar and the TBP partial 
pressure was varied systematically. For comparison, the decomposition curve of the unimolecular 
TBP decomposition is added. The decomposition temperature is defined with the temperature at 
which the intensity drops to half of its value (T50 line). b) Evaluated decomposition temperatures for 
TBP at different V/III ratios. 
In analogy, the decomposition of TBP with the mentioned Ga precursors was investigated 
in the same manner. Here the decomposition temperatures were determined by 
       
           = 350 ± 10 °C,        
           = 315 ± 10 °C and        
            = 250 ± 10 °C. 
Similar to the TBAs results an absolute temperature reduction, of up to 150 °C is seen. 
However, the decomposition temperature is not reduced down to the unimolecular 
decomposition temperature of the Ga source. This shows that the involved P-C bond 
exhibits a higher stability and that the underlying reaction cannot be described by a simple 
catalytic reaction. If only the supplied Ga is responsible for the catalytic effect, the TBP 
decomposition temperature should adopt to the decomposition temperature of the Ga 
precursor at higher temperatures, as seen in the studies on TBAs. In conclusion, the alkyl 
groups of the Ga precursor need to be involved in the reaction, supporting the suggested 
alkyl exchange reaction. The further study of TBP with TEGa for different V/III ratios shows 
a very similar reduction of the decomposition temperature of TBP with reduced V/III ratios. 
The decomposition temperatures are in this case determined by        
     ⁄     = 390 ± 10 °C, 
       
     ⁄    = 370 ± 10 °C,        
     ⁄    = 340 ± 10 °C,        
     ⁄    = 320 ± 10 °C, 
       
     ⁄   .   = 320 ± 10 °C,        
     ⁄   .  = 270 ± 10 °C and        
     = 400 ± 10 °C for the 
unimolecular decomposition of TBP. The corresponding decomposition curves are shown 
in Figure 25. As extensively discussed for TBAs, the results on the decomposition studies 
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of TBP also suggest a very similar decomposition behavior for the bimolecular reaction of 
TBP and the used Ga precursors. It is likely that a reaction product arising from an alkyl 
exchange reaction is responsible for the strong V/III dependence on the TBP 
decomposition. A more detailed analysis on the TBP decomposition with focus on the 
arising decomposition fragments is planned in the framework of the Master’s thesis of 
J. Haust. 
The very last experiments were done to show the possibility for detection of adducts in the 
gas phase or at the surface of the reactor system. Adducts formed on the surface are not 
expected to be detectable, due to their low vapor pressure, preventing desorption from the 
surface. The formation of gas phase adducts was reported in the literature for the 
bimolecular decomposition of TMGa and TEGa with UDMHy.107,108 In both studies the 
formation of the observed adducts already occurred at room temperature and was only 
indirectly confirmed. As validation of these experiments, both precursor combinations were 
checked in the presented novel ion trap setup. The first results on the bimolecular 
decomposition of TMGa and UDMHy are shown in Figure 26 a). 
 
Figure 26: a) Mass spectrum at 100 °C during the bimolecular decomposition of UDMHy and TMGa 
with a used gas phase ration of V/III = 1. The insets show the proposed adduct formation as well 
as the measurement of the decomposition curve of UDMHy during the bimolecular decomposition. 
b) Intensity comparison at 100 °C for the proposed adducts for different V/III ratios. The intensity 
detected for UDMHy with the same partial pressure of 2.3 × 10-2 mbar and without the addition of 
TMGa is included for comparison.  
Compared to the unimolecular decomposition of UDMHy, a number of additional peaks 
with a higher mass than that of UDMHy and TMGa are already seen at a susceptor 
temperature of 100 °C. The additionally observed peaks are likely caused by formation of 
adducts in the gas phase. The smaller adduct is identified with UDMHy↦TMGa+, which 
can lose one methyl group (CH3) in the ionization process. This adduct formation was used 
to explain the results obtained in ref.107. In this study the bimolecular decomposition 
showed that the intensities for UDMHy as well as for TMGa vanishes at room temperature, 
which was interpreted to be caused by adduct formation. This kind of adduct formation has 
been investigated between electron acceptors such as TMGa or TMAl and electron donors 
such as NH3, N2H4 or presumably UDMHy.107,215–217 The detected higher mass is attributed 
to an adduct of two UDMHy molecules and one TMGa molecule 
(UDMHy↦TMGa↦UDMHy+). As there are more peaks visible around this mass of 234 u, 
this adduct could also be a fragment of an even larger compound. This larger compound 
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could be the formation of (CH3)2NN[(CH3)2Ga]2NN(CH3)2 by dimerization of two smaller 
UDMHy↦TMGa adducts under abstraction of two methyl groups (2×CH3). The idea of the 
formation of (CH3)2NN[(CH3)2Ga]2NN(CH3)2 is founded in the observation of the analog 
dimer between the adducts of UDMHy and TEGa, which was studied in ref.108 and will be 
discussed below for the investigations in the used ion trap setup. The adduct formation 
followed by the proposed dimerization is illustrated in Reaction 19. 
Reaction 19: Schematic reaction for the adduct formation between UDMHy and TMGa followed by 
dimerization into (CH3)2NN[(CH3)2Ga]2NN(CH3)2. 
  
The bimolecular decomposition of UDMHy and TMGa further showed no influence of the 
TMGa on the UDMHy decomposition in terms of the decomposition temperature. The 
decomposition temperature of UDMHy was determined by 420 ± 10 °C in the bimolecular 
study, which is identical to the unimolecular decomposition study seen in Figure 24. The 
adduct formation is further investigated in dependence on the used V/III ratio by changing 
the TMGa supply, which is shown in Figure 26 b). Compared to the intensity detected for 
UDMHy+ without TMGa, the addition of TMGa causes the UDMHy+ intensity to drop by a 
factor of 4 for a gas phase ratio of V/III = 1, while the adduct peaks increase in intensity. 
This shows that the UDMHy is consumed in a large amount in the adduct formation. 
Increasing the V/III ratio by reducing the TMGa partial pressure leads to an increase of the 
UDMHy+ signal, as it is supplied in excess compared to the TMGa. The V/III variation 
further shows an increase in the formation of larger adducts, including more than one 
UDMHy molecule (UDMHy↦TMGa↦UDMHy+), while the adduct including an equal 
number of UDMHy and TMGa (UDMHy↦TMGa+) reduces with increasing V/III ratio. For 
V/III larger than 2 the intensity of the larger adduct (UDMHy↦TMGa↦UDMHy+) also 
decreases. This behavior is likely to be related to the overall reduced probability of adduct 
formation for a lower TMGa supply. 
Reaction 20: Schematic reaction for the adduct formation between UDMHy and TEGa followed by 
dimerization into (CH3)2NN[(C2H5)2Ga]2NN(CH3)2. 
  
In analogy to the TMGa study the adduct formation between TEGa and UDMHy is studied 
in the ion trap setup. The first experiments suggest, similar to the TMGa experiments, the 
formation of adducts containing one or two UDMHy molecules. These are illustrated in the 
detected mass spectrum at 100 °C with a gas phase ratio of V/III = 1 in Figure 27.  
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The suggested adduct formation and the dimerization was first studied in ref.108,218 and is 
illustrated in Reaction 20. These observations show the first direct proof of the adduct 
formation between TMGa, TEGa and UDMHy under MOVPE conditions and underline the 
possibility of the ion trap setup to detect the formation of adducts. Since the ion trap setup 
seems to be very suitable for the detection of larger adducts, a more extensive study of 
the adduct formation during the MOVPE process should be the content of prospective 
work in this field.   
 
Figure 27: Mass spectrum at 100 °C during the bimolecular decomposition of UDMHy and TEGa 










Summary and Outlook 
Metal organic vapor phase epitaxy (MOVPE) plays an important role in the fabrication of 
optoelectronic devices based on III-V semiconductor materials such as 
telecommunications lasers, light emitting diodes, highly efficient solar cells or high 
frequency devices on an industrial scale. Even though the technique has been largely 
established since its invention in the 1960s, there are still many remaining questions to 
understand the physics of this deposition technique. This is caused by the complexity of 
the underlying thermodynamics, kinetics and hydrodynamics, resulting in a more 
phenomenological understanding of the epitaxial growth process. Nevertheless, the 
MOVPE technique is applicable for the realization of novel metastable materials paving 
the way for inventions in terms of new devices and device optimization.  
One promising approach is the use of ‘dilute nitrides’ and ‘dilute bismides’ based on the 
gallium arsenide (GaAs) host material for an improvement of the practicability and the 
energy efficiency of the currently used devices to make a small contribution to solve 
environmental problems such as global warming. ‘Dilute bismides’ show the capability to 
decrease the energy consumption of laser diodes used for the telecommunication across 
the internet by light emission at 1.3 µm and 1.55 µm through glass fibers. The higher 
predicted efficiency of ‘dilute bismides’ is based on the prevention of internal loss 
mechanisms in the active region of the laser devices which are limiting the efficiency of 
the currently used (Ga,In)(As,P) laser diodes. Likewise, the ‘dilute nitride’ material family 
is discussed as potential candidate for highly efficient telecommunication lasers. Here 
material combinations such as (Ga,In)(N,As) are discussed, due to a potentially higher 
efficiency, a better thermal stability and the possibility to fabricate these laser structures 
on the well-established GaAs substrates. Besides this, the ‘dilute nitrides’ are discussed 
for application as highly efficient solar cells that are promising in terms of renewable 
energy. Here material combinations such as (Ga,In)(N,As), Ga(N,As,Sb) or Ga(N,As,Bi) 
are discussed as a layer in a multi-junction solar cell concept to improve the conversion 
efficiency of the junction responsible for absorption of sun light with a wavelength between 
1.1 µm and 1.4 µm. An increase to conversion efficiencies over 50 % could make the multi-
junction solar cells more competitive with respect to Si-based solar cells in terms of cost 
efficiency. However, the fabrication of these devices by MOVPE with respect to the desired 
material composition, structural quality and purity is a current challenge.  
In this work a small contribution towards the possible realization of improved devices and 
towards a more detailed physical understanding of the related processes during growth is 
presented. This covers in the first part the investigation of surface structure of ‘dilute 
nitrides’ and ‘dilute bismides’ on an atomic scale by reflection anisotropy spectroscopy 
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(RAS). The RAS technique is used for in-situ analysis of the arising surface reconstructions 
of Ga(As,Bi) and Ga(N,As) layers during the growth by MOVPE. For the Ga(N,As) material 
system, this study includes the investigation of the already established nitrogen precursors 
1,1-di-methyl-hydrazine (UDMHy) and the newly synthesized di-tert-butyl-amino-arsane 
(DTBAA) precursor. The initial point of these investigations is focused on the analysis of 
the GaAs host material. For a simple nitridation of the GaAs (001), surface both precursors 
show a different influence on the surface reconstruction. The supply of UDMHy to the 
GaAs (001) surface produced a strong change of the surface structure from the As-rich 
c(4×4)β surface reconstruction to the more Ga- or N-rich (2×6)/(6×6) surface 
reconstruction. Compared to this, the supply of DTBAA showed no strong modulation of 
the As-rich c(4×4)β surface. In contrast to UDMHy, the inbuilt additional As supply by 
DTBAA caused a stabilization of the given c(4×4)β surface. During the growth of Ga(N,As), 
by additional supply of tert-butyl-arsane (TBAs) and tri-ethyl-gallium (TEGa), the surface 
reconstruction changes to a more Ga- or N-rich (2×6)/(6×6) surface structure, independent 
from the choice of the N precursor and the underlying surface reconstruction. The latter 
was investigated by the growth of a Ga(N,As) layer on a prepared (2×4) reconstructed 
GaAs (001) surface. Based on the Ga(N,As) results, atomically abrupt Ga(N,As) layers 
with high N contents of presumably up to 16 % were realized by using different gas 
switching sequences in the growth process. These studies are of fundamental interest 
concerning the modification of the type-II transitions in W-type laser structures based on 
the Ga(N,As) and Ga(As,Sb) material systems.  
In case of the Ga(As,Bi) material system, similar experiments were carried out starting with 
the influence of the tri-methyl-bismuth (TMBi) precursor on the GaAs (001) surface 
structure. As expected from the behavior of Bi to float on the growth surface without being 
incorporated, the supply of TMBi caused the As-rich c(4×4)β surface reconstruction to 
change presumably to a (4×3) surface reconstruction. This change of the surface 
reconstruction was directly related to the Bi surface coverage, which is an essential step 
for the realization of homogenous Ga(As,Bi) layers. The created Bi terminated surface was 
extensively studied in terms of the thermal stability, stability towards changes of the 
environmental conditions and its formation time. The addition of TBAs and TEGa for the 
growth of Ga(As,Bi) caused the surface reconstruction to further change to a Bi containing 
c(4×4)β surface reconstruction. Furthermore, the surface reconstruction was found to be 
very sensitive to variations of the TBAs/TEGa gas phase ratio, underlying former findings 
of a small growth window for the growth of Ga(As,Bi) on GaAs. Additional experiments on 
prepared (2×4) GaAs (001) surfaces showed that the Ga(As,Bi) surface structure is 
adopting to the underlying surface reconstruction during growth. For both material 
systems, further analysis of the surface morphology and material composition was done 
by post-growth investigation with atomic force microscopy (AFM) and high-resolution X-ray 
diffraction (HR-XRD). The compositional analysis gives evidence that the N incorporation 
is favored on more Ga-rich surfaces like the (2×4) surface reconstruction and that Bi 
incorporation is enhanced on the more As-rich c(4×4)β surface reconstruction compared 
to the (2×4) surface reconstruction.  
The second part of this thesis covers the real-time analysis of the gas phase composition 
during the deposition of III-V semiconductor with focus on decomposition studies of the 
novel nitrogen precursors DTBAA, di-tert-butyl-amino-phosphane (DTBAP) and 
di-tert-butyl-arsenyl-di-methyl-hydrazine (DTBADMHy). As a general overview the 
decomposition temperature and decomposition reactions of the investigated precursors 
were studied independently to analyze the unimolecular decomposition reactions in the 
used horizontal AIXTRON AIX 200 MOVPE reactor. Besides the investigation of the novel 
N precursors, this includes the analysis of the unimolecular decomposition reactions of the 
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group-III precursors tri-methyl-gallium (TMGa), TEGa, tri-tert-butyl-gallium (TTBGa) and 
the group-V precursors TMBi, TBAs, tert-butyl-phosphane (TBP) and UDMHy. The 
decomposition reactions of these precursors show comprehensively a good agreement to 
formerly published decomposition data and proof the reliability of the measurements done 
with this ion trap setup. Very beneficial was the investigation of all these precursors under 
comparable experimental conditions in the same MOVPE reactor system, which resulted 
in a good data base for future investigations with this setup. The decomposition studies of 
the novel N precursors are of even more relevance, since growth studies with these 
precursors showed the simultaneous incorporation of N and As from the precursors and 
highlighted promising N incorporation characteristics for growth of ‘dilute nitrides’ at 
temperatures below 500 °C. The DTBAA, DTBAP and DTBADMHy precursor all exhibit a 
direct N-As or N-P bond, which was found to be dissociated in the first step of the 
decomposition reaction under formation of aminyl radicals (NH2•). These radicals are 
believed to be responsible for N incorporation and lead to a limitation of the N incorporation 
at higher temperature due to the formation of the thermally very stable ammonia (NH3). 
The As or P incorporation is connected to the decomposition of larger As or P compounds 
formed in the first bond homolysis or heterolysis step. These larger compounds were 
identified as di-tert-butyl-arsane (DTBAs•) or di-tert-butyl-phosphane (DTBP•). Based on 
the unimolecular decomposition experiments the investigation of the gas phase during the 
growth of GaAs, GaP and GaN was investigated. The occurring bimolecular reactions 
were most extensively studied for the precursor combination of TBAs and the Ga 
precursors TMGa, TEGa and TTBGa during the growth of GaAs. This study showed a 
strong influence of the decomposed Ga precursor on the TBAs decomposition. Here the 
decomposition temperature of TBAs was reduced down to the decomposition temperature 
of the respective Ga precursor. This is believed to occur due to a catalytic effect of the 
decomposed Ga precursor on the decomposition of the TBAs leading to a reduction of the 
decomposition temperature of TBAs from 350 °C down to 160 °C in combination with 
TTBGa. This catalyzed decomposition of TBAs is especially interesting for low 
temperature growth of GaAs-based materials. The further studies of the bimolecular 
decomposition of TBAs with TEGa were carried out for different gas phase ratios of 
TBAs/TEGa between 0.5 to 10 and by a more detailed analysis of the decomposition 
products, utilizing the selective removal of the trapped ions with stored wave inverse 
Fourier transformation (SWIFT) from the ion trap. These results show evidence for an alkyl 
exchange reaction to be included in the catalyzed bimolecular decomposition. The very 
same experiments were carried out for the bimolecular reactions between TBP and the Ga 
precursors during growth of GaP. Similarly, a strong reduction of the decomposition 
temperature of TBP by the addition of the Ga precursors was shown. However, the 
decomposition temperature is determined about 50 °C higher compared to the 
decomposition of the Ga sources. This shows that the C-P as well as the alkyl groups of 
the Ga precursor have to be involved in the decomposition reaction, supporting the 
proposed alkyl exchange reactions. The last experiments were carried out to show the 
investigation of adduct formation during epitaxial growth. For the precursor combinations 
of UDMHy with TMGa and TEGa, adduct formation is predicted, but only indirectly proven 
in literature. The analysis of these bimolecular reactions with the novel ion trap setup 
proves the formation of larger adducts such as (CH3)2NN[(CH3)2Ga]2NN(CH3)2, which 
already form at room temperature for the combination of UDMHy and TMGa. Analogue 
formation of (CH3)2NN[(C2H5)2Ga]2NN(CH3)2 is supposed for UDMHy and TEGa.  
Altogether, the analysis of the surface structure and the gas phase composition during 
growth by MOVPE has led to new insights in the deposition of III-V semiconductors with 
focus on novel material systems such as ‘dilute bismides’ and ‘dilute nitrides’. Both 
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analysis techniques, the surface analysis by RAS and the gas phase analysis by mass 
spectrometry turned out to be very powerful for a direct feedback during the MOVPE 
process. The application and understanding of these techniques should be expanded to 
arising novel material systems. Especially, the analysis of ternary or quaternary compound 
semiconductors or of novel 2D materials would be desired, as these will presumably drive 






This chapter gives an overview on the scientific publications related to the presented PhD 
thesis. First a general overview of the work during this PhD study will be given. After this 
the publications directly related to the presented investigations of the surface structure and 
the gas phase, which are summarized in Chapter 4 and Chapter 5, will be presented with 
information about the personal contributions. In the last subsection further publications 
issued during the PhD work, conference talks and conference poster presentations will be 
listed, which fit into the topic of this thesis or include a significant contribution by myself.  
7.1 Contribution Overview 
The presented experimental results and interpretation of the shown measurement data 
are the result of plenty discussions and meetings in our research group and at different 
conferences. I especially benefited from the input by my supervisors Prof. Dr. Kerstin Volz 
and Prof. Dr. Carsten von Hänisch, as well as from the discussions with Prof. Dr. Wolfgang 
Stolz. The first experiments with regard to the in-situ analysis of semiconductor surface 
structures started with the connection of the RAS setup to the MOVPE system by 
H. Döscher. He started with investigations on the GaAs (001) surface reconstructions and 
introduced the measurement technique to me. Based on my assistance work on the GaAs 
surfaces, I started to investigate the surface structures of ‘dilute nitrides’ and ‘dilute 
bismides’ in the framework of my Master’s thesis and expanded the work with further 
in-depth experiments during my PhD work. The growth of the related ‘dilute nitrides’ and 
‘dilute bismides’ structures were entirely done by myself. However, I am very thankful for 
the ideas and discussions with Eduard Sterzer, Lukas Nattermann, Peter Ludewig, Thilo 
Hepp and Johannes Glowatzki for the optimization of the MOVPE growth in this field. 
Especially the contribution of Thilo Hepp should be highlighted. He contributed by 
cooperation to the surface analysis of ‘dilute bismides’ by RAS, covered in Chapter 7.2.2. 
By the start of my PhD years I additionally adopted the topic of ‘real time gas phase 
investigations during MOVPE’ from Lukas Nattermann. Lukas Nattermann successfully 
implemented the novel ion trap setup of Carl Zeiss SMT GmbH to our MOVPE system. 
For the very first investigations on the decomposition of TBAs with this setup, I assisted 
Lukas Nattermann in part with the lab work and had the opportunity to get familiar with the 
operation of the ion trap setup. Starting from here, I analyzed the decomposition of various 
metal organic precursors with this setup. The data acquisition was partly done in 
collaboration with the research team of Carl Zeiss, who helped with discussions about the 
measurement data and in part with the data analysis. Furthermore, Sebastian Inacker, 
Johannes Haust, Ebunoluwa Odofin and Robin Günkel contributed in part to the presented 
68 | S c i e n t i f i c  C o n t r i b u t i o n  
 
work on mass spectrometry and reflection anisotropy spectroscopy in the framework of 
practical courses or their Master’s theses. With their assistance an already quite large data 
base on the decomposition reactions of the most frequently used precursors and of the 
newly synthesized nitrogen precursors could be established. The synthesis of these novel 
nitrogen precursors was done by Christian Ritter and Marcel Köster from the workgroup of 
Prof. Dr. Carsten von Hänisch and by Manuel Kapitein from Dockweiler Chemicals. 
Furthermore, the contributions of J. Glowatzki should be emphasized. He contributed 
equally to the publications 7.2.4 and 7.2.5, since he carried out the growth of the shown 
semiconductor structures for the analysis of the nitrogen incorporation behavior of the 
novel precursors. Overall, all presented decomposition and surface data in the publications 
7.2.1 to 7.2.6, were mainly acquired and evaluated by myself.  
7.2 Publications of this Work 
 
7.2.1 Influence of UDMHy on GaAs (0 0 1) surface reconstruction 
before and during growth of Ga(N,As) by MOVPE 
Authors: Oliver Maßmeyer, Eduard Sterzer, Lukas Nattermann, Wolfgang Stolz and 
Kerstin Volz 
Publication: Applied Surface Science, Volume 458, 15 November 2018, Pages 512-516.  
DOI: 10.1016/j.apsusc.2018.07.098 
Abstract: III–V semiconductors containing small amounts of nitrogen (“dilute nitrides”) are 
very promising material systems for optoelectronic applications. There are many studies 
about growth characterization of Ga(NAs) in metalorganic vapor phase epitaxy (MOVPE), 
but very little is known about the nitridation process on the GaAs (0 0 1) surface and the 
influence of the surface reconstruction on the nitrogen (N) incorporation. Therefore, we 
investigated GaAs (0 0 1) surfaces under different tert-butyl-arsine (TBAs) and 
1,1-di-methyl-hydrazine (UDMHy) ambient conditions in MOVPE. For in-situ surface 
characterization, reflectance anisotropy spectroscopy (RAS) was used. Under sufficient 
TBAs stabilization, the surface forms an As-rich c(4×4)β surface reconstruction. This 
changes towards a more Ga-rich (2×6)/(6×6)-like reconstruction, if additional N is supplied. 
Therefore, UDMHy seems to enhance the As desorption from the surface or the surface 
reconstruction changes due to incorporated N. This conversion occurs rapidly within 5 s 
when UDMHy is supplied and was observed in a temperature range from 450 °C to 600 °C. 
The measured RAS spectra are then compared to the RAS spectra obtained during 
Ga(NAs) growth. These also exhibit a (2×6)/(6×6)-like surface reconstruction, which 
seems to be necessary to incorporate a sufficient amount of N into the GaAs crystal. 
Authors’ Contributions: My contribution to this work was the planning, the execution and 
interpretation of all shown experimental results. This includes the growth of the 
investigated semiconductor structures by MOVPE, the in-situ investigation of the surface 
structure by RAS, the compositional analysis by HR-XRD and the writing of the manuscript. 
E. Sterzer and L. Nattermann both supported the work by introducing the work flow in the 
MOVPE lab to myself as well as assisted with the planning of the experiments, the data 
interpretation and helped to improve the manuscript. W. Stolz and K. Volz supervised the 
work, helped with the data interpretation and the construction of the manuscript as well as 
secured the funding to support this study.  
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7.2.2 In-situ analysis of Bi terminated GaAs (001) and Ga(As,Bi) 
surfaces during growth by MOVPE 
Authors: Oliver Maßmeyer, Thilo Hepp, Robin Günkel, Johannes Glowatzki, Wolfgang 
Stolz and Kerstin Volz 
Publication: Applied Surface Science, Volume 533, 15 December 2020, 147401 
DOI: 10.1016/j.apsusc.2020.147401 
Abstract: The influence of tri-methyl-bismuth (TMBi) on the GaAs (0 0 1) surface 
reconstruction is studied in-situ by reflection anisotropy spectroscopy (RAS) in a metal 
organic vapor phase epitaxy (MOVPE) system. During supply of TMBi the RAS spectra 
indicate a change of the As-rich c(4×4)β surface reconstruction to a bismuth terminated 
surface reconstruction. This Bi terminated surface is correlated to the current 
understanding of growth mechanisms for III/V semiconductors containing small amounts 
of bismuth. The formation, thermal stability and influence of the ambient conditions on this 
surface is analyzed. The RAS results are correlated to mass spectrometric studies with a 
real time fast Fourier transform quadrupole ion trap mass spectrometer (iTrap), which is 
used inline in the same MOVPE system. Both results indicate an about 40 °C lower 
decomposition temperature of TMBi compared to TBAs. The decomposition temperatures 
are determined by mass spectrometry with 290 °C for TMBi and 330 °C for TBAs. 
Furthermore, the surface reconstruction is studied during growth of Ga(As,Bi) bulk layers 
grown on GaAs. Under ideal conditions, the RAS measurement of the Ga(As,Bi) growth 
surface shows the signal of a c(4×4)β surface reconstruction which is shifted to lower 
energies as compared to the GaAs surface reconstruction. 
Authors’ Contributions: My contribution to this work was the planning, the execution and 
interpretation of all shown experimental results. This includes the growth of the 
investigated semiconductor structures by MOVPE, the in-situ investigation of the surface 
structure by RAS, the compositional analysis by HR-XRD, the analysis of the surface 
morphology by AFM and the writing of the manuscript. T. Hepp and R. Günkel assisted 
with the in-situ investigations of the grown Ga(As,Bi) structures at higher growth 
temperatures of 450 °C and the growth on the alternative (2×4) surface reconstructions.  
All co-authors helped with the interpretation of the data and with the review of the 
manuscript. W. Stolz and K. Volz further supervised the work and secured the funding to 
support this study. 
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7.2.3 Decomposition Mechanisms of Di-tert-butylaminoarsane 
(DTBAA) 
Authors: Oliver Maßmeyer, Sebastian Inacker, Thilo Hepp, Johannes Glowatzki, Lukas 
Nattermann, Eduard Sterzer, Christian Ritter, Carsten von Hänisch, Wolfgang Stolz and 
Kerstin Volz 
Publication: Organometallics, Volume 38, 15 August 2019, Pages 3181-3186 
DOI: 10.1021/acs.organomet.9b00442 
Abstract: III–V semiconductors containing small amounts of nitrogen (“dilute nitrides”) are 
very promising material systems for optoelectronic applications. Devices based on ‘dilute 
nitrides’ currently suffer from problematic C incorporation. To overcome this problem, a 
novel nitrogen (N) and arsenic (As) precursor for metal–organic vapor phase epitaxy 
(MOVPE) of the ‘dilute nitride’ di-tert-butyl-amino-arsane (DTBAA) has been introduced. 
DTBAA in comparison to the commonly used 1,1-di-methyl-hydrazine (UDMHy) showed a 
significantly improved N incorporation efficiency. The molecule exhibits no strong carbon 
(C)–N bond, and the C is only present in large alkyl groups which form fewer C radicals 
since β-H elimination is the dominating decomposition process. This should significantly 
lower the problematic C incorporation in ‘dilute nitrides’ and lead to highly efficient devices. 
To understand the high N incorporation efficiency as well as the As incorporation, the gas 
phase decomposition of this novel precursor has been studied with a real time Fourier 
transform (FT) quadrupole ion trap mass spectrometer (iTrap) from Carl Zeiss SMT GmbH 
in a horizontal Aixtron Aix 200 GFR MOVPE reactor. Formation of isobutane and isobutene 
proves a radical cleavage and β-H-elimination as decomposition processes of the tert-butyl 
groups attached to the molecule. Furthermore, the appearance of ammonia (NH3) has 
been detected. This indicates a direct cleavage of the As–N bond of the molecule, resulting 
in the formation of an aminyl radical (NH2•). The formation of NH2• explains the high N 
incorporation efficiency of DTBAA as well as its limitations due to desorption of NH3 at 
higher temperatures. 
Authors’ Contributions: My contribution to this work was the planning, the execution and 
interpretation of the majority of all shown decomposition experiments. S. Inacker assisted 
with the measurement of the DTBAA decomposition by mass spectrometry and helped 
with the data interpretation in the framework of a project practical course. All co-authors 
helped with the interpretation of the data and with the review of the manuscript. C. Ritter 
and C. von Hänisch conducted the synthesis of the novel DTBAA precursor and especially 
helped with chemistry related questions. W. Stolz and K. Volz supervised the work and 
secured the funding to support this study. 
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7.2.4 Ga(N,P) Growth on Si and Decomposition Studies of the N−P 
Precursor Di-tert-butylaminophosphane (DTBAP) 
Authors: Johannes Glowatzki, Oliver Maßmeyer, Marcel Köster, Thilo Hepp, Ebunoluwa 
Odofin, Carsten von Hänisch, Wolfgang Stolz, and Kerstin Volz 
Publication: Organometallics, Volume 39, 30 April 2020, Pages 1772-1781 
DOI: 10.1021/acs.organomet.0c00078 
Abstract: III/V semiconductors containing small amounts of nitrogen (‘dilute nitrides’) are 
promising for applications such as lasers and solar cells. Metal–organic vapor-phase 
epitaxy (MOVPE) is a widely used technique for growing III/V semiconductors on an 
industrial scale, and the growth of ‘dilute nitrides’ with this method is promising for later 
successful market entry. The main issues of ‘dilute nitrides’ are carbon incorporation and 
low nitrogen incorporation efficiency of the conventional N precursors. Due to the high N 
incorporation efficiency and the low decomposition temperature of the As and N precursor 
di-tert-butyl-amino-arsane (DTBAA), a similar P- and N-containing precursor, 
di-tert-butyl-amino-phosphane (DTBAP), was synthesized and purified on a laboratory 
scale. Growth studies using this precursor were carried out in this work realizing 
Ga(N,P)/GaP multi quantum wells on Si and GaP substrates. The structures show 
evidence of N incorporation, and good layer structures were confirmed by high-resolution 
X-ray diffraction. Following the influence of different growth parameters on the N 
incorporation, the growth rate and surface morphology were characterized to set a 
foundation for possible growth applications in the future. DTBAP shows many advantages 
over the conventional N source 1,1-di-methyl-hydrazine (UDMHy) such as a much lower 
decomposition temperature of 310 °C and the realization of Ga(N,P) layers grown at 
temperatures as low as 475 °C with a high N incorporation of over 10 %. Furthermore, the 
gas-phase decomposition of DTBAP has been studied with a real-time fast Fourier 
transform quadrupole ion trap mass spectrometer attached inline to the MOVPE reactor. 
The decomposition of DTBAP behaves very similarly to the As analogue DTBAA. On the 
one hand, the tert-butyl groups attached to DTBAP decompose radically, leading to the 
formation of isobutane, and decompose, on the other hand, by β-H elimination, leading to 
the formation of isobutene. Furthermore, the decomposition products indicate a direct 
cleavage of the P–N bond of the molecule, resulting in the formation of aminyl radicals 
(NH2•). The formation of NH2• explains the high N incorporation efficiency of DTBAP at low 
temperatures as well as its limitations due to loss of NH3 at higher temperatures. 
Authors’ Contributions: My contribution to this work was the planning, the execution and 
interpretation of all shown decomposition experiments of DTBAP. J. Glowatzki contributed 
equally to this publication. He planned, executed and interpreted the growth of Ga(N,P) 
structures on GaP and GaP/Si with the novel DTBAP precursor. This includes the 
structural analysis of the grown samples by HR-XRD and AFM. M. Köster and C. von 
Hänisch conducted the synthesis of the novel DTBAP precursor and helped with chemistry 
related questions. E. Odofin assisted with the lab work and the mass spectrometry 
investigations in the framework of a project practical course. All co-authors helped with the 
interpretation of the data and with the review of the manuscript. W. Stolz and K. Volz 
supervised the work and secured the funding to support this study. 
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7.2.5 Evaluation of the N incorporation behavior in Ga(N,As) on GaAs 
Authors: Oliver Maßmeyer, Johannes Glowatzki, Manuel Kapitein, Johannes Haust, Thilo 
Hepp, Wolfgang Stolz and Kerstin Volz 
Publication: to be submitted 
Abstract: Dilute nitrogen containing III/V semiconductors have received high interest in 
recent decades because of their optoelectronic and structural properties leading to 
possible applications such as lasers and solar cells. The metalorganic vapor phase epitaxy 
is a widely used production technique for III/V semiconductors and very promising for the 
growth of ‘dilute nitrides’. Disadvantages such as a high decomposition temperature and 
low N incorporation efficiency are attributed to the decomposition reactions of the standard 
precursor unsymmetrical-di-methyl-hydrazine (UDMHy). In the recent years a N-As 
precursor di-tert-butyl-amino-arsane (DTBAA) was developed as a precursor for ‘dilute 
nitrides’ that showed more efficient N incorporation as well as lower decomposition 
temperature, which is beneficial for N incorporation. For getting further insight into the N 
incorporation mechanisms of DTBAA and UDMHy and hopefully improved precursor 
properties the decomposition and the growth with the novel N-As precursor 
di-tert-butyl-arsenyl-di-methyl-hydrazine (DTBADMHy) was investigated systematically. 
The decomposition studies show bond homolysis of the As-N bond as first reaction step 
at a temperature of 170 °C. The formed decomposition products DTBAs• and UDMHy• 
further decompose at 270 °C and 250 °C. The proposed decomposition reactions agree 
overall to the decomposition reactions found for DTBAA and UDMHy, which show the 
formation of NH2• and NH that are believed to be responsible for N incorporation. The 
growth studies show that the activation energy for N incorporation is equal for DTBAA and 
DTBADMHy, but the N incorporation behavior due to V/III ratio variation is different 
between these precursors and similar to UDMHy. N incorporation of over 6 % was reached 
at temperatures as low as 425 °C. The optical and structural characteristics, the 
composition and the surface morphology of Ga(N,As) grown on GaAs of were investigated 
using photoluminescence spectroscopy, high resolution X-ray diffraction and atomic force 
microscopy. 
Authors’ Contributions: My contribution to this work was the planning, the execution and 
interpretation of all shown decomposition experiments of DTBADMHy. J. Glowatzki 
contributed equally to this publication. He planned, executed and interpreted the growth of 
Ga(N,As) structures on GaAs with the novel DTBADMHy precursor. This includes the 
structural analysis of the grown samples by HR-XRD and AFM as well as the analysis of 
the optical properties by photoluminescence spectroscopy (PL). M. Kapitein conducted the 
synthesis of the novel DTBADMHy precursor. All co-authors helped with the interpretation 
of the data and with the review of the manuscript. W. Stolz and K. Volz supervised the 
work and secured the funding to support this study. 
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7.2.6 Real-time Gas Phase Analysis during GaAs and GaP Growth by 
MOVPE 
Authors: Oliver Maßmeyer, Johannes Haust, Thilo Hepp, Robin Günkel, Johannes 
Glowatzki, C. von Hänisch, Wolfgang Stolz and Kerstin Volz 
Publication: to be submitted  
Abstract: Tert-butyl-arsane (TBAs) and Tert-butyl-phosphane (TBP) are getting more and 
more established as group-V precursors for growth of V/III semiconductors by metal 
organic vapor phase epitaxy (MOVPE). Due to this development, the thermal 
decomposition of these precursors was studied during growth of GaAs and GaP utilizing 
the Ga precursors tri-methyl-gallium (TMGa), tri-ethly-gallium (TEGa) and 
tri-tert-butyl-gallium (TTBGa) in a horizontal AIXTRON AIX 200 GFR MOVPE system. The 
decomposition and reaction products were measured in line with a real time Fourier 
transform quadrupole ion trap mass spectrometer (iTrap) from Carl Zeiss SMT GmbH. The 
decomposition temperatures and the related activation energies are determined for all 
mentioned precursors under comparable reactor conditions. The decomposition curves 
suggest a catalytic effect of the GaAs surface on the decomposition of TBAs and TBP. 
The catalytic reaction reduces the decomposition temperature of TBAs and TBP by up to 
200 °C. In addition, the decomposition products indicate alkyl exchange as a relevant 
process during decomposition. For the growth of GaAs with TBAs and TEGa a significant 
decrease of the decomposition temperature with an increasing V/III ratio is observed. This 
behavior is related to an effective V/III ratio that gives insight into low temperature GaAs 
growth.  
Authors’ Contributions: My contribution to this work was the planning, the execution and 
interpretation of the decomposition analysis by mass spectrometry. J. Haust assisted with 
the lab work and the mass spectrometry investigations in the framework of his research 
laboratory course. All co-authors helped with the interpretation of the data and with the 
review of the manuscript. W. Stolz and K. Volz supervised the work and secured the 
funding to support this study. 
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