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In this paper I propose a new method of encoding discrete variables into Ising model qubits for
quantum optimization. The new method is based on the physics of domain walls in one dimensional
Ising spin chains. I find that these encodings and the encoding of arbitrary two variable interactions
is possible with only two body Ising terms. Following on from similar results for the ‘one hot’ method
of encoding discrete variables [Hadfield et. al. Algorithms 12.2 (2019): 34] I also demonstrate that it
is possible to construct two body mixer terms which do not leave the logical subspace, an important
consideration for optimising using the quantum alternating operator ansatz (QAOA). I additionally
discuss how, since the couplings in the domain wall encoding only need to be ferromagnetic and
therefore could in principle be much stronger than anti-ferromagnetic couplers, application specific
quantum annealers for discrete problems based on this construction may be beneficial. Finally, I
compare embedding for synthetic scheduling and colouring problems with the domain wall and one
hot encodings on two graphs which are relevant for quantum annealing, the chimera graph and the
Pegasus graph. For every case I examine I find a similar or better performance from the domain wall
encoding as compared to one hot, but this advantage is highly dependent on the structure of the
problem. For encoding some problems, I find an advantage similar to the one found by embedding
in a Pegasus graph compared to embedding in a chimera graph.
I. INTRODUCTION AND BACKGROUND
There are currently two dominant settings for quantum
computing, gate model quantum computing, in which
computation is realized by a series of discrete ‘gate’ op-
erations, and continuous time quantum computing, in
which problems are encoded in quantum Hamiltonians
and natural dynamics of physical systems are used to
find solutions. Furthermore, optimization and statistical
sampling have been identified as a potential early appli-
cation for both gate model and continuous time quantum
computing.
In continuous time quantum computing, optimization
is achieved by mapping the optimization problem to the
Hamiltonian of a controllable quantum system in such a
way that low energy states correspond to more optimal
solutions. The most technologically mature continuous
time quantum computing devices are the superconduct-
ing circuit quantum annealers produced by D-Wave Sys-
tems Inc. [1]. Examples of applications for quantum an-
nealing can be found in diverse fields such as finance[2–
4], computer science [5–7], mathematics[8–10], schedul-
ing [11–13], decoding of communications [14], computa-
tional biology [15], flight gate assignment [16], and air
traffic management[17]. For gate based machines, one
of the most promising algorithms for optimization is the
so called the quantum alternating operator ansatz also
known as quantum approximate optimization algorithm
[18–22] abbreviated as QAOA. While in principle QAOA
could actually be considered in either a gate model or
continuous time setting, I restrict the discussion here to
gate model implementations.
∗Electronic address: nicholas.chancellor@gmail.com
Like quantum annealing, QAOA requires the optimiza-
tion problem to be effectively mapped to a Hamiltonian.
Gate model quantum computing is less technologically
mature, so real world use cases have not been examined
[75] to the extent they have in quantum annealing, al-
though in principle QAOA (or potentially hybrid quan-
tum/classical QAOA based algorithms for thermal sam-
pling) could be applied to many if not all of the applica-
tions given previously for quantum annealing.
A common method of mapping classical optimization
problems to quantum hardware is by encoding it into an
Ising Hamiltonian,
HIsing =
∑
i<j
JijZiZj +
∑
i
hiZi, (1)
where Z is a Pauli Z matrix and Zi = 1⊗i−12 ⊗Z⊗1⊗n−i2
where n is the total number of qubits, and 1 2 is the 2×2
identity matrix. In this paper I will focus on encoding
into Ising models. Owing to its relative simplicity to ex-
perimentally implement, the most common physical im-
plementation of Ising model quantum optimization is the
transverse field Ising model
Htrans = −A
∑
i
Xi +BHIsing (2)
where A and B are positive, possibly time dependent,
constants and Xi is defined similarly to Zi.
While the challenges in quantum annealing and (gate
based) QAOA are not identical, it is likely that both tech-
niques will face some challenges which are similar [22]. It
is therefore natural to consider that some of the prob-
lem mapping techniques for quantum annealing may be
useful in QAOA and vice-versa. In this work I give a
technique to efficiently map discrete variables and their
interactions to qubits. This method is likely to be use-
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2ful for both quantum annealing and QAOA, and I will
discuss both potential applications.
In the near term, both gate model and quantum an-
nealing devices are likely to have limited connectivity
[76]. The effects of limited connectivity are different in
both cases, for gate model machines, qubit information
can be effectively swapped to realize necessary interac-
tions, but this process will increase both circuit depth
and gate count, which will be a major concern in near
term devices with imperfect gates and limited coherence
time.
For quantum annealing, a more highly connected graph
can be realized by minor embedding [23, 24] in which
logical variables are mapped over strongly interacting
‘chains’ of qubits which form graph minors. Problems
can than be mapped to the effective interaction graph of
the minors rather than the original graph. Alternatively,
the logical variables could be encoded into the parity of
qubits [25–27]. For quantum annealing, either embedding
technique effectively reduces the number of qubit vari-
ables a machine can simulate and decreases the effective
dynamic range of energies which can be used in encoding
the problem, since both methods require strong interac-
tions to enforce that the qubits remain in logically valid
states. Since minor embedding is the most common tech-
nique currently used to map problems experimentally, it
will be the basis of the analysis in this paper.
There has recently been a significant effort by D-Wave
Systems Inc. to improve the connectivity of their hard-
ware graph to reduce the overheads associated with hard-
ware embedding. The proposed new graph family, known
as ‘Pegasus’, is significantly more connected that the cur-
rent ‘chimera’ graph family [28] (for an alternative con-
struction see [29]). While hardware with the Pegasus
topology is not yet publicly available, Pegasus graphs of
various sizes can be generated using the publicly available
D-Wave networkx package [30].
Since most quantum hardware is based on quantum
bits (qubits), and many optimization problems involve
discrete rather than binary variables, one often also needs
to encode a higher than binary discrete variable (Z>2)
into multiple quantum bits. Discrete variables include
integer variables, but can also include other problem rep-
resentations, including discretized versions of continuum
variables, and any case where there are multiple mutu-
ally exclusive options. One of many important example
of discrete problem is scheduling, where time can be di-
vided into discrete chunks, and a number of potentially
conflicting tasks need to be performed [11–13]. The time
at which each task is performed can be thought of as a
discrete variable. Another important example is graph
colouring, which seems like a rather esoteric problem but
actually has applications in aircraft scheduling, organiz-
ing file transfer between processors, and radio frequency
assignments [9, 10, 31].
Strictly speaking the most informationally dense way
to encode such a variable into qubits is to map each value
to a binary string, such that a discrete variable of size m,
(belonging to Zm in mathematical language) could be en-
coded in dlog2(m)e qubits. Consider the specific case of
the interaction between two variables, V1 ∈ Zm, V2 ∈ Zm
using the binary encoding, for simplicity let us restrict
ourselves to the case where m is a binary number. In
this case, quadratic interactions, including quadratic in-
teractions of a variable with itself (V 21 ) will only require
second order couplings, since there are 2 log2(m) qubits,
the means 2 log2(m) (2 log2(m) − 1) couplers. For such
interactions, a binary representation is preferable to the
encodings discussed here.
However, for higher-than-binary discrete variables,
quadratic interactions are a very restrictive form of inter-
actions, general interactions would have to be expressed
as a polynomial of order 2 log2(m) = log2(m2). Since a
polynomial term of order k will require kth order cou-
plings, and will in general require these to couple ev-
ery combination of digits in each binary number. By
combinatorics, the total number of such couplers will be
∼ 2log2(m2) = m2. Because building a more than two
body interactions out of two body Ising interactions re-
quires at least one auxilliary qubit, the cost of implement-
ing arbitrary interactions between binary representations
actually scales worse than less informationally dense en-
codings. The traditional encoding for arbitrary discrete
variable interactions is the one hot encoding, which re-
quires m qubits to represent a variable, and does not
require additional qubits to represent two variable inter-
actions.
The one hot encoding can be derived by realizing that,
if a Hamiltonian is symmetric with respect to exchange of
the qubits, than the energy can be written as a function of
Z =
∑
i Zi, or equivalently, the count of qubits in the |1〉
configuration, b =
∑
i
1
2 (1−Zi). The energy with respect
to a symmetric Hamiltonian is therefore a polynomial in
b, the one hot condition can be enforced by constructing
a second order polynomial where the minimum occurs at
b = 1. In other words, since b is symmetric, it can be
treated as a single parameter which counts the number of
variables in the 1 configuration, a polynomial can be con-
structed which is uniquely minimized when exactly one
variable is in this configuration, this term can effectively
act as a constraint,
Hone hot,b = λ (b− 1)2 = λ
(
b2 − 2b + 1) , (3)
where λ is a suitably large positive constant. Translat-
ing back into Zi and dropping irrelevant constant factors
yields
Hone hot = λ
∑
i<j
ZiZj − (m− 2)
∑
i
Zi
 , (4)
where λ is a suitably large positive constant which en-
forces that the system should be found in the logically
valid subspace with high probability. Because each logi-
cal state corresponds to a specific qubit being in the one
orientation, arbitrary pairwise interactions between one
3hot encoded variables can be achieved using two body
Ising interactions.
It is worth briefly commenting that a computer con-
sisting of a single large Zm variable is a unary encod-
ing and is therefore not efficient, multiple such variables
however have a robust tensor product structure as dis-
cussed in [32], and therefore can be used efficiently in
quantum computing, provided there are sufficiently many
compared to the (typical) variable size.
I propose an alternative to the one hot encoding based
on one dimensional Ising domain walls. I argue that this
new encoding is likely to be more useful in near term ap-
plications because it requires fewer qubits and in many
realistic problem structures also requires a less connected
interaction graph, which can lead to more efficient imple-
mentations, I also discuss a variety of other advantages.
Once I have developed the domain wall encoding, I give
a comparison between binary, one hot, and the domain
wall encoding in table II. I discuss both quantum an-
nealing and QAOA implementations, and in particular
demonstrate that for several realistic classes of synthetic
problems, the domain wall encoding can lead to signifi-
cant improvement in embedding efficiency over one hot,
which in some cases is similar to the comparative advan-
tage of embedding in a Pegasus graph versus a chimera
graph.
The structure of this paper is as follows. In section
II, I introduce the domain wall encoding of discrete vari-
ables. In the following section, section III I introduce how
to encode arbitrary two variable interactions similarly to
what is known for one hot. In section IV, I discuss how
QAOA mixers which do not allow the system to leave
the logically valid subspace may be implemented, as has
been previously done for one hot in [22]. In section V I
discuss advantages of building application specific special
purpose annealers which encode discrete problems using
the domain wall encoding. In the next section, section VI
I discuss the advantages of the domain wall encoding for
minor embedding in quantum annealing and circuit com-
pilation in QAOA. In section VII I provide evidence of
the advantage gained from domain wall encoding over one
hot for embedding three realistically structured problem
types in graphs which are relevant to quantum anneal-
ing. In section VIII I review my numerical methods in
the interest of transparency and reproducibility (all code
is also publicly available at [33], including simplified code
to implement a domain wall encoding). Finally in section
X I discuss the results and make concluding remarks.
II. DOMAIN WALLS IN THE ONE
DIMENSIONAL ISING MODEL
Let us consider the one dimensional ferromagnetic
Ising model, defined by the following Hamiltonian
Hinf = −λ
∞∑
i=−∞
ZiZi+1 (5)
+∞ −∞
+λ −λ
Z
(4)
−1 Z
(4)
0 Z
(4)
1 Z
(4)
2 Z
(4)
3 Z
(4)
4
Figure 1: Top: One dimensional ferromagnetic Ising chain
with end spins held in place by infinitely strong fields. Bot-
tom: Equivalent model where the action of the end spins
which cannot change their orientation is substituted by fields.
As Table I depicts, the degenerate ground state manifold of
this model encodes a variable in Z5.
where Zi is a Pauli Z matrix acting on the ith qubit.
I define a domain wall as existing between two qubit
i and i + 1 when the bit values of the two qubits are
not equal. In other words, doman walls exist for classical
basis states where 〈ZiZi+1〉 = −1. For a one dimen-
sional ferromagnetic chain of qubits, the energy is simply
proportional to the expectation value of the domain wall
number. Moreover, a single bit flip on qubit i, Xi (as
implemented by the driver in Eq. 2), can have three dif-
ferent possible effects on domain walls
1. If 〈Zi−1〉 = 〈Zi+1〉 = 〈Zi〉, then Xi will create two
domain walls, and increase the energy by 4λ
2. If 〈Zi−1〉 = 〈Zi+1〉 6= 〈Zi〉, then two domain walls
already exist adjacent to qubit i and they annihi-
late, decreasing the energy by 4λ
3. If 〈Zi−1〉 6= 〈Zi+1〉, than one domain wall exists
adjacent to qubit i and a bit flip will move the
domain wall at no energy cost
An important consequence of the above is that bit flips
cannot remove a single domain wall, a domain wall can
only be removed if it encounters another domain wall. In
this sense domain walls are topologically stable. In other
words, if 〈Z−1〉 6= 〈ZN 〉 than there must be an odd num-
ber of domain walls between qubits −1 and N , regard-
less of the configuration of the intermediate qubits. This
idea is somewhat reminiscent of how (classical) magnetic
storage media store classical data in magnetic domains
which are topologically protected from local fluctuations
as long as they are smaller than the size of the domain
[34]. Unlike a magnetic hard drive, only a single domain
wall per chain is topologically protected, as opposed to
one domain wall every time a logical zero is adjacent to a
logical one in the hard drive case. The reason for this dif-
ference is that in quantum optimisation the fluctuations
play an active role in the computation, and therefore sim-
ply making a domain large, without logically fixing its
value, risks the domain, and therefore the information it
contains, being destroyed.
Let us consider the situation where infinitely strong
penalties hold qubit −1 in the 1 state and qubit N in
4encoded value qubit configuration
0 0000
1 1000
2 1100
3 1110
4 1111
Table I: The five states used to encode Z5 using the domain
wall scheme depicted in Fig. 1(bottom)
the 0 state, as depicted in Fig. 1(top). In this case, there
must be an odd number of domain walls between these
two fixed qubits. The lowest possible energy in this situ-
ation is achieved by placing a single domain wall between
any of the N + 1 pairs of successive qubits, and there-
fore can be thought of as encoding n discrete variable
x ∈ ZN+1 → {0, 1...N}.
We now observe that since qubits −1 and N are both
effectively fixed by strong constraints, they can be ig-
nored, leaving only a segment of N qubits (indexed be-
tween 0 and N − 1) with the Hamiltonian
HN = −λ[
N−2∑
i=0
ZiZi+1 − Z0 + ZN−1], (6)
as depicted in Fig. 1(bottom). The concept of the two
‘virtual’ qubits at the end of the chain allows a useful
definition which will simplify the formulation of Hamil-
tonians later on, I define
Z
(N)
i =

Zi −1 < i < N
−1 i = −1
1 i = N
undefined otherwise
, (7)
using this definition, we are able to simplify Eq. 6
HN = −λ
N−1∑
i=−1
Z
(N)
i Z
(N)
i+1 . (8)
The single domain wall states which are used to encode
Z5 in Fig. 1(bottom) appear in table I. The information
storage in the domain wall encoding is a unary encoding
(up to the padding with zeros) which, in itself is not
a novel way of storing information, although I am not
aware of any use of unary encodings in currently used
Ising mappings. The novelty of the domain wall encoding
comes not from how the information is stored, but how
it is processed, in particular, the efficient implementation
of two variable interactions discussed in section III.
Additional terms can be used to modify the energy
given a domain wall at a given site, this can be accom-
plished by observing that,
1
2
〈(Z(N)i − Z(N)i−1 )〉 =

0 〈Z(N)i−1 〉 = 〈Z(N)i 〉
1 〈Z(N)i−1 〉 = −1, 〈Z(N)i 〉 = 1
−1 〈Z(N)i−1 〉 = 1, 〈Z(N)i 〉 = −1
,
(9)
furthermore, it is not possible to have the case where
〈Z(N)i−1 〉 = 1, 〈Z(N)i 〉 = −1 with only a single domain
wall, therefore, we define
δ¯i =
1
2
(Z
(N)
i − Z(N)i−1 ), (10)
which assigns an energy penalty of 1 to domain wall lo-
cation i and does nothing otherwise (neglecting constant
energy offsets, which are discussed later). Using these
terms, arbitrary energies can be assigned to any domain
wall position. I further observe that a binary variable in
the domain wall formalism reduces to a single qubit, and
Z
(1)
0 = Z, therefore the domain wall formalism recovers
the standard binary qubit representation when N = 1.
It is worth remarking here that we could instead de-
fine δ¯i in an arguably more natural way using two body
operations
δ¯′i =
1
2
(1− Z(N)i Z(N)i−1 ), (11)
however, while this definition is completely mathemati-
cally valid, I will show later that this requires four body
Ising interactions to implement arbitrary two body inter-
actions between the encoded variables.
III. INTERACTIONS BETWEEN DOMAIN
WALL VARIABLES
Now that I have demonstrated how to asign penalties
for single discrete variables, I move on to discuss coupling
between domain wall encoded variables. To do this, I
must first introduce notation for additional variables, this
is accomplished by introducing a second index relating to
the variable number, k, δ¯i → δ¯ki and Z(N)i → Z(N),ki .
I now observe that the term δ¯ki δ¯lj is one iff variable
k has a value of i and variable l has a value of j, and
is zero for all other values of variables k and l. From
this observation, it follows that an arbitrary two variable
function can be created from[77]
H2var =
N∑
i=0
M∑
j=0
Ei,j δ¯
k
i δ¯
l
j (12)
Furthermore, by substituting in Eq. 10 the product
δ¯ki δ¯
l
j =
1
4
(Z
(N),k
i−1 Z
(M),l
j−1
−Z(N),ki Z(M),lj−1 − Z(N),ki−1 Z(M),lj + Z(N),ki Z(M),lj ), (13)
5since every term of this equation is at most two-body by
Eq. 9, it immediately follows that arbitrary two variable
functions can be constructed by two body Ising couplers
between encoded domain wall variables. Furthermore
since there are only N × M possible couplers between
an encoded ZN+1 and a ZM+1, it follows that this can
be accomplished with at most N × M two body Ising
terms. Since binary variables can be considered a spe-
cial case of the domain wall encoding, arbitrary coupling
between standard binary Ising variables (i.e. in mixed
binary/integer problems) and domain wall encoded dis-
crete variables is possible without requiring any special
modification to the formalism.
Before moving on to applications of the domain wall
encoding, it is important to make one technical math-
ematical note about the domain wall encoding in con-
trast to the one hot encoding. If we are using the do-
main wall encoding to encode an interaction between a
Zn and a Zm variable, then the number of independent
Hamiltonian terms used to encode the interaction will be
(m − 1) × (n − 1) two body interactions and n + m − 2
single body terms, leaving a total of n×m−1 total inde-
pendent degrees of freedom to control n×m independent
interaction terms. The missing degree of freedom is ac-
counted for by the fact that all physical dynamics (and
the ordering and gaps between energies of solutions) are
invariant under a shift in the defined zero of energy.
A redefinition of the zero of energy provides an addi-
tional degree of freedom which is purely mathematical.
Non-trivial physical interactions which shift the zero of
energy are possible in one hot, a fully connected interac-
tion between all of the qubits in each variable will penal-
ize all n×m states equally. If one attempts to construct
a similar ‘gauge operator’ in the domain wall encoding
by summing all possible terms in Eq. 12, all interaction
terms from the individual expansion in Eq. 13 will cancel.
The fact that the number available one and two body
interactions plus redefinition of the zero energy exactly
equals n×m implies that the domain wall encoding is the
densest possible encoding of arbitrary two variable inter-
actions between integers using only one and two body
Ising terms and no auxilliary qubits, using any fewer
number of qubits would not leave enough degrees of free-
dom to arbitrarily control the interaction.
Let us now briefly consider what would happen if I
instead had defined interactions using δ¯′i from Eq. 11, in
that case, the resulting product would be
δ¯′ki δ¯
′l
j =
1
4
(1− Z(N),ki Z(N),ki−1
−Z(N),lj Z(N),lj−1 + Z(N),ki Z(N),ki−1 Z(N),lj Z(N),lj−1 ), (14)
which requires a four body coupler and is therefore much
less convenient to implement. One of the major results in
this paper is that the coupling between domain wall vari-
ables can be implemented only using two body coupling
if built from the definition given in Eq. 10 rather than
the one in Eq. 11. For the remainder of this work, I will
only consider the interaction encoding defined in Eq. 13
because of the clear advantage it has in only requiring
two body couplers to implement.
IV. QAOA MIXERS
Traditionally quantum annealing and QAOA use
transverse field mixers described by Hamiltonians of the
form Eq. 2. However, this allows for the possibility of
ending the call to the protocol in an invalid state, which
in the case of the domain wall encoding would be any
state where a variable encoding has more than one do-
main wall. Such states are problematic because they do
not uniquely correspond to solutions to the original prob-
lem, and while it is possible that an advantage could be
obtained using clever post-processing, an invalid state is
still an undesirable outcome. The problem of finding in-
valid states in finite temperature quantum annealing has
been highlighted in [35]. It would therefore be preferable
to use a mixing Hamiltonian which only mixes between
valid states, as discussed in [22, 36, 37]. These papers
have focused on QAOA, since currently existing quantum
annealers use transverse field mixers. There has however
been substantial progress [38, 39] recently on two body
mixing terms for quantum annealing, therefore, it may
not be outside of the realm of possibility (although prob-
ably further in the future) that the mixers proposed in
this section could be implemented in quantum annealers.
Recall that flipping a qubit which is adjacent to a sin-
gle domain wall does not change the domain wall number,
therefore, we should construct Hamiltonian terms which
only perform a bit flip operation if the qubit is adjacent
to a single domain wall [78]. Fortunately the Hamilto-
nian term (Zi−1Xi −XiZi+1) satisfies exactly this prop-
erty. Starting from any computational basis state where
〈Zi−1〉 = 〈Zi+1〉, the two Pauli X terms on qubit i will
cancel. On the other hand, for 〈Zi−1〉 = −〈Zi+1〉, the
action will be ±X, depending on which side of the qubit
the domain wall is located. Summing together such terms
for each domain wall site yields
Hmix =
N−1∑
i=0
(Z
(N)
i−1Xi −XiZ(N)i+1 ). (15)
While this mixer Hamiltonian contains sums of non-
commuting terms, it can be broken down into the sum of
two Hamiltonians constructed out of commuting terms.
This division works by observing that X and Z terms are
always consecutive, therefore Hamiltonian terms with all
of their Z components on odd (even) qubits will have X
components on even (odd) terms. The Hamiltonian can
be split as follows Hmix = Hevenmix +H
odd
mix where
Hevenmix =
bN−12 c∑
i=0
(Z
(N)
2 i−1X2 i −X2 iZ(N)2 i+1), (16)
6and
Hoddmix =
dN+12 e∑
i=0
(Z
(N)
2 i X2 i+1 −X2 i+1Z(N)2 i+2). (17)
Not only does Hmix conserve domain wall number, but
each Heven (odd)mix both do as well, implying that any op-
erator formed by performing the unitaries created from
these Hamiltonians will also conserve domain wall num-
ber. Indeed, each of these terms can be constructed from
ZiZi+1 and Hadamards. Since (exponentiated) two body
Ising terms are already necessary to produce the phase
separators, then this mixer can be efficiently constructed
from two body terms which already exist.
While the mixer in Eq. 15 is similar to the controlled-
X-rotation mixer discussed at the beginning of 4.2.2
of [22], there is an important distinction, while the
controlled-X-rotation mixer is controlled by a single
qubit value, whether or not the X is applied in Eq. 15
is actually applied by whether two qubits agree or dif-
fer. The approach of splitting the driver into commuting
parts which follows after that equation is essentially the
same as what was done in [22].
It is worth observing that the mixers here explore the
solution space in a fundamentally different way than the
one hot mixers in [22]. Those mixers allow a transition
from any state to any other state, whereas the methods
proposed here only allow transitions between consecutive
states. It is not immediately obvious which of these mix-
ers will actually perform better in real problems. On
one hand, it is known that a speedup is not possible for
quantum search in too low of a dimension [40], however,
low dimensionality is only problematic in dimensions less
than 4, meaning that if this result carries over from search
to optimization (it is not a priori clear that it would),
then a quantum advantage would be possible in any case
with more than 4 variables, which should be the case
in all interesting optimization problems. On the other
hand, it has been shown that it problematic to have a
mixer which is fully connected, as would be the case for
a single one hot variable [41–43]. However, since there
will be many variables in a real problem, the total mixer
graph formed in the solution space in the one hot encod-
ing is likely to be quite far from fully connected. There-
fore, while the behaviour of these two mixers is different,
which is better for computation should be treated as an
open, likely problem dependent, question.
V. SPECIALIZED DISCRETE OPTIMIZATION
ANNEALERS
In addition to considering specialized QAOA mixer
Hamiltonians for domain wall encodings, it is also worth
briefly discussing the possibility of constructing special-
ized quantum annealers which are specifically designed
for discrete, rather than binary problems. The Hamilto-
nian to domain wall encode a variable can be constructed
entirely from single body ‘field’ terms and ferromagnetic
(negative) coupling. Because of the way in which cur-
rently used flux qubit couplers are constructed, these
terms can be implemented much more strongly than anti-
ferromagnetic coupling [44]. Therefore, especially for rel-
atively small discrete sets, it may be possible to construct
a specialized quantum annealer designed to handle dis-
crete variables with little or no sacrifice in the dynamic
range available for problem setting as compared to a bi-
nary machine. To some extent, the controls of D-Wave
hardware already allow users to take advantage of the
ability of ferromagnetic coupling to be stronger, but un-
der the context of minor embedding [45].
If a transverse field mixer is used, then the system
would necessarily access invalid higher energy states, and
the energy separation would have to be sufficient that
these states are not accessed. In a flux qubit quantum
annealer, the Ising spins are already formed from the two
lowest energy states of an infinite ladder for each qubit,
and modelling these additional states is sometimes im-
portant to fully understand the dynamics [46]. Creat-
ing discrete variables with domain wall encodings would
therefore not represent a fundamental change to how
these devices work. A more exotic and ambitious op-
tion would be to develop an annealer which has a mixer
Hamiltonian of the form in Eq. 15, however, recall that
this would require a significant advance in available mixer
terms. Specialized drivers for quantum annealing which
act over a feasible subspace has been examined previously
for other problem encodings [22, 47, 48].
Specialized annealers designed to handle discrete prob-
lems could be particularly useful if a high value set of
problems with similar or identical structure were identi-
fied. This would allow for the possibility of an applica-
tion specific integrated circuit (ASIC) annealer designed
to solve specific high value problems. Such an ASIC ap-
proach would make it possible to reduce or eliminate the
overhead associated with embedding for a family of high
value problems, since embedding overhead can greatly
reduce performance on current, non-specialized quantum
annealers, reducing or eliminating this source of overhead
is likely to result in a major increase in performance.
One final advantage of the domain wall encoding as
compared to one hot is that the coupling between logical
states using a transverse field driver is non-perturbative
in the sense that the system does not have to pass
through a logically invalid state to get to different logi-
cally valid states. The effective transition rates between
logical states is therefore independent of the coupling.
In contrast, to pass between two logically valid one hot
states under transverse field driving, the system must
pass through a state with either more than one qubit in
the one configuration, or zero qubits in the one configura-
tion. For a fixed transverse field the effective coupling be-
tween logically valid states will therefore decrease as the
strength of the penalties enforcing the one hot constraint
are increased. Not having a tradeoff between encoding
strength and coupling strength is likely to make design
7of specialized domain wall encoded hardware simpler.
VI. EMBEDDING/COMPILATION
There are several important differences when consider-
ing the domain wall encoding proposed here when com-
pared to one hot encoding with respect to minor embed-
ding in the case of quantum annealing, or circuit compi-
lation in the case of QAOA. These differences all relate
to the interaction graph structure of the qubits encoding
the problem.
The most obvious in terms of embedding overhead is
that a domain wall encoding requires one fewer qubit per
discrete variable, while nominally a minor improvement,
this could be significant when encoding small discrete
variables, for instance in a problem composed of Z3 vari-
ables, the qubit count would be reduced by 13 . There are,
however, more subtle advantages which are likely to be
more important. The domain wall encoding requires sig-
nificantly less connectivity within qubits encoding a vari-
able than one hot. In one hot all of the qubits encoding
a variable need to be interconnected, while the domain
wall encoding only requires linear connectivity. Finally,
the interactions between the variables will be different in
both cases. In summary, the three differences between
the interaction graphs of the two encodings are
1. The domain wall encoding requires one fewer qubit
per discrete variable
2. The domain wall encoding requires only linear con-
nectivity for the qubits used to encode a single dis-
crete variable, while one hot requires full connec-
tivity
3. While both methods can implement arbitrary two
variable functions using two body interactions be-
tween the qubits encoding the two variables, en-
coding a particular interaction will require different
interactions between the qubits, in some cases one
hot will require more inter-variable interactions, in
others the domain wall encoding will, the interac-
tion structure will also be different
To mathematically capture some of the structural dif-
ference between these two strategies, I consider the edge
distance de between qubit variables in a graph, defined
simply as the minimum number of edges which must be
traversed to get from one vertex to a different vertex. In
the one hot encoding, the edge distance between qubits
which encode the same variable Zn is always 1, whereas
for a domain wall encoding, the edge distance between
two such qubits can be as high as n − 1, depending on
other interactions.
Hardware graph connectivity has proven to be a major
obstacle in quantum annealing. Recall that the conven-
tional strategy when a problem graph is not a subgraph of
a given hardware is to minor embed [23, 24] variables by
encoding each of them to strongly coupled qubits which
form a graph minor. Minor embedding effectively re-
duces the number of available qubits, and can lead to
issues such as ‘broken’ variables due to thermal fluctua-
tions [35]. For quasi-planar geometries, like the D-Wave
chimera graph, the size of fully connected graph which
can be represented on a given device goes as the square
root of the number of qubits. Parity based encodings
[25–27] provide a potential alternative to minor embed-
dings, but the size of fully connected graph which can be
represented in a quasi-planar geometry still scales as the
square root of the number of qubits [79].
For the readers convenience, I have constructed table II
which lists key performance metrics for binary, one-hot,
and domain wall strategies.
Gate model quantum machines are less technologically
mature, and therefore real world problem embedding
strategies (which can be considered part of the circuit
compilation problem) are less developed. However, the
connectivity of the interaction graph on these devices is
also likely to lead to overhead. One strategy to encode in-
teractions which are not natively present in the hardware
graph is to perform swap operations between neighbour-
ing physical qubits and thereby shuttle logical variables
around to achieve necessary interactions (see for example
[49–51]). These swap operations contribute to the to-
tal circuit depth of a QAOA implementation. In a fully
fault tolerant setting, this would only have the relatively
minor consequence of an increased runtime. Near term
devices, however, are likely to be far from fault tolerant,
and therefore only be able to reliably implement rela-
tively shallow circuits, it is therefore highly desirable to
reduce circuit depth. Because the eventual structure of
large scale gate based quantum devices is still unclear, I
restrict the study of specific examples to embedding in
quantum annealing.
VII. EXAMPLES
In this section, I compare domain wall and one hot
minor embeddings for three realistic families of problem
structures. The goal here is not to generate provably
hard problems, but rather to reproduce realistic struc-
tures which may be encountered in the real world. In all
cases I examine, I find that domain wall encoding yields
at least a small advantage over one hot, but that the size
of the advantage is highly problem structure dependant.
As part of the study here, I numerically examine em-
bedding into both the D-Wave chimera graph, and the re-
cently proposed Pegasus graph. I find that in the case of
synthetic scheduling problems, the advantage in embed-
ding efficiency between one hot and domain wall encod-
ings is comparable to that of embedding into a chimera
versus a Pegasus graph. On the other extreme, I find
that embedding domain wall encoded maximum three
colour problems is actually slightly less efficient than for
one hot, but that the requirement of one fewer qubit per
variable more than makes up for this difference and still
8performance metric binary one hot domain wall
# qubits dlog2(m)e m m− 1
# couplers 0 if m = 2n n ∈ Z
m (m− 1) m− 2
for encoding complicated otherwise
intra-variable connectivity N/A or complicated complete linear
maximum order dlog2(m)e 1 1needed to penalize single values
maximum order
2 dlog2(m)e 2 2needed for two variable interactions
maximum de between complicated 2 m
qubits in interacting variables
Table II: Comparison between binary, one hot and domain wall encoding strategies (note that the δ′i strategy is not shown in the
table, but would be the same as the one used here except for would require fourth order coupling for a two variable interaction).
Maximum order in this case refers to the maximum number of Z variables which must appear in a single Hamiltonian term
for the encoding. Red colouring is used to indicate a major drawback of a strategy, while blue indicates a major advantage
conferred by a strategy. The word ‘complicated’ is used to indicate cases where the result is likely to be highly dependent on
the details of the problem being encoded. For discussion of the performance metrics, and explanations of the ‘complicated’
cases, see appendix 1.
leaves domain wall encoding as the preferred strategy. I
first describe the basic results for the three families of
problems, before a more in-depth comparative analysis
in subsection VIID. For transparency and reproducibil-
ity, the Hamiltonians for each example are provided in
appendix 2.
A. Unstructured Interactions
Let us consider unstructured interactions, by which I
mean interactions for which there is no particular struc-
ture which makes the variables independent from each
other in certain regimes and therefore require all two
body terms to construct the interactions in both the one
hot and domain wall encoding [80]. Unstructured interac-
tions may come about for example if the interactions be-
tween the discrete variables are describing complex cor-
relations, for instance in an discrete analogy to [2], but
where each discrete variable represents more than two
mutually exclusive possibilities.
In the unstructured case, the interaction graph of the
domain wall encoding will be a subgraph of the interac-
tion graph of one hot, as depicted in Fig. 2, therefore
the domain wall encoding will always be easier to im-
plement since all of the interactions needed for the do-
main wall encoding are also needed in one hot. In the
example given in Fig. 2, with unstructured interactions
between three Z4 variables, the domain wall encoding
requires nine qubits and 36 interactions, while the one
hot encoding requires 12 qubits and 76 interactions [81].
Given that an advantage can be shown analytically (by
showing that the domain wall encoding is a subgraph of
the one hot), it is not necessary to numerically analyse
unstructured problems to show an advantage.
Figure 2: Unstructured interactions between three Z4 vari-
ables. Black: qubits and interactions needed for both domain
wall and one hot encoding. Magenta: additional qubits and
interactions needed for one hot encoding. Edges within vari-
ables in the domain wall encoding have been made thicker as
a guide to the eye.
B. Graph Coloring
Let us now consider the more structured problem
of maximum graph colouring (referred to as Max-κ-
ColorableSubgraph [22], also sometimes referred to as
Max-κ-Cut [52, 53]), where given a graph and n possible
node colours, the goal is to colour the graph to maximize
the number of edges which connect vertexes of different
colours. Maximum graph colouring is a generalization
of the more studied problem of graph colouring, since in
graphs which are colourable with n colours, the maximal
colouring is a ‘proper’ colouring of the graph, where no
vertexes of the same colour share an edge. The question
9Figure 3: One hot encoding of maximum four colouring of
a small graph fragment, red edges indicate edges encoding
interactions between variables, while green indicate the inter-
nal edges within each variable. The lower right of the figure
depicts the graph fragment.
of whether or not a graph can be coloured is known to be
NP-hard if the number of colours requires is greater than
two [54], and even remains hard under quite restrictive
conditions [55]. Solutions to graph colouring problems
have wide applicability, including in aircraft scheduling,
organizing file transfer between processors, and radio fre-
quency assignments [31]. Quantum annealing has been
applied to graph colouring problems in [9, 10].
The structure of the interactions for colouring prob-
lems is therefore to penalize vertexes of the same colour
(variables which take the same value) while having no
effect otherwise. Since this interaction maps directly
to anti-ferromagnetic interactions between qubits corre-
sponding to the same value in one hot, each edge in the
colouring graph requires n two qubit interaction. For the
domain wall encoding, the interactions to enforce differ-
ent colours are more complicated, but there is also one
fewer qubit per variable. When n ≥ 3, the number of in-
teractions required per graph edge is 3 (n−1)−2 = 3n−5.
This is not the end of the story when it comes to number
of interactions, however, since the number of interactions
per variable is more for one hot, requiring 12n (n−1) edges
compared to the n−2 interactions required by the domain
wall encoding.
As an example, I show how to encode maximum four
colouring on this four qubit graph fragment fig. 3 depicts
the one hot encoding for maximum four colouring on a
four vertex graph fragment, while Fig. 4 depicts the do-
main wall encoding.
For n colours, it is possible calculate the ratio r of
edges to variables above which one hot will involve fewer
interactions, and below which the domain wall encoding
will require fewer. This calculation is performed by first
finding the number of interactions per vertex required
in the one hot and domain wall cases, and then setting
them equal and solving. For the one hot encoding, each
vertex will require 12n (n − 1) internal interactions, and
each edge will require another n. For a given r ratio of
edges to vertexes, this means that there will be n (n −
1) + r n interactions per vertex. On the other hand, for
−λ
−λ
−λ
−λ
+λ
+λ
+λ
+λ
Figure 4: Domain wall encoding of maximum four colouring of
a small graph fragment, red edges indicate anti-ferromagnetic
two qubit interactions between variables, while black edges
indicate the same but ferromagnetic. Thick black the inter-
nal edges within each variable. Red and blue qubits indicate
where single body terms are applied, following Fig. 1(lower).
The lower right of the figure depicts the graph fragment.
the domain wall encoding, each vertex requires only n−
1 internal interactions, but each edge requires 3n + 1
interactions, leading to a total of n−1+3 r n+r. Setting
the two expressions equal and solving for r leads to:
rc(n) =
1
2n
2 − 32 n+ 2
2n− 5 (18)
assuming again n ≥ 3. In the limit of large n this ex-
pression goes as n4 , considering that each vertex should
be adjacent to at least n other vertexes for the colouring
problem to be non-trivial, for a large number of colours
the domain wall encoding will contain more edges for re-
alistic problems. For a smaller number of colours, this
ratio can be larger for instance rc(3) = 2, and rc(4) = 43 .
It is important to recall that in all cases, the domain wall
encoding requires fewer qubits. There are also important
differences in the structure of the interaction, which will
be highlighted in the next section.
Ignoring the differences in interaction graph structure,
in cases where r > rc there is a tradeoff in terms of in-
teraction number versus qubit number, with the domain
wall encoding requiring fewer qubits but more interac-
tions. Although a gross oversimplification, let us consider
for a moment the case where we ignore the structure and
consider interaction counts. This over simplified picture
suggest that for instance in an optical setting [56, 57]
than the domain wall encoding would be preferred. How-
ever, if interactions are more difficult to implement, then
the one hot encoding may be best. As I demonstrate
later, the opposite is actually true , the structure of the
domain wall encoding makes it easier to implement, and
therefore also preferable at large sizes.
In real situations, it is not just the number of edges
which is important, but also the structure of the edges.
We first note that the domain wall encoding forms a ‘lay-
ered’ structure, where the qubits can be divided into n−1
layers corresponding to position in the chain used for the
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Figure 5: Minimum linear size of graph requires to embed
one hot (red) and domain wall (blue) encoded colouring prob-
lems. Dashed lines and shaded regions indicate minimum and
maximum seen for 10 instances and the solid line with stars
indicates the average, dotted lines on Chimera plots indicate
size of the current generation of D-Wave device. (a) Three
color embedded into Chimera. (b) n color embedding into
chimera. (c) Three colour embedding into Pegasus. (d) n
colour embedding into Pegasus.
domain wall encoding. The minimum possible edge dis-
tance de between a qubit on layer i and one on layer j
is |i − j|, regardless of the graph being coloured, such a
structure is not present in the one hot encoding. As dis-
cussed later, numerical analysis reveals that in fact the
relative ease of embedding the structures makes domain
wall similarly or more efficient to embed for all problem
sizes I analyse.
To examine the effect of the different structures, I con-
sider numerically embedding maximum n colour prob-
lems on Erdös-Rényi random graphs [58, 59](each pair
of vertices independently has an edge with an indepen-
dent fixed probability) with edge probabilities of 0.75 and
2n vertices. As a comparison, I also examine maximum
three colour problems on Erdös-Rényi random graphs
with edge probabilities of 0.5. I examine embeddings on
both the D-Wave Chimera graph and the recently pro-
posed Pegasus [28] graph.
For this analysis, I find the smallest Pegasus or square
Chimera graph for which a given problem can be embed-
ded, using the available software [60]. I refer to either
the linear size of the Chimera (number of unit cells along
one side) or the size of the Pegasus graph (encoded in a
single number) as L. The exact methods which are used
for the numerics are described in Sec. VIII.
As we can see in Fig. 5, the minimum size of chimera
or Pegasus graph where a problem can successfully be
embedded is always smaller or equal on average for the
domain wall encoding versus one hot encoding. More-
over, except for the three colour embedding in Pegasus
at large sizes the difference becomes more dramatic, and
the worst embedding of a domain wall encoding is still
superior to the best for one hot. Finally, we observe
that while, for the three colour problems the difference
between the domain wall and one hot encodings is mini-
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Figure 6: Encoding of scheduling conflicts using domain wall
variables. Top: the encoding of a conflicts at a single time,
where the event encoded in the the top chain has a duration
of three time units and the event encoded in the bottom has a
duration of two. Bottom: total encoding of the conflict with
labels indicating the edge distance from the yellow vertex,
the ‘...’ indicates a continued linear increase in edge distance.
Otherwise, colours have the same meaning as in Fig. 1(lower).
mal and grows only slowly with size, it grows much more
dramatically for the n colour problem. As I demonstrate
later, in subsection VIID, this is due to the domain wall
encoding being more efficiently embeddable, likely be-
cause of the previously mentioned layered structure of
the domain wall encoding in the n colour case.
C. Scheduling
Let us now consider the problem of minimizing (or
eliminating) scheduling conflicts, different versions of
this problem have been considered for quantum com-
puting [11–13, 17], including most recently the problem
of flight deconflicting [17]. The basic structure I con-
sider is that there are Nt possible times and m events
each of duration Tk each of which which must start at
time tk ∈ (tk,min, tk,max) where tk,min ∈ (0, N − 1) and
tk,max ≥ t0 ∈ (0, N − 1 − Tk). Moreover, conflicts can
occur if certain pairs of events, occuring at tk and tl
overlap, which means that either 0 ≤ tl − tk < Tk or
0 ≤ tk − tl < Tl. In both the domain wall and one hot
encoding, single variable penalties correspond to single
body Ising terms in the encoding, therefore, the problem
structure is not changed by adding such penalties, which
could correspond for example to penalties for delaying a
flight in [17].
The structure for encoding time conflicts into the do-
main wall encoding can be found in Fig. 6(top) we see
the encoding of all conflicts which could occur if the
lower variable has the value corresponding to the first
domain wall position on the bottom variable. In this fig-
ure the duration of the top domain wall encoded variable
is Tk = 3 time units, whereas the duration of the event
encoded in the bottom vairable is Tl = 2. To encode the
total conflicts, we just add encodings for the conflicts at
all allowed values of tl, the result is Fig. 6(bottom). We
also note the edge distance de of all of the vertexes from
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Figure 7: Minimum linear size of graph requires to embed
one hot (red) and domain wall (blue) encoded schedule con-
flict minimization problems with different numbers events.
Dashed lines and shaded regions indicate minimum and max-
imum seen for 10 instances and the solid line with stars indi-
cates the average, dotted lines on Chimera plots indicate size
of the current generation of D-Wave device. top: Chimera,
bottom: Pegasus
the yellow vertex, in particular noting that continuing
the figure beyond what is drawn, for the top variable the
edge distance de continues to grow linearly. In contrast,
de takes a maximum value of two for the one hot encod-
ing regardless of the allowed time range of the two events
(one hot encoding not shown).
For each possible value of a tl where there is a potential
conflict with event k and none of the domain wall variable
values involved are the maximal or minimum possible
values the conflicts can be encoded using four interactions
between pairs of binary variables, if any of the variables
do take extremal values, than the number of pairwise
interactions will be less than four. It follows that if there
are q potential values where a conflict is possible, than
the number of binary interactions which are needed is
at most 4 q, independent of the durations of each event,
Tk and Tl. For one hot encoding on the other hand, for
every pair of times where there is a conflict, there must
be an interaction between two binary variables, therefore
the number of interactions grows with event duration.
To get a sense of the effect of domain wall encod-
ing, I again consider examples of embedding the same
problem numerically when encoded in one hot versus do-
main wall encoding strategies. In this case, I consider
random schedule conflict minimization problems using a
construction discussed in detail in Sec. VIII where both
the number of variables and the potential range of times
are increased as the problems are scaled. The results of
this embedding are depicted in Fig. 7, while the range
of graph sizes need to embed is much larger than for the
case of colouring problems, the average size required for
domain wall encodings is still significantly smaller. As
I show in the next subsection, this difference is at least
partially due to the domain wall encoding being easier to
embed.
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Figure 8: Relative embedding ratios under different circum-
stances. Solid symbols (red and blue) indicate comparisons of
domain wall encodings on the X axis and one hot encodings
on the Y axis. Hollow symbols indicate embedding into the
Pegasus graph on the X axis and chimera on the Y . Red
indicates embedding into a chimera graph, while blue indi-
cates embedding into a Pegasus. For hollow symbols, black
indicates one hot encoding, and magenta indicates domain
wall. Fully coloured symbols indicate average values (over 10
instances each), while lighter symbols indicate individual in-
stances. All dashed lines are guides to the eye, with the cyan
dashed line indicating circumstances where equal embedding
ratios are obtained. (a) Three colour problems for sizes up
to 30 vertices. (b) n colour problems, colour coded num-
bers indicate number of colours in the problem (c) Schedul-
ing problems coloured numbers indicate number of events in
the problem (d) Squares indicate scheduling problems, while
stars indicate n colour problems (three colour problems not
shown).
D. Analysis
So far I have demonstated the advantage of domain
wall encodings in realistic problems but have not an-
alyzed the source of the advantage, or compared rela-
tive advantages when embedding different problems into
graphs. To do this, I define the embedding ratio, which is
the ratio of the number of vertexes used in the graph em-
bedding to the number of vertexes in the original interac-
tion graph. The embedding ratio captures the efficiency
with which the problem structure can be embedded in
a way which does not directly depend on the number of
vertexes in the interaction graph, or details of the original
problem.
Fig. 8 compares the embedding ratios for the example
problems discussed earlier in this section. From Fig. 8(a)
it can be observed that the domain wall encoding of the
maximum three colour problem is actually slightly less
efficient to embed than the one hot encoding, therefore,
the advantage seen in Fig. 5(a and c) is entirely because
of the fact that the domain wall encoding requires fewer
variables. However, Fig. 8(b and c) demonstrate that for
the max n color and scheduling problems the structure of
the domain wall encoding can be embedded much more
efficiently at large sizes. Finally, Fig. 8(d) demonstrates
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Figure 9: Relative embedding ratios under different circum-
stances. Solid symbols (red and blue) indicate domain wall
encoding embedding ratio on theX axis and one hot on the Y ,
whereas hollow symbols (black and magenta) indicate embed-
ding into Pegasus on the X versus embedding into Chimera
on the Y . Red indicates embedding into a Chimera graph,
while blue indicates embedding into a Pegasus. Black indi-
cates one hot encoding, while Magenta indicates domain wall
encoding. Circles indicate three colour problems, while stars
indicate, n colour problems, and squares indicate scheduling.
All dashed lines are guides to the eye, with the cyan dashed
line indicating the point where equal embedding ratios are
obtained. All points are averaged over 10 instances.
the advantage of embedding into a Pegasus rather than
Chimera graph, with the Pegasus embedding being much
more efficient.
One additional advantage of comparing embedding ra-
tios is that it provides a method to compare problems
of different sizes and types, and even the relative advan-
tages gained from changing different aspects, for instance
encoding and hardware graph. Fig. 9 depicts relative
embedding ratios under different circumstances plotted
on the same axes. From this plot, we first observe that
the structural advantage of domain wall encoding over
one hot encoding is highly problem structure dependent,
from actually a slight disadvantage in the case of three
colour problems, to an advantage comparable with the
advantage gained from embedding into a Pegasus graph
rather than a chimera in the case of scheduling problems
embedded into the Pegasus graph. The hardware graph
structure (Pegasus versus chimera) on the other hand
yields a consistent large advantage in terms of embed-
ding overhead for all studied problem structure.
VIII. NUMERICAL METHODS
All embedding was performed using the minorminer
software which is publicly available [60], with the default
settings. Pegasus and Chimera graphs were created using
the publicly available D-Wave networkx software [30]. All
of the code for the numerical calculations was written in
Python 3.5 and is publicly available from [33].
The minimum embeddable size for a given problem was
calculated by first trying the size of the previous prob-
lem (or minimum size for the graph type) if embedding
fails then the graph size is incremented until success and
if successful the size is decremented until failure. For
maximum colouring problems, the graphs to be coloured
are Erdös Réyni random graphs [58, 59] (each pair of
vertices independently has an edge with an independent
fixed probability) with edge probability 0.5 in the three
colour case and 0.75 in the n colour case.
For scheduling problems, the goal is to minimize the
number of conflicts between events each of which is con-
strained to occur at integer times within a range of times
between 0 and tmax. The value of tmax is chosen to be
two times the number of events, and the probability that
each pair of events will conflict (i.e. that interactions need
to be encoded between them) is chosen independently at
random with the probability of a conflict being 0.75. The
earliest possible start time tearly of an event is chosen uni-
formly at random between zero and tmax− 2. The latest
possible start time tlate is chosen uniformly at random
between tearly + 1 and tmax. The duration of each event
is chosen uniformly at random between one and five time
units.
The problems selected here have not been chosen to be
provably hard, but rather to have representative struc-
ture of a problem type. It is, however, worth noting that
even if the scheduling and colouring problem types which
are use here are not asymptotically hard, there will be a
plethora of weighted versions of the problems which will
have the same interaction graphs (and therefore use the
same embeddings), and it is likely that at least one of
these versions will be hard. The importance of the exis-
tence of multiple problems with the same graph structure
has been highlighted in [61].
IX. EXTENSION: DOMAIN WALL ANALOGUE
OF k-HOT ENCODINGS
One additional advantage of a one-hot encoding is that
it can be naturally extended to a k-hot encoding by mod-
ifying the strength of the one body terms such that in
the lowest energy manifold k variables are in the 1 state,
rather than only one. Unfortunately, it is not possible to
play a similar trick for domain wall variables; the lowest
energy state of the chain will always be the state with
exactly one domain wall. The domain wall encoding can
however be used to produce a k-hot analogy by linking
together multiple chains and introducing strong interac-
tions which do not allow any domain walls to be at the
same site number. One way to accomplish this is em-
ploy the colouring problem encoding in section VIIB on
a clique (fully connected) graph, this would enforce that
no two variables take the same value and thus the collec-
tive object behaves like a k-hot encoding.
However, an analogue of the k-hot encoding requiring
even less interaction between the chains is possible, this
can come by realizing that the constraint that the domain
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wall variable j + 1 has a greater value than variable j
can be implemented efficiently by only interacting nearby
qubits on neighbouring chains.
This can be achieved by realising that iff the value of
variable j + 1 is less than or equal to that of variable j,
than for some i the following logical statement will be
true (〈Z(N),ji−1 〉 = −1) ∧ (〈Z(N),j+1i 〉 = 1). Therefore we
can use interactions of the form (1+Z(N),ji−1 ) (1−Z(N),j+1i )
to enforce the constraint, (〈Z(N),ji−1 〉 = 1) ∨ (〈Z(N),j+1i 〉 =
−1)∀i, summing over i (and neglecting an irrelevant con-
stant offset) we obtain
H
(j,j+1)
> =
N−1∑
i=0
−Z(N),ji−1 Z(N),j+1i − Z(N),j+1i + Z(N),ji−1
(19)
which yields the minimum possible energy if the value
of variable j is less than that of j + 1, and a positive
energy otherwise [82]. The k-hot condition can therefore
be enforced by adding λ′
∑j=k−2
j=0 H
(j,j+1)
> to the domain
wall Hamiltonians which implement k variables.
Constructing domain wall analogues of k-hot problems
seems counter-productive, since it requires more logical
qubits than the analogous k-hot encoding. However, in
these k-hot analogies, the parts of the domain walls which
encode different discrete values can still be spatially sep-
arated, for some problem, the domain wall analogue may
still be more efficient after embedding. While a poten-
tially fruitful endeavour, examining the efficiency trade-
offs between k-hot and domain wall k-hot analogues for
encoding real problems is beyond the scope of this paper.
X. DISCUSSION AND CONCLUSIONS
In this manuscript, I have discussed a method of en-
coding discrete variables into Ising model qubits based
on domain walls in one dimensional spin chains which
is an alternative to the traditional one hot method. I
have further demonstrated how arbitrary (classical) two
variable interactions can be encoded, and that these in-
teractions only require two body Ising terms. Further-
more, as was demonstrated in [22] for one hot, two body
mixer terms which preserve the logically valid space are
possible, which may be highly relevant in QAOA imple-
mentations [22]. Finally, I have numerically examined
the possibility of embedding problems encoded using the
domain wall methods in two graphs which are relevant
to quantum annealing, the chimera and Pegasus graphs.
For every problem type I have examined, I found that the
domain wall encoding can be embedded more efficiently
than the one hot encoding. The level of improvement is
strongly dependent on problem type, but in some cases
can be comparable to the gains made from having a Pega-
sus versus chimera hardware graph. Specifically, for the
synthetic scheduling problems examined here,embedded
into the Pegasus graph, the gains made in terms of the
ratio of physical to logical bits for domain wall versus
one hot is comparable to the gains from embedding into
Pegasus versus chimera.
It is likely that the large gains are due the fact that
the domain wall encoding inherently allows variables to
be more ‘spread out’ and therefore take advantage of the
natural structure of the problem for embedding in a way
which is not possible for one hot. One example of such
structure is the fact that events occurring at very differ-
ent times in a scheduling problem are unlikely to inter-
act. For two such interacting variables in one hot, the
binary variables representing the events happening even
at very different times can have a maximum edge dis-
tance of two (two edges must be traversed to get between
them), whereas for a domain wall encoding, the edge dis-
tance is in principle unbounded. It is worth emphasis-
ing that this study was performed using general purpose
heuristic problem embedding software, and therefore it
is likely that even better results could be obtained using
specialized software which is specifically designed to take
advantage of known structural features within specific
problems. Furthermore, the nominal hardware graphs
studies here are also general purpose, it is likely that em-
bedding overhead could be reduced or even eliminated
on application specific hardware, for instance ASICs de-
signed for problems with a particular structure.
It would further be interesting to examine the most ef-
ficient strategies to decompose problems which do not fit
onto the hardware graph of a quantum annealer[62–64].
The importance of such strategies has been highlighted
in more general cases [65].
It is finally worth briefly noting that the natural struc-
ture present in the domain wall encoding means that it
can be used to design discrete or mixed binary/integer
optimization problems which can be mapped to hard-
ware with no embedding overhead. This could provide
an important tool for scientific studies on real quantum
annealers, as embedding may complicate the interpreta-
tion of experimental results. In particular, in an upcom-
ing work [66] I will examine the ability of real quantum
annealers to find solutions to mixed binary/integer prob-
lems which are not only highly optimal but also robust,
and examine how reverse annealing [67, 68] can be used
as a tool to trade off between optimality and robustness.
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ing out that quadratic interactions can be implemented
efficiently for a binary encoding.
Appendix 1: Explantion of performance metrics
given in table II
We use several performance metrics to compare binary,
one-hot, and domain wall encodings in table II, in this
appendix. We also explain what makes the cases labelled
as ‘complicated’ complicated, and why no simple answer
can be given.
# qubits
This is the number of qubits which each encoding re-
quires to logically represent the problem. In the case of
binary encoding, this excludes any auxiliary qubits re-
quired to implement constraints, see ‘# couplers for en-
coding’ for a discussion of where such qubits may come
about.
# couplers for encoding
This is the number of two body couplers required to
restrict the qubits to the logically valid subspace, in other
words, the subspace of qubit configurations which corre-
spond to logically valid values of the discrete variable
being encoded. In the case of domain wall and one
hot, this is straightforward, since the number of cou-
plers for each is well defined. In the case of binary en-
coding, the complexity depends strongly on whether or
not the discrete variable being encoded involves a binary
(i.e. m = 2n, m ∈ Z) number of possibilities or not. If it
does, than the logically valid space is exactly the space of
all possible bitstrings expressible in n qubits, and there-
fore no couplers are required to constrain the space. On
the other hand if the number of possibilities is not a bi-
nary number, than constraints need to be added to pre-
vent certain configurations, in general, these constraints
will involve more than two body terms and would there-
fore also require auxiliary qubits to implement effective
multi-body constraints. A full analysis of all of the ways
this can be done is beyond the scope of this paper, so
this case has been simply marked as ‘complicated’.
intra-variable connectivity
This is the structure of the connectivity required
within the variable to restrict to the logically valid sub-
space. For one hot this requires a fully connected con-
struction, and for domain wall it requires linear connec-
tivity. As with the number of couplers, the connectivity
depends whether or not the discrete variable involves a
binary number of possibilities, if it does, than no con-
nections at all are needed to restrict to the logically valid
subspace. On the other hand if there is not a binary num-
ber, than some configurations need to be excluded, which
will generally require high order coupling, the structures
necessary to do this are complicated and beyond the
scope of this paper.
maximum order needed to penalize single values
This is the highest order of coupling (i.e. how many
qubits need to be coupled together in a single effective
interaction) to penalize an arbitrary single logical value.
For both one hot and domain wall, this is one, since single
body terms which either act on a single qubit or bracket
a domain wall respectively can achieve this. For a binary
encoding, one would in general need interactions which
interact every qubit used to encode the variable with ev-
ery other qubit used to encode the variable. Note that
some specific kinds of penalties in the binary encoding
may require much lower order, for instance, a penalty
which scales linearly with the value of a binary number
only requires single body terms.
maximum order needed for two variable interactions
This is the highest order of coupling (i.e. how many
qubits need to be coupled together in a single effective
interaction) to implement an arbitrary two variable in-
teraction. For both one hot and domain wall encodings
this is two. For the binary encoding, this could require
a coupling which involved every qubit in both variables.
Specific interactions can require lower order though, for
instance a quadratic interaction can be encoded using
only one and two body interactions.
maximum de between qubits in interacting variables
This is the maximum edge distance between qubits
used to encode two different interacting variables. The
edge distance is the minimum number of edges which
must be traversed to get between two qubits in the in-
teraction graph. Roughly speaking this measures how
‘spread out’ a variable encoding can be. As discussed
previously in this appendix, interactions between binary
variables can be complex to encode and may require aux-
iliary qubits if native high order interactions are not avail-
able, therefore the edge distance in the binary case is
complicated and case dependant.
Appendix 2: Hamiltonians for examples
In this appendix, I give explicit Hamiltonians for all
of the example problem types. To simplify the expres-
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sions and to make it so the same Hamiltonians can be
used to express both types of domain wall encodings as
well as one hot, it is useful to provide some definitions.
First of all, I define the variable cores which are the con-
straints necessary to define the variable for domain walls
are defined by Eq. 8
H(N),kcore = −λ
N−1∑
i=−1
Z
(N),k
i Z
(N),k
i+1 , (20)
where the notation has been modified to add the variable
index k, and to clarify the role of the Hamiltonian. Sim-
ilarly, following from Eq. 4, the core Hamiltonian in the
one hot equation can be defined as
H(N),kcore = λ
∑
i<j
Zki Z
k
j − (m− 1)
∑
i
Zki
 . (21)
In addition to the core, I need to define penalties on
different variable values, for the domain wall encoding,
this comes from Eq. 10
δ
(N),k
i =
1
2
(Z
(N)
i − Z(N)i−1 ) (22)
where the bar has been dropped for notational conve-
nience. Finally, for one hot, the definition is very simple,
δ
(N),k
i =
1
2
Zki+1. (23)
Equipped with these definitions, I now define the Hamil-
tonians for the three examples
A. Unstructured Interactions
In this case I consider unstructured interactions be-
tween two variables, although the definition can be eas-
ily extended to more. In this case, let the interactions
between variable 1 of size N , and variable 2 of size M
be defined by the N ×M matrix A. The Hamiltonian is
therefore
Hunstruct = H
(N),1
core +H
(M),2
core +
N∑
i=1
M∑
j=1
Aijδ
(N),1
i−1 δ
(M),2
j−1 .
(24)
B. Graph colouring
In this case, we consider colouring a graph with K
vertexes and edges defined by the K ×K strictly upper
triangular matrix e where 1 denotes an edge and 0 rep-
resents no edge, using N colours. Each variable will be
of size N and will have constraints which prevent ver-
texes which are coloured the same to share edges. The
Hamiltonian therefore takes the form
Hcolor =
K∑
l=1
H(N),lcore +
K∑
i=1
K∑
j=i+1
eij
N−1∑
k=0
δ
(N),i
k δ
(M),j
k . (25)
C. Scheduling
In this case I consider a scheduling problem which is
defined to involve m events. A single event, event k,
must occur between tk,min and tk,max, and furthermore
has a duration Tk. For mathematical convenience, I de-
fine dur(k) = tk,max − tk,min Some events conflict, mean-
ing that they cannot occur simultaneously while others
do not. I define whether or not events conflict using the
strictly upper triangular matrix C, where 1 represents a
conflict and 0 represents no conflict. The Hamiltonian is
defined as
Hsched =
m∑
k=1
H(dur(k)),kcore +
m∑
i=1
m∑
j=i+1
Cij
dur(i)∑
l=1
dur(j)∑
q=1
R
(i,j)
lq δ
(dur(i)),i
l−1 δ
(dur(j)),j
q−1 . (26)
The binary matrix R(i,j)lq defines whether or not two
events temporally overlap given their duration, in other
words,
R
(i,j)
lq =

1 ti,min + l − 1 = tj,min + q − 1
1 tj,min + q − 1 < ti,min + l − 1 < tj,min + q − 1 + Tj
1 ti,min + l − 1 < tj,min + 1− 1 < ti,min + q − 1 + Ti
0 otherwise
. (27)
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