ABSTRACT. For 1 < p < ∞ and 0 < s < 1, let Q p s (T) be the space of those functions f which belong to L p (T) and satisfy
INTRODUCTION
An important problem of studying function spaces is to characterize the pointwise multipliers of such spaces. For Banach function spaces X and Y , denote by M(X, Y ) the class of all pointwise multipliers from X to Y . Namely, M(X, Y ) = {f : f g ∈ Y for all g ∈ X}.
If X = Y , we just write M(X, Y ) as M(X) for the collection of multipliers of X. For any g ∈ M(X, Y ), denote by M g the multiplication operator induced by g, that is, M g (f ) = gf . By the closed graph theorem, M g is a bounded operator. In this paper we characterize the pointwise multipliers between a certain family of function spaces on the unit circle. These spaces appear in a natural way as the boundary values of a certain family of analytic Möbius invariant spaces on the disk [32] that has been attracted much attention recently.
Denote by T the boundary of the unit disk D in the complex plane C. Let H(D) be the space of all analytic functions on D and let H ∞ be the class of bounded analytic functions on D. For 1 < p < ∞ and s ≥ 0, consider the analytic Besov type space B p (s) consisting of those functions f ∈ H(D) with The space Q p s (D) coincides with F (p, p − 2, s) where F (p, q, s) is the family of function spaces studied in [32] and [23] . In particular, for s > 1 the spaces Q p s (D) are the same and equal to the Bloch space B (the "maximal" Möbius invariant space) which consists of all functions f ∈ H(D) with f B = sup
When p = 2, one has Q 2 s (D) = Q s (D) the holomorphic Q spaces introduced in [4] and widely studied in the monographs [30, 31] . In particular, Q 1 (D) = BMOA, the space of analytic functions with bounded mean oscillation [11] . M. Essén and J. Xiao [9] gave that if 0 < s < 1 and f is in the Hardy space H 2 , then f ∈ Q s (D) if and only if f ∈ Q s (T), the space of functions f ∈ L 2 (T) with where |I| is the length of an arc I of the unit circle T (a version of these spaces for several real variables was studied in [8] ). If s > 1, J. Xiao [29] pointed out that Q s (T) are equal to BMO(T), the space of bounded mean oscillation on T. For p > 1, via the John-Nirenberg inequality (see [11, 14] ), one gets
where f I is the average of f over I, that is
In view of that it is natural to consider, for 1 < p < ∞ and s > 0, the spaces Q
. We are going to study these spaces, and we will see that if f is in the Hardy space H p , then f ∈ Q p s (D) if and only if f ∈ Q p s (T). Also, we give a complete description of the pointwise multipliers M(Q
r (T)) for 0 < p 1 , p 2 < ∞ and 0 < s, r < 1. It is worth mentioning that D. Stegenga [24] characterized the multipliers of bounded mean oscillation spaces on the unit circle (see also [17] ), and L. Brown and A. Shields [5] described the pointwise multipliers of the Bloch space. A characterization of the pointwise multipliers M(Q s (D)) was obtained in [18] proving a conjecture stated in [28] . See [10, 17, 22, 25, 27, 35] for more results on pointwise multipliers of function spaces.
The following is the main result of the paper. Theorem 1.1. Let 1 < p 1 , p 2 < ∞ and 0 < s, r < 1. Then the following are true.
(
(2) Let p 1 > p 2 and s ≤ r. If
Note that, when p 1 = p 2 = 2 and s = r, part (1) of Theorem 1.1 proves Conjecture 2.5 stated in [28] . However, as seen in the proof, this conjecture is an immediate consequence of the results and methods in [18] .
Next we give an application. Let T be a bounded linear operator on a Banach space X. The spectrum of T is defined as
where E is the identity operator on X. R. Allen and F. Colonna [2] gave spectra of multiplication operators on the Bloch space. In this paper, we also consider the spectra of multiplication operators on Q p s (T) spaces. For f ∈ Q p s (T), let R(f ) be the essential range of f . Namely, R(f ) is the set of all λ in C for which {ζ ∈ T : |f (ζ) − λ| < ε} has positive measure for every ε > 0.
The paper is organized as follows. In Section 2, we give some preliminaries as well as basic properties of Q p s (T) spaces, such as inclusion relations or a characterization in terms of Carleson type measures. The proof of Theorem 1.1 is given in Section 3. Particulary interesting is the proof of part (3), where we are in need to use the results of A. Nagel, W. Rudin and J. Shapiro [15] , on tangential boundary behavior of functions in weighted analytic Besov spaces. In Section 4, we prove Theorem 1.2, and in the last section, we give the analytic versions of Theorems 1.1 and 1.2.
Throughout this paper, for a positive number λ and an arc I ⊆ T, denote by λI the arc with the same center as I and with the length λ|I|. The symbol A ≈ B means that A B A. We say that A B if there exists a constant C such that A ≤ CB.
PRELIMINARIES AND BASIC PROPERTIES
An important tool to study function spaces is Carleson type measures. Given an arc I on T, the Carleson sector S(I) is given by
For s > 0, a positive Borel measure µ on D is said to be an s-Carleson measure if
When s = 1, we get the classical Carleson measures, characterizing when
, where for 0 < p < ∞, H p denotes the classical Hardy space [7] of functions f ∈ H(D) for which
Here
By [4] , µ is an s-Carleson measure if and only if
is called an inner function if it is an H ∞ -function with radial limits of modulus one almost everywhere on the unit circle. A sequence {a k } ∞ k=1 ⊆ D is said to be a Blaschke sequence if
The above condition implies the convergence of the corresponding Blaschke product B defined as
We also need the characterizations of inner functions in Q p s (D) spaces. M. Essén and J. Xiao [9] characterized inner functions in Q s (D) spaces. Later, F. Pérez-González and J. Rättyä [21] described inner functions in Q 
The proof of Theorem 1.1 will also use the Rademacher functions {r j (t)} ∞ j=0 defined by
See [38, Chapter V, Vol. I] or [7, Appendix A] for properties of these functions. In particular, we will use Khinchine's inequality.
Theorem B. (Khinchine's inequality). If {c
For 1 < p < ∞ and 0 < s < 1, the following result shows that we can regard Q Proof. Let f ∈ Q p s (T). For any arc I ⊆ T, it follows from Hölder's inequality that
Then it is also a Cauchy sequence in BMO(T). Hence f m → f in BMO(T) for some f in BMO(T) and there exists a subsequence
, for a.e. e it ∈ I. By Fatou's lemma, it follows easily that
this finishes the proof. 
We will characterize Q p s (T) spaces in terms of Carleson type measures. Before doing that, we state and prove some auxiliary results.
for a.e. e it ∈ T. For any arc I ⊂ T, we have
Proof. We use an argument used in [16] and [3, p. 1294] . After a change of variables, it is easy to see (it is done in the same way as in [16] or [30, Chapter 7] where the case p = 2 was obtained) that
For any arc I with |I| < π 3
and t ∈ (0, |I|), set r = 1 − t. Then
Since p > 1, we can use Minkowski's inequality to obtain
For p > 1 and 0 < s < 1, applying the Hardy inequality (see [26, p. 272 ]) gives
We also have
Combining the above estimates, we obtain the desired result.
We also need the following result which is a generalization of D. Stegenga's estimate in [25] .
Lemma 2.3. For p > 1 and 0 < s < 1, let f ∈ L p (T) and let I, J be two arcs on T centered at e iθ 0 with |J| ≥ 3|I|. Then there exists a constant C depending only on p and s such that
Proof. Without loss of generality, one may assume that θ 0 = 0. Following Stegenga, we let φ be a function with 0 ≤ φ ≤ 1 such that φ = 1 on
J, and
for all θ, t ∈ [0, 2π). Now we write
Since f 3 is constant, we have ∇ f 3 = 0. For z = re iθ in the Carleson box S(I),
and hence
For the integral over S(I) of |∇ f 1 | p , replacing S(I) with the unit disc D and using Proposition 4.2 in [3] , we obtain
For estimating T 1 , we see first that, due to the condition (2.1), for e iθ , e it ∈ T,
By Hölder's inequality, we deduce that
Thus,
For T 2 , using that f 1 (e iθ ) = 0 for e iθ ∈ J, one gets
The estimate of T 3 is similar to T 2 . The above inequalities implies the lemma.
The following theorem characterizes Q (
Proof. We first show that (b) is equivalent to (c). By Proposition 4.2 in [3], one gets (2.2)
Replacing f by f • σ a in the above formula and making a change of variables, we get
This gives that (b) is equivalent to (c). By Lemma 2.2, we see that (b) implies (a). Next we verify that (a) implies (b). Let f ∈ Q p s (T).
Then f is also in BMO(T) by Lemma 2.1. For an arc I centered at e iθ 0 , let J = 3I. Then Lemma 2.3 gives
Since, by [30, p. 71],
we have
The proof is complete.
If p > 1 and 0 < s < 1, then Q 
Thus if we set
for any f ∈ Q p s (T) and a ∈ D.
Inclusion relations. Applying Theorem 2.4 and Corollary 2.5, we can obtain a complete picture on the inclusion relations between different Q
p s (T) spaces. Theorem 2.6. Let 1 < p 1 , p 2 < ∞ and 0 < s, r < 1.
( 
. For s > r, it is easy to construct a Blaschke sequence {z k } satisfying that k (1 − |z k |) s δ z k is an s-Carleson measure and k (1 − |z k |) r δ z k is not an r-Carleson measure (see Lemma 3.3 where such a sequence is constructed with even more properties). Applying Theorem A, we get that the corresponding Blaschke product B satisfies
. By [32, Theorem 5.5] , the lacunary series
If p 1 > p 2 , s < r and
, the lacunary series 
Without loss of generality we may assume that g is real valued. Denote by g the harmonic conjugate function of g.
Remark 2. If 1 < p 1 < p 2 < ∞, 0 < r < s < 1 and
, it is easy to check that any lacunary series in Q (1)
Proof. For an arc I ⊆ T, by Lemma 2.2, we have
Thus (2) implies (1).
Let (1) hold. Without loss of generality, let I be any arc centered at 1. Then
Combining this with Hölder's inequality, we deduce that
Let J = 3I. Using the above estimate and a same argument in [28, p. 499], we get
Combining this with Lemma 2.3, we get that (2) is true.
We also need the following result from [20] .
for all f ∈ B p (s).
Now we are ready for the proofs of the main results of the paper.
3. PROOF OF THEOREM 1.1
Proof of part (1). Assume first that
for all 1 < p 1 < ∞ and 0 < s < 1. This together with Corollary 2.5 shows that h w (e iθ ) = log 2 1−we iθ belongs to Q p 1 s (T) uniformly for w ∈ D, and hence the same is true for g w = Reh w . For any arc I ⊆ T centered at e it with |I| < 1/3, take a = (1 − |I|)e it . Then g a (e iθ ) ≈ log 2 |I| for all e iθ ∈ I. Since f is a pointwise multiplier, then f g a ∈ Q p 2 r (T) and it follows by Lemma 2.1 that f g a ∈ BMO(T). By [24, Lemma 2.6],
we get
.
Note that g a (e iθ ) ≈ log 2 |I|
for all e iθ ∈ I. Thus
which gives (1.2).
Next, suppose that f ∈ L ∞ (T) and (1.2) holds. We need to show f ∈ M(Q
r (T)). The proof of this implication is based on a technique developed in [18] (see also [20] ). By Lemma 2.
For all g ∈ Q p 1 s (T), we need to prove gf ∈ Q p 2 r (T). Since f · g is an extension of gf , by Lemma 2.2, it is enough to prove that
for some positive constant C not depending on the point a ∈ D. Using Theorem 2.4, we have 
Without loss of generality, we may assume that g is real valued. Let g be the harmonic conjugate function of g.
Since Q 
Applying Lemma C, we see that
By [20, Proposition 2.8], one gets
Hence, using Fubini's Theorem, we obtain
Now, if f = 0, then there exists a positive constant C such that
Fubini's theorem and a change of variables give
Applying Khinchine's inequality again, we see that
Hence, by (3.2),
for any θ ∈ [0, 2π). Thus, using (2.2) and the Khinchine inequality, we have 1 For c > 0 and δ > 1, consider the region
Then Ω δ,c (θ) touches T at e iθ tangentially. We say that a function h, defined in D, has Ω δ -limit L at e iθ if h(z) → L as z → e iθ within Ω δ,c (θ) for every c. A. Nagel, W. Rudin and J. Shapiro [15] If αp < 1 and δ = 1/(1 − αp), then the Ω δ -limit of h exists almost everywhere on T.
For β ∈ R and 0 < p < ∞, the Hardy-Sobolev space H (1 + k) β a k z k .
Proof. Set
where ε > 0 is taken so that r(1 − t) < ε < min{r, s(1 − t)} and θ k = k − t ε + θ. Clearly, {a k } is a Blaschke sequence and e iθ is its unique accumulation point with {a k } ⊆ Ω 1/t,c (θ) for some c > 0. To prove that k (1 − |a k |) s δ a k is an s-Carleson measure, it is enough to consider sufficiently small arcs I ⊆ T centered at e iθ . Since ε < s(1 − t) < s, we deduce that
which gives that k (1 − |a k |) s δ a k is an s-Carleson measure. On the other hand, for r(1 − t) < ε < r, one gets Thus k (1 − |a k |) r δ a k is not an r-Carleson measure. The proof is complete.
We also need the following estimate. for all z ∈ E(a k ). Furthermore, by [37, Lemma 4 .30], which shows g(z) =
