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Introduction : contexte et plateformes
Ce chapitre a pour but de présenter le contexte général de la thèse. La partie 1.1 introduit
la robotique de service, avec les enjeux économiques et les perspectives du domaine, ainsi que
la société Aldebaran et le laboratoire CAOR dans lesquels la thèse s’est déroulée. La partie 1.2
présente plus en détail les robots d’Aldebaran utilisés comme plateformes.
1.1 Contexte et cas d’utilisations
1.1.1 Le contexte de la robotique de service
Le domaine de la robotique en général est un sujet extrêmement vaste et en pleine expansion.
La robotique industrielle est très largement utilisée, par exemple sur des chaînes de montage,
ce qui permet d’automatiser de nombreuses tâches et d’en réduire les coûts. Le marché de la
robotique s’étend à d’autres applications, qui sont nombreuses et promises à une croissance
importante. L’enjeu est suffisant pour que l’Union Européenne supervise des projets à long terme
sur le sujet. L’association euRobotics (http://www.eu-robotics.net/) a pour but de définir
une stratégie et une feuille de route pour la recherche et l’innovation d’ici à 2020 (projet Horizon
2020), en collaboration avec la Commission Européenne. L’Agenda de Recherche Stratégique
(SRA) établi par euRobotics définit à la fois le contexte du sujet ainsi que les perspectives de
marché et de recherche. On y voit notamment (voir Figure 1.1) que les projections d’ici à 2020
annoncent une croissance allant jusqu’à 25% dans le domaine de la robotique de service ; la part
de marché dans ce domaine (à l’exclusion du militaire) est de 63%.
La robotique de service est un secteur particulier de la robotique centré sur l’assistance aux
personnes. La robotique de service doit être distinguée de la robotique industrielle, au sens où
elle est conçue pour assister un humain et non pas pour exécuter une tâche automatique de façon
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purement isolée. Au sein de la robotique de service, l’IFR (International Federation for Robotics)
distingue la robotique de service professionnelle et la robotique de service personnelle.
La robotique de service professionnelle concerne des robots en charge d’assister un opéra-
teur humain dans une tâche qui peut être répétitive, dangereuse ou encore extrêmement délicate.
On peut y trouver des robots agricoles (par exemple des trayeuses automatiques), des robots
nettoyeurs qui atteignent des endroits difficiles d’accès, des robots médicaux (par exemple pour
l’assistance dans une opération chirurgicale délicate), mais aussi des robots d’intervention dans
une situation dangereuse comme le déminage ou encore l’intervention dans une centrale nu-
cléaire. Ces robots sont en général gérés par un opérateur qualifié.
La robotique de service personnelle concerne des robots présents directement au domicile de
particuliers. On y trouve des robots domestiques (de nettoyage ou de surveillance), des robots
jouets, ou encore compagnons (robots éducatifs, thérapeutiques, d’assistance aux personnes),
etc. Ces robots doivent donc avoir un bon degré d’autonomie, puisque, contrairement aux robots
professionnels, il n’y a pas d’opérateur formé.
FIGURE 1.1 – Projections de vente dans la robotique de service
Source : http://www.ifr.org/service-robots/statistics/
Il s’agit d’un secteur en pleine expansion, car les applications possibles sont nombreuses et
en plein développement. D’après l’IFR, 3 millions de robots de service personnels et domes-
tiques ont été vendus en 2012 pour 1,2 milliards de dollars, soit 20% de plus qu’en 2011. Des
prédictions de l’IFR pour la période 2013-2016 estiment les ventes de robots de service profes-
sionnels à 17,1 milliards de dollars, et les ventes de robots de services personnels à 5,6 milliards.
On voit que même si la robotique de service personnelle représente une part plus faible du mar-
ché, elle est en plein développement et son augmentation est plus forte que pour la robotique
de service professionnelle. Le secteur dédié à l’assistance aux personnes âgées est parmi ceux
qui devraient connaître la croissance la plus importante, en raison du vieillissement de la popu-
lation. En France, le projet France Robot Initiatives, lancé en mars 2013, vise à encourager la
robotique française pour un montant estimé à 100 millions d’euros. Il s’agit donc d’un secteur
particulièrement porteur, dans lequel on peut trouver des investissements importants.
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Le SRA de euRobotics fait une distinction légèrement différente sur les marchés de la robo-
tique, notamment :
— les robots de consommation (robots de service personnels selon la classification de
l’IFR). Il s’agit d’un marché de type Business to Client (B2C) ;
— les robots civils, employés par des organismes publics ou gouvernementaux. Il s’agit
d’un marché Business to Government (B2G) : les applications sont par exemple la main-
tenance d’infrastructures lourdes ou à risque, ce qui peut donc s’assimiler à la robotique
de service professionnelle ;
— les robots commerciaux. Ceux-ci sont utilisés par des entreprises pour des applications
allant de l’exploitation minière à des applications marketing. Il s’agit donc d’un marché
de type Business to Business (B2B) ;
— les robots de transport, chargés de transport des biens ou des personnes, dans des infra-
structures publiques ou privées. Il s’agit ici d’un cas particulier de B2C, qui couvre donc
notamment les véhicules autonomes ou semi-autonomes ;
— les robots militaires, qui comprennent par exemple les robots d’exploration ou les drones.
Cette catégorie ne fait pas partie de celles encouragées et supervisées par le programme
organisé par la Commission Européenne.
Le sujet de la thèse se déroule dans le cadre de la robotique de service personnelle dans la
classification de l’IFR. Celle-ci contient elle même plusieurs champs avec leurs problématique
propres.
FIGURE 1.2 – Le robot ménager Roomba de IRobot
Source : en.wikipedia.org
La robotique domestique constitue une grande part de la robotique de service personnelle.
Celles-ci contient notamment les robots ménagers : les robots de la société IRobot en sont un
exemple emblématique. Ces robots ménagers doivent donc effectuer de façon autonome une
tâche précise. Par exemple, le Roomba de IRobot (voir Figure 1.2) est équipé d’un détecteur de
choc et d’un détecteur infra rouge pour éviter les obstacles : il peut ainsi parcourir l’intégralité
d’une pièce pour la nettoyer. Il est également capable de se recharger de façon autonome. Le
but est donc que le robot ait un maximum d’autonomie dans un cadre restreint bien défini. Les
robots ménagers sont en général très spécialisés.
Les robots jouets sont également fortement représentés. Certains sont également program-
mables et servent aussi de plateforme de recherche bas coût. Le robot AIBO (Artificial Intel-
ligence roBot) fabriqué par Sony est un exemple de robot jouet particulièrement utilisé (Fi-
gure 1.3(b)). Ce robot chien est à la fois un jouet et une plateforme de recherche prisée en intel-
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(a) Le robot PleoRb (b) Une version du robot AIBO
FIGURE 1.3 – Exemples de robots jouets
Source : en.wikipedia.org
ligence artificielle notamment. On peut aussi évoquer le robot Pleo Rb, un robot dinosaure qui
possède une intelligence artificielle et un caractère qui s’adapte à son utilisation (Figure 1.3(a)).
Les robots jouets sont en général plutôt polyvalents, centrés sur l’interaction avec l’humain :
ils sont équipés de caméras, de microphones et de hauts parleurs. La principale problématique
est ici d’interagir avec son entourage de façon pertinente et renouvelée, sans nécessairement
requérir une autonomie de mouvement forte.
Les robots compagnons regroupent les problématiques des deux groupes précédents. Il s’agit
en effet à la fois d’être autonome dans un environnement domestique mais aussi d’interagir
de façon polyvalente avec l’environnement et les utilisateurs. Les robots compagnons peuvent
être employés pour l’assistance à des personnes en perte d’autonomie, comme une plateforme
éducative etc.
Le problème de la localisation et de la navigation autonomes du robot est crucial dans ce
contexte. Il n’est en effet pas question qu’un robot compagnon nécessite d’être télécommandé
par un opérateur humain, et le robot a besoin de pouvoir se déplacer d’une pièce à l’autre. Il
est également nécessaire d’intégrer un aspect sémantique à la localisation, pour permettre par
exemple une meilleure compréhension par un humain. Le cas de la recharge automatique du
robot est un cas d’application classique, qui est par exemple traité dans le cas du robot Roomba.
1.1.2 Aldebaran
Aldebaran est une entreprise française de robotique humanoïde, fondée en 2005 par Bruno
Maisonnier et spécialisée dans la robotique de service personnelle. Le but de l’entreprise est de
développer des robots humanoïdes compagnons. La cible finale de l’entreprise est un robot grand
public, au delà d’une plateforme de recherche pour des utilisateurs experts. Depuis 2012, la so-
ciété japonaise SoftBank, grand opérateur de téléphonie mobile au Japon, a investi massivement
dans la société : Aldebaran fait donc partie du groupe SoftBank.
Aldebaran a développé trois robots humanoïdes, NAO, ROMEO et Pepper (voir partie 1.2
pour les détails techniques des plateformes). NAO est à la fois une plateforme de recherche, un
outil éducatif et de démonstration, qui se situe donc plutôt dans le domaine du B2B ou du B2G.
ROMEO est une plateforme de recherche pour l’assistance à la personne. Pepper est un robot de
grande taille, dont la vente est prévue à un prix accessible (prix d’environ 2000$ annoncé pour
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le Japon en février 2015), dont la première application consiste à effectuer l’accueil et le service
dans les boutiques de téléphonie mobile. Il s’agit donc d’un robot de service personnel visant à
la fois le marché du B2B (robot commercial) et du B2C (robot compagnon).
FIGURE 1.4 – NAO NextGen FIGURE 1.5 – Le robot humanoïde Pepper
NAO a été sélectionné en 2008 comme plateforme officielle de la ligue standard de la Robot-
Cup Soccer (http://www.robocup2014.org/). Cette ligue fait concourir des équipes univer-
sitaires dans des matches de football qui opposent des équipes de 5 robots NAO. Le terrain est
fixé et connu à l’avance. En 2010, un spectacle de danse de 20 NAO a été présenté au pavillon
français de l’Exposition Universelle de Shanghai. En 2013 est lancé le project Autism Solution
for Kids (ASK NAO, http://asknao.aldebaran-robotics.com/) : il s’agit d’un projet
éducatif destiné aux enfants autistes. La version actuelle est le robot NAO NextGen. ROMEO a
été présenté officiellement au salon InnoRobo à Lyon en 2014 après quatre ans de développe-
ment, et Pepper a été révélé en juin 2014 à Tokyo après deux ans de développement.
Aldebaran compte actuellement plus de 400 salariés, répartis entre la maison mère à Paris,
et les bureaux de Boston, Shanghai et Tokyo. L’équipe R&D représente une grande partie de ces
effectifs. Au sein de l’équipe Software, l’équipe Agility est chargée de la gestion des mouve-
ments du robot en général, et en particulier de la localisation et de l’évitement d’obstacle. La
thèse présentée ici s’est déroulée dans cette équipe, et est également rattachée au A-Lab, une
structure destinée à la recherche fondamentale à Aldebaran.
1.1.3 Le CAOR
Le Centre de Robotique (CAOR, http://caor-mines-paristech.fr/) est le labora-
toire de robotique des Mines ParisTech, intégré au département Mathématiques et Systèmes,
et en collaboration avec l’équipe IMARA d’Inria Paris-Rocquencourt (http://www.inria.
fr/equipes/imara). Les thématiques de recherche du laboratoire sont centrées autour de la
robotique mobile, plus particulièrement l’assistance à la conduite automobile. Le but est d’amé-
liorer l’autonomie et les performances de tels systèmes. Les axes principaux de recherche du
laboratoire sont :
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— systèmes de contrôle avancés, à savoir la modélisation et la commande de systèmes mé-
caniques ;
— modélisation 3D, c’est-à-dire le traitement et la modélisation de données 3D acquises
par des plateformes mobiles dans un environnement urbain (projet Terra Mobilita) ou
encore par des systèmes d’imagerie médicale
— perception et apprentissage : fusion temps réel de données multi-capteurs (caméras, la-
ser etc), avec reconnaissance de formes (détection et classification de panneaux routiers,
piétons etc) et représentation cartographique appropriée (SLAM laser etc) ;
— réalité virtuelle et augmentée, utilisée notamment pour tenter d’améliorer les interfaces
homme-machine dans un contexte industriel (robot d’assemblage en collaboration avec
un humain) ou de robotique mobile ;
— robotique mobile et environnements logiciels. On y trouve des travaux d’intégration
sur des petites plateformes robotiques mobiles, mais aussi des contributions traitant de
systèmes embarqués et de SLAM. Le CAOR a notamment été à l’origine du système Co-
reSLAM. Cet algorithme a été initialement développé pour la compétition CAROTTE,
organisée par l’ANR (Agence Nationale de la Recherche) et la DGA (Direction Générale
de l’Armement), qui consistait à explorer et cartographier un environnement inconnu,
puis repris pour être embarqué sur les robots de Nexter Robotics, entreprise créée à la
suite du succès de l’équipe.
Le sujet de la thèse se situe donc principalement dans les axes perception et robotique mo-
bile. Il permet d’étendre les contributions à des plateformes nouvelles, puisque la plupart des
travaux précédents se sont concentrés sur des robots mobiles à roues (comme le robot Nerva de
Nexter Robotics) ou bien sur des véhicules automatiques ou non.
1.1.4 Circonscription du problème
La thèse porte sur le problème de la localisation et de la navigation des robots humanoïdes
compagnons tels que ceux produits par Aldebaran. Ce sujet a notamment été identifié comme
une des briques de base pour la réalisation d’un robot d’assistance aux personnes en situation de
perte d’autonomie.
Les travaux de la thèse ont été menés dans le cadre des deux projets collaboratifs Romeo
(FUI 2009-2012) et Romeo2 (PSPC 2013-2016) pilotés par Aldebaran et dans lesquels de nom-
breux partenaires industriels et académiques étaient impliqués. Dans le lot 6 du projet Romeo,
la navigation était une partie de l’exploitation des informations des capteurs du robot. Les tra-
vaux de la thèse ont été définis en voyant les limitations industrielles et d’usage des systèmes
de navigation classiquement utilisés en robotique, et testés au début du projet, à base de laser
ou de balises artificielles disposés dans l’environnement. Dans le lot 5 du projet Romeo2, dé-
dié à l’interaction physique du robot avec l’utilisateur et son environnement, les travaux de la
thèse sur la localisation topologique sont associés à ceux de l’ENSTA ParisTech sur la naviga-
tion sémantique pour un enrichissement mutuel et une meilleure adaptation à l’interaction avec
l’utilisateur.
Le problème est soumis à des contraintes particulièrement importantes. Tout d’abord, le sys-
tème doit être autonome. Il n’est donc pas possible de déporter les calculs sur un ordinateur
externe, par exemple un serveur. Tous les calculs doivent donc être effectués en embarqué, à une
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fréquence raisonnable par rapport à leur utilisation (plusieurs fois par seconde pour une appli-
cation en mouvement, pas plus de quelques secondes à l’arrêt). Il est éventuellement possible
d’inclure de longues phases d’apprentissage, par exemple pendant la nuit.
L’environnement ne peut pas être instrumenté. Cela signifie qu’il n’est pas possible de ra-
jouter des repères externes, passifs (marqueurs visuels) ou actifs (balises). Il n’est également pas
possible de rajouter un capteur supplémentaire extérieur. Ce choix est dû au fait que la présence
du robot doit être la moins invasive possible, et ne peut pas être supervisée par un utilisateur
expert.
Enfin, le robot utilisé ne doit pas être modifié par rapport aux plateformes fournies par Alde-
baran. Cela implique donc de se contenter des capteurs disponibles, qui ont une qualité contrainte
par le bas coût du robot.
Nous verrons dans le chapitre 2 comment ces contraintes orientent les solutions possibles et
constituent un cas particulièrement difficile qui n’est pas directement traité dans l’état de l’art.
Nous verrons qu’il est nécessaire de développer des techniques spécifiques pour répondre aux
contraintes.
L’environnement envisagé pour la localisation et la navigation correspond au cadre d’utili-
sation des robots d’Aldebaran. Il s’agit d’un environnement domestique comme un appartement
ou plus généralement d’environnements quotidiens comme des bureaux ou une boutique. L’envi-
ronnement est a donc priori dynamique. Il contient des objets ou des personnes en mouvement,
susceptibles de passer devant le robot pendant une localisation. Sa structure peut également
changer : il est possible d’ouvrir ou de fermer une porte, de déplacer du mobilier, de changer des
posters ou des tableaux de place etc.
Le but est de fournir un système de localisation et de navigation, mais il n’est pas néces-
saire que l’apprentissage de l’environnement soit entièrement autonome. Il n’est pas réaliste de
demander une carte complète a priori (par exemple un plan d’architecte), mais il est possible
d’imaginer un "tour du propriétaire" où l’utilisateur guide le robot et lui fournit éventuellement
des indications sémantiques, comme le nom des pièces visitées.
Les exemples suivants sont des cas d’application concrets envisagés.
— Le robot se situe dans une boutique, où il effectue notamment l’accueil des clients. Il évo-
lue dans une zone donnée, autour d’une position de base qui a été apprise au préalable.
Le personnel de la boutique a indiqué au robot la direction de certains points d’intérêt,
comme la caisse, la sortie ou un produit donné. Comme le robot se déplace de façon fré-
quente, l’odométrie est rapidement peu fiable, et conduit à des dérives fortes à la fois en
position et en orientation. Grâce à la localisation, le robot doit être capable de s’orienter
vers une des directions prédéfinies, par exemple pour indiquer un chemin à un client,
ou bien pour se tourner vers une zone susceptible de contenir des spectateurs avant une
danse. Il doit aussi être capable de revenir vers sa position initiale pour éviter de sortir
de sa zone et de perturber les déplacements des clients.
— Le robot se trouve dans un appartement d’un particulier, par exemple dans le salon.
Selon son emplacement, il peut effectuer des activités spécifiques : se recharger, jouer à
un jeu avec l’utilisateur etc. Ces activités s’exécutent de façon précise si elles sont dans
un environnement spécifique : par exemple, le robot s’asservit sur des repères lumineux
pour se placer sur son chargeur. Elles ne permettent pas d’amener le robot dans ces
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environnements. Le système de localisation permet donc au robot d’atteindre une zone
donnée, et de permettre à une activité d’avoir des prérequis en termes d’environnement.
Pour cela, il peut être amener à naviguer dans l’environnement, par exemple en passant
d’une pièce à l’autre, ou en contournant une table.
On voit à travers ces deux cas que l’information de position du robot n’a pas besoin d’être
précise, et qu’elle pourrait même être purement qualitative. Les activités prennent le relais avec
des approches spécifiques une fois que le contexte général a été établi (asservissement visuel
pour le rechargement, détection de personnes pour l’interaction avec l’utilisateur). En revanche,
l’information d’orientation du robot est utile, et doit être aussi précise que possible, puisque les
cas d’utilisation rendent les erreurs d’orientation visibles.
1.2 Description des plateformes disponibles
Les sections suivantes décrivent de façon détaillée les plateformes produites par Aldebaran,
NAO, ROMEO et Pepper, ainsi que le simulateur Webots. On s’intéressera d’abord à l’aspect
mécatronique, puis on donnera quelques éléments sur le système d’exploitation utilisé, NAO-
qiOS.
1.2.1 NAO
NAO est un petit robot humanoïde, conçu pour être polyvalent et d’un prix abordable. Il
est utilisé à la fois comme plateforme de recherche et d’éducation, mais aussi dans des applica-
tions médicales (dans le cadre du projet AskNAO pour l’autisme), dans des musées ou lors de
spectacles de danse (par exemple dans cette vidéo).
La version principale de NAO est le H25, qui possède 25 degrés de liberté (voir Figure 1.6).
Il mesure 58cm pour un peu plus de 5kg.
FIGURE 1.6 – Le robot NAO H25 (capteurs et degrés de liberté)
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La Figure 1.6 montre l’emplacement des capteurs et (Gouaillier et al., 2009) décrit les détails
de la conception mécatronique :
— pour l’audio : quatre microphones et deux haut-parleur situés respectivement sur le som-
met de la tête et les oreilles ;
— pour la détection de contact : des capteurs tactiles sur les mains, des capteurs de pression
sous les pieds et des détecteurs de choc au bout des pieds ;
— pour la vision : deux caméras situées dans la tête (voir aussi Figure 1.7) ;
— pour l’évitement d’obstacles : deux sonars situés dans le torse (voir aussi Figure 1.8) ;
— pour l’équilibre : une centrale inertielle située dans le torse du robot, constituée de deux
gyromètres et d’un accéléromètre trois axes ;
— pour chaque degré de liberté du robot (à l’exception des mains) : un capteur de position
Magnetic Rotary Encoder (MRE), d’une précision de 0.1°.
Parmi ces capteurs, les caméras, les sonars et la centrale inertielle pourraient a priori être
utilisés pour la localisation.
(a) Vertical (b) Horizontal
FIGURE 1.7 – Champ de vision des caméras de NAO
Les caméras sont des capteurs cruciaux pour la navigation et la localisation. Leur champ
de vue et leur positionnement est décrit dans la Figure 1.7. Chaque caméra est une Aptina
MT9M114, de résolution maximale 1280x960 avec une fréquence associée de 5Hz, et de fré-
quence maximale 30Hz à partir de la résolution 640x480 VGA. La résolution de l’image est
comprise entre QQVGA 80x60 et 4VGA 1820x960. La distance focale de la caméra est fixe, et
son angle d’ouverture est de 60,9° horizontalement et 47,6° verticalement.
Le système d’acquisition de la caméra est un rolling shutter, c’est-à-dire que l’image est
acquise ligne par ligne. Ce mode d’acquisition implique des effets de déformation verticale de
l’image lorsque le robot se déplace : la vitesse de déplacement de la tête est plus importante que
la vitesse d’acquisition des colonnes. Les paramètres tels que la balance des blancs, la luminosité
ou le temps d’exposition sont réglables. En pratique, lorsque le robot est en déplacement, les
images présentent un fort flou cinétique et une déformation due au rolling shutter, sauf lorsque
le robot a les deux pieds au sol ou bien qu’il n’est pas en train de faire un pas, car la tête n’est
pas stabilisée.
Il est intéressant de noter que les caméras n’ont pas un recouvrement suffisant pour permettre
de les utiliser en stéréovision. Il existe une version de la tête où les caméras sont situées dans les
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yeux, ce qui donne une paire de caméras avec une base de l’ordre de 10cm, mais seuls quelques
exemplaires de cette tête existent.
FIGURE 1.8 – Position des sonars de NAO
NAO possède un algorithme de marche stable, décrit dans (Gouaillier et al., 2010). Le
contrôle est fait en boucle fermée pour l’équilibre du robot (en utilisant notamment la centrale
inertielle et les capteurs MRE), mais n’a pas de retour possible sur le déplacement effectif du
robot. Le contrôle est donc en boucle ouverte sur la position.
NAO possède deux émetteur-récepteur sonars, situés sur son torse (Figure 1.8). Ces sonars
ont un cône de détection de 60° et un portée allant de 0.25m à 2.55m, avec une résolution
théorique de 1cm. Ce très large cône de détection limite leur utilisation à la détection d’obstacles
frontaux, et ne permet pas d’envisager une localisation basé sur ces capteurs.
Enfin, la centrale inertielle ne possède au total que cinq axes, pour des raisons de coût. L’axe
manquant est l’axe vertical, qui aurait justement été crucial pour tenter de mesurer le cap du
robot. Elle est donc uniquement utilisée pour la stabilisation du robot pendant la marche et la
détection de chutes.
Le robot possède également un processeur embarqué Intel ATOM Z530 1.6GHz, possédant
1Gb de RAM, ainsi qu’un port éthernet, une connexion Wifi et un port USB.
Il apparaît donc que le système est fortement contraint : il n’y a pas de capteur métrique
utilisable, la caméra a un champ de vision restreint et les images prises pendant la marche sont
floues, ce qui oblige à arrêter le robot. La puissance de calcul disponible est également limitée,
et il est donc plus difficile d’être réactif.
Pour obtenir une image nette de façon certaine, on doit arrêter le robot. Pour augmenter
le champ de vision du robot, il faut tourner la tête. Ces deux actions ont un impact fort sur le
comportement général du robot, et doivent donc être limitées au maximum.
1.2.2 ROMEO
ROMEO est un robot humanoïde, qui possède 37 degrés de liberté, pour une taille de 1.4m et
un poids de 36.6kg. Il s’agit d’une plateforme de recherche, destinée à des applications d’assis-
tance à la personne, en particulier dans le cas de personnes âgées. Le robot est en développement
dans le cadre des projets Roméo et Roméo 2, en partenariat avec de nombreuses entreprises et
laboratoires de recherche.
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Étant donné que le robot n’est pas encore livré et n’a été complètement assemblé que ré-
cemment (pour le salon InnoRobo du 18 mars 2014), il n’a pas été possible d’effectuer des ex-
périences directement sur le robot. Cependant, le robot est disponible dans le simulateur Webots
(voir section 1.2.4), pour des expériences en simulation.
ROMEO est davantage équipé que NAO en termes de capteurs utilisables pour le problème.
En particulier, il est équipé de quatre caméras (voir Figure 1.9). Deux sont fixes et peuvent être
utilisées comme une paire stéréo, et deux sont situées dans les yeux et orientables. La distance
entre les deux caméras fixes est de 11cm. En comptant les mouvements des yeux, le champ de
vision des caméras orientables est de 110° horizontalement et de 76° verticalement.
(a) Caméras mobiles (dans le yeux) (b) Caméras fixes
FIGURE 1.9 – Positions et degrés de liberté des 4 caméras de ROMEO
ROMEO peut également être équipé d’un casque (Figure 1.10) contenant une caméra 3D
Asus Xtion, qui donne une information métrique sous forme d’un nuage de points. Notons qu’il
s’agit d’un modèle modifié avec uniquement une caméra 3D.
FIGURE 1.10 – Position du capteur 3D sur ROMEO
ROMEO possède au total quatre processeurs Atom, dont un dédié aux traitements de vision.
On dispose donc d’une meilleure puissance de calcul que sur les autres robots d’Aldebaran, au
prix d’une adaptation de l’architecture logicielle.
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1.2.3 Pepper
Le robot humanoïde Pepper a été présenté par Aldebaran le 5 juin 2014, après un développe-
ment commencé décembre 2012. Pepper est resté confidentiel jusqu’à sa présentation officielle,
si bien qu’il n’existe pas d’articles scientifiques le mentionnant au moment de la rédaction de
cette thèse. Le robot Pepper a été développé comme un robot de service personnel. Dans un
premier temps, il doit être déployé dans les boutiques de SoftBank au Japon, afin de servir pour
l’accueil et le divertissement des clients. Il jouera donc le rôle d’un robot de service commercial,
mais focalisé sur les interactions avec des clients non experts. Par la suite, il sera commercialisé
pour le grand public, pour servir de robot compagnon.
Le robot a les caractéristiques techniques suivantes :
— 1.21 m de haut (soit presque autant que ROMEO) ;
— poids : 28kg (soit 12kg de moins que ROMEO) ;
— une autonomie de douze heures au moins en utilisation ;
— 20 degrés de liberté ;
— 3 roues omnidirectionnelles, qui en font une plateforme holonome, disposées à chaque
















FIGURE 1.11 – Capteurs présents sur le robot Pepper
Pepper possède plus de capteurs que NAO. En particulier, il possède des capteurs métriques.
La position de ces capteurs est indiquée dans la Figure 1.11. On trouve :
— des capteurs tactiles situés sur le haut de la tête et les mains ;
— des détecteurs de collisions situés dans la base par dessus les roues du robot ;
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— une tablette tactile 10 pouces fixée sur son torse (la tablette n’est pas amovible), qui pos-
sède son propre processeur mais peut interagir avec le système d’exploitation NAOqi ;
— deux caméras couleur OmniVision OV5640 situées à un emplacement similaire que pour
NAO, en haut et en bas de la tête du robot. Ces caméras ont une résolution et une fré-
quence similaires à celles de NAO ;
— une caméra 3D Asus Xtion, de résolution maximale 320x240, avec une portée théorique
de 0.8m - 3.5m et un champ de vue horizontal de 60°. La caméra est située derrière les
yeux de Pepper (l’émetteur derrière un oeil, le récepteur derrière l’autre) ;
— deux sonars situés à l’avant et à l’arrière ;
— des émetteurs laser combinés avec des caméras infra-rouge pour la détection d’obstacles
au sol.
FIGURE 1.12 – Positions des émetteurs lasers dans la base du robot
Les détecteurs lasers sont conçus de la façon suivante : des émetteurs lasers infrarouge qui
émettent des lignes sur l’environnement, combinés avec des caméras infrarouge, situées plus
haut dans la base et inclinées pour observer le sol. La Figure 1.12 indique la position des émet-
teurs : trois émetteurs situés dans la partie inférieure de la base (repérés par les lettres D, E, F) qui
émettent des lignes horizontales pour détecter les petits obstacles en hauteur, et trois émetteurs
sur la partie avant haut (lettres A, B, C) qui émettent des lignes croisées pour détecter les trous et
les pentes. Pour calculer une information de distance, on repose sur les déformations des lignes
observées par la caméra : en chaque point de la ligne observée par la caméra, l’écart à la position
de référence permet de déterminer la présence d’un obstacle et sa distance au capteur. Pour des
raisons de débit d’information, on sous-échantillonne très fortement l’information obtenue, et
on obtient ainsi une série de quinze points par laser par côté de la base. Ces informations sont
actuellement utilisées pour l’évitement obstacles. Ces capteurs n’ont pas été exploités pendant
cette thèse, car ils étaient en cours d’intégration : leur utilisation fait partie des perspectives
d’amélioration de la thèse.
La caméra 3D est intégrée dans la tête du robot, derrière les yeux. Pour masquer l’élec-
tronique présente dans la tête et donner un meilleur aspect au robot, ces yeux sont équipés de
lentilles. Ces lentilles ont une forme bombée non sphérique, ce qui pose des problèmes impor-
tants d’absorption et de déformation du signal (voir paragraphe 3.2.3.2). L’intégration dans la
tête du robot permet d’orienter la caméra et d’étendre ainsi le champ de vision, de la même ma-
nière que pour la caméra couleur. En pratique, les champs de vision des caméras couleur et 3D
coïncident quasiment.
Contrairement aux autres robots d’Aldebaran, Pepper n’est pas un robot bipède. Il pos-
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sède trois roues omnidirectionnelles qui lui permettent d’effectuer des mouvements holonomes.
Comme les autres robots d’Aldebaran, ses mouvements peuvent être contrôlés en position ou
bien en vitesse. Il peut atteindre 2km/h en translation. Il possède un système de détection et de
compensation des perturbations, qui lui permet de minimiser le risque de chutes en bougeant la
base en conséquence. Son odométrie est nettement meilleure que celle de NAO ou ROMEO, car
les glissements sont beaucoup moins perceptibles sur les roues. Elle reste tout de même assez
imprécise, avec une imprécision d’environ 5cm pour 1m de déplacement, et de 2° par tour en
rotation. Cette précision a été mesurée expérimentalement, mais n’est pas nécessairement dé-
finitive car les algorithmes de contrôle et la nature des roues varie encore. Dans tous les cas,
l’odométrie est fortement perturbée quand les roues ne touchent plus correctement le sol, par
exemple lorsque le robot doit franchir un petit obstacle, ou si quelqu’un pousse le robot. En effet
l’estimation du mouvement est basée sur la mesure de la vitesse des roues, qui peuvent dans ces
cas de figure tourner dans le vide.
Pepper est donc mieux équipé que NAO pour la localisation. Il possède une caméra 3D, une
meilleure odométrie et une centrale inertielle 6 axes. La tête du robot est également beaucoup
plus stable pendant son déplacement, puisqu’on ne retrouve pas le mouvement de balancier dû
à la marche bipède. Cependant, l’odométrie a toujours une forte dérive, la caméra 3D est très
coûteuse à exploiter et la centrale inertielle bruitée. De plus, les caméras couleur sont égale-
ment sensibles au flou cinétique, ce qui restreint l’acquisition d’images alors que la tête est en
mouvement. Le champ de vision des capteurs, limité à 60°, reste aussi le même.
1.2.4 Le simulateur Webots
Webots (http://www.cyberbotics.com/overview) est un simulateur développé par la
société Cyberbotics. Il contient un moteur physique et permet de construire un environnement
virtuel en simulant différents capteurs (éventuellement bruités), en particulier des caméras 2D
ou 3D. Le simulateur contient tous les robots d’Aldebaran, et emploie notamment le même code
que le robot réel. On peut donc effectuer les mêmes tests sur le robot réel et sur le robot simulé.
Le simulateur est donc utilisé pour dimensionner et tester les algorithmes avant de les intégrer
sur un robot réel, mais aussi pour quantifier leur précision et tester leur robustesse à long terme.
Par exemple, un test longue durée peut être effectué sans danger pour l’utilisateur ou pour le
robot.
Ce simulateur permet d’obtenir notamment une vérité terrain précise, via un superviseur in-
tégré au simulateur. Le superviseur permet notamment de connaître la position exacte de n’im-
porte quel élément du robot. En ce qui concerne le moteur physique, celui-ci est assez réaliste
même s’il surestime légèrement les glissements : l’odométrie du robot simulé est donc pire que
celle de la plateforme réelle.
Un environnement virtuel a été construit (Figure 1.13), et sera utilisé dans les tests en simula-
tion présenté dans la thèse. Notons que des éléments texturés comme des posters ou des tableaux
ont été rajoutés pour se rapprocher du nombre typique de points d’intérêt dans un environnement
habituel.
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FIGURE 1.13 – Exemple d’environnement simulé Webots
1.2.5 Système d’exploitation : NAOqiOS
Tous les robots d’Aldebaran utilisent un système d’exploitation commun, NAOqiOS, dé-
veloppé en interne. Il s’agit d’une architecture modulaire : chaque module correspond à une
fonctionnalité, et fournit une interface de programmation (API), qui peut à son tour être utilisée
par les autres modules. NAOqiOS permet de s’abstraire autant que possible des robots au niveau
des algorithmes clients. Les modules de bas niveau communs à tous les robots sont notamment :
— ALVideoDevice, qui a pour rôle de récupérer les images des différentes caméras pré-
sentes sur le robot. L’interface donne une liste des caméras disponibles et permet de
récupérer les données sous un format commun. Elle gère notamment la présence de ca-
méra(s) 3D, la résolution et la fréquence désirées ;
— ALMotion, qui gère l’équilibre, le déplacement de la base et des articulations. Le mo-
dule fournit également des fonctions d’interpolation entre différentes positions clés, par-
ticulièrement utiles pour réaliser des animations. Pour le déplacement de la base, il est
possible de spécifier une position cible dans le plan (x,y,θ), ou encore de fixer les vi-
tesses selon les axes X et Y et la vitesse de rotation autour de l’axe Z. Il existe ensuite
des adaptations particulières pour chaque robot, par exemple la fréquence de marche et
la hauteur des pas pour NAO, ou bien les vitesses maximales possibles. Ces paramètres
sont en général fixés indépendamment des appels aux méthodes génériques, et peuvent
donc être clairement séparés du tronc commun ;
— ALAudioDevice qui permet de récupérer les données des microphones et d’envoyer une
sortie sur les haut-parleurs.
Beaucoup de modules sont basés sur l’exploitation de ces fonctionnalités. Par exemple, AL-
BasicAwareness utilise à la fois les données audio, la détection de personnes (ALPeoplePercep-
tion) et la détection de mouvements (basée sur les données caméra) pour détecter et suivre les
personnes de son environnement.
Les modules forment la base du système. Ils sont codés en C++ à l’aide du Software Deve-
lopment Kit (SDK) développé par Aldebaran. Ce SDK contient notamment la bibliothèque de
traitement d’images OpenCV, très largement utilisée dans cette thèse pour les bases des algo-
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rithmes.
Le système de communication entre modules permet d’abstraire presque complètement la
plateforme sur laquelle le module s’exécute. On peut notamment exécuter un module sur un
ordinateur séparé du robot mais situé sur le même réseau, de façon totalement transparente.
Cette fonctionnalité est particulièrement utile pour la résolution de problèmes ou le prototypage
et l’évaluation d’algorithmes.
Il est possible d’étendre la base des modules en rajoutant soit un nouveau module, soit une
application. Une application est généralement codée en Python, à l’aide du logiciel de program-
mation graphique Choregraphe. Les robots d’Aldebaran embarquent un système de gestion d’ap-
plications nommé "vie autonome". Il s’agit d’un système qui vise à gérer le déclenchement ap-
proprié des activités sur le robot. Parmi ces activités, on distingue les activités interactives et les
activités autonomes. Les premières sont faites en interaction avec un ou plusieurs humains : un
dialogue, une prise de photo etc. Les deuxièmes sont faites lorsque le robot n’a personne avec
qui interagir, et visent à donner du mouvement au robot, éventuellement à rechercher des in-
teractions potentielles. La vie autonome gère un ensemble de conditions, qui sont calculées par
différents modules du robot, et choisit une activité parmi celles qui correspondent. Par exemple,
un dialogue pourra être déclenché si au moins une personne est détectée proche du robot, ou bien
une animation faisant tourner la tête du robot sera déclenchée si une source de son est détectée.
Parmi les sources potentielles de déclenchement d’applications, on trouve :
— les différents détecteurs de personnes, basés sur les caméras couleur (détection de visage)
et 3D (estimation de la position des personnes présentes) ;
— le moteur de reconnaissance vocale et a fortiori le moteur de dialogue. Le dialogue per-
met de reconnaître des phrases types à l’aide d’expressions régulières, et de déclencher
ensuite d’autres activités ;
— la date et l’heure, qui permettent par exemple de déclencher des danses régulières, ou
bien de déclencher un dialogue avec un contenu spécifique (selon la saison, l’heure de la
journée etc).
1.3 Conclusion : un problème essentiel et des robots contraints
Les robots de service personnels, en particulier les robots compagnons, sont amenés à se dé-
velopper et à viser un public de plus en plus large. Le domaine du B2C est en pleine expansion,
et la stratégie de la société Aldebaran s’inscrit dans cette dynamique, notamment avec l’arrivée
de Pepper et la plus grande accessibilité de NAO. Il est donc impératif de développer des so-
lutions adaptées sur des robots à bas coût et capables d’intervenir dans des situations de la vie
quotidienne.
Pour être acceptés et évoluer parmi des utilisateurs non experts, les robots doivent pouvoir
être autonomes. Plus cette autonomie est grande, plus il sera facile à un utilisateur non expert
d’interagir avec le robot. On peut distinguer quelques fonctionnalités essentielles à cette auto-
nomie : détecter et suivre des utilisateurs, reconnaître des commandes vocales et engager un
dialogue, assurer la sécurité du robot et des personnes en évitant les obstacles, mais aussi évo-
luer dans l’environnement, comme par exemple aller chercher un objet dans une pièce voisine
et revenir, ou aller se recharger. Sans la capacité de se repérer et de se déplacer, le robot perd
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beaucoup d’autonomie, ainsi que des occasions d’agir de façon pertinente, comme par exemple
aller chercher de la nourriture dans la cuisine.
On s’intéresse ici à une variante particulière du problème de la localisation et de la na-
vigation : les plateformes sont fixées, et ont été conçues pour pouvoir remplir des fonctions
génériques et non pas spécifiquement la localisation. On s’oppose donc au cas de figure où les
robots sont conçus spécifiquement pour l’exploration et la navigation, ou bien possèdent des
capteurs particuliers qui fournissent une information très riche. De plus, l’environnement est a
priori inconnu, et ne peut pas être modifié pour les besoins de la navigation, par contraste avec
le contexte industriel, où les robots peuvent s’appuyer sur des repères dans l’environnement.
On verra dans le chapitre 2 que même si l’état de l’art dans ce domaine est particulièrement




Problématique de la localisation et de la
navigation
Ce chapitre situe la thèse par rapport à l’état de l’art sur le sujet. Après une description du
problème général de la localisation et de la navigation, nous présenterons les deux approches
possibles (métrique et topologique) en justifiant et situant celle choisie par rapport aux travaux
existants.
2.1 Description du problème général de la localisation et de la
navigation
Le problème de la localisation et de la navigation autonomes est un sujet très vaste en robo-
tique. Il peut se diviser en différents aspects :
— la construction complètement autonome d’une carte appelé Simultaneous Localization
and Mapping (SLAM) ;
— la localisation pure, dans une carte définie a priori (progressive ou robot capturé) ;
— le suivi de trajectoire, avec ou sans évitement d’obstacles ;
— la détection de fermeture de boucle.
Comme mentionné dans la section 1.1.4, on se restreindra ici au cas d’un environnement
non instrumenté, c’est-à-dire qu’il n’est pas possible de rajouter des marqueurs artificiels ou
des dispositifs actifs (comme des balises) pour permettre au robot de se localiser. Ce genre de
dispositif est fréquemment utilisé dans un contexte industriel, mais nécessite une configuration
préalable lourde et n’est par exemple pas possible chez un particulier. Notre problème doit donc
inclure un degré d’autonomie du robot.
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Le principe du SLAM est que le robot doit être totalement autonome. Il ne possède pas
d’information a priori sur son environnement, et construit incrémentalement et automatiquement
une carte. Le robot doit donc se repérer par rapport aux données qu’il possède déjà et étendre
ces informations au fur et à mesure de ses déplacements.
Le problème de la localisation se décompose en deux cas. Le premier est une localisation
incrémentale : on localise le robot au fur et à mesure, en ayant un historique des positions
précédentes. Le deuxième est le problème dit du "robot capturé" : on doit localiser le robot
sans aucune information a priori. Par exemple, ce cas se pose lorsque le robot redémarre dans
un environnement qu’il a appris, ou bien qu’il a subi un déplacement sans avoir de moyen de
le mesurer. A priori, le deuxième cas est plus compliqué que le premier, puisqu’on ne dispose
pas d’un historique des états précédents du robot. La localisation peut aussi être rattachée au
problème de la fermeture de boucle, qui cherche à compenser les dérives de la localisation.
Le suivi de trajectoire porte soit sur les actuateurs du robot, soit sur la trajectoire du robot lui
même. Il n’est pas forcément nécessaire ici d’avoir une information de localisation le long de la
trajectoire.
La détection de fermeture de boucle est un problème qui se pose lorsque le parcours du
robot contient des cycles, mais que par exemple la dérive de la localisation ne permet pas de
le détecter de façon fiable. Le but est donc d’identifier que le robot est revenu à un endroit
qu’il a déjà parcouru, alors que les données acquises ne sont pas nécessairement identiques.
Le problème est compliqué par la présence éventuelle d’ambiguïtés qui peuvent rendre certains
lieux identiques du point de vue de certains capteurs. Par exemple, deux pièces peuvent avoir le
même profil vu par des capteurs laser.
Les approches sont très nombreuses pour répondre à ces problèmes, en fonction des capteurs
disponibles, des contraintes de temps réel, des conditions de l’environnement (intérieur/extérieur,
statique/dynamique) etc.
On peut toutefois distinguer deux approches fondamentalement différentes : l’approche mé-
trique et l’approche topologique. La première s’attache à fournir une localisation métrique expli-
cite du robot (une position plus ou moins complète) dans un repère absolu, alors que la deuxième
cherche à localiser le robot qualitativement. Il existe également des approches hybrides qui com-
binent avantageusement ces deux formalismes.
Dans la suite :
— le terme "état" désignera la localisation complète du robot, à savoir l’ensemble des don-
nées de positions disponibles. Il s’agit des coordonnées du robot dans le repère consi-
dérées, plus éventuellement les informations des positions des différentes articulations
du robot. Dans le cas d’un repérage du robot en coordonnées cartésiennes, il s’agit des
coordonnées (x,y,θ) ;
— le terme "position" désigne les coordonnées du robot dans un repère donné, sans tenir
compte de l’orientation du robot. Dans le cas d’un repèrage du robot dans un plan, cela
correspond aux coordonnées (x,y) ;
— les termes "orientation" ou "cap" désignent plus particulièrement la position angulaire
du robot par rapport à l’axe vertical.
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2.2 Le formalisme métrique
Historiquement, l’approche métrique a été la première a être envisagée, d’abord à l’aide de
capteurs qui fournissent directement une information métrique (sonars, laser, caméras 3D etc)
puis de façon indirecte, à l’aide d’une ou plusieurs caméras.
Le but du formalisme métrique est de fournir une localisation métrique absolue. Cette lo-
calisation peut être plus ou moins poussée : on peut par exemple se contenter de la position du
robot dans un plan et de son orientation (x,y,θ), ou bien au contraire donner l’état du robot dans
6 dimensions (la position et les rotations autour des 3 axes). Par exemple, dans le cas d’un robot
guide dans un musée, la première approche est tout à fait suffisante, mais ce n’est pas le cas pour
un drone volant.
Les approches métriques du problème peuvent être basées sur des capteurs eux-mêmes mé-
triques ou bien utiliser une information indirecte. Nous évoquerons brièvement la première ca-
tégorie dans la section 2.2.1 : en raison de l’absence de capteurs métriques sur NAO et des
particularités de celui de Pepper, il n’est pas possible d’appliquer directement ces méthodes,
mais certains algorithmes peuvent être repris et adaptés dans des cas indirects. La section 2.2.2
décrit comment il est possible d’utiliser des caméras dans un formalisme métrique.
2.2.1 Capteurs métriques : lasers, caméras 3D, sonars
(Thrun, 2002) est un rapport très complet qui donne un aperçu des techniques principales
de SLAM basées sur des capteurs métriques. L’auteur distingue plusieurs approches possibles :
par filtre de Kalman, par des algorithmes de type Expectation-Maximization (EM), ou par grilles
d’occupation. Le Tableau 2.1, tiré du même article, compare les principales approches de locali-
sation, cartographie et navigation métrique. On y détaille les caractéristiques de chaque famille
pour plusieurs aspects critiques :
— la méthode est elle incrémentale (c’est-à-dire qu’elle peut être construite en même temps
que l’exploration) ?
— y a-t-il besoin de connaître les positions successives du robot ? Autrement dit, s’agit-il
d’un problème de SLAM ou de localisation ?
— la méthode permet-elle de résoudre des problèmes de fermeture de boucle (correspon-
dance) ?
— supporte-on un environnement dynamique ?
Les grilles d’occupation constituent historiquement la première approche de cartographie
métrique. L’environnement est représenté par une grille, échantillonnée, qui contient dans chaque
case la probabilité d’occupation de la grille. Ces probabilités sont mises à jour au fur et à mesure
du déplacement du robot à l’aide de modèles probabilistes d’observation des capteurs. Il s’agit
donc d’une représentation simple qui permet d’effectuer la cartographie de l’environnement,
mais cela nécessite de connaître les états successifs du robot.
La première famille d’algorithmes est basée sur des filtres de Kalman. Le but en général est
de construire une carte tout en estimant l’état du robot dans cette carte : on évalue la position de
différents amers à partir de mesures de distance (venant par exemple d’un laser). On représente
ici, à l’aide de Gaussiennes, la probabilité d’un état donné du robot et de la carte courante
sachant l’ensemble des observations au cours du temps. La complexité de ces approches dépend
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Tableau 2.1 – Tableau comparatif de différents algorithmes de cartographie métrique
Source : Tiré et adapté de (Thrun, 2002)
de façon quadratique du nombre d’amers observés. La représentation par filtre à particules est
une approximation courante des filtres de Kalman, qui permet de rendre les calculs plus légers
lorsque le nombre d’amers augmente. Le principe est de simuler en parallèle un nombre donné
d’hypothèses (les particules), et de les faire évoluer d’un pas à l’autre en suivant un modèle
donné (par exemple un modèle d’odométrie). Une fois ces nouvelles hypothèses émises, on trie
les particules par pertinence en évaluant leur qualité à partir des observations courantes. On peut
éventuellement ré-échantillonner les particules en fonction de ce score.
Un autre type d’approche repose sur des méthodes de type Expectation-Maximization (EM).
La méthode est constituée de deux étapes. Pendant l’étape E, on calcule pour une carte donnée la
probabilité des états successifs du robot. Pendant l’étape M, on calcule la carte la plus vraisem-
blable étant données ces états. On obtient ainsi itérativement des cartes de plus en plus précises.
Ces méthodes ont l’avantage de gérer de façon appropriée les fermetures de boucle, mais ne
peuvent pas être effectuées en ligne pendant l’exploration et sont également très consomma-
trices en temps de calcul.
2.2.2 Capteurs non métriques : caméras
Selon les plateformes, il n’est pas toujours garanti d’avoir des informations métriques direc-
tement exploitables. En particulier, les capteurs comme les lasers sont coûteux et consommateurs
en énergie. Les caméras classiques ont l’avantage d’être peu coûteuses et très facile à intégrer sur
une plateforme. Cette section décrit les différentes possibilités de localisation métrique utilisant
des caméras.
La paire stéréoscopique constitue quasiment un capteur métrique. Ce capteur est constitué
d’une paire de caméras classiques, situées à une distance fixe et connue, dont le champ de vision
se recouvre. La portée des estimations dépend de l’écartement des caméras. Ce capteur est par-
tiellement métrique, puisqu’il fournit une information de position des points, mais donne aussi
des informations visuelles. Notons que comme le montre la Figure 1.7, la position des deux ca-
méras de NAO ne permet pas de construire une paire stéréo, mais ROMEO en possède une (cf
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Figure 1.9(b)).
Les points d’intérêt constituent une des représentations les plus utilisées en vision dans le
cadre du problème considéré. Nous mentionnerons ici le type de points d’intérêt employé pour
chaque méthode, en particulier les points d’intérêt SIFT et SURF. Pour une présentation plus dé-
taillée des points d’intérêt et une comparaison de leurs caractéristiques, se référer à l’Annexe A.
2.2.2.1 SLAM visuel
Il est possible de réaliser un SLAMmétrique à partir d’une ou plusieurs caméras. Il convient
de distinguer les algorithmes utilisant une paire stéréoscopique de ceux qui utilisent uniquement
une caméra monoculaire.
Les méthodes basées sur une paire stéréoscopique possèdent une information très proche
des méthodes décrites en section 2.2.1. (Konolige and Agrawal, 2008) décrit par exemple l’al-
gorithme du FrameSLAM, qui exploite l’information d’une paire stéréo. FrameSLAM utilise un
algorithme d’odométrie visuelle basée sur des appariements de points 3D détectés par la paire
stéréo : il construit incrémentalement un graphe (pour réduire la dimension du problème), tout
en fermant les boucles pour compenser la dérive de l’odométrie visuelle. En somme, il s’agit
d’une adaptation des algorithmes les plus classiques avec des capteurs métriques, mais sur des
données visuelles. (Konolige and Bowman, 2009) traite d’une extension possible à des environ-
nements dynamiques en introduisant un système de réparation et d’agrandissement de la carte,
tout en éliminant les données obsolètes. Cette méthode a été testée sur des trajets longs en exté-
rieur (10 km) pour le premier article et en intérieur avec des intervalles de plusieurs jours pour
le deuxième.
Parmi les approches basées sur une paire stéréoscopique et l’observation d’amers, on peut
aussi citer l’approche par Smoothing and Mapping (SAM), qui consiste à construire la carte
en estimant conjointement l’ensemble des positions du robots et des amers suivis (aussi appelé
bundle adjustement). Pour cela, (Dellaert and Kaess, 2006) représente l’ensemble des positions
et des observations sous la forme d’un graphe des facteurs (factor graph) qui intègre l’odométrie
et les observations des amers. Il élimine ensuite les variables redondantes pour simplifier ensuite
l’optimisation qui permet de calculer les différentes positions, rendant ainsi l’approche possible
à grande échelle. Cette approche est par exemple testée dans (Beall et al., 2011), sur une base
de données volumineuse pour la cartographie de fonds marins : on y voit que cette approche
est valable sur un volume important de données et plus performante que d’autres approches
classiques. (Kaess et al., 2012) est une version incrémentale du SAM, nommée iSAM2, elle
aussi basée sur un graphe de facteurs sous-jacent, mais qui lui associe également un réseau
bayésien. Ce réseau peut être mis à jour par exemple dans le cas d’une fermeture de boucle, et
permet de calculer la modification minimale du graphe de facteurs à reporter en conséquence.
L’enjeu principal des méthodes basées sur une caméra monoculaire est d’obtenir des infor-
mations métriques complètes à partir des informations de l’image, qui ne donnent par construc-
tion que des projections. L’approche la plus classique consiste à trianguler des repères visuels
au cours d’observations successives. Il existe également des approches directes qui utilisent des
informations denses.
Une approche classique basée sur l’appariement d’amers visuels consiste à résoudre le pro-
blème de correspondance à n points (Perspective n-Point, PNP). Le principe consiste à déduire
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l’état du robot à partir d’un ensemble d’observations d’amers visuels. L’observation correspond
à la projection du point sur un plan, ici le plan image. La résolution du problème varie selon
le nombre de points considérés et les hypothèses qu’ils respectent (par exemple le fait qu’ils
soient coplanaires, ou alignés). Une grande partie des travaux présentés dans la suite utilisent
une variante de ce problème.
(Goncalves et al., 2005) et (Karlsson et al., 2005) décrivent le vSLAM, basé sur l’information
de vision et sur l’odométrie. Goncalves et al. présentent une interface qui estime l’emplacement
de repères visuels en les appariant sur trois états successifs du robot. Les points sont détectés
et appariés en utilisant les points d’intérêt SIFT (décrits dans (Lowe, 1999)). Pour calculer ces
positions, l’algorithme utilise l’appariement de trois images successives prises à 20cm d’inter-
valle. Karlsson et al. raffinent ensuite les positions des points 3D à l’aide de filtres de Kalman,
puis localisent le robot en utilisant l’information de l’odométrie et un filtre à particules. Pour
que l’estimation de position soit fiable, la caméra doit avoir un grand champ de vision (supé-
rieur à 60°), car les points observés dans la direction du mouvement ont une forte incertitude en
profondeur.
Une autre approche utilise uniquement une caméra monoculaire. Il s’agit du MonoSLAM
de (Davison et al., 2007). Le MonoSLAM consiste à suivre des repères visuels naturels, au sens
où ils ne correspondent pas à des marqueurs connus ajoutés à l’environnement. La position 3D
de ces repères visuels est estimée à partir d’une initialisation manuelle de points connus, puis
d’observations successives du même point. Leur incertitude au fur et à mesure des observations
est gérée par un modèle probabiliste bayésien. Cet algorithme a été testé sur le robot HRP-2,
ainsi que sur des caméras bas coût tenues à la main. Il est important de noter que cette méthode
est extrêmement proche de notre cas d’application. Cependant, comme expliqué dans la sec-
tion 1.2.1 , au vu de la petite taille du robot NAO, du flou cinétique important et de son champ
de vision réduit, il est quasiment impossible de suivre des repères visuels de façon fiable. On ne
peut donc pas assurer le suivi et la mise à jour régulière des points de repère comme le requiert
cette méthode. De plus, les premiers repères visuels doivent être initialisés manuellement si le
seul capteur disponible est une caméra monoculaire.
Un autre type d’approche basé sur une caméra monoculaire est décrit dans (Courbon et al.,
2008). Contrairement à la méthode du MonoSLAM, les auteurs n’utilisent pas des repères vi-
suels mais une approche directe basée sur l’alignement de régions de l’image. Ces régions sont
sélectionnées sur la base de valeurs de gradients de l’image. Les régions aberrantes sont éli-
minées sur la base de critères photométriques et géométriques : les régions qui présentent une
variation trop importante de ces critères sont éliminées. Les régions initiales sont appariées à
l’aide de points d’intérêt. Cette approche a l’avantage d’éviter les écueils habituels des mé-
thodes basées sur des points d’intérêt, et de se contenter d’une caméra monoculaire. Cependant,
il est nécessaire de faire des approximations pour pouvoir calculer les alignements des régions
en temps réel.
2.2.2.2 Localisation
Une approche très fréquente consiste à utiliser une carte construite a priori pour déduire
une information de position métrique à partir de capteurs non métriques. La carte peut avoir été
construite ou non par des capteurs métriques.
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Un premier cas possible est une localisation métrique dans une carte qui ne contient pas
d’informations métriques. Par exemple, Andreasson et al. présentent un système de localisation
dans une carte construite a priori par un algorithme de SLAM externe. Cette carte contient des
images panoramiques espacées de 0.4m au maximum. Lors de la localisation, le robot utilise
une caméra de type fish-eye. Les auteurs apparient l’image courante avec la carte en utilisant
une variante des points d’intérêt SIFT, puis localisent le robot à l’aide d’un filtre à particules. Le
système est robuste aux variations d’environnement avec le temps écoulé depuis la prise de la
carte, ainsi qu’à des occultations partielles.
(Murillo et al., 2007) présente un système de localisation basé sur l’estimation de position de
points d’intérêt. On suppose que la carte est composée d’images panoramiques annotées et posi-
tionnées. On sélectionne les deux images panoramiques les plus proches de l’image courante, et
on estime la position du robot en appariant les points d’intérêt aux deux images de référence. Les
auteurs comparent les performances de plusieurs descripteurs, et concluent que les descripteurs
SURF sont le meilleur compromis entre robustesse et temps de calcul, en particulier par rapport
aux descripteurs SIFT, communément utilisés mais plus lourds à calculer.
Il existe également des systèmes de localisation qui exploitent une information métrique
contenue dans la carte. Lategahn and Stiller utilisent une caméra monoculaire grand angle (sans
être panoramique) pour se localiser dans une carte contenant des informations acquises par une
caméra stéréoscopique. On trouve d’abord le point le plus proche dans la carte existante. On ap-
parie ensuite les repères visuels 3D correspondant avec les points courants. La méthode consiste
à minimiser la distance entre la position en pixel du repère dans l’image projetée à partir de
l’estimation et la position observée. Les auteurs utilisent le formalisme du RANSAC (Fischler
and Bolles, 1981) pour éliminer d’éventuels points aberrants. Les expériences réalisées montrent
qu’on obtient ainsi une précision en position de l’ordre du centimètre et inférieure au degré pour
l’orientation. Les auteurs utilisent cette localisation précise pour une application de réalité aug-
mentée.
(Meilland et al., 2010) présente une approche différente pour la localisation du robot par rap-
port à des points clés. La mémoire est constituée de représentations sphériques de l’environne-
ment qui combinent l’information visuelle (en niveaux de gris), et l’information de profondeur,
obtenue à partir d’images stéréo. Ces sphères sont construites à des résolutions différentes pour
des raisons de temps de calcul. Pendant le suivi de chemin, on utilise uniquement une caméra
monoculaire. Pour localiser le robot on déforme les pixels pour les replacer sur la sphère de
référence et déduire le changement de position global à partir de ces déformations. Pour réduire
la dimension du problème, on ne considère pas l’ensemble des pixels de l’image sphérique. On
sélectionne uniquement des points saillants, sur la base de la valeur des gradients de l’image.
2.2.3 Position du problème par rapport au formalisme métrique
En raison des contraintes des plateformes, il est nécessaire d’écarter les méthodes qui re-
posent sur des capteurs métriques précis ou à longue portée comme des capteurs lasers, décrites
dans la section 2.2.1. Le problème doit donc être résolu à l’aide d’une ou de plusieurs caméras
monoculaires.
Cependant, il apparaît que le problème se prête mal à un formalisme métrique. Le Ta-



































Tableau 2.2 – SLAM métriques basés caméra
les données utilisées, tout en montrant pourquoi elles ne sont pas applicables ici. On peut par
exemple y voir que le MonoSLAM (Davison et al., 2007), qui utilise une caméra monoculaire en
temps réel, est la solution la plus proche, mais il nécessite une première initialisation manuelle,
ainsi qu’un suivi régulier des points qui n’est pas possible pendant la marche de NAO. De plus,
les méthodes basées sur des triangulations de repères visuels reposent en général sur l’hypothèse
d’une caméra grand angle, ce qui n’est pas le cas sur la plateforme à moins de bouger la tête
du robot, ce qui ne peut pas être fait à haute fréquence. Les approches directes comme celles
de (Courbon et al., 2008) sont trop demandeuses en temps de calcul et nécessitent également un
champ de vision large.
Pour ce qui est de la localisation pure, les méthodes existantes utilisent nécessairement une
information métrique, même si elles utilisent uniquement une caméra monoculaire pour la loca-
lisation proprement dite. Le Tableau 2.3 résume ces informations. On y voit notamment qu’on a
besoin d’une construction préalable qui enregistre des données avec une localisation précise, ce
qui n’est pas possible dans le cadre de notre problème.
Cependant, ces méthodes mettent en valeur plusieurs aspects importants de la localisation
par caméras. On peut voir notamment que le champ de vision considéré est crucial. Plus le champ
de vision est grand, plus la localisation sera précise et efficace. Beaucoup utilisent une caméra
panoramique ou grand angle, quitte à corriger des déformations dues à la lentille. Il est donc
nécessaire de trouver des méthodes pour compenser le champ de vision restreint de la caméra.
Le suivi de points d’intérêt est une méthode récurrente. Des expériences préliminaires dans
la thèse ont montré qu’il n’était pas possible de suivre des points d’intérêt de façon suffisam-
ment fiable pour estimer leur position. Ce problème est dû notamment à la grande imprécision
de l’odométrie, à la petite taille de NAO qui augmente les effets de parallaxe et à l’impossibilité
de suivre des points latéraux en mouvement. Ces résultats sont décrits notamment dans (Wirbel
et al., 2013a). On y voit tout de même que certaines catégories de points d’intérêt peuvent être
suivis, en particulier les points d’intérêt situés à l’infini droit devant le robot. Ces points sont
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Tableau 2.3 – Localisation métrique basée caméra
parmi les moins informatifs pour les approches décrites précédemment, mais nous verrons qu’il
est tout de même possible d’en tirer une information partielle et de l’exploiter pour la localisa-
tion.
On conclut donc, en raison du manque d’informations et des contraintes importantes du
système, qu’une approche métrique directe est impossible dans notre cas, même en exploitant
des caméras comme le font les algorithmes présentés dans la section 2.2.2. Pour cette raison,
il faut choisir un autre formalisme, plus adapté au problème, qui supporte de n’avoir que des
informations partielles ou qualitatives.
2.3 Le formalisme topologique
Le problème de la localisation et de la navigation peut être également traité par une ap-
proche topologique. L’information obtenue est alors une information qualitative et non plus une
position absolue. Ce formalisme est souvent représenté par un graphe : les nœuds du graphe
représentent des emplacements possibles du robot, et les transitions le passage d’un nœud à
un autre. Le problème de la fermeture de boucle est particulièrement important dans ce forma-
lisme, puisqu’il permet de savoir si le robot est revenu sur ses pas lors de la construction de la
carte, ou pendant la navigation dans le graphe. Ce formalisme est plus souple que le formalisme
métrique et plus adapté à des informations qualitatives comme celles données par la vision. Ce
formalisme semble donc particulièrement adapté pour exploiter la faible quantité d’informations
disponibles.
Il existe des approches hybrides (ou topométriques) qui utilisent globalement le formalisme
topologique mais fournissent également une information de position locale par rapport à un
nœud. Cette approche permet notamment de traiter de façon plus efficace les données en ne
considérant que celles qui sont pertinentes et non pas la totalité. Certains des travaux décrits en
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section 2.2.2 utilisent par exemple cette méthode pour réduire le champ de recherche pour la lo-
calisation. Un formalisme hybride est ici pertinent, car il permet d’intégrer de façon harmonieuse
les capteurs métriques supplémentaires de ROMEO et de Pepper.
2.3.1 SLAM, localisation et fermeture de boucle
Il est important de noter que dans le cas du formalisme topologique, les problèmes de la
construction de la carte, de la localisation dans la carte et celui de la fermeture de boucle sont
très proches. En effet, la détection d’une fermeture de boucle consiste à déterminer si deux
nœuds sont identiques. Si on a une méthode détection de la fermeture d’une boucle, alors la
construction de la carte topologique consiste à rajouter des nœuds au cours de l’exploration tant
qu’il n’y a pas de fermeture de boucle, et d’introduire une boucle dans le graphe sinon. On
traitera donc dans cette section de ces trois problèmes.
2.3.1.1 Systèmes hybrides à capteurs métriques
Citons tout d’abord quelques exemples de systèmes hybrides topologique et métrique qui
possèdent des capteurs métriques mais tirent parti du formalisme topologique.
(Blanco et al., 2009) cherche à segmenter les données obtenues par une technique de SLAM
métrique habituel pour atteindre un formalisme topologique. Pour cela, les états et les données
associées enregistrées pendant la construction de la carte sont regroupées à l’aide d’une mesure
de similarité appelée Sensed Spaced Overlap (SSO). Cette mesure de similarité est implémentée
pour différents types de données (points de repères, ligne laser) et permet de partitionner le
graphe des états originels de façon pertinente.
(Konolige et al., 2011) utilise le formalisme topologique pour construire une carte globale.
Les nœuds sont associées à des états 2D globaux, et à une carte locale construite avec une grille
d’occupation de façon classique (voir section 2.2.1). La navigation est ramenée à une recherche
de chemin dans le graphe ainsi défini. Ce formalisme hybride permet de diminuer la complexité
et l’impact en mémoire de la carte, puisqu’il n’est pas nécessaire de maintenir une carte globale
cohérente : il suffit de considérer la carte locale pertinente et de se localiser par rapport à elle.
Cela permet notamment de construire des cartes à grande échelle avec un coût réduit. De même,
le problème de la navigation dans un graphe est une approche simple, en particulier si certaines
des transitions disparaissent suite à un changement dans l’environnement ou à un obstacle.
(Badino et al., 2011) présente un système de localisation topométrique embarqué sur une
voiture équipée d’un GPS, de deux caméras de 45° d’ouverture et d’une centrale inertielle. Un
graphe est d’abord construit a priori, en enregistrant des images et en les positionnant à l’aide
de leurs coordonnées GPS (qui sont utilisées uniquement pendant cette phase). La localisation
est ensuite effectuée avec un filtre de Bayes discret qui tient compte de la vitesse du véhicule
(estimée avec la centrale inertielle) pour évaluer la probabilité de transition d’un nœud à l’autre et
la fiabilité de la comparaison des images. Les images sont comparées en utilisant des descripteurs
U-SURF (Upgraded - SURF), une variante du descripteur SURF plus rapide à calculer qui est
notamment sensible aux rotations. (Badino et al., 2012) présente une extension de ce travail. Ces
travaux introduisent notamment un descripteur global, basé sur un descripteur SURF calculé sur
l’ensemble de l’image, le Whole Image - SURF (WI-SURF). Un autre descripteur global est
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construit à partir des données 3D fournies par une ligne laser fixée sur le véhicule, en calculant
simplement la moyenne et l’écart-type des valeurs de profondeur données. L’ajout de la ligne
laser améliore les performances du système, notamment en matière de vitesse de convergence.
Tous ces formalismes reposent fortement sur la présence d’un capteur métrique, et ne peuvent
donc pas être directement utilisés pour le problème considéré.
2.3.1.2 Systèmes basés caméra
On s’intéresse ici aux systèmes qui n’utilisent que des caméras pour résoudre le problème
de la localisation, comme c’est le cas dans cette thèse. Il est possible que la carte construite a
priori utilise des données métriques externe, mais la localisation elle-même utilise uniquement
l’information visuelle. On montrera ici que la plupart des approches sont basées sur les points
d’intérêt pour se localiser, mais aussi sur des descripteurs plus globaux qui ne sont pas nécessai-
rement ponctuels. Nous traiterons d’abord les approches par points d’intérêt, puis détaillerons
quelques approches alternatives pertinentes.
L’approche par sacs de mots (bag-of-words) est particulièrement utilisée dans ce cadre de
l’identification d’un nœud à partir de son apparence visuelle. Les sacs de mots, introduits par
(Sivic and Zisserman, 2003), s’inspirent d’une méthode originellement utilisée dans le traitement
de texte. Ils consistent à résumer l’information contenue dans des descripteurs par une série de
mots, contenus dans un dictionnaire. On construit un dictionnaire en regroupant les descripteurs
dans un nombre plus faible de descripteurs (par exemple avec un k-means). Chaque descripteur
est rattaché au mot le plus proche du dictionnaire, ce qui permet donc de réduire la dimension
du problème au nombre de mots du dictionnaire. Pour identifier un lieu à partir d’un ensemble
de mots, Sivic and Zisserman utilisent le Term Frequency - Inverse Document Frequency (TF-
IDF), qui repose à la fois sur la fréquence d’un mot dans le lieu considéré et sa fréquence
dans l’ensemble des mots présents. Par exemple, un mot visuel très fréquent dans une image,
mais également très fréquent dans d’autres lieux, aura un TF-IDF faible et sera donc considéré
comme peu significatif. A l’inverse, un mot visuel rare dans un lieu mais absent ailleurs est très
significatif. Cette mesure est communément reprise dans d’autres travaux.
(Filliat, 2007) introduit des descripteurs pour l’apprentissage et la reconnaissance de pièces.
Il s’agit d’une combinaison de descripteurs SIFT classiques et d’histogrammes construits sur la
teinte de l’image. Ces descripteurs sont construits en ligne au fur et à mesure de l’apprentis-
sage. (Angeli et al., 2008) utilise une approche par sac de mots pour obtenir une localisation
incrémentale, basée sur ces descripteurs. Le score de TF-IDF est utilisé comme une mesure de
vraisemblance, et intégré dans un formalisme bayésien. Lorsqu’une fermeture de boucle poten-
tielle est détectée, une étape de vérification géométrique de la position des points d’intérêt est
rajoutée pour confirmer ou infirmer.
Ces travaux sont complétés dans (Angeli et al., 2009). On rajoute ici une information d’odo-
métrie, pour donner une information de position relative entre les nœuds du graphe. Lorsqu’une
fermeture de boucle est détectée, la position cumulée le long des transitions ne correspond pas
exactement à la position de départ, en raison de la dérive de l’odométrie. Pour résoudre ce pro-
blème, les auteurs utilisent un algorithme de relaxation des contraintes qui adapte les positions
stockées dans les transitions pour correspondre à la fermeture de boucle. Tant que l’odométrie
donne des informations raisonnables, en particulier en termes d’orientation, cette étape est suf-
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fisante pour obtenir une localisation cohérente et satisfaisante. (Bazeille and Filliat, 2011) pour-
suit ces travaux en intégrant notamment un modèle de l’odométrie plus réaliste et un meilleur
algorithme de relaxation des contraintes. Il s’agit donc ici d’un formalisme topométrique : la
structure est topologique, constituée de nœuds et basée sur la détection de fermeture de boucle,
mais les transitions contiennent des informations de positions métriques.
Le TF-IDF n’est pas la seule approche possible pour estimer la vraisemblance d’une ferme-
ture de boucle. (Cummins and Newman, 2008) décrit le SLAM topologique Fast Appearance
Based Mapping (FAB-MAP), basé uniquement sur l’apparence visuelle, et qui utilise également
une approche par sac de mots. On calcule des mots visuels basés sur les descripteurs SURF
des points présents dans les nœuds du graphe. Chaque nœud est caractérisé par une distribution
sur les mots visuels, ce qui permet de calculer une fonction de densité de probabilité d’appar-
tenance à un nœud. Cette distribution n’est pas évaluée à l’aide du TF-IDF, mais utilise une
approximation à l’aide d’arbres de Chow-Liu (Chow and Liu, 1968). Cette approximation per-
met notamment de mettre en valeur les co-occurrences de mots visuels dans un lieu donné, par
exemple des mots visuels correspondant à différentes parties d’une fenêtre. Le vocabulaire de
mots visuels et l’arbre sont construits a priori dans une phase d’apprentissage hors-ligne. Cette
méthode permet de traiter efficacement des cas d’ambiguïté visuelle, par exemple lorsque le
lieu contient des mots très communs, comme les briques d’un mur. Cette méthode a été testée
en extérieur avec des résultats très satisfaisants, notamment une absence de fausse détection de
fermeture de boucle, et donc une précision de 100%. Le taux de rappel (taux de fermetures de
boucle effectivement détectées par rapport aux fermetures effectivement existantes) est lui aux
alentours de 45%.
Les travaux décrits précédemment utilisent les mots visuels détectés sans tenir compte de
leur répartition dans le lieu. Certains descripteurs cherchent à capturer cette information de fa-
çon efficace. C’est le cas par exemple de (Chapoulie et al., 2011), qui travaille sur des images
sphériques. On utilise ici un système de sac de mots basé sur des descripteurs SIFT, tout en rajou-
tant une description de la répartition des mots dans la sphère. Pour cela, la sphère est discrétisée
en tranches horizontales, et on construit un histogramme qui quantifie le nombre de mots visuels
dans chaque tranche de la sphère. Cette description permet alors d’introduire une variation du
système décrit par exemple dans (Angeli et al., 2009), en remplaçant le TF-IDF par le Term
Similarity - Inverse Document Frequency (TS-IDS). Le TS est calculé à partir de l’histogramme
décrit précédemment et compare les densités des distributions autour du mot visuel identifié. On
revient ensuite au formalisme bayésien habituel, en utilisant donc le TS-IDS comme mesure de
vraisemblance, pour détecter les fermetures de boucle.
En parallèle des approches par sac de mots et points d’intérêt, il existe des méthodes qui
cherchent à localiser le robot en utilisant des descripteurs globaux.
(Oliva and Torralba, 2006) présente le descripteur GIST. Celui-ci repose sur l’étude de l’en-
veloppe spatiale de la scène, calculée à l’aide de transformées de Fourier spatiale. On classifie
alors les scènes selon quatre critères obtenus à l’aide de l’étude de ces caractéristiques : l’ouver-
ture (openness), l’extension (expansion), le caractère naturel (naturalness) et la rugosité (rough-
ness). Ce descripteur est repris dans (Chapoulie et al., 2012), et adapté aux images sphériques.
On utilise ici les transformées de Fourier du GIST pour détecter les "points de changement"
et ainsi segmenter une série d’images sphériques. Des expériences conduites en environnement
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intérieur montrent une segmentation pertinente. Ces travaux portent davantage sur la création de
nouveaux nœuds que sur la fermeture de boucle, mais sont utiles par exemple pour ajouter des
informations sémantiques au graphe.
(Courbon et al., 2008) présente un système de localisation topologique par rapport à une
mémoire visuelle préexistante constituée d’images sphériques (prises par une caméra catadiop-
trique). Pour localiser le robot, on utilise d’abord un descripteur global pour trouver les images
les plus proches dans la mémoire visuelle, puis des descripteurs locaux pour discriminer l’image
la plus pertinente. Pour construire le descripteur global d’une image, on assimile les niveaux
de gris de l’image à des altitudes, et on enregistre l’altitude de points de contrôle définis sur
un réseau triangulaire, en approchant la surface ainsi définie par une interpolation linéaire. Les
descripteurs locaux sont construits à partir du calcul de corrélation croisée normalisée (Zero
Normalised Cross Correlation, ZNCC) sur des régions d’images définies autour de points de
Harris (Harris and Stephens, 1988). Des expériences, réalisées sur des images sphériques ac-
quises par un UAV, ont montré que ces descripteurs étaient plus adaptés que des descripteurs
SIFT ou SURF plus classiques, notamment en termes de compromis entre temps de calcul et
précision. Cette approche est également mentionnée dans (Courbon et al., 2009a), où elle vient
en complément d’un système de suivi de chemin, détaillé dans la section suivante.
Le Tableau 2.4 résume les différentes manières présentées ici de détecter une fermeture
de boucle dans un formalisme topologique. On y détaille la technique employée, le type de
représentation de données utilisées, et on vérifie si les descripteurs utilisés tiennent compte d’une
structure globale ou locale du nœud.
Méthode Technique
employée
Données Structure globale ?
(Angeli et al., 2008),
(Angeli et al., 2009)
Sac de mots
(tf-idf)





















Tableau 2.4 – Différentes méthodes de fermeture de boucle
2.3.2 Suivi de trajectoire
Le suivi de trajectoire est un aspect essentiel de la navigation. Dans le cas d’un formalisme
topologique, on ne peut pas se contenter d’asservir la position du robot à partir d’informations
31
de localisation métrique, puisque ces informations ne sont pas nécessairement disponibles. On
s’intéresse ici au suivi de trajectoire sans localisation explicite.
Une approche commune consiste à suivre un chemin qui a été parcouru précédemment
en s’appuyant sur des images clés enregistrées a priori. Ces images constituent des points de
contrôle par lesquels le robot tente de passer. Le problème est alors de s’asservir sur ces images
avec des informations de position partielles tirées des images courantes.
(Diosi et al., 2007) repose sur le suivi de points d’intérêt au cours du temps pour asservir le
robot sur un chemin. Pendant la phase d’apprentissage, des points d’intérêt sont suivis avec un
algorithme de suivi Kanade-Lucas-Tomasi (KLT), et leur position est estimée avec l’algorithme
basé sur 5 points et caméra calibrée. On construit alors une carte qui contient ces points estimés.
Lors du suivi du chemin, on apparie les points d’intérêt visibles avec les points d’intérêt de la
carte, et on estime la position du robot par rapport à ces points. Un contrôle proportionnel est
utilisé pour la vitesse de rotation du robot, et la vitesse de translation est maintenue constante.
(Diosi et al., 2011) présente une évaluation expérimentale de cette technique. Les paramètres
testés ici sont la méthode de suivi des points d’intérêt, et les méthodes d’appariement des points.
La robustesse de la méthode est également évaluée pour des changements d’environnement ou
pour la vitesse du véhicule. Diosi et al. concluent qu’en utilisant une information de position
3D localement et en compensant les changements de contraste, le système est raisonnablement
robuste pour la navigation en extérieur.
La loi de contrôle décrite dans (Diosi et al., 2007) est très simple, et repose sur une approxi-
mation de la position 3D complète des points. Il existe des approches qui reposent sur les points
d’intérêt mais calculent des lois plus adaptées au robot, ou qui reposent sur une information
moins complète et donc moins coûteuse à calculer.
(Courbon et al., 2009b) décrit un système de suivi de chemin visuel pour un drone volant
(Unmanned Aerial Vehicle, UAV). On commence par enregistrer un chemin de référence en
définissant des images clés, acquises par une caméra grand angle (120°) montée sur le drone.
Pour suivre le chemin, on trouve l’image clé la plus proche en appariant des points de Harris à
l’aide de ZNCC (comme décrit précédemment dans (Courbon et al., 2008)). Une loi de contrôle
adaptée aux particularités du drone volant est utilisée. Elle exploite l’information de position
relative de l’image courante par rapport à l’image clé, qui est calculée à un facteur d’échelle prêt
à partir de la mise en correspondance de cinq points entre les images. Les points aberrants sont
éliminés avec un RANSAC.
(Courbon et al., 2009a) contient à la fois un système de localisation (décrit dans la section
précédente) et de suivi de chemin. Les nœuds du graphe correspondent à des images clés, et on
peut donc suivre un chemin visuel en parcourant les transitions sur un chemin dans le graphe
topologique. En particulier, Courbon et al. recherchent le chemin le plus court à l’aide de l’al-
gorithme de Dijkstra. Le principe du suivi de chemin est essentiellement le même que pour
(Courbon et al., 2009b), à ceci près que le système considéré ici est un robot à roues et non plus
un système sous-actionné comme le drone. Ce système a été testé en extérieur sur une trajectoire
de 750m, à bord d’un véhicule à roues équipé d’une caméra grand angle (185°).
(Becerra et al., 2010) présente un système de suivi de chemin, basé ici aussi sur des images
panoramiques, en utilisant la géométrie épipolaire. Le principe consiste à aligner latéralement
l’épipôle calculé entre l’image courante et l’image de référence, afin d’adapter le cap du robot.
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Celui-ci est calculé en appariant des points de la même manière que précédemment pour (Cour-
bon et al., 2009b) par exemple. Aligner l’épipôle avec l’image de référence revient à annuler
la déviation latérale du robot par rapport au chemin. Les auteurs prennent soin ici de donner
des vitesses continues en rotation et en translation, en particulier lorsque le robot passe d’une
image clé à la suivante. Il est intéressant de noter que cet asservissement repose uniquement sur
le calcul de l’épipôle, et non pas sur les coordonnées du robot à un facteur d’échelle près comme
(Courbon et al., 2009b) et (Courbon et al., 2009a).
(Cherubini et al., 2014) combine asservissement visuel le long d’un chemin et évitement
d’obstacles. Les obstacles potentiels sont détectés à l’aide d’un laser, et on estime leur vitesse
à l’aide d’un filtre de Kalman. On estime ensuite les trajectoires potentielles des objets, et on
examine leur intersection avec les chemins possibles du robot, appelés "tentacules". On peut
alors déterminer les chemins qui impliquent une collision ou une situation dangereuse, et asso-
cier une fonction de risque correspondante pour chaque tentacule. La loi de contrôle est alors
adaptée pour tenir compte de cette fonction de risque, notamment en stoppant le robot avant les
collisions. Ce système a été testé avec succès en environnement urbain, en présence de piétons
et d’autres véhicules.
2.4 Cas particulier des robots humanoïdes
Les robots humanoïdes constituent un cas à part dans le problème de la localisation et de la
navigation. En effet, ils présentent des caractéristiques particulières qui rendent la tâche parfois
plus compliquée :
— leur odométrie est généralement de moins bonne qualité car la marche bipède est soumise
à des glissements importants ;
— la marche du robot implique des mouvements du corps du robot, ce qui peut provoquer
du flou cinétique sur les images même à basse vitesse ;
— la forme humanoïde rajoute des contraintes pour l’intégration de capteurs, par exemple
pour l’équilibre du robot.
Àl’inverse, les robots humanoïdes ont des avantages par rapport aux robots à roues. Par
exemple, ils peuvent être capables de franchir des petits obstacles en les enjambant, voire de
monter des escaliers. Cela nécessite cependant de gérer la navigation en trois dimensions, ce qui
augmente la complexité.
2.4.1 Localisation et navigation sur le robot NAO
Le problème de la localisation et de la navigation a été traité sur le robot NAO par plu-
sieurs travaux. Pour les détails de la plateforme dans sa configuration par défaut, se référer à la
section 1.2.1.
Pour localiser le robot, certains travaux s’appuient sur une instrumentation de l’environne-
ment : on rajoute alors des marqueurs extérieurs, voire des capteurs séparés du robot.
(George and Mazel, 2013) utilisent des datamatrix pour construire une carte de l’environne-
ment et y localiser le robot. Les datamatrix sont constituées de code barres 2D dont les dimen-
sions sont connues a priori. Il est possible de détecter ces marqueurs et d’estimer leur position
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par rapport au robot. On construit d’abord une carte, qui agrège les différentes observations des
marqueurs. La navigation est effectuée en s’appuyant sur les marqueurs de la carte qui consti-
tuent des points de contrôle. Ce système permet une navigation et une localisation rapide, et
utilise uniquement une caméra monoculaire, mais nécessite la présence de marqueurs connus,
visibles et fréquents.
(Delfin et al., 2012) utilise le robot NAO pour construire un modèle 3D d’un objet à partir
des informations de la caméra monoculaire. Le robot se localise par rapport à des amers vi-
suels colorés, et calcule une trajectoire idéale pour reconstruire l’objet progressivement à partir
des vues successives. Le problème est donc ici que l’algorithme nécessite une instrumentation
précise de l’environnement, et se limite à un espace restreint.
(Cervera et al., 2012) utilise une caméra 3D (Kinect) extérieure au robot, qui observe la
pièce où le robot se déplace. Le robot est localisé et suivi à l’aide d’un algorithme disponible
dans la bibliothèque PCL (Point Cloud Library), et sa trajectoire est contrôlée en vitesse. Les
calculs sont également réalisés en dehors du robot et optimisés pour être réalisés en temps réel.
Ici aussi, on ne respecte pas la contrainte d’un environnement instrumenté, ni les contraintes de
calculs embarqués.
Une alternative à l’instrumentation de l’environnement consiste à rajouter des capteurs mé-
triques sur NAO. Il existe une variante de la tête de NAO, équipée d’un laser, visible sur la
Figure 2.1. Elle contient un capteur de type Hokuyo, d’une portée de 5 mètres environ, avec un
angle d’ouverture de 240°. Notons qu’en tournant légèrement la tête du robot, on obtient des
données à 360° sur un plan, mais qu’il est aussi possible de pencher la tête ou le corps du robot
pour avoir un information plus importante. Cette tête laser ne fait pas partie de la plateforme
standard, notamment parce que le poids supplémentaire affecte l’équilibre pendant la marche.
Notons également que le type de signal et l’utilisation de cette tête est différent de ceux fournis
par les émetteurs laser de sécurité de Pepper.
FIGURE 2.1 – Schéma d’une tête laser pour un robot NAO
Il est également possible de rajouter une caméra 3D Asus Xtion, qui utilise la même techno-
logie que la Kinect, à quelques différences près. Même s’il suffit de la brancher sur le port USB
de NAO pour avoir accès aux données depuis le robot, cette caméra n’est pas officiellement prise
en charge et affecte également l’équilibre.
34
Certains travaux concernent la localisation du robot dans un environnement connu a priori,
en l’occurrence une carte 3D.
(Hornung et al., 2010) présente un système de localisation qui estime la position 6D du torse
du robot dans un environnement intérieur, en utilisant les données du laser. Pour cela, on utilise
une carte 3D de l’environnement connu a priori. La localisation se fait à l’aide d’un filtre à
particules : un modèle de l’odométrie est utilisé pour mettre à jour les particules, et leur poids
est calculé en comparant la distance supposée à l’environnement aux distances effectivement
données par le laser. Notons que ce système calcule également l’altitude du robot, ce qui permet
de suivre sa position notamment lors de la montée d’un escalier. Les calculs sont ici déportés sur
un ordinateur extérieur au robot : toutefois il est possible d’exécuter les calculs directement sur
le processeur du robot. (Maier et al., 2012) reprend le même principe, mais cette fois en utilisant
une caméra Xtion. La tête du robot est légèrement penchée vers l’avant, ce qui permet d’intégrer
un système d’évitement d’obstacles. Une fois de plus, les calculs sont déportés sur un ordinateur
externe à quatre coeurs, et ne sont plus réalisables directement en embarqué sur le robot.
La phase d’expérimentation décrite dans (Hornung et al., 2010) contient une montée d’es-
calier, qui est construit à une échelle raisonnable pour NAO, soit des marches de 7cm de haut.
Celle-ci est détaillée dans (Osswald et al., 2011). Le système utilise l’estimation de l’état glo-
bal pour suivre l’avancement dans l’escalier, mais repose sur la caméra pour franchir la marche
suivante. Pour cela, on estime la position de la marche suivante en détectant les contours puis
les coins de la marche dans une série d’images et en renforçant l’estimation à partir des limites
théoriques estimées. Le robot vérifie finalement la présence d’une marche en cherchant à la tou-
cher avec le détecteur de choc situé sur son pied. Ces travaux sont poursuivis et améliorés dans
(Osswald et al., 2012). La détection des contours de la marche est ici intégrée directement au
filtre à particules de la localisation globale, en évaluant la distance de Chamfer entre les lignes
observées et les lignes théoriques pour mettre à jour la vraisemblance des particules. Ce système
augmente la précision et la robustesse par rapport à l’article précédent.
(Maier et al., 2013) combine un système de localisation incrémentale, de planification de
trajectoire et de franchissement d’obstacles. La localisation est réalisée en intégrant les données
d’odométrie et de centrale inertielle, et en alignant des nuages de points 3D pris par la caméra
Xtion à l’aide d’un Generalized-ICP (GICP). L’environnement est représenté dans une carte
qui contient les élévations maximales en chaque point. Cette carte est utilisée pour détecter
des collisions potentielles sur l’ensemble du corps du robot. Le chemin du robot est également
planifié dans la carte, en utilisant un ensemble d’actions disponibles : douze pas de base et
une série de trois pas permettant d’enjamber un petit obstacle. Ces derniers sont modulables en
fonction de la hauteur détectée de l’obstacle.
La question de la navigation et de l’évitement d’obstacles est également traitée sur NAO.
Certaines approches utilisent des capteurs additionnels (notamment (Maier et al., 2013) évoqué
précédemment), d’autres uniquement la caméra et les sonars.
(Maier et al., 2011) présente un évitement d’obstacle basé sur la reconnaissance d’objets et
l’exploitation ponctuelle de données laser. La méthode consiste à déterminer des zones franchis-
sables de l’environnement, en utilisant des classifieurs basés sur l’information de couleur et de
texture. Les données du laser sont utilisées pour détecter le sol, et les classifieurs permettent de
distinguer les objets du sol lui même. Pour les entraîner, on utilise la partie de l’image de la
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caméra qui correspond à un obstacle détecté par le laser. L’utilisation de ces classifieurs permet
de détecter les obstacles même dans des zones que le laser ne couvre pas mais qui sont visibles
par la caméra du bas (voir Figure 1.7), par exemple aux pieds du robot.
(Brooks et al., 2013) propose un système de planification de trajectoire et d’évitement d’obs-
tacles basé uniquement sur les sonars de NAO. On utilise ici l’algorithme Game-theoretic Op-
timal Deformable Zone with Inertia and Local Approach (GODZILA), qui cherche à optimiser
les mouvements du robot en pénalisant les mouvements vers les obstacles ou qui s’écartent de
la cible visée. Cette approche permet un évitement d’obstacles simple, mais souffre des impré-
cisions de mesure des sonars et de la largeur de leur cône d’ouverture.
Il est important de noter que tous ces travaux reposent sur des hypothèses qui ne sont pas
compatibles avec le cas d’utilisation envisagé pour notre problème. Soit les calculs sont déportés
et impossibles en embarqué, soit on utilise des capteurs inexistants sur le robot en temps normal,
voire des capteurs extérieurs, soit le système se limite uniquement à l’évitement d’obstacle et à
la navigation. Le Tableau 2.5 résume les différents algorithmes et leurs inconvénients : capteurs
supplémentaires nécessaires, caractère embarqué ou non. Il est donc nécessaire de développer
un système qui tienne compte des limites de la plateforme, tout en s’inspirant des approches de
navigation topologique.
Méthode Permet : Nécessite : Embarqué ?
(George and Mazel,
2013)
SLAM Caméra NAO + da-
tamatrix
oui
(Cervera et al., 2012) SLAM Caméra 3D
externe
non
(Maier et al., 2013) SLAM Caméra 3D NAO non
(Hornung et al., 2010)
/ (Maier et al., 2012)
Localisation Laser / caméra 3D non





(Brooks et al., 2013) Évitement
d’obstacles
Sonars NAO possible
Tableau 2.5 – Différents algorithmes de localisation et navigation sur le robot NAO
2.4.2 Autres robots humanoïdes
Il existe différents autres robots humanoïdes qui sont utilisés comme plateforme pour la
navigation et la localisation.
Le robot HRP-2 (Kaneko et al., 2004) est une plateforme très utilisée par des laboratoires
de recherche. Ce robot de 1.54m de hauteur, 30 degrés de liberté pour 58kg est utilisé pour des
expériences de marche, de navigation, de préhension etc. Les caractéristiques de ce robot sont
assez proches de celles de ROMEO, en termes de taille et de degrés liberté, ainsi que de capteurs
équipés (une paire stéréo dans la tête et une caméra monoculaire).
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FIGURE 2.2 – Le robot humanoïde HRP-2
(Dune et al., 2010) s’intéresse au problème du mouvement de balancier induit par la marche
bipède. Ce mouvement perturbe les algorithmes d’asservissement visuel habituels en induisant
des mouvements de déviation latérale. Dune et al. annulent les effets de ces oscillations en
adaptant leur loi de contrôle.
(Kwak et al., 2009) présente un système de SLAM qui exploite la paire stéréo montée sur
la tête de HRP-2 (baseline 144m). Le système repose sur la construction de grilles d’occupation
3D, et sur un filtre à particules qui utilisent le recalage des grilles d’occupation. Pour économiser
du temps de calcul, les particules ne sont pas mises à jour systématiquement mais seulement
lorsque des critères donnés sur le nuage de particules sont atteints.
(Alcantarilla et al., 2013) utilise une carte construite a priori à l’aide de données stéréovision
pour localiser le robot uniquement à l’aide d’une caméra monoculaire. La carte est construite
avec une méthode de SLAM externe basé sur des données obtenues par stéréovision. Comme
certains travaux décrits dans la section 2.2.2, le but est alors de calculer la localisation du robot en
résolvant le problème PnP. Pour associer les données, on s’appuie sur la prédiction de la visibilité
des points 3D de la carte. On choisit les points de la carte supposés être les plus visibles, et on
aide l’appariement avec les points détectés dans l’image de la caméra monoculaire en projetant
ces points dans l’espace de la caméra. Cette méthode, qui fonctionne en temps réel, est comparée
avantageusement avec les résultats obtenus par la méthode PTAM.
FIGURE 2.3 – Le robot ASIMO (Honda)
ASIMO (Sakagami et al., 2002) (Advanced Step in Innovative Moblity) est un autre robot
humanoïde notable. Ce robot mesure 1m30 pour 48kg et 26 degrés de liberté dans sa dernière
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version. Il possède une paire de caméras dans sa tête et une fixée sur son torse. Cependant, sa
localisation et sa navigation reposent sur des marqueurs au sol observés par la caméra du torse.
(Chestnutt et al., 2005) construit une méthode de placement de pas pour ASIMO pour réa-
liser de l’évitement d’obstacles. La position du robot est calculée à l’aide d’un système optique
Vicon externe, et la trajectoire du robot est déterminée à l’aide d’une recherche de chemin A*.
Ici aussi, on a besoin d’instrumenter l’environnement, avec des capteurs de grande qualité qui
fournissent une information très complète, qu’on est loin d’avoir sur les robots d’Aldebaran.
2.5 Conclusions sur l’état de l’art et approche adoptée
Le problème de la localisation et de la navigation est un sujet extrêmement vaste, et de nom-
breuses approches existent pour le traiter. Le cas particulier d’une plateforme à roues disposant
de capteurs métriques est très largement couvert et quasiment résolu. L’utilisation de capteurs
visuels, combinée avec l’approche topologique, est également de plus en plus traitée. On note
tout de même que le cas des robots humanoïdes reste parmi les plus difficiles, en raison des
contraintes d’intégration des capteurs et des spécificités de la marche bipède. Le problème traité
ici se classe donc parmi les plus difficiles du domaine.
Une approche métrique pure du problème ne peut pas être envisagée. En effet, les plate-
formes ne sont pas équipées de capteurs métriques, ce qui exclut les algorithmes les plus clas-
siques, décrits dans la section 2.2.1. Les approches qui utilisent uniquement des caméras pour la
localisation ou la navigation (section 2.2.2) ne sont pas non plus envisageables : elles requièrent
au mieux une intervention manuelle, ou des données métriques de vérité terrain. De plus, une
tentative d’utilisation de techniques basées sur l’estimation de position de points d’intérêt vi-
suels a montré que la taille et le champ de vision de NAO rendent cette méthode impraticable. Il
existe des approches métriques réalisées sur NAO, mais elles nécessitent d’ajouter des capteurs
supplémentaires, et en général ne sont pas portables en embarqué sur le robot. Une approche
métrique serait peut être davantage envisageable sur ROMEO, mais ne serait pas applicable sur
NAO.
Il paraît donc naturel d’utiliser un formalisme topologique. Celui-ci est couramment utilisé
pour la vision monoculaire, et permet de traiter efficacement des informations qualitatives. On se
basera donc sur un graphe topologique qui enregistre des images clés. La partie 2.3 montre que
beaucoup d’approches se basent sur des points d’intérêt, ce qui paraît une solution peu coûteuse
et efficace. Il apparaît aussi qu’il est important de se baser sur des images au champ de vision
le plus large possible, et de développer une représentation adaptée. Enfin, on peut voir qu’il
est également possible de contrôler des trajectoires de façon simple en utilisant uniquement des
images clés, sans avoir besoin de positions complètes pour effectuer le suivi. Ces approches
basées sur la vision donnent des pistes intéressantes pour le problème considéré.
Il est important de noter que les algorithmes existants reposent sur des hypothèses qui ne sont
pas satisfaites dans notre cas ou bien ne proposent pas une solution complète. Il est en général
supposé que les images ont un champ de vue large, et peuvent être prises à une fréquence limitée
uniquement par la rapidité de l’algorithme. Ces hypothèses ne sont plus valides dans le cas des
plateformes considérées : on peut tourner la tête pour agrandir le champ de vision uniquement
lorsque le robot est à l’arrêt, et les images prises pendant la marche sont floues. La question se
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pose donc de savoir quelles informations peuvent malgré tout être tirées des données capteurs et
dans quelle mesure elles peuvent être exploitées. Il convient donc de s’adapter aux contraintes
spécifiques en s’inspirant des approches classiques de vision monoculaire.
L’approche choisie est donc topologique, et cherche à tirer le maximum d’informations des
données image, tout en restant progressif et économe en termes de temps de calcul. On se basera
donc sur un graphe topologique, dont les nœuds contiennent des images prises par les caméras,
et les transitions reposent sur des images clés tirées de ces nœuds. On cherchera à atteindre et à
exploiter une représentation sphérique, malgré les limites du champ de vision du robot.
Par rapport à l’état de l’art, la contribution principale consiste à trouver des solutions qui
soient valables dans un contexte très contraint, notamment où les informations exploitables sont
très réduites. Le travail de la thèse a consisté à identifier les données pertinentes, et à construire
un système robuste à partir de ces informations. Cela a notamment permis :
— d’explorer un des cas les plus difficiles du domaine, un robot humanoïde à bas coût
dans un environnement libre. La forme humanoïde contraint l’emplacement et le coût
des capteurs, ce qui limite notamment le champ de vision et la qualité. L’environnement
est complètement libre, voire dynamique, puisqu’il contient des utilisateurs qui évoluent ;
— de fournir une méthode robuste d’estimation de l’orientation du robot à l’aide d’une
caméra monoculaire, à l’aide de la boussole visuelle (section 3.2.1) et d’une méthode de
corrélation croisée (section 3.2.2) ;
— de fournir un cadre générique de localisation topologique adapté aux différents robots,
et indépendant des capteurs effectivement présents. Cela permet notamment d’envisager
l’extension à d’autres robots, ROMEO dans un premier temps ;
— de développer une structure hiérarchique flexible permettant d’alléger et de rendre les
calculs plus robustes, mais aussi d’étendre le calcul à une estimation de position si le




Structure topologique et méthodes pour la
localisation et navigation
Ce chapitre détaille l’approche utilisée pour permettre au robot de se localiser et de naviguer
dans une carte topologique, représentée par un graphe. La structure du graphe et sa construction
sont détaillées dans la partie 3.1, puis les algorithmes employés pour la localisation par rapport
à un nœud sont décrits dans la partie 3.2, et ceux pour effectuer les transitions dans la partie 3.3.
On n’expose ici que les algorithmes, les résultats qualitatifs et quantitatifs sont présentés dans le
chapitre 4.
3.1 Description de la structure topologique
Cette section décrit les éléments du graphe topologique : les nœuds du graphe et les transi-
tions. Tout d’abord, le formalisme utilisé est détaillé en section 3.1.1, puis on détaille le contenu
d’un nœud en section 3.1.2 et d’une transition en section 3.1.3. Ce formalisme a été choisi suite
à la réflexion présentée dans le chapitre 2 : on y a établi qu’il s’agissait du plus adapté en raison
des contraintes du problème et des capteurs disponibles.
3.1.1 Formalisme utilisé : le graphe
Le formalisme choisi est topologique : la représentation du monde est basée sur un graphe.
Le robot est positionné par rapport à un nœud donné de ce graphe. Les nœuds ne sont pas posi-
tionnés globalement de façon absolue, puisque la représentation n’est pas métrique, mais il est
possible d’avoir une information de position locale du robot par rapport à un nœud donné. Les
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transitions représentent des passages possibles d’un nœud à l’autre, sans hypothèse particulière
sur la nature de ce chemin. Elles sont a priori orientées, car même si le chemin d’un nœud à un
autre peut être parcouru en sens inverse, il n’est pas garanti qu’il existe des informations suffi-
santes pour contrôler cette trajectoire. Elles contiennent l’information nécessaire pour effectuer
le passage entre les nœuds qu’elles relient, comme par exemple une information de position
relative.
On s’intéresse ici au problème de la localisation et de la navigation, mais pas de la construc-
tion de la carte. On suppose donc qu’il y a eu une phase d’apprentissage supervisée préalable
pour construire le graphe de référence. Cette phase permet donc de construire les nœuds de ré-
férence ainsi qu’un certain nombre de transitions les reliant. Il n’y a pas d’hypothèses sur la
nature du graphe, qui est simplement un graphe orienté. En particulier, le graphe n’a pas de rai-
son d’être complet, c’est-à-dire qu’il n’existe pas de transition directe entre tous les nœuds, ou
de n’avoir qu’une seule composante connexe. On peut par exemple supposer que les transitions
sont uniquement celles qui ont été parcourues pendant la phase d’apprentissage. Le problème
de la construction non supervisée du graphe, ou de son extension a posteriori, n’est pas traité ici
et constitue une perspective d’extension aux travaux. Une fois le graphe de référence construit,
la question est donc de savoir quelles informations minimales sont nécessaires pour offrir une
localisation et une navigation satisfaisantes.
En ce qui concerne la localisation, l’information minimale attendue est le nœud dans lequel
le robot se trouve, ou à défaut le plus proche si ces nœuds ne couvrent pas la totalité de l’envi-
ronnement. Cependant, une information aussi limitée n’est pas suffisante dans le cas de figure
étudié. Pour un robot guide par exemple, il se pourrait que le robot tourne totalement le dos à
son public, même s’il est situé au bon endroit pour faire son discours. Il est donc crucial d’obte-
nir au minimum une information d’orientation du robot relativement au nœud. On recherche ici
une information locale par rapport au nœud, et non par rapport à l’ensemble de la carte, ce qui
n’est pas pertinent. Nous verrons par la suite que cette information est justement la plus simple à
déduire des informations contenues dans un nœud. Pour cette raison, les nœuds seront construits
avec le souci de contenir un maximum d’informations sur l’orientation.
Les transitions d’un nœud à un autre reposent sur le fait qu’on connaît l’orientation du robot
dans le nœud de départ, et exploitent les informations du nœud source, comme décrit dans la
section 3.1.3. Pour naviguer, il suffit donc d’identifier le nœud courant, puis de déterminer un
chemin dans le graphe topologique (s’il existe), et enfin d’emprunter les transitions d’un nœud
à l’autre.
3.1.2 Unité de base : le nœud
Le nœud est construit de façon à pouvoir obtenir des informations de localisation quelle que
soit la position du robot au moment de l’acquisition de la référence et du calcul de la position
relative. Ces variations dépendent de la position de la base du robot et de la posture actuelle du
robot. Le nœud doit contenir des informations nécessaires pour être identifié et pour déduire des
informations de positions relatives par rapport à lui. Pour cela, on associe à chacun un ensemble
d’images, acquises par les caméras monoculaires et 3D : on utilisera par la suite ces images pour
déduire l’orientation du robot, et si possible une information sur sa position.
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La posture du robot est considérée comme connue et contrôlée : la précision des différents
capteurs de position est de l’ordre de 0.1°, ce qui entraîne des erreurs négligeables par rapport à
la précision de localisation attendue. Cette position est connue précisément, et on peut donc se
placer dans le repère de la base du robot. À l’arrêt, il est possible de contrôler la position du robot
tant que celle ci est stable. On supposera donc par la suite que lors d’une localisation, le robot est
dans une pose fixe, le buste droit et la tête légèrement relevée. Lors de la marche, la position du
robot est contrôlée de façon plus lâche, car la marche est adaptative pour maintenir l’équilibre
du robot. Il est cependant possible de contraindre certains paramètres, comme la hauteur et la
fréquence des pas, ou l’inclinaison du torse.
En ce qui concerne la position de la base, le nœud doit donc être robuste dans sa zone de
validité à des changements de position et d’orientation. Le nœud est donc construit de façon à
couvrir la totalité des rotations autour de l’axe Z vertical. Les autres axes ne sont pas pertinents :
le robot a toujours les deux pieds au sol et sa position est connue. Un nœud doit donc couvrir un
champ de vision de 360° autour de l’axe Z (les axes sont visibles notamment dans la Figure 3.2).
3.1.2.1 Construction du nœud
Comme on peut le voir dans la section 1.2.1 et la section 1.2.2, les capteurs utilisables sur les
plateformes cibles, à savoir les caméras RVB et éventuellement la caméra 3D se trouvent dans la
tête du robot. Pour obtenir une information panoramique, il faut donc que chaque direction soit
contenue dans le champ de vision de ces capteurs.
Les caméras du robot ont un champ de vision limité (voir Figure 1.7). Il est possible d’étendre
ce champ de vision en faisant bouger la tête du robot. La tête dispose de deux degrés de liberté :
rotation autour de l’axe vertical Z et autour de l’axe Y.
FIGURE 3.1 – Degrés de liberté et limites sur la position de la tête de NAO
Les limites de ces rotations sont indiquées dans la Figure 3.1. On voit que ces limites ne
permettent pas de couvrir 360° autour de l’axe Z sans bouger la base du robot. Pour atteindre un
champ de vision panoramique, il faut donc déplacer à la fois la tête et la base du robot et prendre
une série d’images, au minimum 6 (si on n’effectue aucun recoupement). Notons que dans le
cas du capteur laser visible sur la Figure 2.1, ce débattement sur la tête est suffisant pour couvrir
la totalité du champ de vision sans bouger la base du robot.
Par souci de clarté, on définit pour chaque nœud une origine égale à l’état du robot au début
de l’acquisition du nœud. Chaque image du nœud est repérée par sa position angulaire dans le
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nœud autour des axes Y et Z. Comme le nœud est panoramique, la position de départ n’a en
réalité pas d’influence et sert uniquement de repère commun. Ce système de positionnement est
décrit dans la Figure 3.2 : on y voit la position des axes de référence et le repérage d’une image.
Les paramètres visibles ici sont les rotations autour des axes Y et Z.
FIGURE 3.2 – Repère et positionnement des images dans un nœud
Pour positionner les images dans le nœud, la difficulté vient du fait que la mesure de la rota-
tion de la base est dépendante de l’odométrie, qui est particulièrement imprécise. Pour connaître
la position angulaire de chaque image, il y a donc deux choix possibles :
— utiliser un algorithme d’assemblage (stitching) pour repositionner correctement les images.
Ce choix a l’avantage d’être robuste aux imprécisions du mouvement : il suffirait d’ef-
fectuer une rotation approximative, en gardant une marge suffisante pour s’assurer que
tout le champ est couvert. En contrepartie, cette méthode est dépendante du succès de
l’algorithme, qui en particulier nécessite des points d’intérêt nombreux, et rajoute une
complexité supplémentaire à l’algorithme ;
— contrôler et / ou connaître la rotation effectuée avec suffisamment de précision. On peut
alors se contenter de combiner la mesure de cette rotation avec le positionnement de la
tête par rapport au corps pour connaître la position de chaque image. En pratique, c’est
cette solution qui a été adoptée, car une méthode fiable de contrôle de trajectoire a été
développée (voir section 3.3.1).
On supposera donc par la suite que lors de la construction d’un nœud, toutes les positions angu-
laires sont connues par rapport à la position initiale du robot.
Une fois les images obtenues et positionnées dans le nœud, il est nécessaire de connaître
la correspondance entre les coordonnées en pixel dans une image et les coordonnées angulaires
correspondantes, afin de connaître la position angulaire de chaque pixel par rapport au centre
de l’image correspondante, et a fortiori par rapport au nœud. Pour cela, il faut tenir compte des
paramètres extrinsèques et intrinsèques de la caméra.
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Les paramètres extrinsèques de la caméra, c’est à dire sa position dans le repère de la base
du robot, sont considérés comme connus et fixes. Les caméras sont fixées de façon rigide dans
la tête et la position de la tête est connue, ce qui permet de remonter simplement à la position
de la caméra. Les incertitudes viennent de la déformation plastique des pièces, qui sont réelles
mais dont on néglige l’amplitude par rapport à la précision visée pour la localisation.
En ce qui concerne les paramètres intrinsèques de la caméra, on négligera l’effet des dé-
formations de l’image. Le passage de coordonnées en pixels à des coordonnées angulaire se
fait donc par une simple règle de proportionnalité, en utilisant le rapport entre la résolution en
pixels et l’ouverture angulaire de la caméra. Cependant rien n’empêche d’injecter un modèle
plus sophistiqué si les paramètres intrinsèques de la caméra sont connus (ce qui n’est pas systé-
matiquement le cas sur les robots utilisés). Dans la suite, on considérera donc qu’il est équivalent
de connaître la position d’un point en pixels dans une image pour connaître sa position angulaire
par rapport au centre de l’image, et inversement.
Pour des raisons pratiques, en particulier des problèmes de flou cinétique sur les caméras
RVB et de place nécessaire en mémoire, un nœud n’est constitué que d’un nombre restreint
d’images, prises avec la tête à l’arrêt. Ces images sont partiellement redondantes, notamment
pour augmenter la robustesse aux erreurs de positionnement et aux variations d’environnement
pendant l’acquisition. Ce choix ne contraint pas la suite du problème. Toutes les méthodes dé-
crites par la suite reposeront sur les hypothèse suivantes :
— quelle que soit la direction choisie par rapport à l’origine du nœud, il existe au moins
une image qui contient une information de référence dans cette direction ;
— inversement, il est possible de connaître au moins la direction de n’importe quel point
d’une image du nœud de référence.
On construit donc le nœud comme suit :
— définition de l’origine par la position initiale du robot ;
— prise d’une première série d’image en gardant la base du robot fixe et en bougeant uni-
quement la tête. La série consiste en 8 images consécutives, réparties entre -90° et 90° et
espacées de 25°. Il y a donc un recoupement d’une image sur l’autre, pour avoir une
information redondante. Pour chaque image, la tête du robot est arrêtée. On enregistre
alors l’information disponible, à savoir une image couleur monoculaire et si disponible
un nuage de points 3D ;
— rotation du robot avec une consigne de 180° et vérification de l’orientation finale α ;
— prise d’une deuxième série d’images identiques à la première. On positionne alors les
images à partir de la position de la tête et de la rotation α connue.
Au final, chaque nœud contient donc un "panorama" constitué de 16 images successives, qui
se recouvrent partiellement deux à deux. Chaque image correspond à une orientation donnée par
rapport à l’origine du nœud.
La Figure 3.3 montre un exemple d’images couleur prises pendant l’acquisition d’un nœud.
On remarque que malgré l’absence de recalage, les images sont positionnées de façon cohérente
entre elles. On peut noter quelques imprécisions, notamment au niveau du haut des rideaux qui
n’est pas tout à fait continu, mais il apparaît assez clairement qu’un algorithme d’assemblage
d’images aurait un effet assez limité.
Pour réduire la complexité du calcul, on ne tient pas compte ici de la totalité du nuage de
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FIGURE 3.3 – Exemple d’images prises pendant un panorama et repositionnées
Plateforme utilisée : Pepper
points 3D mais simplement d’une coupe horizontale du nuage de points. Cela permet également
d’avoir un formalisme identique pour le cas particulier du NAO à tête laser (voir partie 2.4). La
Figure 3.4 montre un exemple de données 3D collectées dans un nœud. L’image est graduée en
mètres et la position initiale du robot est indiquée au centre. On distingue sur la figure la forme
des murs adjacents, avec un bruit fort (voir paragraphe 3.2.3.2 pour davantage de détails).
Il est aussi intéressant de noter qu’on n’utilisera pas ici l’information de couleur. Les images
sont stockées en RVB pour permettre une meilleure visualisation, mais l’information réellement
utilisée dans la suite est le niveau de gris. L’information couleur est une donnée pertinente,
mais aussi lourde à traiter et à stocker. De plus, la teinte est très sensible aux changements de
luminosité, et donc peu reproductible, contrairement aux niveaux de gris qui sont plus robustes
et peuvent éventuellement être normalisés.
3.1.2.2 Domaine de validité du panorama
Comme décrit dans la paragraphe 3.1.2.1, le nœud est constitué d’une série d’images. Étant
donné le formalisme topologique choisi, le domaine couvert par ce nœud n’est pas fixe et connu
a priori, même si on peut déduire des limites théoriques.
Pour pouvoir localiser le robot par rapport à un nœud, il faut que celui-ci soit visible. Les
phénomènes d’occultation et de parallaxe sont donc limitants, mais imprévisibles a priori. Ce-
pendant, il ne suffit pas non plus d’une ligne droite dégagée entre le point courant et le centre du
nœud.
Une autre limitation incontournable vient de la résolution de la caméra, car la précision
des calculs est limitée (ici il s’agit d’une résolution pixelique), ce qui implique un éloignement
maximum par rapport au nœud.
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FIGURE 3.4 – Exemple de profil de panorama
Plateforme utilisée : Pepper
En plus des limites spatiales d’un panorama, il est important de se poser la question des
limites temporelles. En effet, comme précisé dans la partie 1.1, l’environnement dans lequel
le robot évolue est dynamique, même si il est possible de garantir qu’il reste statique pendant
l’acquisition de la référence.
L’environnement peut évoluer sur une échelle de temps lente et progressive. Par exemple,
dans le cas d’un appartement, le mobilier peut être déplacé progressivement. Le changement de
luminosité au cours de la journée et en fonction des conditions météorologiques est également
un facteur déterminant qui n’est pas caractérisé par des transitions brutales (contrairement ce-
pendant aux changements dû à l’extinction ou l’allumage de lumières artificielles). Il est donc
important de se poser la question de la robustesse des méthodes employées à ces changements,
et des solutions éventuelles apportées. Par exemple, une solution possible serait d’associer à
chaque nœud plusieurs instances de panoramas, en fonction de l’heure de la journée ou de toute
autre information pertinente.
Un autre problème potentiel vient du fait que l’environnement peut évoluer sur une échelle
de temps plus courte. Par exemple, il est possible que quelqu’un soit présent devant le robot au
moment où une localisation est effectuée, alors qu’il ne l’était pas pendant la prise de référence.
Un autre cas de figure, plus problématique, serait qu’une personne passe devant le robot au
moment de la prise d’images, si bien qu’il figurerait sur plusieurs images consécutives alors
qu’en réalité il n’est présent dans aucune.
Ces problèmes proviennent du fait que la localisation n’est pas effectuée de façon continue,
mais ponctuellement. En effet, comme il a été expliqué dans la paragraphe 3.1.2.1, il est néces-
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saire d’effectuer des mouvements de tête au minimum. Ces mouvements sont longs et peu na-
turels, et ne peuvent donc pas être utilisés en permanence. Il s’agit d’une contrainte importante,
puisqu’une localisation effectuée de façon continue ou plus fréquente permettrait de détecter ce
genre d’anomalies.
Pour compenser ce manque, il est donc nécessaire de fournir un certain nombre de diagnos-
tics qui permettent de détecter la perte de validité du panorama, et donc d’agir en conséquence.
Les méthodes de localisation décrites par la suite (partie 3.2) sont donc conçues à la fois pour
être robustes à des évolutions à court terme, et pour fournir un indicateur de confiance.
3.1.3 Transitions
Les transitions reposent sur une hypothèse fondamentale : le nœud cible est visible depuis
le nœud de départ, et ce tout au long de la transition. Grâce à cette hypothèse, les transitions
reposent sur l’information contenue dans le nœud de départ et le nœud d’arrivée. Cela permet
d’avoir un impact moins important sur la mémoire nécessaire, mais rajoute des contraintes sup-
plémentaires. En particulier, cela peut causer une augmentation du nombre de nœuds afin de
satisfaire l’hypothèse de visibilité. Par exemple, dans le cas d’un tournant sec dans un couloir, il
devient nécessaire d’avoir un nœud au niveau de l’angle, qui est visible depuis les deux branches.
La Figure 3.5 illustre ce cas : les centres des nœuds sont indiqués en rouge et les transitions en
noir.
FIGURE 3.5 – Exemple de contrainte sur les transitions
Chaque transition contient l’information de cap du robot initial dans le nœud source. Il suffit
alors d’aligner le robot dans la direction définie par la transition de façon contrôlée, puis d’avan-
cer en ligne droite dans cette direction (voir section 3.3.1), tout en surveillant une mesure qui
caractérise l’éloignement par rapport au panorama suivant. Cette mesure ne nécessite pas d’être
métrique. En pratique, il s’agit de la méthode décrite en section 3.3.2.
3.2 Localisation du robot par rapport à un nœud
Cette section décrit la résolution du problème de la localisation du robot dans le graphe.
Ce problème se divise en deux points principaux : la localisation par rapport au nœud courant
(localement), et l’identification du nœud courant (globalement dans la carte).
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La localisation dans un nœud répond à la problématique suivante : comment obtenir une
information de localisation, même partielle, sous les contraintes particulières du problème ? Pour
cela, on peut utiliser les informations contenues dans les images et profils métriques stockés dans
les nœuds pour obtenir l’orientation du robot et éventuellement sa position. On verra qu’il est
possible d’obtenir une orientation du robot rapidement et à faible coût, mais avec une précision
limitée (voir section 3.2.1). Cette approche est ensuite complétée dans la section 3.2.2 par une
méthode plus précise mais plus lourde, qui donne également une mesure de facteur d’échelle. Il
est possible de raffiner encore davantage l’information de position en utilisant des données 3D,
comme décrit dans la section 3.2.3, en combinant intelligemment les résultats des différentes
méthodes (section 3.2.4).
L’identification du nœud courant, décrite dans la section 3.2.5, permet de résoudre le pro-
blème du robot capturé.
Dans toute la suite, les données extraites du nœud courant seront appelées images de réfé-
rence. Les données acquises pendant le processus de localisation et comparées aux images de
référence seront nommées images de requête.
3.2.1 Approche locale, partielle et rapide : la boussole visuelle
On décrit ici une première approche possible pour déterminer l’orientation du robot. Celle-
ci est basée sur une information discrète, l’appariement de points d’intérêt, et se base sur la
comparaison d’une image de référence avec une image de requête. Cette méthode, combinée
avec la section 3.3.1, a fait l’objet d’un brevet (Wirbel et al., 2013b) et d’un article (Wirbel et al.,
2013a).
3.2.1.1 Justification de l’approche
La partie 2.4 a montré qu’il n’était pas réaliste d’espérer suivre des amers visuels situés à des
distances finies pour les trianguler. Cependant, il existe une catégorie d’amers qui est par nature
plus facile à suivre : les amers situés à l’infini. Le déplacement de ces points dans le champ de
vue du robot est lié au changement d’orientation du robot, mais leur apparence ne varie pas si le
robot se déplace dans en translation.
En pratique, de tels amers à l’infini n’existent pas exactement. Cependant, il est possible
d’approcher le comportement de beaucoup de points comme des points à l’infini. Cette approxi-
mation est valable grâce à plusieurs facteurs :
— la configuration de l’environnement par rapport à la taille des déplacements typiques du
robot dans un nœud et à la taille de la zone de validité du nœud. Un nœud peut se baser
sur des points d’intérêt situés sur des murs à plusieurs mètres, alors que les déplacements
du robot dans un nœud sont de l’ordre du mètre ;
— le fait que lorsque le robot effectue une rotation pure, le comportement de points à l’infini
est identique à ceux pour des points à distance finie. Or la plupart des mouvements du
robot dans un nœud en dehors des transitions est constitué de rotations pures.
L’approche adoptée ici est la suivante : on construit une méthode qui estime l’orientation
d’une image requête par rapport à une image de référence donnée. On utilise ensuite cette in-
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formation, éventuellement combinée à d’autres estimations, et le positionnement de l’image de
référence dans le nœud, pour en déduire l’orientation du robot
3.2.1.2 Estimation de l’orientation par rapport à une image
Cette section traite l’estimation de l’orientation entre une image de requête et une image
de référence. On suppose ici que les deux images se recouvrent au moins partiellement. La
recherche de l’image de requête correspondante est décrite dans la paragraphe 3.2.1.3. L’idée de
l’algorithme est la suivante : on apparie des points d’intérêt de l’image de référence à l’image de
requête, et on déduit le changement d’orientation de l’image de requête à partir des déplacements
relatifs de l’image. La Figure 3.6 résume les différentes étapes du processus : calcul des points
d’intérêt de l’image de requête Ki, appariement avec les points de référence K
re f
i , filtrage des
appariements et calcul de l’orientation par RANSAC.
Image de requête





















FIGURE 3.6 – Principe du calcul de l’orientation d’une image
La première étape consiste à apparier des points d’intérêt d’une image à l’autre. Pour cela,
on utilise une approche classique, l’appariement des descripteurs. On commence par utiliser un
extracteur pour obtenir une série de positions et d’échelles associées. Puis pour chaque point
ainsi défini, on calcule un descripteur. Celui-ci se présente en général sous la forme d’un vecteur
fini, sur lequel on peut donc définir une distance.
Le détecteur utilisé est un FAST (voir l’Annexe A). Il est sensible à l’échelle, et on le calcule
donc sur une pyramide image afin de capturer l’information à différentes échelles. Il s’agit d’un
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bon compromis entre vitesse d’extraction et robustesse, notamment en comparaison avec les
détecteurs SIFT ou SURF, plus stables et robustes à l’échelle mais aussi plus lourds à calculer.
Le descripteur associé est un Oriented Binary Robust Independent Elementary Features ORB
(Calonder et al., 2010) et (Rublee et al., 2011). Il s’agit d’un vecteur binaire de taille 256. Celui-
ci correspond au résultat de comparaisons entre des paires de pixels répartis dans la zone du
détecteur : si la valeur du premier pixel de la paire est inférieure à celle du deuxième, la valeur
de la coordonnée est 0, sinon 1. Ce descripteur a l’avantage d’être :
— très rapide à calculer (il s’agit uniquement de comparer des valeurs) ;
— très rapide à comparer avec la distance de Hamming ;
— facile à stocker (puisqu’il peut être représenté sur 256 bits).
Par opposition, le descripteur SURF est :
— plus long à extraire puisqu’il implique d’estimer localement des gradients, même de
façon approchée ;
— plus long à comparer puisqu’il utilise une distance euclidienne ;
— plus lourd à stocker puisqu’il s’agit d’un vecteur de 64 ou 128 flottants.
À partir de l’image de référence, on construit un index. La recherche dans cet index permet
alors, pour chaque point d’intérêt de la requête, de trouver le plus proche voisin dans la réfé-
rence. Cette première phase d’appariement est sujette à des fausses détections. Pour compenser,
on filtre les appariements. Cela peut se faire en appliquant un seuil sur la distance maximale
tolérée entre deux descripteurs appariés. Le problème dans ce cas est qu’il faut déterminer un
seuil absolu qui est difficile à interpréter et varie d’un descripteur à l’autre et d’une distance à
l’autre. Une autre solution, adoptée ici, consiste à considérer l’appariement inverse, c’est-à-dire
le plus proche voisin de chaque point de référence dans l’image de requête. On sélectionne alors
uniquement les points de la requête tels que le point apparié dans la référence est son unique
antécédent. La Figure 3.7 montre un exemple d’appariements incorrects (en rouge pointillé) et
corrects (en vert) entre deux images. Cette approche permet de retenir uniquement les points qui
ne sont pas ambigus. En contrepartie, cette méthode nécessite d’effectuer deux fois un calcul de
plus proche voisins. Quelle que soit la méthode adoptée, on supposera par la suite que les appa-
riements contiennent un taux non nul d’appariements corrects, mais sans exclure une proportion
importante d’erreur.
On travaille avec un modèle et des hypothèses très simples : d’une image à l’autre, les dé-
placements des points d’intérêt sont uniquement dûs aux changements d’orientation du robot,
c’est-à-dire aux rotations autour des trois axes. Ce modèle est vrai dans le cas où le mouvement
du robot est une combinaison de rotations autour des axes ou si les points suivis sont situés à
l’infini par rapport au robot. On voit donc bien que le modèle est trop simple et n’expliquera pas
les mouvements des points mal appariés ou trop proches pour être considérés à l’infini. Le pro-
blème est donc le suivant : on a un modèle simple pour expliquer les déplacements des points,
et une série de données qui peuvent être bruitées ou même ne pas suivre le modèle choisi. Le
formalisme du RANSAC (RANdom SAmple Consensus) est particulièrement adapté dans ce
cas (Fischler and Bolles, 1981).
L’algorithme du RANSAC repose sur le fait qu’on utilise un modèle pour expliquer le com-
portement d’un grand nombre de points, mais qui peut se calculer rapidement sur un nombre
restreint de points en supposant que ces points sont bien choisis. Si ce modèle a été calculé sur
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FIGURE 3.7 – Appariements corrects (vert plein) et incorrects (rouge pointillé) de points
d’intérêt
des points cohérents avec d’autres, alors le nombre de points acceptés sera plus grand que si on
se base sur des points non significatifs. On sélectionne donc au hasard, pour un nombre d’ité-
rations données, un sous ensemble de points pour calculer le modèle. Pour qu’il soit cohérent,
tous ces points sélectionnés doivent l’être. On itère ce tirage pour un nombre d’itérations pour
avoir une probabilité donnée p qu’au moins un de ces tirages contiennent des points cohérents.
Le nombre d’itérations dépend de p et du taux de points cohérents, noté c. On note N(c, p) le
nombre d’itérations, et n le nombre de points nécessaires pour calculer le modèle. La probabilité
que tous les points sélectionnés soient cohérents est cn, et donc la probabilité qu’aucun des
points ne soit cohérent est (1−cn). Donc la probabilité que chaque itération contienne au moins
un point invalide estimation (1− cn)N(c,p). Donc si on note p la probabilité souhaitée d’avoir au
moins un échantillon cohérent, la probabilité que tous les échantillons contiennent au moins un




Notons que le taux de points cohérents est d’abord estimé grossièrement, puis mis à jour au fur
et à mesure que le meilleur modèle est calculé (voir Algorithme 1).
Le modèle du RANSAC est le suivant : on prend en entrée deux paires de points appariés
entre la référence et la requête. Comme expliqué dans la paragraphe 3.1.2.1, on a une corres-
pondance directe entre la position en pixels dans l’image et la position angulaire du point cor-
respondant. Les calculs suivants se feront donc avec des coordonnées en pixels, puis le résultat
sera converti en angulaire. On suppose ici que l’origine du repère en pixel est situé au centre de
l’image, et que les axes sont cohérents avec les conventions des sens de rotation. En pratique, il
faut effectuer un changement de repère car les coordonnées images sont données par rapport à
un repère situé en haut à gauche de l’image.
Pour simplifier les notations, on utilisera ici les coordonnées complexes pour repérer les
points dans le plan de l’image. On note Xi et Yi les axes de l’image. On considérera ici que le
point de coordonnées u = 0 est situé au centre de l’image. On note u1 = x1+ iy1 la position du
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premier point dans la référence, et u′1 la position de son appariement dans la requête. De même
pour le deuxième point on utilise u2 et u′2. On note ωx, ωy et ωz les rotations estimées de la
requête par rapport aux axes X, Y et Z de la référence.
La rotation autour de l’axe X du robot correspond à une rotation autour du centre l’image.
Une rotation autour de l’axe Y du robot correspond à une translation sur l’axe Yi de l’image. En-
fin, une rotation autour de l’axe Z du robot correspond à une translation sur l’axe Xi de l’image.
Ces translations peuvent être obtenues à partir de la correspondance entre pixels et angle d’ou-
verture (voir paragraphe 3.1.2.1). On supposera ici qu’il s’agit d’un facteur de proportionnalité,
noté µ . Selon les conventions choisies pour représenter les rotations, on applique d’abord la
















On note o1 = u′1− e
iωxu1
On note ℑ(u) la partie imaginaire et ℜ(u) la partie réelle d’un nombre complexe u. Donc









Pour estimer l’adéquation d’un point au modèle, il suffit de comparer l’image théorique d’un
point à sa position réelle dans l’image. Si le modèle calculé est (ωx,ωy,ωz), alors on note
u˜= eiωxu+µ(ωy+ iωz)
et on peut utiliser comme mesure d’erreur d = ||u˜−u||.
Notons que ce modèle repose sur le fait que les transformations d’un point à son image sont
uniquement constitués de rotation et translations. Cette hypothèse est donc loin d’être valide
pour tous u1,u′1,u2,u
′
2. En particulier, on a un cas d’erreur si u1 = u2 ou plus généralement
si ||u1 − u2|| ≈ 0, puisqu’on a une division par zéro. Ce modèle est également faux si on a
||u′1− u
′
2|| 6= ||u1− u2||, c’est à dire qu’il y a également eu un facteur d’échelle appliqué entre
les deux images. On pourrait vérifier ainsi un certain nombre de conditions nécessaires pour
que l’estimation soit pertinente. Cependant, la démarche du RANSAC permet d’ignorer ces
limites et évite d’avoir à construire une liste de vérifications. En effet, si le modèle est calculé
à partir d’une paire de points invalides, alors le nombre de points cohérents sera plus faible que
si on utilise une paire de points valides. Il n’est donc pas nécessaire de prendre un modèle plus
complexe. Par exemple, ces problèmes pourraient être évités en prenant des triplets de points et
donc obtenir les angles sans ambiguïté ou hypothèse supplémentaire. En contrepartie le nombre
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d’itérations et le temps de calcul du modèle sont plus grands, si bien qu’il n’est pas avantageux
d’utiliser cette technique.
On note E l’ensemble des paires de points appariés. On noteMmax le meilleur modèle calculé
par le RANSAC, etM le modèle calculé à chaque itération. On note P et Pmax l’ensemble des
paires de points cohérents avec M et Mmax respectivement. On note Npoints le nombre total de
paires de points. On note n l’indice de l’itération courante du RANSAC. L’Algorithme 1 résume
le principe de l’application de la méthode RANSAC.
Algorithme 1 Estimation de l’orientation de la requête
Paramètres : c taux de points cohérents initial, p probabilité de sélection de points cohérents
Entrée : E l’ensemble de paires de points appariés.
Sortie : (ωx,ωy,ωz) rotations de la requête, c score (taux de points cohérents), Pmax ensemble
des points cohérents
On note P l’ensemble des paires cohérentes pour le modèle courant.
while n< N(c, p) do
Calculer le modèle M sur deux paires de points appariés.
Calculer P paires de points cohérents.
if |P|> |Pmax| then







Raffiner Mmax à partir d’un calcul sur Pmax, par exemple avec une minimisation au moindre
carrés.
On obtient donc un modèle final qui contient une estimation des orientations relatives sur les
trois axes, ainsi qu’une classification des points cohérents ou non.
La Figure 3.8(a) montre un exemple de résultat de RANSAC sur un appariement dans un
cas de rotation pure. Les paires de points appariés cohérentes sont dessinées en vert, tandis que
les incohérentes sont indiquées en rouge. On voit que les paires cohérentes correspondent bien
à une déviation globale cohérente, ici une rotation autour de l’axe Z. Les paires incohérentes
correspondent ici à de faux appariements, sur des points probablement ambigus en termes de
descripteurs.
La Figure 3.8(b) montre un exemple de résultat du RANSAC sur un cas où les hypothèses
de départ sont moins vérifiées : le robot a avancé entre les deux prises d’images. Les points
qui ne sont pas situés à l’infini ont donc un mouvement qui est dû au changement d’échelle et
non purement à la rotation (ce qui brise l’hypothèse ||z′1− z
′
2||= ||z1− z2||). Ces points sont mis
en valeur sur la figure par des ellipses bleues : ils sont situés sur un meuble qui est relativement
près du robot (environ 1m). Ils sont considérés comme incohérents par rapport au modèle, même
s’ils sont bien appariés, ce qui est le comportement attendu. Au contraire, les points qui ont un
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(a) Sur une rotation pure (b) Avec des hypothèses partiellement fausses
FIGURE 3.8 – Exemples de résultats de RANSAC
Plateforme utilisée : Webots 3.8(a), Pepper 3.8(b)
comportement plus proche de points à l’infini sont cohérents, à savoir ceux qui sont situés sur
l’étagère au fond.
On utilisera dans la suite le taux de paires cohérentes comme une mesure de la qualité de
l’appariement. Cette qualité est donc sans unité. La qualité maximale est de 1 (tous les points
sont cohérents), et la qualité minimale est 0.
3.2.1.3 Estimation de l’orientation absolue
Le paragraphe 3.2.1.2 permet de calculer l’orientation relative entre deux images qui se
recoupent partiellement. Pour obtenir une information d’orientation absolue, il faut donc d’abord
extraire une image de référence pertinente et calculer ensuite l’orientation de l’image de requête
par rapport à celle-ci.
On suppose dans un premier temps qu’on a une unique image de requête. La présence
d’images multiples sert uniquement à rendre l’estimation plus robuste, comme décrit à la fin
de cette section.
Une première approche naïve consisterait à effectuer le calcul de l’orientation entre l’image
de requête et toutes les images de référence, et de sélectionner l’image pour laquelle le score de
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points cohérents est le plus élevé. Cependant, cette méthode implique de faire des calculs sur
des images non pertinentes de façon systématique, ce qui augmente à la fois le temps de calcul
et les erreurs potentielles.
Pour remédier à ce problème, on adoptera ici une approche plus efficace et moins systéma-
tique. Cette approche repose sur la constatation suivante : puisque les images de référence se
recoupent entre elles, si on compare l’image de requête à l’image de référence la plus proche,
alors on doit observer un maximum local du nombre de points appariés sur cette image. Le
nombre de points appariés sur les images situées de chaque côté de la référence idéale doit en
effet être légèrement inférieur, mais toujours significatif, car les images se superposent légère-
ment avec leurs voisines.
Une condition nécessaire pour que cette hypothèse soit valide est qu’elle le soit en interne
pour le panorama de référence. Pour vérifier cela, on peut calculer une matrice qui effectue des
appariements deux à deux entre toutes les images de référence (cette matrice est symétrique).
Idéalement, la matrice doit être nulle partout sauf sur la diagonale (où on compare les images
avec elles mêmes) et sur les diagonales inférieures et supérieures (où on compare les images à
leurs voisines directes). Il est donc nécessaire de vérifier que ces conditions sont vraies avant
d’enregistrer un nœud, en tolérant éventuellement quelques points en dehors des diagonales si
leur nombre reste négligeable (moins de 5 points par exemple).
En pratique, cette condition est très largement vérifiée. La Figure 3.9 montre un exemple
d’une telle matrice calculée sur un panorama typique. Les indices des images sont indiqués en
haut et à gauche de l’image, et le nombre de points d’intérêt appariés est indiqué dans chaque
case. Les valeurs maximales de points appariés sont indiqués en rouge, et les valeurs minimales
en bleu. On voit bien que chaque image est distinguée des autres, tout en ayant quelques points
communs avec l’image précédente et l’image suivante. On peut utiliser cette matrice pour diag-
nostiquer un cas d’ambiguïté en détectant une valeur trop importante en dehors de la diagonale,
ou bien une image qui serait trop pauvre en points d’intérêt en comparaison avec les autres.
On supposera donc par la suite que le panorama satisfait l’hypothèse de non ambiguïté, avec
un comportement proche de celui décrit dans la matrice présentée. Par exemple, un critère peut
être : pas plus de 10 points appariés en dehors de la diagonale, et au moins 30 points sur la
diagonale. La Figure 3.9 montre notamment qu’il y a une ambiguïté potentielle entre les trois
premières images.
Le principe de la méthode consiste donc à sélectionner une image candidate parmi les images
de référence qui est la plus proche possible de l’image de requête avant de calculer l’orientation
relative. On note Ik l’image de référence d’indice k dans le panorama, et Nk le nombre de points
appariés entre Ik et l’image de requête I. On note k l’indice courant de l’image de référence
candidate. Les indices sont supposés être ramenés entre 0 et P−1, où P est le nombre d’images
dans le panorama. L’Algorithme 2 décrit cette recherche : elle consiste à d’abord rechercher un
maximum local d’appariements, puis à effectuer le calcul de l’orientation avec l’image corres-
pondante. Pour cela, on part d’une hypothèse préalable, et on cherche une image contenant un
taux minimum de points d’intérêt. Cette recherche se fait à partir de l’hypothèse, en s’éloignant
progressivement de l’image de départ à gauche et à droite. Une fois une telle image trouvée, on
recherche le maximum local le plus proche en vérifiant les images voisines. Toutes les recherches
s’effectuent au maximum sur la totalité des images, en évitant de faire plusieurs tours.
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FIGURE 3.9 – Exemple de matrice de confusion d’un panorama (bleu : pas de points d’intérêt
appariés, rouge : nombre maximal de points d’intérêt appariés)
On voit que cette méthode, sous une hypothèse simplificatrice, permet une recherche plus
efficace que l’approche naïve. En effet, le calcul de l’orientation proprement dite n’est fait qu’une
seule fois, après la sélection d’une image candidate appropriée. De plus, la recherche s’arrête
dès qu’un maximum local de points appariés est détecté, ce qui évite de faire une recherche
complète. Plus l’hypothèse de départ est proche, plus la recherche sera rapide. Cette recherche
est aussi rapide que la recherche naïve dans le pire des cas (le cas où l’hypothèse de départ
est diamétralement opposée à la position réelle de la meilleure image). En revanche, on prend
le risque de sélectionner une fausse image candidate. Expérimentalement, on a montré que ces
cas étaient en réalité très rares (voir section 4.2.1). Si on sélectionne une mauvaise image de
référence, alors le calcul échoue ou donne une estimation fausse.
Les cas d’échec possibles proviennent de la présence d’un autre maximum local ou d’un
trop faible nombre de points appariés. On a vu que le premier cas pouvait être limité par l’étude
de la matrice de confusion du panorama. La section 4.2.1 montre notamment que le cas des
maximums locaux ambigus se produit très peu en pratique. Le second dépend du seuil fixé pour
accepter une image candidate, qui doit être réglé pour que le résultat du calcul de l’orientation
soit significatif. On peut également considérer le taux de points aberrants en sortie de RANSAC
comme un indicateur supplémentaire de qualité de l’appariement.
Pour renforcer la qualité de l’estimation, notamment pour compenser d’éventuelles erreurs
de l’algorithme précédent, il est possible de prendre plusieurs images de requête. Dans ce cas, on
utilise l’algorithme précédent pour chacune des images de requête, puis on cherche à combiner
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Algorithme 2 Calcul de l’orientation de la requête par rapport à un nœud
Paramètres : n nombre minimal de paires appariées.
Entrée : I requête, I0, ..., IP images de référence. k0 hypothèse de départ pour l’indice de la
meilleure image.
Sortie : Ik meilleur appariement, (ωx,ωy,ωz) rotations correspondantes.
Initialiser kg = k0 et kd = k0+1 (mod p) indices de recherche (gauche et droite).
Rechercher une image qui contient au moins n paires appariées.
while N(kg)< n ou N(kd)< n et kg 6≡ kd (mod P) do
kg ← kg−1 (mod P) (décalage vers la gauche)
kd ← kd +1 (mod P) (décalage vers la droite)
end while
if kd ≡ kg (mod P) then
Tour complet réalisé sans trouver assez de points.
return Échec : pas assez d’appariements
end if
Soit ki tel que N(ki)> n.
Soit k l’indice potentiel de la meilleur image. On initialise k = ki.
On modifie k pour que Nk−1 (mod P) < Nk :
while Nk−1 (mod P) > Nk et k 6≡ ki (mod P) do
k← k−1 (mod P) (décalage vers la gauche).
end while
On modifie k pour que Nk+1 (mod P) < Nk :
while Nk+1 (mod P) > Nk et k 6≡ ki (mod P) do
k← k+1 (mod P) (décalage vers la droite).
end while
if k ≡ ki (mod P) then
On a fait un tour complet sans trouver de maximum local.
return Échec : pas de maximum local.
end if
k est l’indice d’une image qui présente un maximum local de paires appariées.
Calculer l’orientation entre Ik et I à l’aide de l’Algorithme 1
les estimations. On commence par éliminer les éventuelles mesures aberrantes, en éliminant
celles qui sont trop éloignées des autres. On calcule ensuite la moyenne des valeurs restantes,
pondérée par le taux de points cohérents.
On obtient donc une mesure de l’angle courant de la base du robot par rapport à un nœud.
Cette méthode peut être calculée en temps réel (voir la section 4.2.1 pour davantage de détails).
3.2.1.4 Précision et limites de l’approche
La précision de l’estimation du cap de robot dépend de plusieurs paramètres. Certains sont
inhérents à la plateforme, d’autres dépendent des hypothèses simplificatrices.
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La résolution angulaire de l’image est un premier facteur crucial. En effet, la précision mini-
male du déplacement relatif d’une image à l’autre correspond à l’ouverture angulaire d’un pixel.
Par exemple, pour une résolution VGA sur NAO, un pixel correspond à une précision 0,095°, et
pour une résolution QQVGA à 0,76°. On ne peut donc pas espérer une précision meilleure. On
remarque tout de même que même pour la résolution la plus basse, la précision est largement
meilleure que celle fournie par l’odométrie.
Une autre source d’imprécision est la position des points d’intérêt. Il est notamment difficile
de situer un point d’intérêt avec précision dans une image floue. Même si le point d’intérêt est
retrouvé dans l’image de requête et apparié, il se peut que sa position ait changé. Ces impréci-
sions sont difficiles à estimer a priori, et le RANSAC tente de s’y accommoder en trouvant les
meilleurs compromis sur des données bruitées.
Comme précisé dans la paragraphe 3.2.1.3, le calcul de l’orientation absolue repose sur une
hypothèse simplificatrice pour accélérer la recherche de la meilleure image pour l’orientation.
En cas de mauvais appariement, on peut obtenir une valeur aberrante. Une solution pour mini-
miser les occurrences de ce cas consiste à prendre plusieurs images pour s’assurer qu’elles sont
cohérentes entre elles.
La source principale d’imprécision vient du calcul de l’orientation elle même. En effet,
lorsque le robot se décale par rapport à sa position initiale, les hypothèses ne tiennent plus
que si les points sont à l’infini. Or cette hypothèse n’est pas garantie dans un environnement de
taille réduite. Les hypothèses de calcul sont donc de moins en moins vraies, ce qui fait que l’er-
reur entre le cap réel du robot et le cap calculé s’agrandit. En pratique, dans un environnement
de bureaux, on obtient une précision satisfaisante dans un cercle de 2 mètres de rayon. Cepen-
dant, le principe du RANSAC permet d’éviter d’avoir des valeurs aberrantes, puisqu’il se base
uniquement sur des points qui restent cohérents avec le modèle.
3.2.2 Approche globale plus précise : la corrélation
On a vu dans la section 3.2.1 qu’il est possible d’obtenir une estimation rapide du cap du
robot dans un nœud, avec une méthode parcimonieuse, dont la précision se dégrade avec la
distance. Il est donc nécessaire de trouver une méthode complémentaire qui compense ces in-
convénients.
Beaucoup d’approches de localisations sont basées sur des méthodes de points d’intérêt par-
cimonieuses, même celles qui tentent de capturer une information globale comme par exemple
(Chapoulie et al., 2011). (Courbon et al., 2008) utilise toutefois une mesure dense autour de
descripteurs locaux parcimonieux.
Une approche dense et globale a plusieurs avantages. Cela permet notamment d’être robuste
au flou, puisque les imprécisions sur un pixel en particulier sont compensées par la cohérence
globale de la zone. Une approche globale se prête aussi particulièrement bien à de basses ré-
solutions, voire en bénéficie, puisque des basses résolutions capturent uniquement la structure
globale de l’image.
Parmi les inconvénients possible d’une approche dense, on pourrait citer le coût supplémen-
taire en calcul, la complexité dépendant des aires considérées. Cependant, on peut se permettre
de baisser la résolution de l’image, mais aussi de restreindre la zone de recherche grâce à l’orien-
tation calculée par la boussole par exemple (voir section 3.2.4).
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Le principe de la méthode consiste à trouver la zone de l’image de requête la plus corrélée
à une zone de l’image de référence. Pour cela, on utilise la mesure de Zero Normalized Cross-
Correlation (ZNCC). L’idée est d’utiliser une partie de l’image de référence comme modèle (qui
sera par la suite notée T pour template), et de calculer la corrélation pour chaque position d’une
fenêtre glissante sur l’image de requête de la taille du modèle. On construit ainsi une matrice
qui regroupe les différentes valeurs de corrélation pour chaque position de la fenêtre glissante.
Notons qu’on considère ici la valeur en niveau de gris de l’image, mais qu’il serait possible de
considérer les trois canaux de couleur RVB séparément.
3.2.2.1 Définition de la ZNCC
La mesure de ZNCC est définie comme suit. Pour une image ou une matrice M, on note
M(x,y) la valeur stockée à la position (x,y). On note wM la largeur de la matrice et hM sa
hauteur. On note I l’image de requête et T la partie de l’image de référence utilisée comme
modèle. On note C la matrice qui contient les valeurs de ZNCC pour chaque position (x,y)
admissible. On suppose wI > wT et hI > hT (ce qui est nécessaire pour que le principe de la
fenêtre glissante ait du sens). Pour simplifier les notations, on considère que les indices des
sommes sont toujours compris entre 0 et hT et entre 0 et wT respectivement. Alors on définit la























I(i+ k, i+ l)
(3.1)
Cette mesure est donc similaire sur le principe à la corrélation classique (Équation 3.2), à
ceci près qu’on retranche en chaque point la valeur moyenne de l’image sur une fenêtre de la
taille du modèle. On doit notamment tenir compte de la taille du modèle par rapport à celle
l’image de requête pour pouvoir considérer les valeurs sur un bon voisinage : cela implique
donc de retirer une partie de l’image de requête, trop proche du bord. La Figure 3.10 illustre le
principe de la fenêtre glissante, en mettant en valeur la zone dans laquelle on ne peut pas calculer
la corrélation à cause de la taille du modèle.
Les valeurs obtenues sont normalisées, comme le nom de la mesure l’indique : on obtient
des valeurs comprises entre -1 et 1. Ce calcul s’interprète de la manière suivante : on fait glisser
sur l’image de requête une fenêtre de la taille du modèle de référence. Pour chaque position, on
calcule la corrélation entre la région de la requête définie par la fenêtre et le modèle.
Pour rappel, la formulation la plus classique de la corrélation est le produit de convolution,
formulé comme suit :
Cconvol.(x,y) = ∑
i, j
T (i, j)I(x+ i,y+ j) (3.2)
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TFIGURE 3.10 – Fenêtre glissante et zone sans corrélation (hachurée rouge)












La ZNCC a plusieurs avantages par rapport à ces mesures. Par rapport à l’Équation 3.2, la
normalisation permet tout d’abord de comparer les valeurs de corrélation de façon pertinente, au
sein de la même image ou entre plusieurs images. De même, il est plus facile de définir un seuil
absolu de corrélation et de l’interpréter avec des valeurs absolues. La mesure de l’Équation 3.3
est normalisée (avec des valeurs comprises entre 0 et 1), mais sa formulation implique un biais
pour les valeurs de pixels élevés. Par exemple, une zone entièrement blanche (et donc avec une
valeur de pixel élevée) va induire des scores de corrélation élevés par rapport à une zone grise
par exemple. La ZNCC au contraire évite ce problème en considérant l’écart à la moyenne, ce
qui élimine l’influence de telles zones monochromes.
3.2.2.2 Recherche du maximum de corrélation
Le but est ici de positionner l’image de requête dans l’image de référence. Pour cela, on
recherche le maximum de corrélation entre un modèle tiré de la référence et la requête.
Le modèle de référence correspond à une zone angulaire donnée extraite du nœud de réfé-
rence. Comme cette zone n’est pas a priori située à l’intérieur d’une seule image caméra, on
reconstruit cette zone en combinant les images à partir de leur positionnement dans le nœud.
Étant donné que le modèle doit être plus petit que l’image de requête, et pour éviter des effets
de bord, le modèle ne doit pas prendre la totalité du champ de vision horizontal ou vertical. Plus
le modèle est grand, plus on est robuste à des bruits ou des changements locaux, mais plus il
est difficile de trouver la totalité du modèle dans l’image de requête. De plus, la complexité du
calcul est proportionnelle à l’aire du modèle. La taille du modèle doit donc être adaptée pour
obtenir un compromis entre robustesse et temps de calcul.
Une fois la ZNCC calculée, on obtient une matrice qui contient les valeurs de corrélation, de
taille (hI−hT ,wI−wT ), normalisées. On représentera par la suite ces matrices de corrélation par
une image en fausses couleurs, où le rouge représente le maximum de corrélation et le bleu le
minimum. On peut alors déduire de la position du maximum la position de la meilleure fenêtre :
si on note (xmax,ymax) la position du maximum dans C, alors la position du coin supérieur droit
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de la meilleure position dans l’image est (xmax+wT/2,ymax+ hT/2). Il est ensuite possible de
convertir la position relative en pixels en une position absolue (voir paragraphe 3.1.2.1).
FIGURE 3.11 – Exemple d’auto-corrélation (modèle et maximum de corrélation en rouge)
Plateforme utilisée : NAO
La Figure 3.11 montre un exemple d’auto corrélation d’image. Le modèle est entouré en
rouge, et la matrice de ZNCC est représentée en dessous. Le maximum de corrélation est marqué
par un point blanc, sur un pic ici bien défini. La Figure 3.12 montre la corrélation entre une image
de référence et une autre prise après s’être déplacé légèrement dans sa direction. Ces images
correspondent à la concaténation d’images successives prises pendant l’acquisition d’un nœud.
On voit que la position du maximum de corrélation et donc de la meilleure fenêtre correspond
bien à la position effective du modèle dans l’image de requête, malgré quelques différences dans
l’image.
Pour éviter des faux positifs ou des positionnements de mauvaise qualité, on rajoute quelques
critères à cette recherche de maximum. Le but est d’éviter des faux positifs, notamment parce
qu’il n’y a pas de garantie que le modèle de référence se retrouve dans l’image de requête. Le
critère le plus simple est de rajouter un seuil minimal de corrélation, facilité ici par le fait que la
FIGURE 3.12 – Exemple de corrélation : image de référence (en haut), de requête (au milieu) et
matrice de corrélation (en bas)
Plateforme utilisée : Pepper
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ZNCC est normalisée, mais il est nécessaire d’en rajouter d’autres pour plus de robustesse.
Pour filtrer les faux positifs, on ne considère comme valides que les matrices de corrélation
qui présentent un seul pic de corrélation distinct. Cela implique de rejeter les images qui pos-
sèdent une structure périodique, mais en pratique cela ne représente pas une contrainte. La zone
angulaire considérée est large, si bien qu’il est difficile dans un environnement normal de trouver
une telle redondance. En revanche, cette méthode permet d’éliminer des cas de fausses détec-
tions, où on voit des pics multiples de faible intensité. On voit par exemple sur la Figure 3.13
plusieurs zones disjointes où la corrélation est forte. La détection de pics multiples peut se faire
par exemple à l’aide d’un seuillage de l’image et d’une détection de "blobs" : la partie inférieure
de l’image montre le résultat d’un tel seuillage, qui met bien en évidence la présence de deux
pics distincts.
FIGURE 3.13 – Exemple de matrice de corrélation invalide (en haut) et du seuillage
correspondant
On peut également rajouter un critère sur l’aspect du pic de corrélation. Dans un cas parfait,
le pic doit être bien marqué, mais si l’image est ambiguë ou que la corrélation est de mauvaise
qualité, le maximum de corrélation sera plus diffus. C’est le cas par exemple dans la Figure 3.13 :
on voit que le pic de gauche est particulièrement large (à comparer notamment à l’aspect de la
matrice de la Figure 3.12). Ici aussi, on pourrait éliminer des cas valides si l’environnement est
ambigu ou périodique, mais cela permet de rejeter des cas de mauvaise corrélation.
Ces critères sont construits pour éliminer les cas qui sont des sources d’imprécisions poten-
tielles. Cela permet d’augmenter la précision de la méthode, mais implique de baisser le taux de
rappel, c’est-à-dire le taux de corrélation effectivement détectée dans une image de requête qui
contient bien le modèle.
Prise telle quelle, cette méthode permet d’être précis tout en étant robuste au flou ou à des
changements d’environnement légers. Cependant, on ne couvre pas ici une des sources d’impré-
cision de la boussole visuelle décrite en section 3.2.1 : l’éloignement du robot par rapport à la
position du nœud de référence. En effet, s’éloigner du robot implique des changements d’échelle,
auxquels la ZNCC n’est pas robuste directement. Pour cette raison, une adaptation multi-échelle
a été réalisée : on détecte et on sélectionne la meilleure échelle possible entre l’image de ré-
férence et l’image de requête, et on calcule la corrélation sur cette échelle. Les détails de la
méthode sont décrits dans la section 3.3.2, puisque la robustesse aux changements d’échelle est
particulièrement utile dans le cas de la navigation.
On obtient donc au final la position de la zone de l’image de requête la plus corrélée à l’image
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de référence. On peut donc facilement se ramener à la position relative de l’image de requête
par rapport à l’image de référence. On obtient également un facteur d’échelle entre l’image de
référence et l’image de requête qui permet de quantifier l’éloignement relatif par rapport au
nœud de référence. On a donc une information à la fois plus précise et plus complète que le
résultat de la boussole visuelle.
3.2.3 Raffinement du positionnement : les données 3D
Comme expliqué dans la partie 1.2, il est parfois possible d’avoir un capteur 3D embarqué
sur le robot. Dans ce cas, il est possible d’envisager d’avoir un positionnement métrique du robot
par rapport au nœud de référence, en suivant donc un formalisme topométrique hybride. Cette
section décrit la méthode employée, et les adaptations dues aux bruits du signal et à la présence
éventuelle d’obstructions et de changements.
On utilise la même approche que pour l’acquisition des images de la caméra classique : on
enregistre une série d’images de profondeur (qu’on peut ensuite ramener à un nuage de points)
qui sont positionnées par rapport à la position initiale lors de la prise du nœud. On suppose que
pendant une localisation, on a acquis plusieurs images sur un champ de vision élargi (au moins
180°). Pour des raison de temps de calcul, on réduit ici le nuage de points construit pendant
l’acquisition du nœud à un profil en deux dimensions. Pour cela, on sélectionne les points sur
une coupe horizontale à hauteur des yeux du robot. On sous échantillonne également le signal
pour réduire le nombre de points. Dans la suite, on désignera les points ainsi obtenus par le terme
profil.
3.2.3.1 Description de l’ICP
La méthode par Iterative Closest Points (ICP) est une méthode communément utilisée pour
l’alignement de nuages de points (Chen andMedioni, 1992). Elle consiste à aligner itérativement
chaque point d’un nuage sur son plus proche voisin, en calculant une transformation optimale
pour tenter d’aligner le nuage. Cette méthode est très communément employée, et possède no-
tamment des variantes à la fois pour des nuages de points à deux et trois dimensions.





et θ l’angle de rotation la transformation candidate. On note Pre f le
profil de référence et P(T,θ) le profil de requête auquel on a appliqué la transformation (T,θ).
On note D(P,Pre f ) la distance entre un profil P et le profil de référence Pre f . L’Algorithme 3
décrit la méthode employée.
On voit qu’on a besoin de deux outils : une mesure de distance entre deux profils donnés, et
une méthode pour trouver un alignement itératif entre deux profils.
Pour donner une mesure de distance entre deux profils, on utilise une méthode efficace basée
sur la transformée de distances du profil de référence. La transformée de distance d’un contour
donné consiste à stocker pour chaque point d’une image la distance minimale au contour. Cette
image se construit facilement pour la distance euclidienne à l’aide de méthode de morphologie
mathématique. La Figure 3.14 montre un exemple de transformée de distances sur un profil d’un
nœud.
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Algorithme 3 ICP pour le recalage de deux profils
Paramètres : s distance minimale pour la convergence, δ changement minimal entre deux
étapes.
Entrée : T0,θ0 hypothèses préalables de translation et rotation, P profil de requête et Pre f profil
de référence.
Sortie : T,θ translation et rotation entre P et Pre f .
Initialiser T0 et θ0.
Initialiser ∆D=+∞.
while D(P(T,θ),Pre f )> s ou ∆D> δ do
Apparier chacun des points de P(T,θ) avec leur plus proche voisin dans P
Calculer ∆T , ∆θ pour aligner les points de P(T +∆T,Rθ+∆θ ) avec Pre f
∆D← D(P(T +∆T,θ +∆θ))−D(P(T,θ))
T ← T +∆T et θ ← θ +∆θ
end while
FIGURE 3.14 – Exemple de transformée de distance pour un profil donné (blanc : distance
maximale, noir distance minimale, rouge profil de référence)
Plateforme utilisée : Pepper
Pour connaître la distance d’un point au profil, il suffit donc d’accéder au pixel correspondant
dans l’image de la transformée. Celle-ci est construite une fois pour toutes après l’acquisition du
nœud. Une fois cette distance calculée, on peut l’utiliser pour calculer une mesure classique dans
le cas d’alignements de profils : la distance de Chamfer. Celle-ci est définie par l’Équation 3.4.





un point quelconque du profil P, et pi un point du profil Pre f (repérés par
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leur coordonnées planaires).






Pour connaître les plus proches voisins de chaque point, on utilise une recherche dans un
index qui stocke les positions des points du profil de référence sous la forme d’un Kd-Tree
(Bentley, 1975), pour une recherche plus efficace.
À partir de cet appariement, on doit trouver la rotation d’angle θ et la meilleure translation.












On pose µ(R,T ) et µre f les barycentres de P(R,T ) et de Pre f respectivement. On définit
l’ensemble des points appariés S = {(p,pi)|p ∈ P,pi ∈ Pre f ,appariés} On cherche à minimiser
l’erreur suivante :
E(R,T ) = ∑
(p,pi)∈S
||pi−Rp−T ||2 (3.5)
qui correspond à la somme des distances entre les points de référence et leur équivalents appariés
dans le profil transformé par R et T .
On peut montrer que la solution optimale provient de la décomposition en valeurs singulières
(SVD) de la matriceC= ∑
(p,pi)∈S
(pi−µre f )(p−µ)
T . La décomposition en valeurs singulières est
définie comme suit :
C =UΣV T





On peut montrer que la solution optimale est alors :{
R=UV T
T = µre f −Rµ
Dans le cas parfait où les deux profils se correspondent exactement et où tous les points
sont appariés, une seule étape suffirait. En pratique, les profils sont différents, en raison du bruit
et de changements dans l’environnement. Il n’est pas garanti que l’appariement avec les points
les plus proches soit pertinent. Pour cette raison, plusieurs itérations sont souvent nécessaires
pour atteindre un alignement satisfaisant. La décomposition en valeurs singulières est obtenue
en utilisant la bibliothèque d’algèbre linéaire Eigen.
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L’ICP est sensible aux minima locaux. En pratique, si on ne fournit pas une hypothèse de dé-
part raisonnable, la convergence se fait sur une valeur non pertinente, notamment en rotation. Or
il n’est pas toujours possible d’avoir une hypothèse sur la position, en particulier dans le cas du
robot capturé. Pour traiter ce cas, on cherche à construire une première hypothèse grossière mais
rapide, à l’aide de la forme du profil. Pour cela, on utilise le descripteur Shape Context (Belongie
et al., 2000). Celui-ci cherche à caractériser la forme d’un profil en subdivisant l’espace autour
d’un point donné selon l’orientation (voir Figure 3.15). On représente ensuite cette subdivision
par un histogramme, qui recense les points du profil situés dans chaque tranche d’angle. Le des-
cripteur est rendu invariant par rotation en fixant l’origine de l’angle sur la tranche d’angle qui
contient le plus de points. On normalise également l’histogramme.
FIGURE 3.15 – Exemple de calcul du descripteur Shape Context
Source : en.wikipedia.org
On calcule les descripteurs sur un sous-échantillonage arbitraire du profil, mais en ne rete-
nant que les plus significatifs : on privilégie ceux qui correspondent à une discontinuité dans le
profil (par exemple un coin), c’est-à-dire qui ont plus d’une direction notable.
On apparie ensuite les descripteurs en utilisant une mesure de distance entre deux histo-
grammes, et en faisant une recherche de plus proche voisin. On peut utiliser par exemple une
mesure de corrélation entre les histogrammes, ou toute autre mesure adaptée. Une fois ces ap-
pariements obtenus, on estime une transformation à l’aide d’un RANSAC qui calcule la trans-
formation de façon analogue à la paragraphe 3.2.1.2. Cette transformation est en général très
approximative et rajoute un temps de calcul non négligeable, mais permet d’améliorer nette-
ment la convergence par rapport à une approche sans hypothèse préalable.
Pour calculer la position de l’ICP, on procède donc de la façon suivante. Si on a une hypo-
thèse préalable, alors on calcule le déplacement avec la méthode de l’ICP. Si jamais la conver-
gence de cette méthode n’est pas satisfaisante ou s’il n’existe pas d’hypothèse préalable, alors on
calcule l’hypothèse approximative à l’aide des descripteurs Shape Context, et on recommence
le calcul de l’ICP avec cette hypothèse. Le calcul échoue donc si les deux approches n’ont pas
donné une qualité de convergence satisfaisante. Celle-ci peut être quantifiée grâce à la mesure
de la distance finale entre le profil de référence et le profil aligné.
67
3.2.3.2 Compensation du bruit et des déformations
En pratique, les profils sont significativement différents entre la requête et la référence. Ces
différences proviennent de plusieurs facteurs : les plus importants sont l’environnement dyna-











FIGURE 3.16 – Déformation du signal sur un profil pris par la caméra 3D sans lentilles ou avec
lentilles
Plateforme utilisée : Pepper
La principale source de bruit provient des lentilles montées sur les yeux de Pepper. Ces len-
tilles sont contraintes en forme par des considérations esthétiques (forme arrondie obligatoire
dans le design), et en matériau et qualité pour des raisons de coût. Une procédure a été engagée
pour tenter à la fois d’améliorer les lentilles et d’investiguer des possibilités de calibration lo-
gicielle., mais il n’est pas envisageable de retirer les lentilles ou de les modifier à court terme.
Pour cette raison, on utilise le signal sans davantage de traitements.
La Figure 3.16 montre un exemple de profil acquis face à un coin de murs (en haut à droite)
d’une part, un rideau à gauche et un poteau en bas. La partie supérieure correspond au profil
acquis par le robot en l’absence de lentilles, et la partie inférieure avec des lentilles utilisées
actuellement sur le robot. On voit que le bruit introduit est très important, de l’ordre de 50cm
d’amplitude pour le mur situé à 2m du robot et de 1m sur le rideau situé à un peu plus de 3m du
robot. Les déformations s’accentuent avec la distance, en particulier lorsque la distance dépasse
les 2 ou 3 mètres. Ces déformations sont particulièrement gênantes pour l’ICP, puisqu’elles
modifient l’aspect du profil fonction de la distance.
Pour compenser les effets de ces différences, on considère seulement les appariements de
points qui sont au delà d’une distance minimale. Cela limite la portée de l’appariement, mais
permet de filtrer rapidement certains points aberrants et de ne pas tenir compte de ceux qui
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auraient disparu ou changé d’un profil à l’autre. Ce filtrage améliore les performances de l’ICP
en évitant de considérer des points aberrants.
De même, pour l’évaluation de la distance globale entre le profil aligné et le profil de réfé-
rence, on ignore les points qui sont situés à une distance trop grande du profil, tout en surveillant
le taux de points ainsi rejetés pour éviter de privilégier des profils très éloignés. Cela permet
par exemple de ne pas pénaliser un alignement correct où la différence provient d’un nouvel
obstacle rajouté à la référence. Par exemple, on voit sur la Figure 3.17 qu’une partie du profil est
masqué par un obstacle, en l’occurrence une personne venue se placer devant le robot. Le profil
de référence est indiqué en rouge : on y distingue notamment deux murs entiers et un pilier. Le
profil courant aligné en indiqué en vert. On peut y voir trois obstacles qui n’existaient pas dans
le profil de départ (en l’occurrence, des personnes placées autour du robot). On voit également
qu’une partie du champ de vision est masquée par ces obstacles (une partie du mur à droite de
l’obstacle). Malgré ces différences, le profil est aligné correctement et on lui associe un score
relativement élevé.
FIGURE 3.17 – Exemple d’alignement réussi (profil vert) en présence d’un obstacle
supplémentaire sur le profil de requête (en rouge)
Plateforme utilisée : Pepper
3.2.4 Renforcement par la structure en cascade
3.2.4.1 Description et justification de la structure
On a vu dans les sections précédentes qu’il existe des méthodes qui fournissent des infor-
mations de localisation partielles. Cependant ces méthodes sont progressivement de plus en plus
lourdes à mettre en place, mais elles ont une meilleure précision et une complexité plus faible si
elles disposent d’une hypothèse indicative préalable. Il est donc naturel d’utiliser ces méthodes
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de façon hiérarchique, c’est-à-dire que les différents algorithmes utilisent les résultats des pré-
cédents pour renforcer leurs résultats et diminuer leur complexité.
FIGURE 3.18 – Représentation schématique de la structure en cascade de la localisation (flèche
rouge : échec, verte : succès)
La Figure 3.18 représente cette structure en cascade. On y voit qu’on enchaîne chaque source
de localisation (rectangle bleu) avec un test (losange associé). Si la source calcule une infor-
mation avec succès (flèche verte), l’information est passée aux sources suivantes et finalement
combinée avec les autres. En cas d’échec (flèche rouge), l’information est rejetée. Le principe
de cette cascade est que chaque source utilise les informations des sources précédentes si elles
sont disponibles, et dans le cas contraire calcule ses informations sans hypothèses préalable. En
cas de succès, l’information de la source est transférée aux sources suivantes. Les sources sont
arrangées par ordre de précision, et chaque source quantifie la précision du résultat donné.
La cascade est basée sur la mesure de l’odométrie. En effet, il s’agit de la méthode la plus
simple et la plus rapide, mais aussi de la moins précise. Sa précision se dégrade avec le temps, en
raison des glissements du robot. La localisation du robot est estimée en ajoutant le déplacement
relatif estimé par l’odométrie depuis la dernière localisation connue. On obtient alors l’informa-
tion de position en deux dimensions par rapport au nœud, (x,y,θ). Pour quantifier la fiabilité de
l’odométrie, on se base sur le déplacement cumulé depuis la dernière localisation, ce qui permet
de distinguer par exemple le cas où le robot est resté immobile de celui où le robot aurait ef-
fectué plusieurs tours sur lui même. On voit que dans le premier cas, l’information d’odométrie
est fiable, alors que dans le second l’erreur cumulée sur les tours induit des imprécisions. Le cas
du robot capturé, c’est-à-dire sans localisation préalable connue, est un cas d’échec. Un autre
cas d’échec est lorsque le robot a chuté, a été poussé ou soulevé depuis la dernière localisation.
Ces événements perturbent très fortement l’odométrie qui n’est en général plus pertinente après.
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Enfin, on peut rajouter un dernier cas d’échec basé sur un seuil appliqué au déplacement cumulé
depuis la dernière localisation.
Comme décrit dans la section 3.2.1, la boussole est une source de localisation rapide, plus
précise que l’odométrie. Si l’information de l’odométrie est disponible, on utilise l’angle estimé
θ comme hypothèse de départ pour la recherche de l’orientation (voir paragraphe 3.2.1.2 en
particulier l’algorithme de recherche Algorithme 2). Sinon, on utilise une position de départ
arbitraire pour la recherche. Si l’information de l’odométrie n’est pas complètement fausse,
alors la recherche sera accélérée et on aura moins de risque de faux positifs dans la recherche de
l’image. On obtient donc une information de position angulaire du robot par rapport au nœud,
θ . La précision de cette source peut être quantifiée à l’aide du taux de points cohérents. Si la
recherche de la meilleure image de référence échoue, ou bien si le taux ou le nombre de points
cohérents est trop faible, la source échoue.
La corrélation, comme décrit dans la section 3.2.2, est une source à la fois plus précise et plus
complète que la boussole, mais qui sans hypothèse préalable est à la fois plus lourde et possède
un rappel plus faible. Si une hypothèse préalable est disponible, alors on peut l’utiliser pour
restreindre le champ d’extraction de l’image de référence, et donc réduire la complexité de la
méthode. On a également de meilleures chances de retrouver le modèle de l’image de référence
dans l’image de requête si la zone est correctement circonscrite. Si possible, la corrélation utilise
l’information du compas comme hypothèse préalable, puis l’information d’odométrie sinon,
par ordre de précision décroissante. Si aucune hypothèse préalable n’est disponible, on utilise
l’ensemble des images. La précision de la corrélation peut être quantifiée à l’aide de la valeur de
la ZNCC, qui donne une mesure absolue. Si cette valeur de corrélation est trop faible, ou si le
maximum trouvé n’est pas valide, alors on est dans un cas d’échec.
Si les deux sources de localisation issues de la vision, la boussole et la corrélation, échouent
toutes les deux, alors on rejette la localisation. En effet, on considère que si l’information de
vision contenue dans la requête n’a pas de point commun avec l’information de référence, alors
les chances que l’information soit pertinente sont très faibles. Cela signifie que la référence n’est
pas visible depuis la requête.
Enfin, l’ICP (section 3.2.3) est placé en fin de cascade. L’hypothèse préalable est ici particu-
lièrement importante, puisqu’elle améliore fortement la convergence, en particulier pour l’orien-
tation. On a plusieurs cas de figure possible :
— la source d’odométrie est disponible. Dans ce cas, on construit une hypothèse (xh,yh,θh)
qui combine l’information de position de l’odométrie et l’information d’angle la plus
précise possible ;
— la source d’odométrie n’est pas disponible, mais au moins une des sources de vision
l’est. Dans ce cas, la position de départ est (0,0,θh) où θh est l’information d’angle la
plus précise possible. Cette hypothèse est a priori fausse en termes de position, mais
permet de donner un point de départ pertinent en termes d’orientation.
Plus l’hypothèse préalable est précise, meilleure sera la convergence et moins on risque d’avoir
à recourir à la méthode sans hypothèse du Shape Context. Les cas d’échec possibles viennent
d’un défaut de la convergence de l’ICP, ou bien d’une trop grande distance entre le profil estimé
et le profil de référence.
Cette structure permet donc de rendre les calculs à la fois plus robustes et plus rapides.
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L’utilisation des hypothèses est ici simple mais fournit des résultats significativement meilleurs
que si toutes les sources de localisation sont prises séparément.
3.2.4.2 Combinaison et renforcement des résultats
Comme décrit dans la section précédente, les différentes sources de localisation et d’infor-
mation donnent différents résultats, avec une incertitude associée. Il reste à les combiner pour
obtenir une estimation finale de la localisation. Pour cela, on utilise un modèle probabiliste très
simple. Notons qu’il serait possible d’utiliser un modèle plus complexe.
On assimile le résultat de chaque source de localisation à une Gaussienne sur trois dimen-
sions. On considère que les trois coordonnées (x,y,θ) sont indépendantes. Dans le cas d’une
source calculant (xs,ys,θs), on lui associe donc la loi de probabilité suivante :








où µxs ,µys ,µθs correspondent au résultat calculé par la source et σxs ,σys ,σθs correspondent
à la variance calculée à partir des incertitudes de chaque source. Si une coordonnée n’est pas
calculée par la source, alors on lui associe une loi de probabilité uniforme.
On considère également que toutes les sources sont indépendantes. Cela permet donc de















Pour estimer l’incertitude de la combinaison, on utilise la fonction de répartition. Celle-ci
est définie par :



















Il est également utile de considérer sa réciproque :
Q(p) = (x,y,θ) tel que F(x,y,θ) = p
La fonction de répartition et sa réciproque ne peuvent pas être exprimée de façon analytique.
On utilise donc une approximation en échantillonnant la loi de probabilité et en approchant la
fonction de répartition correspondante et sa réciproque sur un voisinage fixé. Les paramètres
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d’échantillonnage et la taille du voisinage sont choisis en fonction de la portée et de la précision
voulues.
On considère que le résultat de la combinaison (x f ,y f ,θ f ) correspond à l’antécédent du
maximum de la loi de probabilité. Pour estimer l’incertitude associée, on utilise la fonction de
répartition et sa réciproque, pour déterminer (xlim,ylim,θlim) tel que :
P(x f − xlim < X < x f + xlim,y f − ylim < Y < y f + ylim,θ f −θlim < Θ < θ f +θlim) = plim
où plim est une probabilité choisie a priori en paramètre.
Il est important de noter que les hypothèses sont très simplificatrices. En particulier, l’indé-
pendance des coordonnées entre elles pour une même source est fausse, par exemple dans le cas
de l’odométrie : si le robot tourne sur place, cela induit également un léger bruit sur sa position.
Ces effets sont ici négligés pour plusieurs raisons. Il est difficile d’estimer un modèle fiable,
car il dépend fortement des sols sur lequel le robot circule : il ne suffit donc pas d’identifier
les paramètres du robot. De plus, on considère que l’échelle de temps entre deux localisations
est suffisamment faible pour pouvoir négliger ces effets, ce qui est vrai en pratique. De même,
l’hypothèse d’indépendance des sources peut être discutable, surtout dans le cas de la structure
en cascade. Cependant, les différentes sources utilisent les informations précédentes uniquement
comme une hypothèse, et sont en particulier robustes à une fausse hypothèse, si bien qu’il n’est
pas déraisonnable de les considérer comme indépendantes. Dans le cas où il serait possible de
modéliser ces dépendances, le modèle est suffisamment générique pour permettre ces améliora-
tions.
Notons au passage le cas particulier de l’angle. Pour calculer les lois de probabilité sans avoir
de problème de modulo, on arrange les angles calculés par les différentes sources de manière à ce
qu’ils soient tous le plus proche possible. L’Algorithme 4 décrit cet arrangement. On considère
que l’écart-type est suffisamment faible pour négliger le fait qu’une Gaussienne n’est pas une
représentation exacte pour un intervalle fini.
Algorithme 4 Ajustement des angles préalable au calcul
Entrée : θ0, ...,θn angles calculés par la boussole.
Sortie : θ0, ...,θn angles placés dans le même modulo.
Sélectionner θ0.
for all θi do
if |θi−θ0|> 2pi then
θi ← θ0+(θi−θ0 (mod 2pi))
end if
end for
Considérer la Gaussienne sur l’intervalle ]θ0−pi,θ0+pi[.
Cette combinaison hiérarchique des résultats est utilisée également pour tenter de minimiser
la prise d’images pour la localisation. Pour cela, on utilise les mêmes étapes que pour construire
un nœud (voir paragraphe 3.1.2.1) en les décomposant. On procède de la manière suivante. On
commence par acquérir les 8 premières poses du nœud. On tente de calculer la localisation
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du robot sur ces 8 images. Si la localisation réussit, il est inutile de faire continuer le robot
davantage. Si elle échoue, c’est-à-dire si aucune des sources basées vision ne réussit, que la
combinaison des Gaussiennes échoue ou que l’incertitude est trop grande, alors on complète
en effectuant la seconde moitié d’un nœud. On considère alors la totalité des images pour la
localisation.
Cela permet de préciser les estimations si jamais l’incertitude préalable était trop grande, en
étendant le champ de vision considéré. Par exemple, pour le cas de la boussole visuelle, on peut
effectuer le calcul de l’orientation sur davantage d’images, et raffiner la moyenne pondérée. Le
plus grand champ de vision considéré permet aussi de compenser l’effet d’obstructions sur la
première moitié. Dans le cas des données 3D, cela peut aussi être utile par exemple si une partie
de l’environnement est hors de portée du capteur et donc ne contient pas d’information pour
la localisation. Enfin, cette méthode a l’avantage de chercher à minimiser le nombre d’images
prises, et donc le temps d’acquisition et de calcul. Idéalement, on pourrait même effectuer le
calcul incrémentalement à chaque image, en parallèle de l’acquisition, et arrêter l’acquisition
dès qu’une localisation est atteinte. Cependant, à part la boussole où une seule image est éven-
tuellement suffisante, il faut acquérir plusieurs images pour que le champ de vision soit assez
large.
3.2.5 Identification du nœud courant
Les sections précédentes décrivent comment il est possible de construire une information de
localisation par rapport à un nœud. Il reste à résoudre le problème de l’identification du nœud
courant. Celui-ci se pose dans le cas du robot capturé, ou tout simplement en cas d’incertitude
trop forte.
Pour identifier le nœud courant, on utilise l’approche par sac de mots. Comme on a l’a vu
dans la paragraphe 2.3.1.2, les systèmes de localisation topologique basés sur des caméras uti-
lisent couramment cette approche. On cherche donc ici à adapter ces techniques aux descripteurs
et aux contraintes de temps de calcul.
Contrairement à la plupart des approches classiques, on utilise des descripteurs binaires.
On s’inspire donc de l’approche de (Galvez-Lopez and Tardos, 2012) qui construit un sac de
mots hiérarchique basé sur des descripteurs BRIEF. Cette approche présente deux adaptations
notables par rapport à l’approche la plus classique.
La première adaptation vient de la méthode d’agrégation des descripteurs d’origine pour
construire un nombre donné de mots du vocabulaire. Pour se ramener à la méthode d’agrégation
classique du k-means, on plonge les descripteurs binaires de l’espace {0,1}256 dans l’espace
réel R256. On effectue ensuite l’algorithme du k-means comme pour descripteurs normaux, et
on obtient des descripteurs réels dans [0,1]256, que l’on ramène ensuite dans l’espace de départ
en arrondissant. L’algorithme classique est décrit par l’Algorithme 5. Il suffit de remplacer la
norme L2 utilisée ici par la distance de Hamming. La distance de Hamming est une distance
adaptée aux vecteurs binaires : il s’agit du nombre de bits différents entre deux vecteurs binaires.
Comme il s’agit de vecteurs binaires, la distance est équivalente à la norme L1 pour les réels.
L’autre adaptation utile consiste à construire le vocabulaire de façon hiérarchique. En ef-
fet, la complexité du k-means dépend du nombre de centres recherchés, et un vocabulaire est
typiquement constitué de quelques milliers de mots. La méthode employée ici consiste donc à
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Algorithme 5Méthode classique du k-means
Paramètres : k nombre de centres désirés, d déplacement minimal entre deux itérations.
Entrée : S ensemble des descripteurs.
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construire un arbre d’arité k et de profondeur p (Figure 3.19). Les kp feuilles de l’arbre consti-









FIGURE 3.19 – Structure du vocabulaire hiérarchique
La construction du vocabulaire est récursive, et décrite dans l’Algorithme 6. On y construit
des mots intermédiaires, pour limiter le nombre de centres demandés à k, sur des ensembles inter-
médiaires de plus en plus petits. À chaque mot intermédiaire calculé, on associe les descripteurs
de l’ensemble original dont le mot intermédiaire est le plus proche voisin. Cette construction se
fait naturellement pendant l’heuristique du k-means. On a donc à la fois l’avantage de travailler
sur un nombre plus faible de centres, mais aussi sur un nombre plus faible de descripteurs.
En ce qui concerne l’appariement d’un descripteur de requête à un mot du vocabulaire,
la structure hiérarchique est également utile. Pour apparier un descripteur donné, on parcourt
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Algorithme 6 Construction du vocabulaire
Paramètres : p profondeur et k arité de l’arbre.
Entrée : D ensemble des descripteurs originaux.
Sortie : m0, ...,mkp mots du vocabulaire et arbre associé.
On note Mn l’ensemble de mots contenus dans un étage n.
On note Vm l’ensemble des descripteurs originaux associés à un mot m.
On note mni le i-ème mot de l’étage n.
On initialiseM0 = /0 et D0 à l’ensemble des descripteurs originaux.
for n ∈ [0, p[ do
for mni ∈Mn do
Construire {mn+1ki , ...,m
n+1
k(i+1)−1} les k centres de Vmni .











l’arbre en cherchant pour chaque nœud le plus proche voisin du descripteur parmi ses enfants,
et en continuant récursivement à partir de ce voisin. On ramène donc l’appariement à pk tests :
k comparaisons par étage pour p étages.
Cette méthode a l’avantage d’être rapide à calculer et de tirer parti des mêmes informations
que les sources de localisation. Le vocabulaire de mots visuels est rapide à construire grâce à
la structure hiérarchique, et l’appariement aux mots visuels également. On peut alors appliquer
une approche d’identification par sac de mots classique, par exemple en utilisant la mesure de
TF-IDF (Angeli et al., 2008) ou de TS-IDS (Chapoulie et al., 2011).
On a donc une méthode d’identification du nœud courant. Cette identification peut être ef-
fectuée dans le cas du robot capturé (redémarrage du robot par exemple), ou tout simplement sur
les nœuds voisins si la localisation par rapport au nœud supposé courant échoue.
3.2.6 Conclusion
On a montré ici qu’il était possible, en respectant les contraintes du problème, d’extraire des
informations de localisation à la fois quantitatives par rapport à un nœud du graphe et qualitatives
en identifiant le nœud courant du graphe.
Pour obtenir la localisation du robot par rapport à un nœud donné du graphe, on utilise
une méthode progressive à la fois en termes d’acquisition d’images et de structure de calcul.
On utilise une série de sources de localisation organisées dans une structure en cascade, par
ordre croissant de complexité et de précision : cela permet d’augmenter la robustesse et de
diminuer le coût de chaque source en tirant parti des informations précédentes pour construire
une hypothèse préalable. On combine les résultats de chaque source de façon probabiliste en
approchant le comportement des sources par des Gaussiennes et en faisant des approximations
d’indépendance.
Les sources de localisations sont basées sur les capteurs disponibles du robot.
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— L’odométrie est la plus simple des sources de localisation. Elle est sujette à une forte
dérive et non significative dès que la marche du robot est perturbée, elle a l’avantage
d’être facile à calculer et de fournir au moins une restriction dans le calcul des locali-
sations suivantes. Pour avoir une information plus précise, il est nécessaire d’exploiter
l’information donnée par les caméras couleur.
— La boussole visuelle est une approche parcimonieuse basée sur des points d’intérêt, qui
consiste à estimer l’orientation de l’image de requête par rapport au nœud de référence en
considérant les déplacements de points appariés, et donc à fortiori le cap du robot. Cette
méthode est relativement rapide à exécuter, et beaucoup plus précise que l’odométrie
dans un domaine proche du nœud. Une hypothèse préalable sur l’angle du robot permet
de restreindre la recherche d’appariement et donc d’accélérer le calcul. Cependant, sa
précision se dégrade avec l’éloignement au nœud.
— La corrélation d’images grand angle est une méthode dense qui permet de retrouver des
modèles extraits du nœud dans les images de requête, et d’en tirer à la fois la position
angulaire et une estimation d’un facteur d’échelle entre les images de référence et de
requête. Cette méthode permet d’être robuste au flou et au changement d’échelle, et
vient donc compléter avantageusement la boussole. Elle utilise d’éventuelles hypothèses
préalables pour restreindre le modèle de référence recherché.
— Enfin, si un capteur 3D est disponible (par exemple sur ROMEO), on peut en tirer parti
à l’aide d’un alignement de profils basé sur une méthode d’ICP. Cette approche permet
d’estimer une position métrique par rapport au nœud de référence. La convergence de
cette méthode est dépendante de l’hypothèse préalable, à la fois en termes de vitesse et
de précision.
Les informations pour la localisation sont acquises progressivement. On interroge régulière-
ment l’odométrie, et on s’en contente tant que le bruit estimé reste dans des bornes acceptables.
On tente ensuite une localisation à partir d’une série d’images prises en laissant la base du robot
fixe. Si cette information n’est pas suffisante, on la complète avec un demi-tour puis une autre
série d’images.
Pour la localisation qualitative du robot dans le graphe, on utilise un système de sac de mots
basés sur les descripteurs binaires extraits pour la boussole visuelle. Cela permet d’obtenir un
système d’identification de nœud à bas coût.
On a donc construit un système de localisation en identifiant les informations qui peuvent
être extraites des capteurs limités. L’accent est mis sur l’adaptation et l’optimisation de méthodes
classiques pour en faire des méthodes originales adaptées aux fortes contraintes de la plateforme.
Les résultats quantitatifs de la localisation sont présentés dans la partie 4.2.
3.3 Transitions d’un nœud à l’autre
On a construit un système de localisation par rapport à un nœud donné, et d’identification
du nœud courant. Il reste alors à effectuer et à contrôler les transitions d’un nœud à l’autre. Or
le contrôle de trajectoire (en position et en vitesse) proposé par défaut sur le robot est basé sur
l’odométrie qui est elle même en boucle ouverte, et donc soumise à de fortes dérives. La dérive
est particulièrement visible sur les rotations du robot. On met donc en place deux méthodes pour
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contrôler les transitions entre nœuds : la première est focalisée sur le contrôle de la direction du
robot pendant son déplacement, l’autre sur la distance parcourue.
3.3.1 Contrôle de trajectoire
La marche du robot est implémentée pour être stable, en particulier en cas de petits obstacles
et d’irrégularités dans le sol. Elle peut être contrôlée soit en position et orientation (on donne
une consigne (x,y,θ) au robot), soit en vitesse. Dans le dernier cas on peut contrôler indépen-
damment la vitesse angulaire et la vitesse en translation suivant les axes X et Y. Cependant,
ces paramètres sont estimés en boucle ouverte à partir des mesures de position des MRE situés
dans les jambes, et sont donc sujets à des bruits et aux simplifications du modèle. La plus grand
incertitude de la marche porte sur le cap du robot. En particulier, le robot NAO n’est pas ca-
pable de marcher droit. Les paramètres ne peuvent pas être estimés a priori car ils dépendent
de chaque robot, et du sol sur lequel le robot évolue. Les glissements sont par exemple très
différents lorsque le robot évolue sur de la moquette ou sur un sol lisse. On doit donc trouver
un moyen extérieur d’estimer le cap du robot relativement à la position de départ de la base du
robot.
Pour cela, on utilise la méthode de calcul de l’orientation relative de l’image décrite dans
la paragraphe 3.2.1.2. Le principe consiste à définir l’image de référence à la volée au lieu de
l’extraire d’un nœud. Une fois cette image de référence définie, on contrôle le cap du robot pour
effectuer soit une rotation sur place (autour de l’axe Z), soit une translation en ligne droite. On
peut alors contrôler la rotation du robot autour de l’axe Z en utilisant la mesure de la déviation
de l’image vue par la tête du robot. On considère que connaître la position de la tête du robot
est équivalent à connaître la position de son torse. En effet, la précision des capteurs de position
MRE situés entre la tête et la base du robot est suffisante et la mesure assez rapide pour que
l’erreur soit considérée comme négligeable, notamment par rapport à la précision de la mesure
de la déviation de l’image. Par exemple, sur le robot NAO, il n’y a que deux MRE sur la chaîne
cinématique entre la tête et le torse, soit une précision de 0.1°.
Le déplacement du robot et le contrôle de sa tête sont considérés ici comme une boîte noire,
si bien qu’on doit notamment prendre en compte l’influence du déplacement de la base dans les
mouvements de la tête. On peut toutefois noter qu’il existe des formes de contrôle en cascade
qui auraient pu permettre d’intégrer directement les contraintes en position de la tête dans la
marche du robot.
3.3.1.1 Contrôle d’une rotation
Pour effectuer une rotation sur place, on définit la référence de la manière suivante. On note
θ ∈]−pi,pi] la rotation à effectuer par rapport à la position initiale de la base du robot. On tourne
la tête du robot de façon à ce que sa position angulaire soit
θ
2
par rapport à la position initiale du
robot. La référence est définie par l’image visible par la tête du robot dans cette position. On note
θ tête l’angle entre la tête et la direction de référence, et θ base l’angle entre la base et la direction
de référence. Alors la consigne pour θ tête est θ têteref = 0, avec une position initiale θ
tête
0 = 0, et la
consigne pour θ base est θ baseref =
θ
2
. La Figure 3.20 monte ces notations et différentes étapes de la
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rotation sur place. La direction de référence de la tête est représentée par un trait pointillé rouge,















FIGURE 3.20 – Positions successives pour une rotation de
pi
2
On choisit de contrôler indépendamment la position de la tête par rapport au robot et la
position de la base du robot. Cela se justifie par le fait que la tête peut être contrôlée beaucoup
plus rapidement que la base du robot, qui peut être soumise à des glissements ou des contraintes
venant du placement des pas. Le but est de maintenir la tête dans la direction de référence le
plus rapidement possible, tout en adaptant la position de la base. Cela permet par exemple d’être
robuste au fait que la rotation de la base du robot est gênée par un obstacle.
Pour contrôler la tête et la base, on utilise des commandes en vitesse, calculées avec des
contrôleurs PID. Le principe de ce contrôle est décrit dans la Figure 3.21.
On commence par considérer et paramétrer un contrôleur PID pour la tête uniquement, qui
permet de maintenir la tête dans une direction donnée indépendamment du corps. On a une
mesure de la position de la tête αˆ grâce à la méthode de la boussole. Les paramètres sont obtenus
par une méthode manuelle.
Ces paramètres ont d’abord été approchés en réalisant des expériences dans le simulateur
Webots (voir section 1.2.4 pour plus de détails sur la simulation) puis ajustés sur les robots réels.
79
PID tête
θ têteref + θ
tête


















FIGURE 3.21 – Contrôleurs PID de la tête et du corps du robot pour une rotation pure
La section 4.3.1 montre les résultats de convergence obtenus.
On obtient alors un contrôleur pour la tête qui donne une mesure de la vitesse consigne
de la tête par rapport à la direction donnée, α˙ . Une fois ce contrôleur obtenu, on intègre les
mouvements de la base. On commence par ajouter un contrôleur PID pour la base. La mesure
de l’angle de la base θˆ se fait grâce à la mesure de l’angle de la tête et des positions des MRE.
On se base ensuite sur la constatation simple que la vitesse de la tête par rapport à la référence
est la somme de la vitesse de la tête et de celle de la base. Pour tenir compte de cela, on ajoute
une prédiction à la mesure de l’angle courant de la tête αˆ : à partir de la commande en vitesse θ˙
calculée pour la base, on ajoute un angle ∆αp = θ˙∆t, où ∆t est le pas de temps du calcul du PID.
Cette mesure modifiée est alors fournie en entrée du contrôleur de la tête. On donne en consigne
pour la vitesse de la tête α˙ − θ˙ . En effet cette consigne est donnée dans le référentiel du robot.
On a donc un contrôleur qui permet de maintenir la direction de la tête et de contrôler celle du
corps. Les performances en convergence sont détaillées dans la section 4.3.1. Le contrôle décrit
ici n’est fait que pour la rotation autour de l’axe Z vertical. Cependant la tête possède un degré
de liberté supplémentaire pour la rotation autour de l’axe Y, et le calcul de l’orientation fournit
également une estimation de cette rotation. Il serait donc envisageable de contrôler également ce
degré de liberté pour stabiliser la tête. La rotation autour de l’axe X correspond au mouvement
de balancier latéral du robot pendant la marche. Elle peut être aussi calculée par la boussole,
mais ne peut pas être compensée car la tête du robot ne possède pas ce degré de liberté, et qu’il
n’est pas possible de le compenser par exemple avec les hanches sans compromettre la stabilité
du déplacement.
Lorsque le robot est en mouvement, la tête du robot n’est pas stabilisée. L’image présente
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donc des niveaux de bruit et de flou importants, renforcés par l’effet de rolling shutter de la
caméra. Cela implique que la fréquence des images utilisables est beaucoup plus faible que
la fréquence théoriquement disponible sur la caméra. Pour contourner et compenser cet effet,
on peut jouer sur plusieurs paramètres. Une première approche possible serait de prendre les
images uniquement lorsque les deux pieds du robot sont au sol, pour que la tête ne soit pas
en mouvement. Cependant la fréquence d’image s’en trouve trop réduite, puisque la fréquence
typique de la marche du robot est de un ou deux pas par seconde. Une meilleure solution consiste
à réduire la hauteur et la fréquence des pas du robot, ainsi que les vitesses maximales (en rotation
et en translation). De cette manière, l’amplitude et la vitesse des mouvements de la tête sont
réduits, sans compromettre la stabilité de la marche mais au prix d’une réduction de la vitesse
du robot.
Pour détecter des images floues et éviter de calculer une orientation sur cette image, on peut
aussi comparer le niveau de flou de l’image courante à celui de l’image de référence, qui est
nette car le robot et sa tête sont à l’arrêt au début du mouvement. Un critère rapide pour cela
consiste à comparer les valeurs maximales du Laplacien de chaque image. Plus simplement,
on peut comparer le nombre points d’intérêt dans l’image courante avec celui de l’image de
référence : puisque l’image change peu au cours de la rotation, une décroissance significative du
nombre de points signifie que le niveau de flou est trop important.
3.3.1.2 Contrôle d’une translation
Pour effectuer une translation, la référence est simplement définie par l’image prise dans la
position de départ de la base : on amène la tête du robot dans la même direction que la base. On
réutilise le contrôleur de rotation pour maintenir le cap du robot, en changeant les consignes de
la base. Dans ce cas, on a α0 = 0 et α f = 0 pour la tête, et pour la base θ0 = 0 et θ f = 0. On
rajoute ensuite une vitesse de translation suivant l’axe X, en plus du contrôleur. Pour déterminer
l’arrêt de la translation, on se base sur l’estimation de la distance parcourue par l’odométrie.
Celle-ci est surestimée à cause des glissements, mais un peu plus précise que l’estimation de
position directe.
L’inconvénient de cette approche est que contrairement au cas de rotation pure, les points
doivent être à l’infini pour respecter les hypothèses de calcul de l’orientation d’image (voir pa-
ragraphe 3.2.1.2). Dans un environnement de bureau ou domestique, il est difficile de trouver
des points respectant réellement cette hypothèse. En revanche, on peut tout de même approcher
le comportement de points situés à une distance réduite tant que le changement d’échelle reste
modéré. On peut également mesurer l’évolution de la qualité de l’orientation avec le taux de
points aberrants du RANSAC. On adapte donc le contrôle en surveillant la qualité du calcul, et
en rafraîchissant l’image de référence avant qu’elle ne se dégrade trop. À chaque rafraîchisse-
ment, on prend un nouvelle image qui contient des points situés plus loin et avec une échelle
adaptée par rapport à la position courante du robot. On définit pour cela un taux seuil de points
cohérents TS, tel que la qualité est encore suffisante pour avoir un calcul d’orientation fiable,
mais suffisamment basse pour éviter des rafraîchissements trop fréquents.
L’Algorithme 7 décrit la méthode utilisée. Elle consiste à arrêter le robot lorsque la qualité
du calcul commence à se dégrader, avant qu’elle ne devienne inutilisable. Dès que le robot est
à nouveau aligné avec la direction de départ, on rafraîchit l’image de référence, puis on donne
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Algorithme 7 Algorithme de rafraîchissement de la référence pour la translation
Paramètres : TS taux limite de points cohérents, x˙re f vitesse de translation souhaitée, ε rota-
tion maximale
Entrée : Ir image de référence, I image courante, T (I, Ir) taux de paires cohérentes, D distance
à parcourir.
Sortie : Translation en ligne droite.
Initialiser Ir = I0 image de référence initiale.
On note d la distance parcourue.
x˙← x˙re f
while d < D do
x˙← x˙re f
if T < TS then
if |θ |< ε then
Ir ← I (renouvellement référence)
else
x˙← 0 (arrêt translation)
end if
end if
if |θ |> ε then
x˙= 0 (arrêt translation).
end if
Ramener θ = 0 à l’aide du contrôle en rotation de la paragraphe 3.3.1.1.
end while
à nouveau une vitesse en translation au robot. Cela permet de contourner l’inconvénient du
changement d’échelle, au prix toutefois d’une accumulation d’erreurs à chaque arrêt et d’inter-
ruptions régulières de la marche. L’avantage de cette approche est que la fréquence de rafraî-
chissement est adaptative, en fonction des points visibles et de l’environnement. Par exemple, il
est tout à fait possible qu’une seule image de référence suffise à la totalité de la trajectoire, ou
que le robot soit capable d’évoluer dans un environnement changeant. Le critère d’un seuil sur
la qualité est ici assez simple, mais il peut avantageusement être raffiné. Par exemple on pourrait
utiliser une moyenne glissante sur les valeurs de qualité, ou bien en filtrer le signal pour détecter
des baisses significatives. Le but ici est de trouver un compromis entre robustesse et rapidité de
déplacement du robot, même si en pratique les phases d’alignement pur sont très brèves.
3.3.1.3 Atteindre une position générique
On peut donc contrôler une trajectoire d’un robot en contrôlant le cap avec précision. Pour
atteindre une position cible donnée (x,y,θ), on décompose le mouvement en trois étapes succes-
sives, pour que le mouvement soit uniquement constitué de rotations pures ou de translations sur
l’axe X. On décompose le mouvement en une première rotation θ0 dirigée vers la position cible,
une translation d jusqu’à la position cible, et une deuxième rotation θ1 pour aligner le robot dans
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FIGURE 3.22 – Décomposition d’un déplacement en rotations et ligne droite
On perd donc la capacité du robot de se déplacer de façon holonome, mais en y gagnant une
précision accrue, notamment en termes de cap. La précision de cette méthode en termes de cap
est largement supérieure à l’odométrie, comme détaillé dans la section 4.3.1.
On peut utiliser ce contrôle de trajectoire pour effectuer les transitions d’un nœud à l’autre
dans le graphe de localisation. Si les nœuds sont suffisamment proches relativement pour que
l’information de positionnement soit fiable, alors on peut stocker dans les transitions l’estimation
de l’odométrie (soit une position relative (x,y,θ)), et utiliser le contrôleur directement pour aller
d’un nœud à l’autre. Pour rendre cette estimation plus fiable, on peut éventuellement recourir à
une méthode de relaxation des contraintes sur les mesures d’odométrie du graphe, comme dans
(Angeli et al., 2009). On peut aussi supposer que tous les déplacements du robot sont contrôlés
par la boussole, y compris pendant l’apprentissage : la direction entre deux nœuds est donc
connue avec précision, mais leur distance est connue approximativement.
Comme la distance reste mal connue, il est nécessaire d’avoir une façon de déterminer une
condition d’arrêt de la translation. Pour cela, on pourrait arrêter régulièrement le robot pour
procéder à l’identification du nœud en suivant la méthode décrite dans la section 3.2.5. Cela
aurait l’inconvénient de ralentir fortement la progression du robot. Pour éviter cela, il faut une
mesure de distance qui soit possible pendant la marche et ne nécessite pas forcément d’augmen-
ter le champ de vision du robot. Cette mesure est obtenue à l’aide de la corrélation, décrite en
section 3.3.2.
3.3.2 Mesure de l’éloignement par la corrélation
Comme décrit dans la section 3.2.2, un des buts de la localisation par corrélation d’image
est de devenir robuste au flou et aux changements d’échelle. Ces deux caractéristiques sont
particulièrement utiles pour effectuer des transition : elles sont nécessaires pour être encore
utilisables alors que le robot est en mouvement.
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Habituellement, la corrélation est sensible aux changements d’échelle. En effet le calcul
repose sur le fait que le modèle de référence se retrouve à la même échelle dans l’image de
requête. Il est donc nécessaire de se placer au préalable à cette échelle pour obtenir un pic de
corrélation fiable et significatif. Le principe consiste à définir un facteur d’échelle donné α et à
construire deux pyramides d’images parallèles à partir de l’image de référence d’une part et de
requête d’autre part, tel que α est le facteur d’échelle pour passer d’une étape à l’autre. Cette
double pyramide est visible dans la Figure 3.23. Plus α est proche de 1, plus la détermination de
l’échelle sera précise. On note k le nombre d’étapes de chaque pyramide, indexées de 0 à k. Pour




et αk−1. On prend ici par exemple α = 0.98 et k = 10.
FIGURE 3.23 – Pyramide d’images pour la corrélation : référence en haut, requête en bas
Plateforme utilisée : NAO
On note Ri l’image d’index i dans la pyramide de référence, et Ii l’image d’index i dans la
pyramide de requête. Pour rechercher la meilleure échelle, on utilise R0, ...,Rk−1 comme réfé-
rence en les comparant à I0, et on calcule pour chaque étape le maximum de corrélation, s’il
est valide (voir section 3.2.2 pour les critères de validité). Cette étape est représentée par les
flèches rouges sur la Figure 3.23. Symétriquement, on utilise I0, ..., Ik−1 comme référence en les
comparant à R0. On sélectionne ensuite l’échelle et la corrélation maximale pour l’ensemble des
possibilités considérées. Cette recherche est décrite dans l’Algorithme 8.
Cette recherche permet d’être robuste aux changements d’échelle, et de calculer le facteur
d’échelle idéal, à condition que le coefficient α soit suffisamment fin. En effet, si l’image de
requête I0 contient R0 à une échelle inférieure à 1, alors il faut réduire R0 pour l’y retrouver, et
donc une des images de la pyramide de référence aura une valeur de ZNCC haute et significative.
Inversement, si I0 contient R0 à une échelle supérieure à 1, alors en réduisant I0 on se ramène à
la même échelle que R0, et donc une des images de la pyramide de requête aura un coefficient
de corrélation fort.
On utilise l’image issue d’une pyramide comme référence plutôt que l’image originale pour
des raisons pratiques. En effet le modèle de référence doit être plus petit que l’image de requête
pour évaluer une ZNCC donnée, ce qui a plus de chances de se produire si on sélectionne l’image
de la pyramide. A priori, même si les images à comparer n’ont pas de raisons d’avoir les mêmes
tailles, elles ont des dimensions du même ordre, en particulier en hauteur.
Comme on calcule la corrélation sur deux pyramides séparées en inversant temporairement
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Algorithme 8 Recherche de l’échelle et de la position de l’image de requête
Paramètres : k taille de la demi pyramide, α facteur d’échelle entre deux étapes, V (C) fonc-
tion de validité d’une matrice
Entrée : R0, ...,Rk pyramide référence, I−k+1, ..., I−1 pyramide image requête
Sortie : C matrice de corrélation, f facteur d’échelle, (xr,i,yr,i) position du modèle dans la réfé-
rence, (xi,yi) position du modèle dans la requête
On note C l’ensemble des couples (corrélation, échelle) calculés.
for i ∈ [0,k[ do
CalculerC(Ri, I0).
if V (C(Ri, I0)) then




for i ∈]− k+1,−1] do
CalculerC(Ii,R0).
if V (C(Ii,R0)) then




On note cmax la valeur maximale de corrélation.
for (Ci,α i) ∈ C do
if max(Ci)> cmax then
cmax ←max(Ci)




requête et référence, la position du modèle dans R0 n’est pas connue a priori. On note (xr,i,yr,i)
la position du centre de la zone de corrélation dans Ri et (xi,yi) la position du centre de la zone
de corrélation dans Ii. On note (xr,yr) et (x,y) leurs équivalents dans les images originales R et
I. Alors on a :
(xr,yr) =
{




(xi,yi) si i> 0
α−i(xi,yi) sinon
La précision et la portée de cette méthode dépendent directement des paramètres α et k. Les
critères de validité d’une corrélation entre deux images données sont ici essentiels pour limiter
les fausses détections éventuelles qui nuiraient à la recherche de la meilleure corrélation. Comme










soit une complexité exponentielle en k.
Cette technique peut être employée pour passer d’un nœud à un autre, en utilisant le calcul du
facteur d’échelle pour quantifier l’éloignement au nœud suivant. Pour cela, on construit l’image
de référence à partir des indications de position relative des nœuds : on utilise la direction du
nœud cible et un angle d’ouverture donné pour la construire.
Cette zone de référence doit être visible depuis le nœud de départ. Dans ce cas, la corrélation
obtenue doit donner un facteur d’échelle inférieur à 1, puisque le robot est situé plus loin que sa
position cible. Il est intéressant de noter que cette approche est quantitative mais non métrique.
En effet, elle dépend de la distance entre la position de référence du robot et l’objet de référence
observé. Pour obtenir une information métrique, il faudrait par exemple les données de profon-
deur associées aux images. Ceci n’est possible que dans le cas de robots équipés de capteurs
adaptés, mais cela pourrait constituer une extension possible.
La méthode peut être exécutée alors que le robot est en mouvement. Il est possible notam-
ment de prendre l’image courante de la caméra comme image de requête, sans tourner la tête.
Il suffit de prendre une image de référence plus large, pour compenser les mouvements latéraux
de la tête par exemple. Des expériences ont montré que le suivi de l’image était robuste même
en mouvement (voir section 4.3.2). Lorsque le robot avance vers la cible, il suffit alors d’utiliser
l’image courante comme image de requête et de contrôler le facteur d’échelle obtenu. Lorsque
le facteur d’échelle devient proche de 1, alors la cible a été atteinte. Cela permet d’obtenir un
critère d’arrêt pour les translations d’un nœud à l’autre, comme décrit dans la section 3.3.1.
Il serait également possible d’utiliser ce suivi de corrélation pour contrôler la trajectoire de la
même manière que la boussole. En effet, on obtient ici aussi l’orientation relative entre l’image
de référence et de requête, si bien qu’il suffirait de réutiliser cette mesure dans les contrôleurs
définis dans la section 3.3.1. On éviterait également d’avoir à modifier la marche, car cette mé-
thode supporte des niveaux de flou et d’effet de rolling shutter plus important. De plus, l’image
de référence pourrait être extraite du nœud cible plutôt que d’être prise à la volée. Cependant,
calculer la corrélation est plus coûteux que d’extraire les points d’intérêt. Pour compenser cela,
une extension possible serait de restreindre l’échelle de la pyramide pendant la progression du
robot, pour explorer uniquement les échelles vraisemblables. Par exemple, il est inutile de consi-
dérer les échelles inférieures à 1 lorsque le robot se rapproche de la cible.
3.4 Conclusion
On a construit un système de localisation topologique. Les lieux sont représentés par des
nœuds d’un graphe, et reliés par des transitions potentielles. Cette structure est particulièrement
adaptée au cas de figure considéré, puisque les informations disponibles sont rares et partielles.
Chaque nœud est construit à partir d’une série d’images prises de façon panoramique autour
d’une position initiale du robot, à l’aide d’une caméra monoculaire et éventuellement d’une
caméra 3D. On repère les pixels ainsi enregistrés par leurs coordonnées angulaires.
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On peut alors identifier le nœud courant à l’aide d’une approche par sac de mots, basés sur
des descripteurs ORB extraits des images. Une fois le nœud courant identifié, on l’utilise comme
référence pour calculer des informations de localisation. On utilise alors une structure hiérar-
chique qui organise les différentes sources d’information par ordre croissant de complexité, de
précision et de temps de calcul. Les résultats partiels de chaque source sont fournis aux suivant,
de façon à donner une hypothèse préalable pour simplifier éventuellement les calculs.
— L’odométrie du robot constitue la base de cette structure, car elle est très rapide mais
aussi soumise à une forte dérive et sensible aux perturbations.
— La boussole visuelle permet d’estimer l’orientation du robot en se basant sur des apparie-
ments de points d’intérêt, sous des hypothèses simplificatrices qui diminuent sa précision
avec la distance à la position initiale.
— La méthode par corrélation permet de retrouver un modèle tiré des plusieurs images du
nœud dans les images courant. On en déduit à la fois l’orientation du robot et une notion
de facteur d’échelle. On utilise les hypothèses d’orientation pour restreindre le modèle
et la région courante de recherche.
— Un recalage par ICP de profil en deux dimensions extraits de nuages de points 3D permet
de calculer une position du robot. Le recalage utilise l’orientation calculée précédem-
ment pour améliorer la convergence.
On fusionne ensuite les résultats avec un formalisme probabiliste simple. Cette structure permet
d’obtenir des meilleurs résultats plus rapidement, et est suffisamment flexible pour pouvoir être
étendue facilement. On arrive donc à rassembler suffisamment d’informations pour avoir une
localisation utilisable.
Pour effectuer les translations entre les nœuds, on met en place un contrôle de trajectoire
basé sur la boussole visuelle. Celle-ci permet de connaître et donc de contrôler précisément
l’orientation du robot, même en mouvement. On l’utilise donc pour effectuer des rotations pré-
cises et des translations en ligne droite. Ce contrôle peut donc être utilisé pendant la construction
de la carte et ensuite pour effectuer des translations d’un nœud à l’autre, en se servant de l’infor-
mation de position relative d’un nœud par rapport à l’autre. La mesure du facteur d’échelle de la
corrélation peut également servir de critère d’arrêt.





Résultats expérimentaux et validation
Ce chapitre est consacré à la présentation de différents résultats expérimentaux qualitatifs et
quantitatifs. La partie 4.1 décrit les dispositifs expérimentaux employés. La partie 4.2 détaille les
résultats de la localisation par rapport à un nœud, et la partie 4.3 ceux des transitions. Enfin, la
partie 4.4 décrit les applications de la localisation et leur intégration sur les robots d’Aldebaran.
4.1 Dispositifs expérimentaux
Cette section décrit les dispositifs expérimentaux employés pour qualifier les algorithmes
de localisation et de navigation. Ils comprennent à la fois une partie effectuée sur simulateur
(section 4.1.1) et une partie effectuée dans un environnement réel (section 4.1.2). La première
est parfaitement contrôlée mais aussi nettement plus simple qu’un environnement réel, mais il
est plus difficile d’avoir une vérité terrain précise dans le cas de la deuxième.
4.1.1 Utilisation du simulateur Webots
Comme décrit dans la section 1.2.4, on dispose d’un simulateur qui comprend toutes les
plateformes d’Aldebaran. On a construit un environnement virtuel de test. Celui-ci représente
un environnement intérieur de façon schématique, avec une seule pièce qui contient des modèles
d’objets du quotidien (tables, chaises etc). Pour obtenir des informations visuelles, on rajoute un
certain nombre d’images texturées sur les murs de la pièce, comme des posters ou des tableaux.
Les murs sont situés à une distance minimale de 2m et maximale de 5m de la position de départ
du robot, située au milieu de la pièce. Ce monde virtuel est visible dans la Figure 4.1.
Le simulateur dispose d’un superviseur, qui est capable de connaître la position réelle du
robot. Les expériences réalisées sur simulateur disposent donc toutes d’une vérité terrain exacte.
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FIGURE 4.1 – Monde virtuel sous Webots utilisé pour les expérimentations
En contrepartie, les images couleur obtenues ne sont pas sensibles au flou ou aux mouvements
du robot, et le signal 3D n’est pas bruité. Même s’il est possible d’introduire artificiellement
un bruit sur les capteurs, les conditions ne sont pas aussi difficiles que dans un environnement
réel dynamique. L’odométrie, à la fois sur NAO et sur Pepper, présente une dérive très forte.
Cette erreur est due aux imprécisions de la modélisation des contacts par le moteur physique de
simulations ODE utilisé par Webots.
Les expériences réalisées sous Webots servent de validation théorique et pour effectuer des
tests à long terme sans risque pour le robot ou l’environnement. Les données recueillies sont
enregistrées puis représentées a posteriori.
4.1.2 Acquisition d’images en conditions réalistes
En plus des expériences effectuées sur simulateur, on acquiert une base de données impor-
tante de nœuds pris dans un environnement réel. Ces données ont été acquises sur des robots
dans un contexte réaliste : les personnes présentes n’avaient pas de consignes particulières, et
étaient libres de se déplacer entre les acquisitions ou même pendant l’acquisition.
Les acquisitions sont réalisées par séries. Pour chaque série, on acquiert des nœuds espacés
d’environ 0.5m autour d’un nœud central, sur une zone d’environ 1.5m de rayon (adaptée selon
la configuration de l’environnement). Pour des raison pratiques, l’orientation de départ choisie
est constante. La vérité terrain est construite de façon approximative, c’est-à-dire que le robot
est déplacé à la main pour atteindre approximativement la position voulue. La Figure 4.2 montre
un exemple d’une telle série : le nœud central est indiqué en rouge et les autres en bleu, avec
l’orientation de départ indiquée par une flèche.
Des exemples de données acquises sont présentés dans l’Annexe B. Les nœuds ont été acquis
dans plusieurs contextes différents :
— à l’étage R&D d’Aldebaran Robotics (Figure B.1) . Il s’agit d’un environnement de
bureaux, de type open space, c’est-à-dire qu’on y trouve au maximum deux murs visibles
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FIGURE 4.2 – Structure d’une série d’acquisitions de nœud
par la caméra 3D. L’environnement est texturé, et contient des éléments mobiles (des
personnes et des chaises). Ce cas de figure est donc utile pour tester la robustesse dans
des conditions d’environnement dynamique ;
— dans la salle de tests des applications d’Aldebaran Robotics (Figure B.2) . Cette salle est
conçue pour tester les robots dans des conditions variées d’illuminations. Les murs sont
texturés seulement par endroits (présence de posters sur les murs, murs blancs sinon), et
certaines parties comportent des miroirs, y compris des miroirs situés face à face. Ces
séries permettent donc de qualifier la robustesse dans des environnements difficiles ;
— dans des boutiques à Tokyo (Figure B.3). Ces expérimentations ont été réalisées de nuit
dans une boutique dont les ouvertures sur l’extérieur avaient été masquées car le projet
était à ce moment confidentiel. Il ne s’agit donc pas exactement des conditions réelles,
car il n’y a pas de clients en mouvement, mais l’environnement est exactement le même,
et les conditions d’éclairage quasiment identiques à une utilisation normale (puisqu’en
intérieur il s’agit surtout de lumière artificielle). Les acquisitions ont été réalisées à plu-
sieurs étages d’une boutique, située dans le quartier de Shibuya à Tokyo.
Chaque série a pour but de tester la robustesse des algorithmes de localisation dans diffé-
rentes conditions. Pour cela, on utilise un système de tests automatiques qui suit le protocole
suivant. Pour chaque série de nœuds, on prend le premier nœud comme référence, puis on tente
de localiser les nœuds de la série par rapport à ce nœud en simulant une acquisition à la volée.
On teste deux types de scénario : dans un premier temps, on réalise la localisation dans le cas du
robot capturé, c’est-à-dire sans indice de position préalable. Dans un second temps, on calcule
la localisation avec une hypothèse approximative issue de la position du nœud dans la série. On
applique du bruit et une incertitude à cette hypothèse pour simuler une information provenant
de l’odométrie. Après chaque calcul de localisation, on vérifie que la localisation obtenue est
suffisamment proche de la vérité terrain. Comme la vérité terrain est approximative, on choi-
sit des seuils de l’ordre de 0.2m en position et 10° en orientation. On peut donc présenter les
résultats sous la forme suivante : succès du calcul, orientation suffisamment précise, position
suffisamment précise.
Pour représenter et quantifier les résultats, on enregistre les données, puis on rejoue l’algo-
rithme en différé sur un ordinateur séparé. Cependant, les algorithmes sont strictement identiques
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à ceux exécutés sur le robot réels : les paramètres sont dimensionnés pour être utilisables sur le
robot, en particulier les itérations de l’ICP ou du RANSAC.
4.2 Localisation au sein d’un nœud
Cette section est dédiée aux résultats de la localisation. On considérera d’abord la localisa-
tion de façon indépendante pour chacune des sources de localisation, puis on étudiera l’influence
de la structure en cascade sur le résultat global. On s’intéressera également aux résultats d’iden-
tification des nœuds par sac de mots.
4.2.1 Estimation de l’orientation par la boussole visuelle
Cette section traite les résultats de la boussole visuelle décrite en section 3.2.1. On évalue
d’abord la précision de la méthode à l’aide du simulateur Webots, puis on s’intéresse à des résul-
tats typiques de calcul de l’orientation, et enfin aux performances de l’algorithme en embarqué.
4.2.1.1 Précision : résultats sous simulateur
Pour estimer la précision du calcul de la boussole, on effectue l’expérience suivante : sous
le simulateur Webots, on fait effectuer au robot une série de rotations sur place. Ces rotations
sont constituées de plusieurs rotations incrémentales de 30°, espacées de 10 secondes chacune.
Pendant ces rotations, on échantillonne régulièrement les valeurs d’angles données par le su-
perviseur du simulateur, qui correspondent donc à la vérité terrain, ainsi que les valeurs de la
boussole et de l’angle estimé par l’odométrie du robot. L’expérience dure au total 15 minutes.
La Figure 4.3 montre l’évolution des valeurs d’angles échantillonnées au cours du temps.
Les angles sont donnés dans l’intervalle ]−pi,pi] pour plus de lisibilité, si bien que les discon-
tinuités observées correspondent en réalité à l’effet d’un modulo. La vérité terrain donnée par
le superviseur est indiquée en bleu (Ground truth) : on voit qu’elle évolue bien de façon pério-
dique au cours du temps. Les valeurs d’angles estimées par l’odométrie sont indiquées en rouge,
et celles de la boussole en vert. On voit bien que les valeurs d’angles de l’odométrie dévient
progressivement, au fur et à mesure que les erreurs s’accumulent, tandis que les valeurs de la
boussole restent dans un voisinage très proche de la vérité terrain.
La Figure 4.4 représente l’évolution de l’erreur d’estimation au cours du temps. L’erreur de
l’odométrie est représentée en vert, et celle de la boussole en bleu. On voit ici aussi que l’erreur
de l’odométrie augmente de façon linéaire avec le temps, ce qui correspond à l’accumulation
des erreurs d’estimation de la rotation avec le temps. L’erreur d’odométrie dans le simulateur est
due aux glissements du robot sur le sol : elle est systématique car le sol sous le robot est d’aspect
constant. En revanche, l’erreur de la boussole a une amplitude bornée, de l’ordre de 0.2 radians
soit 3°. On remarque notamment l’absence de dérive avec le temps, contrairement à l’odométrie.
On voit donc qu’on peut non seulement obtenir une précision d’estimation très satisfaisante,
mais aussi s’affranchir des dérives de l’odométrie, même si celle-ci est très marquée comme
dans le cas du simulateur. Cependant, cette estimation est limitée ici à une zone restreinte autour









FIGURE 4.3 – Évolution des angles estimés par l’odométrie (en rouge) et la boussole (en vert)
par rapport à l’angle réel (en bleu) au cours d’une expérience de rotation sous Webots
4.2.1.2 Résultats typiques en essais réels
On présente ici quelques résultats typiques en conditions réelles de la boussole visuelle dans
différents cas de figure. Ces résultats sont obtenus à partir des séries d’images décrites dans la
section 4.1.2.
La Figure 4.5 montre des exemples d’appariements réussis entre des images de référence et
des images prises pour une localisation. Malgré certains faux appariements, le RANSAC met en
valeur des résultats cohérents et pertinents. Sur la Figure 4.5(a), la densité des points d’intérêt
est très importante, notamment sur les fenêtres, qui sont couvertes de panneaux solaires avec
des formes régulières et marquées. Il est intéressant de noter que certains appariements sur ces
panneaux sont faux (entre la partie supérieure gauche de la référence et l’inférieure droite de la
requête), probablement à cause de l’ambiguïté des motifs. Ils sont alors éliminés par le RANSAC
car ils ne sont pas cohérents. Dans la Figure 4.5(b) les points d’intérêt appariés sont nettement
moins denses. En effet l’environnement est assez peu texturé, en particulier les murs blancs au
fond : la majorité des points se situent sur les tables. On remarque aussi la présence d’un miroir
(sur le poteau central), qui ne perturbe pas les calculs du RANSAC : les points détectés dans
l’image reflétée sont correctement appariés et intégrés au modèle.
La Figure 4.6 montre un exemple où l’image de requête est partiellement occultée par une
personne présente dans le champ de vision du robot. On voit que sur l’image de référence, les
points d’intérêts situés dans la zone que recouvre la personne sont appariés de façon aberrante,










FIGURE 4.4 – Évolution de l’erreur par rapport à l’angle réel de l’odométrie (en vert) et de la
boussole (en bleu) au cours d’une expérience de rotation sous Webots
hors de l’occultation et sont effectivement classés comme cohérents et intégrés dans le modèle.
L’approche par RANSAC permet d’être robuste à ce genre d’occultations et d’erreurs : il existe
suffisamment de points cohérents sur les côtés de l’image pour que le modèle final calculé soit
correct. On remarque notamment que le taux de points incohérents est très important.
4.2.1.3 Performances
Le Tableau 4.1 montre l’influence de la résolution sur la boussole visuelle. Les mesures sont
effectuées sur un robot pour deux images typiques. On compare ici deux images proches (sans
la recherche du meilleur appariement), et on mesure le nombre de points détectés dans chaque











VGA 903 704 137 44.6 123
QVGA 464 476 88 16.6 60.0
QQVGA 15 20 11 2.18 16.3
Tableau 4.1 – Influence de la résolution sur la boussole (en embarqué sur un robot)
Le nombre de points détectés diminue avec la résolution. Cela vient du fait que les textures
les plus fines disparaissent lorsque la résolution baisse. Le nombre d’appariements en revanche
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(a) Dans l’environnement R&D (b) Dans la salle de tests
FIGURE 4.5 – Exemple d’appariements entre images de référence et images courantes
Plateforme utilisée : Pepper
représente toujours approximativement 25% du nombre de points trouvés. Il s’agit donc des
appariements uniques, selon le critère décrit dans la paragraphe 3.2.1.2. À la résolution minimale
(80x60), le nombre d’appariements devient très faible, probablement trop faible pour être robuste
à des erreurs. Comme on a affaire ici à un cas facile, tous les appariements sont corrects et
donc considérés comme cohérents par le RANSAC. Le temps d’exécution diminue fortement
avec la résolution. Cette diminution n’est pas exactement quadratique, en raison de la phase
de RANSAC, mais les temps diminuent significativement. En pratique, on utilise la résolution
QVGA pour la boussole visuelle en mouvement (voir aussi section 4.3.1) et la résolution VGA
pour la localisation dans un nœud.
On a vu dans la paragraphe 3.2.1.3 que la recherche de l’image à apparier dans le nœud
était simplifiée : on recherche un maximum local dans le nombre de points appariés plutôt que
le maximum global. En théorie, cela expose au risque de sélectionner des images qui ne sont
pas les plus appropriées. En pratique, des tests ont été réalisés pour vérifier l’impact de cette
approximation. Pour cela, on prend un nœud de référence, et on simule une requête en sélec-
tionnant une image du nœud, puis en recherchant le meilleur appariement. On teste la recherche
dans les cas suivants :
— on indique une hypothèse d’orientation proche de l’orientation réelle ;
— on ne donne aucune hypothèse d’orientation ;
— on donne une hypothèse d’orientation fausse (diamétralement opposée à la position
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FIGURE 4.6 – Exemple d’appariement avec occultation de l’image de requête
Plateforme utilisée : Pepper
réelle).
Les deux derniers cas sont donc les plus difficiles. On effectue le test pour chaque image du
nœud, et pour plusieurs environnements différents. On a ensuite plusieurs cas de figure :
— le maximum global et le maximum approché sont les mêmes ;
— le maximum global et le maximum approché sont différents, mais l’estimation d’orien-
tation est correcte ;
— le maximum global et le maximum approché sont différents et l’estimation d’orientation
est mauvaise ;
— les recherches de maximum ont échoués.
Le cas le pire est donc le troisième, puisque la recherche a induit la boussole en erreur.
Le Tableau 4.2 résume les résultats obtenus pour ces tests. Pour chaque condition de test
(sans hypothèse : /0, hypothèse proche : Xet fausse : ×), on recense en pourcentage les occur-
rences de chaque cas. Les tests portent sur trois types d’environnement : locaux R&D, boutique
et salle de tests. Pour chaque environnement, on effectue le test sur trois nœuds, soit 48 par en-
vironnement. On voit ici qu’en pratique le cas où la recherche approximative donne un résultat
faux est extrêmement rare, et se produit uniquement dans le cas d’une hypothèse complètement
fausse. Parfois, l’image optimale n’est pas sélectionnée, mais l’orientation finalement calculée
est correcte, si bien que l’impact final est négligeable (un peu moins de précision sur le cal-
cul). On peut donc conclure que la recherche utilisée est une bonne approximation, et que le
taux d’erreur reste suffisamment faible pour pouvoir par exemple être compensé par le calcul de
l’orientation sur d’autres images.
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R&D Boutique Salle de tests
Hypothèse /0 X × /0 X × /0 X ×
Global = approx 89.6 100 93.7 97.9 97.9 95.8 93.7 97.9 97.9
Global 6= approx,
estimation juste
10.4 0.0 0.0 0.0 0.0 2.1 4.2 0.0 0.0
Global 6= approx,
estimation fausse
0.0 0.0 6.3 0.0 0.0 0.0 0.0 0.0 0.0
Échec recherche 0.0 0.0 0.0 2.1 2.1 2.1 2.1 2.1 2.1
Tableau 4.2 – Comparaison entre les approches exhaustive et approchée pour la boussole
visuelle
4.2.2 Estimation de l’orientation par la corrélation
On s’intéresse ici aux résultats obtenus pour l’estimation de l’orientation par la méthode de
corrélation. Les images sont présentées à la résolution effectivement utilisée par l’algorithme :
on utilise pour chaque image une résolution QQVGA (80x60 pixels). Cette diminution permet à
la fois de réduire le temps de calcul (qui est quadratique avec la taille de l’image) et d’être plus
robuste aux changements à petite échelle (bruits sur la caméra, flou cinétique etc). La référence
est située au dessus de la requête, et la matrice de corrélation est représentée en fausses couleurs.
La valeur du maximum de corrélation et le facteur d’échelle associé sont indiqués en haut à
gauche de l’image.
FIGURE 4.7 – Exemple typique de corrélation (avec facteur d’échelle)
Plateforme utilisée : Pepper
La Figure 4.7 présente un exemple typique de corrélation réussie entre un nœud de référence
et une requête. Le modèle est replacé précisément dans la requête, et ce malgré un changement
d’échelle important et un point de vue légèrement différent (notamment une rotation autour de
l’axe Y).
Les Figure 4.8 et Figure 4.9 montrent des exemples de corrélation en présence de personnes.
On voit que les différences ne perturbent peu ou pas le calcul de position, même si les per-
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sonnes représentent une partie significative de la zone considérée et que l’environnement est
assez pauvre en textures. Ceci est dû au fait que la corrélation est considérée de façon globale
sur l’ensemble du modèle.
FIGURE 4.8 – Corrélation en présence d’obstacles (salle de tests)
Plateforme utilisée : Pepper
FIGURE 4.9 – Corrélation en présence d’obstacles (R&D)
Plateforme utilisée : Pepper
Sur la Figure 4.8, les obstacles représentent une proportion assez faible de l’image, et les
points de vue sont très proches. On se trouve donc dans un cas simple mis à part la présence
des obstacles. La matrice de corrélation présente un pic bien marqué, sans ambiguïté, ce qui
montre que la présence de personnes supplémentaires n’a pas gêné le calcul. Pour la Figure 4.9,
le résultat est moins clair. En particulier, le pic de corrélation est moins marqué que pour le cas
de figure précédent, et la corrélation sur-estime le facteur d’échelle, en manquant notamment
d’inclure une partie du modèle de base à gauche. La position est cependant satisfaisante.
Il arrive que la corrélation calculée soit erronée, malgré les critères de validité décrits dans
la section 3.2.2. La Figure 4.10 montre un exemple de fausse corrélation, qui remplit pourtant
ces conditions : valeur de corrélation maximale raisonnable et matrice de corrélation présentant
un pic marqué. Cette erreur est probablement due au fait qu’on considère ici la corrélation sans
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FIGURE 4.10 – Exemple de corrélation erronée
Plateforme utilisée : Pepper
indice préalable, sur une image demi-panoramique, si bien que la partie qui correspond effecti-
vement est très réduite. En pratique, dans ce cas, l’orientation calculée du robot était finalement
fausse, ce qui a empêché la convergence correcte de l’ICP, et a donc amené à compléter le nœud
de requête. Dans cette seconde partie, la corrélation et la boussole ont calculé l’orientation avec
succès (la Figure 4.7 correspond à la corrélation calculée sur la seconde partie).
4.2.3 Estimation de la position avec l’ICP
On s’intéresse ici à la méthode d’estimation de la position par ICP sur les profils 3D de l’en-
vironnement, décrite en section 3.2.3. On évalue d’abord la précision sur le simulateur Webots,
puis on s’intéresse à quelques résultats typiques dans des situations communes, en particulier en
cas d’occlusion, et enfin on considérera les performances de l’algorithme en temps de calcul et
en taux de réussite.
4.2.3.1 Précision : résultats sous simulateur
Pour quantifier la précision du calcul de position par l’ICP, on réalise l’expérience suivante.
On définit quatre positions cibles par rapport à un nœud donné, de coordonnées A= (0,0),B=
(0,1),C = (1,0) et D = (−1,0). On fait alors cycler le robot entre ces quatre positions de la
manière suivante : on calcule la position, puis on effectue en boucle ouverte à l’odométrie le
déplacement vers la cible suivante correspondante. La position est estimée soit par l’odométrie,
soit par la méthode d’ICP qui utilise l’angle de la boussole visuelle comme hypothèse prélimi-
naire. Après chaque mouvement du robot, on enregistre les positions calculées par l’odométrie,
l’ICP et le superviseur.
La Figure 4.11 présente les trajectoires obtenues : la trajectoire réelle du robot est représentée
en vert, celle estimée par l’ICP en bleu, et l’odométrie en rouge. On peut noter que l’odométrie
diverge très rapidement de la position réelle du robot, en raison de l’accumulation des erreurs sur






FIGURE 4.11 – Comparaison des trajectoires estimées par l’odométrie (rouge) et l’ICP (bleu)
en comparaison avec la trajectoire réelle (vert)
réelles n’ont rapidement plus rien à voir avec les positions estimées. En revanche, l’estimation
de l’ICP reste très proche de la position réelle, et ceci malgré un grand nombre de cycles, ce qui
met en valeur l’absence de dérive.
On peut remarquer que les positions clés du cycle ne sont pas atteintes exactement. Ceci est
dû au fait que même si la position est calculée à chaque étape, les transitions sont ici effectuées
en boucle ouverte à l’odométrie. On voit clairement sur la figure cette incertitude sur chacune
des transitions : on voit que l’estimation du cap du robot est biaisée et que les distances sont
fausses (en particulier entre les étapes A et B). Malgré cela, la position calculée par l’ICP reste
cohérente. On peut noter que les étapes sont répétables, ce qui est dû au fait que l’environnement
est répétable dans le simulateur.
Il est important de noter que les données 3D du simulateur ne sont pas bruitées ou déformées
comme elles le sont sur le robot réel. En particulier, le signal ne se dégrade pas avec la distance,
et le profil garde une forme constante quelle que soit la distance réelle de l’environnement. On
élimine donc une source très forte d’incertitude et d’erreur.
4.2.3.2 Résultats typiques
La Figure 4.12 et la Figure 4.13 présentent des exemples de recalage de profil avec l’ICP.
On y représente quelques unes des itérations nécessaires à la convergence. Le profil de référence
est indiqué en rouge, et la requête en cours de recalage en bleu et la position finale en vert. La
première itération correspond au positionnement effectué avec l’hypothèse préalable d’orienta-
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tion, calculée à l’aide de la boussole et de la corrélation. On n’utilise pas ici l’odométrie pour
initialiser la convergence. L’échelle et la position des axes initiaux est indiquée pour le profil de
référence (axe rouge pour X, vert pour Y).
FIGURE 4.12 – Recalage d’un profil par ICP (référence : rouge, alignement en cours : bleu,
alignement final : vert)
Plateforme utilisée : Pepper
Dans la Figure 4.12, on voit que l’angle à l’initialisation est quasiment parfait. On voit éga-
lement que le robot s’est rapproché du mur visible en bas de l’image. Étant donné que le bruit
des lentilles dépend de la distance à l’obstacle réel, on peut voir notamment que la morpholo-
gie du mur sur le profil a changé : les ondulations dues au bruit ont une amplitude beaucoup
moins importante. De même, l’amplitude du bruit sur le mur du haut est plus important. Ces
changements rendent le recalage précis nettement plus difficile. Dans la Figure 4.13, on observe
le même phénomène, notamment avec le mur du haut. On peut voir également les effets d’une
perte de portée, puisque la partie inférieure droite du profil est absente sur la requête.
On obtient malgré tout un recalage satisfaisant. Étant donné le bruit sur le signal de la caméra
3D, on peut estimer la précision du recalage à 0.5m dans le pire des cas (en pratique, l’erreur
moyenne se situe plutôt autour de 0.25-0.3 même dans le pire des cas).
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FIGURE 4.13 – Exemples de recalage par ICP d’un profil
Plateforme utilisée : Pepper
4.2.4 Structure en cascade
On s’intéresse ici aux résultats globaux. On montrera d’abord quelques exemples représenta-
tifs des résultats en conditions réelles, puis on quantifiera les résultats obtenus dans les différents
environnements et l’influence de la structure en cascade dans les performances.
4.2.4.1 Résultats typiques en conditions réelles
La Figure 4.14 montre un exemple de résultats pour un calcul de localisation dans l’envi-
ronnement R&D. Les nœuds de référence et de requête sont visibles en Figure 4.14(a) et Fi-
gure 4.14(b) : entre les deux, le robot a avancé vers le rideau du fond. Les points d’intérêt sont
mis en valeur en rouge. La localisation est faite sans hypothèse a priori (robot capturé).
La Figure 4.14(c) montre les résultats de la boussole visuelle sur 9 images successives (qui
correspondent à une première moitié de nœud). On voit qu’une seule image (la première) pré-
sente un faux appariement, qui sera éliminée comme aberrante. Les dernières images présentent
assez peu de points d’intérêt, et auront donc un poids moins importants que les images plus
riches.
La Figure 4.14(d) montre la corrélation obtenue entre deux images extraites des nœuds au-
tour de l’angle indiqué par la boussole. On voit que malgré le facteur d’échelle important et le
changement de point de vue, la corrélation s’effectue correctement.
Enfin, la Figure 4.14(e) et Figure 4.14(f) illustrent la convergence de l’ICP. L’état initial est
obtenu à l’aide de l’orientation calculée par les méthodes de boussole et de corrélation, mais sans
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hypothèse sur la position du robot. La convergence s’effectue facilement, car les déformations
sont modérées et l’environnement ne change pas significativement.
(a) Nœud de référence (b) Nœud de requête
(c) Résultats de la boussole visuelle. Orientation estimée : 0.18 radians
(d) Résultats de la corrélation. Orientation estimée : 0.23 radians
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(e) État initial de l’ICP (référence rouge,
requête bleu), hypothèse orientation uni-
quement
(f) État final de l’ICP (référence rouge,
requête vert). Position estimée : x : -
0.785, y : 0.615
FIGURE 4.14 – Séquence de localisation dans l’environnement R&D. État final (x : -0.785, y :
0.615, θ : 0.19).
Plateforme utilisée : Pepper
La Figure 4.15 présente un autre exemple, réalisé dans la salle de tests. Les conditions sont
identiques à l’expérience précédente (pas d’hypothèse préalable), ainsi que les résultats présen-
tés (nœuds, boussole visuelle, corrélation et ICP).
On peut constater ici que les miroirs ne sont pas gênants ni pour la boussole visuelle ni pour
la corrélation. On peut observer aussi des personnes en mouvement (directement ou dans les
miroirs), qui n’affectent pas les calculs d’orientation.
(a) Nœud de référence (b) Nœud de requête
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(c) Résultats de la boussole visuelle. Orientation estimée : -0.10 radians
(d) Résultats de la corrélation. Orientation estimée : -0.07 radians
(e) État initial de l’ICP (référence rouge,
requête bleu), hypothèse orientation uni-
quement
(f) État final de l’ICP (référence rouge,
requête vert). Position estimée : x : 0.035
y : -0.445
FIGURE 4.15 – Séquence de localisation dans la salle de tests. État final (x : 0.035 y : -0.445,
θ : -0.10)
Plateforme utilisée : Pepper
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4.2.4.2 Influence de la structure en cascade
On examine ici l’influence de la structure en cascade dans le calcul de la localisation. Pour
cela, on quantifie sur les séries d’images les résultats obtenus en supprimant progressivement
certaines des sources de la structure.
Le Tableau 4.3 présente les résultats de tests effectués sur les 3 types de nœuds acquis (à
l’étage R&D d’Aldebaran, dans la salle de tests, dans une boutique). On définit arbitrairement
un nœud de chaque série comme référence. On calcule ensuite la localisation des nœuds de
la série par rapport à ce nœud, en simulant une localisation normale. On commence donc par
considérer la première moitié du nœud, puis la seconde si l’information est insuffisante. Pour
chaque nœud de la série, on effectue deux fois le test en changeant le nœud de référence. Les
tests effectués sont les suivants :
— on vérifie que le calcul de localisation se fait avec succès. En effet, tous les nœuds acquis
sont théoriquement dans la zone de validité du nœud de référence ;
— si la localisation est réussie, on vérifie que la position calculée est suffisamment proche
de la position indiquée en vérité terrain. Étant donné que cette position est approximative
(mesurée rapidement à l’odométrie ou à la main pour des raisons de temps limité d’ac-
quisition), les limites sont assez permissives, mais restent dans l’ordre de grandeur de la
précision finale demandée : 50cm de rayon autour de la position supposée, et 10° autour
de l’orientation.
Pour chaque type d’environnement, les résultats sont donnés en pourcentage sur le nombre
total de tests. Les résultats donnés pour les deux derniers tests sont donc calculés sur les locali-
sations réussies.
On réalise une série de tests pour chaque environnement, en rejouant les acquisitions :
— on localise le robot en simulant une mesure d’odométrie. Celle-ci est volontairement
rendue imprécise et bruitée pour simuler les incertitudes de l’odométrie et éviter de tester
un cas trop favorable ;
— on se place dans le cas du robot capturé : on effectue la localisation sans mesure d’odo-
métrie, en utilisant uniquement les données images et 3D acquises ;
— on se place dans le cas du robot capturé, et on désactive artificiellement la boussole
visuelle de la structure de calcul. La corrélation est donc la seule source qui permet de
calculer l’orientation du robot.
Le but est de déterminer la robustesse de la méthode dans des environnements de catégorie
assez différentes, et de confirmer l’importance de la structure hiérarchique.
Conditions R&D Salle de test Boutique
Succès x− y θ Succès x− y θ Succès x− y θ
Avec hypothèse 96.8% 97.6% 94.4% 90.9 % 100% 100% 95.7% 94.6 % 82.6%
Sans hypothèse 95% 88.8% 93.6% 88.1% 96.7% 98.3% 85.7% 64.8% 79.1%
Sans boussole 52.2% 50% 52.2% 40% 38.3% 40% 50% 45.2% 50%
Tableau 4.3 – Comparaison des résultats sur différentes séries avec plusieurs conditions
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On constate donc naturellement que les résultats sont meilleurs lorsqu’on utilise la totalité
de la structure, avec une hypothèse approximative issue de l’odométrie. Notons que cette hypo-
thèse est à la fois imprécise et non suffisante : pour que la localisation soit considérée comme
réussie, il faut qu’au moins une des sources visuelles ait réussi, et que le recalage de profil soit
suffisamment précis. On voit qu’on obtient dans tous les cas des taux très satisfaisants.
Dans les tests sans hypothèse, on constate une baisse de performance en ce qui concerne le
calcul de la position du robot. Cette diminution est particulièrement nette dans le cas de l’envi-
ronnement de boutique. On peut expliquer cela par la mauvaise qualité du signal 3D : dans cet
environnement, on voit surtout des murs latéraux, dont le profil est déformé par les lentilles. À
cause de ces déformations, le recalage est parfois ambigu ou difficile, même avec une initiali-
sation correcte en orientation. De manière générale, on se situe dans le cas où l’initialisation de
l’ICP se fait uniquement en orientation, ce qui augmente les risques de trouver uniquement un
minimum local.
On constate qu’avec ou sans hypothèse, l’environnement le plus favorable est celui de l’étage
R&D. En effet, il est à la fois texturé et présente des murs à une distance raisonnable pour le
recalage de profils.
Si la boussole est désactivée, le taux de localisations réussies chute fortement. Cependant
on peut voir que pour chaque localisation réussie, le calcul de l’orientation est exact. En effet,
la corrélation a un taux de rappel (rapport entre les corrélations détectées et celles effective-
ment présentes) faible, pour éviter les fausses corrélations, mais une précision (rapport entre les
corrélations correctes et les corrélations détectées) forte. Cette tendance se retrouve dans tous
les environnements considérés. La corrélation, lorsqu’elle est réussie, est donc une source fiable
d’informations. Ce taux de réussite est augmenté lorsqu’on fournit une hypothèse préalable per-
tinente, qui permet de restreindre le champ de recherche. On pourrait également dans ce cas se
permettre d’utiliser des conditions de rejet moins contraignantes.
4.2.5 Identification du nœud courant par sac de mots
On s’intéresse ici aux résultats d’identification du nœud courant par sac de mots, décrite dans
la section 3.2.5. Pour quantifier les résultats, on réalise l’expérience suivante : on acquiert une
série de 12 nœuds. Ces nœuds correspondent à 6 emplacements différents dans l’environnement :
pour chaque emplacement, on acquiert deux nœuds, avec des orientations initiales différentes et à
des instants différents. Les nœuds sont indexés de telle façon que les nœuds pairs correspondent à
un nouvel emplacement, et les nœuds impairs à une acquisition supplémentaire au même endroit.
On utilise alors la moitié de ces nœuds (d’index pairs) pour entraîner un sac de mots en calculant
un vocabulaire de référence, et l’autre moitié comme base de test (les nœuds d’index impairs).
On construit alors un vocabulaire constitué de 10 000 mots à partir de la base d’apprentissage.
La Figure 4.16 montre la disposition des différents nœuds. Ceux-ci sont espacés d’environ 2m.
Les lignes relient les nœuds visibles réciproquement (par exemple, le nœud 4 est visible depuis
le 0 et le 2). Cette expérience a été réalisée dans l’environnement R&D, et n’a pas été étendue à
l’ensemble de la base de données par manque de temps.
On teste ensuite l’identification d’un nœud donné de la manière suivante : on apparie tous
les descripteurs des points d’intérêt du nœud de requête avec les mots du vocabulaire. On calcule
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FIGURE 4.17 – Exemple de résultats d’identification sur la base de d’entraînement du sac de
mots (10 000 mots)
le nœud de requête avec le nœud de référence présentant le meilleur score. On effectue ce test
à la fois sur la base d’apprentissage, pour confirmer la pertinence du vocabulaire, et sur la base
de test pour estimer la performance de la méthode. Il est intéressant de noter que certains nœuds
sont assez proches des autres (en particulier la série 0-2-4), ce qui fait qu’on retrouve des points
d’intérêt de l’un à l’autre. Cette configuration rend l’identification plus complexe.
Les résultats sont présentés de la manière suivante. Pour chaque index de nœud de requête,
on construit l’histogramme suivant : les index des nœuds de référence sont indiqués en abscisse,
et le score total de TF-IDF donne la hauteur de la barre. Pour plus de lisibilité, le maximum de
TF-IDF est mis en valeur en vert. Les résultats pour chaque valeur possible de l’index de requête
sont indiqués côte à côte.
La Figure 4.17 présente les résultats d’identification sur la base d’apprentissage. Les résultats
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doivent donc être sans ambiguïté. Pour chaque index, le résultat attendu est que le maximum soit
atteint pour l’index de référence identique. On voit ici sur la figure que c’est très nettement le
cas : tous les scores maximaux représentent approximativement le double des autres scores.
Cela montre que l’approche est suffisamment discriminante, malgré le fait que les nœuds soient
acquis assez proches les uns des autres, à 2m de distance pour certains par exemple, si bien qu’au







FIGURE 4.18 – Exemple de résultats d’identification sur la base de tests du sac de mots (10 000
mots) : identifiants et références correspondantes
La Figure 4.18 présente les résultats d’identification sur la base de tests. Les nœuds de re-
quête ne sont pas identiques aux nœuds de référence : comme ils n’ont pas été acquis au même
moment, et qu’aucune consigne n’a été donnée pour que les gens restent sur place, on peut
observer des différences non négligeables dans l’environnement, en particulier au niveau des
personnes présentes. On voit que les maximums de score correspondent bien aux index atten-
dus, même s’ils sont nettement moins marqués que pour la base d’apprentissage : pour chaque
index impair de nœud de requête 2k+1, le maximum correspond au nœud d’index 2k, à l’excep-
tion du nœud 11, qui est lui identifié au nœud 4. A noter que le nœud 10 correspond au deuxième
meilleur score d’appariement, ce qui laisse penser qu’en ajoutant par exemple des tests supplé-
mentaires pour vérifier les meilleurs scores, il aurait été possible d’identifier le bon nœud de
référence.
On a effectué des tests similaires sur la base expérimentale. Dans chaque type d’environ-
nement, les nœuds ont été acquis par série : chacune correspond à une zone d’environ 2m de
diamètre autour de la position initiale (et ne contient pas nécessairement le même nombre de
poses). Les nœuds sont acquis selon le modèle de la Figure 4.2. Pour construire le vocabulaire,
on utilise le premier nœud de chaque série comme référence, puis on le teste en tentant d’iden-
tifier chaque nœud par rapport aux origines des séries. En principe, les nœuds devraient être
appariés à la série correspondante. On identifie les nœuds série par série (y compris celui qui a
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servi à construire le vocabulaire). Pour chaque nœud, on indique les scores pour les trois pos-
sibilités et le score maximal est mis en valeur en rouge. Pour que le nœud soit correctement





FIGURE 4.19 – Résultats d’identification pour l’environnement R&D (10 000 mots)
La Figure 4.19 présente les résultats pour l’environnement R&D. On y a sélectionné trois
séries, indexées de 0 à 2. Dans tous les cas, le nœud de référence (d’indice 0) est correctement
identifié. On observe dans la série 0 une confusion importante entre les séries 0 et 2, et une
légère incertitude dans la série 1. En revanche, tous les nœuds de la série 2 sont correctement
identifiés. Le Tableau 4.4 représente la matrice de confusion correspondante : pour chaque série,
on note les résultats en pourcentage. On obtient sur l’ensemble des séries 63% d’identifications
correctes.
Série 0 Série 1 Série 2 Nombre nœuds
Série 0 40% 0% 60% 15
Série 1 11% 67% 22% 9
Série 2 0% 0% 100% 8




FIGURE 4.20 – Résultats d’identification pour l’environnement boutique (10 000 mots)
La Figure 4.20 correspond aux résultats de l’environnement boutique, qui contient 2 séries
(une à chaque étage). On remarque que l’identification est ici nettement meilleure : seulement
deux nœuds de la série 1 sont mal identifiés. On obtient 88% d’identification correcte de l’étage,
et la matrice de confusion décrite par le Tableau 4.5 Les séries ont été acquises à deux étages
différents, avec des aspects bien distincts, ce qui explique les bons résultats.
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Série 0 Série 1 Nombre nœuds
Série 0 100% 0% 9
Série 1 25% 75% 8





FIGURE 4.21 – Résultats d’identification pour l’environnement salle de tests (10 000 mots)
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Enfin la Figure 4.21 présente l’identification dans la salle de tests. Les séries 0 et 1 sont bien
identifiées, mais on voit que la série 2 est plus confuse. En pratique, cette série est située entre
les deux autres, à un emplacement où elles sont visibles, ce qui pourrait expliquer la confusion.
On obtient au total un taux d’identification correcte de 75%, ce qui est plutôt satisfaisant dans
un environnement aussi peu texturé et difficile.
Série 0 Série 1 Série 2 Nombre nœuds
Série 0 100% 0% 100% 11
Série 1 14% 86% 0% 14
Série 2 45% 18% 37% 11
Tableau 4.6 – Matrice de confusion des séries salle de test
On voit donc qu’on peut obtenir une discrimination entre les nœuds, qui atteint ses limites
si l’environnement ne change pas suffisamment mais qui peut discriminer correctement deux
environnements différents. La marge d’amélioration reste importante.
Pour résoudre les cas d’ambiguïté, il serait possible de rajouter d’autres critères pour discri-
miner le nœud courant. Par exemple, on pourrait tenter d’effectuer une localisation par rapport
aux différents nœuds candidats et vérifier que cette localisation est cohérente, ou bien rajouter
des critères de répartition spatiale.
4.3 Transitions
Cette section est dédiée aux résultats de la navigation entre les nœuds. La section 4.3.1
décrit les résultats obtenus pour le contrôle du cap du robot en translation et en rotation. La
section 4.3.2 détaille les résultats du calcul d’échelle par la méthode de corrélation.
4.3.1 Correction de trajectoire
Cette section traite des résultats expérimentaux à propos de la correction de trajectoire du
robot par le contrôle du cap du robot. On quantifie d’abord la précision de l’approche à l’aide du
simulateur Webots, puis on s’intéresse aux aspects temps réel et consommation CPU.
4.3.1.1 Précision : résultats sous simulateur
On s’intéresse ici à la précision du contrôle de trajectoire par la boussole visuelle. Pour
cela, on réalise deux expériences successives sur NAO, pour tester l’efficacité en rotation et
en translation. Pour la rotation, on effectue deux rotations successives d’un demi-tour dans un
sens puis dans l’autre. Pour la translation, on effectue une translation en ligne droite. Dans les
deux cas, on échantillonne les positions du simulateur, de la boussole et de l’odométrie, à une
fréquence de 15 échantillonnages par seconde.
La Figure 4.22 représente l’évolution de l’angle du robot au cours de l’expérience, telle que
















FIGURE 4.22 – Évolution de l’angle du robot calculé par l’odométrie et la boussole visuelle par
rapport à l’angle réel pendant deux rotations successives
plein rouge). On voit sur la figure l’évolution linéaire de l’angle pendant les deux phases de
rotation. Il est donc visible ici que l’angle calculé par la boussole est quasiment identique à la
vérité terrain, alors que celui de l’odométrie dévie progressivement : la pente de la droite estimée












FIGURE 4.23 – Évolution du cap du robot au cours d’une translation en ligne droite calculé par
la boussole et la vérité terrain
La Figure 4.23 représente l’évolution du cap du robot pendant une translation. Le contrôle
est effectué avec le PID décrit dans la Figure 3.21. On voit que l’angle du robot reste très proche
de l’angle initial (l’angle final est de moins de 2°), et que l’angle estimé par la boussole oscille
autour de la valeur réelle avec une amplitude de 5°. Au contraire, l’angle estimé par l’odométrie
est très différent. Ceci vient du fait que le robot présente une dérive systématique vers la droite,
ce qui implique des commandes en vitesse vers la gauche : comme l’odométrie suppose que les
commandes sont exactes, cela implique une estimation d’un angle positif.






FIGURE 4.24 – Trajectoire du robot pendant une translation (vert pointillé : mouvement du
torse, rouge pointillé : mouvement global de la base)
contrôle de trajectoire. Les oscillations sont dues au mouvement de balancier pendant la marche :
on voit cependant que la trajectoire du robot est globalement droite, alors qu’elle dévie fortement
si elle n’est pas corrigée.
En pratique, les robots NAO réels présentent effectivement une tendance à la déviation sys-
tématique. Celle-ci est due notamment à des problèmes de calibration. Chaque robot a donc
une tendance à dévier, qui dépend de sa géométrie et qui n’est pas identique d’un robot à l’autre.
Comme cette déviation semble très répétable, il serait probablement possible d’utiliser une phase
de calibration pour déterminer cette déviation et corriger l’estimation en fonction. Cette cor-
rection n’éliminerait pas le besoin d’un contrôle du cap précis en boucle fermée, puisqu’elle
tiendrait compte uniquement du robot et non pas des spécificités du sol (matière plus ou moins
glissantes, présence d’irrégularités etc).
4.3.1.2 Performances
La méthode de contrôle par la boussole doit être faite en temps réel, avec une fréquence
suffisante pour contrôler la trajectoire du robot pendant qu’il se déplace. Étant donnée la vitesse
de déplacement de NAO, on peut se permettre d’avoir une fréquence de rafraîchissement assez
basse : un contrôle satisfaisant a pu être effectué à une fréquence de 5 Hz. Plus la fréquence est
élevée, meilleur sera le contrôle. Il est donc important de quantifier les impacts sur la consom-
mation CPU.
Résolution 160x120 320x240 640x480 1280x960
5 fps 2% 4% 10% 36%
15 fps 6% 11% 31% NA
30 fps 13% 23% 60% NA
Tableau 4.7 – Utilisation CPU pour différentes fréquences et résolutions
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Le Tableau 4.7 compare les différentes valeurs de consommation CPU en embarqué sur le
robot en fonction de la résolution de l’image considérée. On voit ici que l’augmentation est ap-
proximativement linéaire avec la fréquence, ce qui est naturel, et approximativement quadratique
avec la taille de l’image. La complexité du calcul vient de l’extraction des points d’intérêt, qui
est quadratique en fonction de la taille de l’image. Le calcul de l’orientation par le RANSAC est
linéaire en fonction du nombre de points. La configuration utilisée en pratique est une fréquence
de 15 Hz pour une résolution 160x120, qui est le meilleur compromis en termes de précision
contre temps de calcul et impact mémoire.
4.3.2 Estimation de l’orientation et du facteur d’échelle par la corrélation
La Figure 4.25 montre un exemple de corrélation effectuée pendant que NAO était en mouve-
ment. Pour chaque étape, l’image de référence est indiquée à gauche, l’image courante à droite,
et la matrice de corrélation en bas. La matrice de corrélation est en fausses couleurs, le rouge
correspondant au maximum de corrélation et le bleu au minimum. Le modèle et la zone de cor-
rélation maximale sont indiqués en bleu sur l’image de référence et la requête respectivement.
L’image de référence correspond à l’image initiale vue par le robot, à l’arrêt. Le robot effectue
une translation en ligne droite (sans contrôle de trajectoire) sur environ un mètre. L’image de ré-
férence reste la même pour la durée de l’expérience. Pour des raisons pratiques de visualisation,
les images présentées n’ont pas été calculées en embarqué sur le robot, mais à partir d’une vidéo
enregistrée. En pratique, l’algorithme peut être porté sur le robot à une fréquence suffisante (on
atteint aisément une fréquence de 10Hz).
Échelle : 1 Échelle : 1.04
Échelle : 1.15 Échelle : 1.20
FIGURE 4.25 – Étapes successives pendant une transition
Plateforme utilisée : NAO
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On voit sur la Figure 4.25 que la corrélation peut s’effectuer correctement même avec des
changements d’échelle et des niveaux de flous importants. En particulier, sur la dernière image,
on voit que le flou cinétique est très important, mais le maximum de corrélation est détecté de
façon cohérente. On voit donc qu’il est possible d’utiliser une image de la même manière que
pour la boussole visuelle, pour contrôler l’orientation du robot, mais aussi pour estimer le facteur
d’échelle. L’expérience est réalisée sur NAO, et donc dans les conditions de flou cinétique les
plus difficiles, ce qui montre que cette approche est valide.
En pratique, on observe régulièrement des fausses corrélations pendant le mouvement. Ce-
pendant, ces erreurs sont obtenues avec un facteur d’échelle incohérent par rapport au mouve-
ment effectif du robot : par exemple, alors que le robot se rapproche de son image de référence
et que le facteur d’échelle est donc supérieur à 1, on observe des estimations avec un facteur
d’échelle nettement inférieur à 1. Ces artefacts pourraient probablement être éliminés en ne
considérant dans la pyramide que les échelles proches de la dernière échelle calculée, en sup-
posant qu’il n’y a pas de changements brutaux. Cette hypothèse est valide tant que le robot est
en mouvement, surtout que les mouvements brusques (robot soulevé ou bousculé) peuvent être
détectés. On observe aussi parfois un mauvais positionnement dans la requête, probablement dû
au fait que le modèle utilisé correspond à un champ de vue restreint et donc ambigü. Cependant,
ce problème peut probablement être compensé avec un filtre simple sur la position (auquel on
pourrait aussi rajouter un filtre passe-bas pour compenser les effets des mouvements de la tête
pendant la marche).
4.4 Applications et intégration dans la suite logicielle
Le travail décrit dans cette thèse a été utilisé en intégré en aval au sein d’Aldebaran. On
s’intéresse ici à deux applications qui ont été développées basées sur le travail de localisation.
Ces applications ont été développées pour le robot Pepper.
4.4.1 Orientation
L’application "orientation" a pour but de permettre à des clients de se repérer dans une bou-
tique en demandant leur chemin à un robot d’accueil. Le but est que le robot, après un court
dialogue, soit capable de d’indiquer ensuite au client une direction à suivre pour aller à un en-
droit donné de la boutique (par exemple, l’accueil, les toilettes etc). Cela implique à la fois de
connaître sa position actuelle, et de stocker les directions appropriées.
Pour stocker les directions de référence et se repérer, le robot utilise un nœud fixe, acquis
au préalable. Ce nœud est ensuite annoté manuellement par un opérateur, par l’intermédiaire de
la tablette tactile de Pepper : les images couleur acquises pour le nœud défile sur la tablette, et
l’opérateur place des points annotés sur les images. Leurs positions en pixel sont ensuite conver-
ties en angulaire. Chaque position est associée à un mot-clé, qui pourra ensuite être reconnu et
utilisé dans un dialogue dédié.
En cours d’utilisation, une fois le mot clé reconnu, le robot doit calculer sa position courante.
On n’utilise qu’une seule image et on calcule l’angle à l’aide de la boussole visuelle : on gagne
ainsi en rapidité d’acquisition et d’exécution. En contrepartie, on y perd en robustesse, car une
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(a) Page d’accueil de l’interface d’acquisition
(b) Ajout d’une annotation ("show audience") (c) Persistance de l’annotation sur une autre image
FIGURE 4.26 – Exemple de nœud annoté
unique image peut être partiellement recouverte ou bruitée. Pour compenser, en cas d’échec de la
boussole, on acquiert d’autres images, en tournant la tête et le corps du robot dans trois directions
successives : en face, à gauche puis à droite. Ainsi, le robot n’est pas gêné par la présence
d’une personne en face de lui, ou bien par un manque de textures ponctuelles. L’utilisation de
la boussole uniquement se justifie par le fait que le robot dans ce cas d’application ne s’éloigne
pas de son nœud initial, et effectue principalement des rotations.
Cette application a été développée par l’équipe Studio à Aldebaran. L’application a été dé-
veloppée en Python pour l’utilisation de l’API de localisation et en Javascript pour la partie ta-
blette. Elle doit être livrée et utilisée en magasin. Elle contient notamment des animations, pour
la recherche de l’orientation et ensuite pour indiquer une direction, et un dialogue automatique.
La condition de déclenchement de cette application se fait donc au sein d’un dialogue, dans le
cas où l’utilisateur pose une question suivant le modèle "Où se trouve * ?" ou autre question
similaire.
La Figure 4.26 montre l’interface d’annotation développée pour cette application. On voit
notamment qu’il est possible de rajouter des annotations sur une image donnée, ici l’annotation
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"show audience" qui peut servir à orienter le robot vers son public pour une danse. L’application
utilise ensuite la correspondance entre position en pixel et position angulaire pour faire persister
les annotations d’une image à l’autre.
4.4.2 Retour à la maison
L’application "retour à la maison" a pour but de garantir que le robot ne s’éloigne pas trop de
son emplacement prévu au cours de la journée, et est capable de revenir à son point de départ le
cas échéant. En effet, le robot effectue régulièrement des petits déplacements, pour se diriger vers
les personnes proches et entrer en interaction, ou tout simplement pour rechercher des personnes
avec qui interagir. Il est également amené à danser à intervalles réguliers. Ces déplacements cu-
mulés ramènent le robot approximativement à sa position initiale, mais les erreurs d’orientation
en particulier s’accumulent. Il est donc nécessaire de replacer le robot régulièrement.
Pour cela, on vérifie périodiquement la position du robot. Pour économiser du temps d’acqui-
sition et de calcul, on commence par vérifier si l’information de l’odométrie est suffisamment
précise. Pour cela, on estime l’incertitude de l’odométrie à l’aide du déplacement cumulé du
robot depuis la dernière localisation complète, et en comptant d’éventuelles perturbations. Si
l’incertitude est suffisamment réduite et si le robot n’a pas été poussé depuis la dernière localisa-
tion, alors l’odométrie est suffisante et on utilise cette position estimée pour recaler le robot. Si
l’odométrie est trop incertaine, alors on déclenche une localisation complète. Pour cela, on ra-
joute la condition de déclenchement appropriée à la vie autonome, qui déclenche la localisation
dès que possible. Une fois la localisation obtenue, on ramène si nécessaire le robot à sa position
initiale.
L’intégration de la localisation complète dans une application est particulièrement délicate,
car il s’agit d’un processus assez long, et les mouvements de la tête sont imposés (pour couvrir
un champ de vision suffisant). Pour cela, le temps de calcul est maquillé par des animations et
des sons. Il est aussi important de vérifier au préalable que le champ de vision n’est pas obstrué
par un trop grand nombre de personnes. Cependant, cette étape est cruciale, car son absence
implique un robot qui dérive, sort de son périmètre ou tourne le dos aux spectateurs.
L’application est développée en Python, via le logiciel Choregraphe, et conçue comme une
extension de la vie autonome du robot. L’application est en cours d’intégration et de livraison
aux clients d’Aldebaran
4.5 Conclusion
On a montré dans ce chapitre la validité des approches décrites dans le chapitre 3. Pour cela,
on a utilisé un simulateur pour avoir à la fois un environnement simple et contrôlé et une vérité
terrain précise. Une base de données de test importante a également été collectée, dans des envi-
ronnements différents (de bureaux, peu texturé avec des miroirs, dans une boutique). Elle a été
utilisée pour une validation qualitative en vérifiant le taux de succès de la localisation dans des
environnements proches des nœuds, et quantitative en utilisant une vérité terrain approximative.
Ces expériences ont donc montré que les différentes sources de localisation donnaient des
résultats performants individuellement. La boussole visuelle est robuste aux faux appariements,
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aux occultations et au flou. La corrélation permet d’obtenir des informations fiables même dans
des environnements peu texturés, même en présence d’obstacles ou de flou cinétique. On voit
tout de même qu’elle est sensible à des fausses détections en l’absence d’hypothèse préalable.
Le recalage de profils par l’ICP reste efficace malgré la forte déformation du signal, et donne
des résultats dont la précision est satisfaisante par rapport à l’amplitude du bruit. On obtient des
résultats satisfaisants en présence d’obstacles, tant qu’il reste un champ de vision suffisant. La
structure hiérarchique permet de renforcer le résultat en utilisant les résultats des sources comme
hypothèse pour les suivantes, et permet d’obtenir des taux de réussite importants dans tous les
environnements considérés.
En ce qui concerne les transitions, la boussole visuelle permet de contrôler l’orientation du
robot de façon fiable, à la fois pour des rotations pures et des translations. Le contrôle par un
PID permet d’obtenir une précision bien meilleure que l’odométrie, tout en étant utilisable à
une fréquence suffisante en embarqué. La corrélation donne également des résultats prometteurs
en mouvement, puisqu’elle estime de façon robuste la position et l’échelle du robot, même en
utilisant des images prises par le robot en mouvement.
Cette méthode a été intégrée dans le code client Aldebaran, et est actuellement en cours
d’intégration au sein d’applications livrées. Même si la méthode a encore des limites, notamment
le temps nécessaire pour l’acquisition d’un nœud (de référence ou de requête), il s’agit d’un
aspect important qui sera intégré et amélioré dans la suite. Par exemple, une application de
“robot guide” est en train d’être mise en place, qui permet notamment de rajouter un aspect




Le sujet de la localisation et de la cartographie est particulièrement important en robotique.
Il peut s’agir de SLAM, de localisation par rapport à une carte préétablie, de détection de fer-
meture de boucle, ou encore de suivi de trajectoire. Ce sujet est couvert depuis maintenant plus
de vingt ans, mais les cas d’application et les moyens disponibles sont de plus en plus contrai-
gnants. Historiquement, le problème a commencé par être traité pour des robots disposant de
capteurs métriques très complets, avec notamment un large champ de vision et une portée im-
portante : télémètres laser, Velodyne, et plus récemment caméras 3D. Des algorithmes de plus
en plus efficaces ont été développés pour obtenir des informations de position métrique du ro-
bot, en deux voire trois dimensions. Certains ont même été appliqués à l’aide du robot NAO,
modifié pour l’occasion en y rajoutant un laser ou une caméra 3D (mais en effectuant tous les
calculs en déporté). Cependant, les capteurs métriques posent un problème de coût et de volume
de données. Pour cela, la communauté s’est intéressée à des capteurs non métriques, à savoir
les caméras. Ces capteurs ont l’avantage d’être peu volumineux, peu chers et de contenir une
information riche. On trouve donc des systèmes de localisation métriques basés sur des caméras
(monoculaire ou paire stéréo).
Le formalisme métrique, qui a été le premier envisagé historiquement, n’est cependant pas
nécessairement le plus adapté. En particulier, il supporte mal le passage à l’échelle, ou le sto-
ckage d’informations qualitatives comme celles que peut fournir une caméra. Le formalisme dit
topologique a donc été développé progressivement : il consiste à repérer le robot par rapport à
un graphe et non plus une carte métrique. Ce graphe ne contient donc pas nécessairement des
informations métriques, mais plutôt qualitatives ou sémantiques. Ce formalisme est particulière-
ment employé dans le cas de systèmes équipés uniquement de caméras. Il existe de nombreuses
approches, à la fois pour fournir une localisation topologique et pour effectuer des suivis de tra-
jectoires. Elles sont en général basées sur des méthodes parcimonieuse à base de points d’intérêt,
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éventuellement renforcées par des descripteurs globaux. C’est donc ce type d’approche qui a été
privilégié ici.
Cette thèse a cherché à résoudre le problème de la localisation et de la navigation de ro-
bots humanoïdes en environnement non contraint. Il s’agit donc d’une version particulièrement
difficile du problème général. En effet, les robots sont équipés de capteurs restreints, avec des
contraintes de coût et d’intégration forte. De plus, les applications visées ont lieu dans un envi-
ronnement non contraint, qui ne peut pas être instrumenté, et qui est amené à changer : des bou-
tiques avec des clients non experts, ou un domicile d’un particulier. Le but de la thèse est donc
de tirer un maximum d’informations de localisation, aussi précises que possible, avec une infor-
mation partielle. La structure choisie pour gérer ces informations est un graphe topologique, où
les emplacements clés correspondent à des nœuds, et les déplacements possibles entre les nœuds
sont repérés par les transitions. La thèse s’articule donc autour de deux aspects principaux : la
localisation du robot par rapport à nœud, et la transition entre les nœuds. Les contributions prin-
cipales de la thèse sont donc des méthodes qui permettent le calcul de l’orientation du robot
et des indications sur sa position uniquement à partir de caméras monoculaires : la boussole
visuelle et la corrélation multi-échelle. On peut ajouter à cela l’utilisation d’une structure hiérar-
chique souple et l’utilisation d’un formalisme topologique. On obtient donc alors un système de
localisation le plus complet possible à partir d’informations limitées, sur un robot humanoïde à
bas coût.
Le graphe topologique qui décrit l’environnement est construit a priori, lors d’une visite
préalable de l’environnement par le robot. Les nœuds du graphe sont construits de façon à avoir
des données panoramiques : le robot prend une série d’images (caméra monoculaire et éven-
tuellement caméra 3D) avec différentes positions de la tête et en tournant sa base. On compense
ainsi le faible champ de vision des capteurs du robot, au prix d’une acquisition plus longue et
plus contrainte. Les données ainsi acquises fournissent des images de référence pour la suite.
La localisation par rapport à un nœud est faite de façon hiérarchique et progressive. L’odo-
métrie du robot est la source d’information la plus simple mais aussi la plus imprécise : elle
dérive fortement (surtout sur NAO), et ne supporte pas les irrégularités du sol, les chutes ou
les perturbations fortes de l’équilibre. Elle est particulièrement imprécise pour l’orientation du
robot. Il s’agit toutefois d’une indication rapide à obtenir, et dont on peut majorer l’impréci-
sion. Pour cette raison, on s’en tient uniquement à l’odométrie aussi longtemps que possible, en
estimant son incertitude à l’aide des mouvements cumulés du robot.
Pour compenser la dérive de l’odométrie, on utilise tout d’abord la boussole visuelle, qui
calcule l’orientation du robot de façon plus précise et fiable. La boussole visuelle est basée
sur l’appariement de points d’intérêt (de type BRIEF) entre les images du nœud courant et des
images courantes : elle repose sur l’hypothèse que les mouvements des points sont dûs aux
rotations du robot, et une recherche optimisée des meilleures images à apparier dans le noeud.
Cette méthode est rapide et plutôt précise tant que l’hypothèse est raisonnablement valide, mais
atteint ses limites lorsque le robot s’éloigne du nœud initial. En effet, l’hypothèse ne tient que
pour des rotations pures ou des points à l’infini, ce qui n’est pas le cas quand le robot bouge.
La boussole visuelle doit donc complétée. Pour cela, on utilise une méthode dense, plus ro-
buste mais aussi plus lourde en temps de calcul, basée sur la corrélation de type ZNCC. On com-
pare une image extraite du noeud avec la concaténation des images courantes, et on en déduit la
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déviation angulaire correspondante. On rend cette approche robuste aux changements d’échelle
en calculant la corrélation sur une double pyramide d’image, et en sélectionnant la meilleure
échelle possible. Cette méthode permet à la fois de s’affranchir des inconvénients d’une mé-
thode parcimonieuse et de supporter les changements d’échelle. Elle permet donc d’obtenir une
mesure du cap plus précise à plus grande distance, tout en fournissant une mesure qualitative de
l’éloignement du robot, au prix d’un temps de calcul plus important, mais toujours envisageable
sur le robot.
Enfin, l’information de position du robot peut être complétée si jamais le robot possède
un capteur métrique (caméra 3D de Pepper ou de ROMEO, NAO modifié). On utilise un al-
gorithme d’ICP pour recaler des profils de noeuds et ainsi obtenir une position métrique par
rapport au nœud de référence. Cette méthode nécessite une initialisation proche du résultat final
pour converger correctement, au minimum en orientation. Si aucune information n’est dispo-
nible a priori, on construit une hypothèse d’orientation approximative à l’aide des descripteurs
Shape Context. On cherche également à compenser les imprécisions du recalage dûs à la fois
à l’environnement dynamique et à l’intégration du capteur (effet des lentilles). On obtient ainsi
une localisation en position, avec une précision meilleure que l’odométrie.
Toutes ces sources d’informations sont combinées de façon hiérarchique, par ordre de com-
plexité et de précision croissantes. Chaque source de localisation fournit son résultat partiel aux
suivantes, qui l’utilisent comme hypothèse préliminaire, ce qui permet de simplifier les calculs
en garantissant une bonne initialisation du problème. Les résultats des différentes sources sont
combinés et renforcés en utilisant un formalisme probabiliste simplifié.
Pour résoudre le problème du robot capturé, qui n’a aucune information a priori sur sa po-
sition, on utilise une identification par sac de mots, en construisant un vocabulaire à partir des
points d’intérêt extraites des nœuds du graphe. Pour cela, on construit un vocabulaire hiérar-
chique sur les descripteurs binaires BRIEF. On apparie ensuite un nœud candidat avec le graphe
en utilisant la mesure du TF-IDF utilisée classiquement dans ce genre de cas.
En ce qui concerne les transitions entre noeuds, on met au point une méthode basée sur la
boussole visuelle pour contrôler la trajectoire du robot. On utilise l’information de déviation
relative à une image de la boussole pour contrôler le cap du robot par rapport à une direction
donnée. On peut alors effectuer des rotations sur place, ou des translations en ligne droite dans
une direction donnée. Cela permet donc à la fois de contrôler les mouvements du robot pendant
une acquisition de nœud, et d’effectuer des transitions dans la direction d’un nœud voisin. On
peut alors contrôler l’éloignement par rapport au nœud suivant en utilisant la méthode de calcul
du facteur d’échelle de la corrélation, qui peut également être effectuée pendant le mouvement
du robot (y compris NAO).
On a donc développé un système qui permet d’obtenir une localisation et une navigation
dans un graphe topologique, tout en restant réalisable en embarqué sur des robots humanoïdes
contraints. Ces méthodes ont été testées et validées sur des bases d’exemples en conditions
réelles et sont en cours d’intégration dans la suite logicielle d’Aldebaran. Une des applications
permet à Pepper de devenir un robot guide, en annotant un nœud avec des informations séman-
tiques et en intégrant un dialogue qui permet à l’utilisateur de demander son chemin au robot.
La plupart du travail de la thèse a porté sur la localisation dans un nœud donné. Les transi-
tions et l’identification du nœud courant sont encore des prototypes, et méritent des améliora-
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tions. En particulier, il serait intéressant d’établir un contrôle de trajectoire directement à partir
de la corrélation, et non de l’utiliser uniquement comme un critère d’arrêt. On pourrait no-
tamment ainsi limiter la recherche de l’échelle en ne s’intéressant qu’aux échelles cohérentes
et vraisemblables. On pourrait également ajouter de nouvelles transitions au graphe en les ex-
trapolant à partir de corrélations visibles d’un noeud à l’autre : s’il est possible d’établir une
corrélation entre deux noeuds, avec un angle et un facteur d’échelle correspondant, alors il est
probable qu’il soit possible d’effectuer une transition.
L’identification du nœud courant est encore basique, et pourrait s’inspirer de descripteurs
plus pertinents qui prennent en compte une information globale et non des descripteurs locaux.
En particulier, il serait intéressant de s’inspirer des descripteurs qui tiennent compte de la ré-
partition spatiale des points d’intérêt, et éventuellement d’intégrer le signal 3D s’il est dispo-
nible, pour rendre l’identification plus robuste. Cette robustesse est notamment importante dans
le contexte de l’utilisation des robots Pepper dans les boutiques SoftBank, car les différentes
parties d’une boutique sont assez similaires (présence de grandes vitrines uniformes).
De plus, il serait également très intéressant de se pencher davantage sur l’évolution d’un
nœud avec le temps. En effet, il serait utile de détecter lorsque les changements de l’environne-
ment sont trop importants et nuisent à la qualité de la localisation : il peut s’agir de changements
dans les conditions d’éclairage avec l’heure de la journée, ou bien de changement de l’environ-
nement comme des objets déplacés. Le robot pourrait alors acquérir un nouveau nœud avant que
les différences ne soient trop importantes, et compléter l’information du graphe.
La question de l’évolution du graphe en général et de sa construction autonome reste aussi
ouverte. Par exemple, il est nécessaire de gérer les transitions qui sont invalidées par des obs-
tacles, ou d’en rajouter. Il serait aussi utile de pouvoir rajouter de nouveaux nœuds à la volée
pendant la localisation, par exemple pour compléter une zone découverte par hasard ou pour
compenser les changements de l’environnement. La thèse suppose qu’un tour du propriétaire
a été réalisé au préalable, mais on pourrait imaginer appliquer des méthodes de fermeture de
boucle et de segmentation pour réaliser le découpage en nœuds de façon autonome.
Cette thèse a permis de montrer qu’il est possible d’obtenir un système de localisation et de
navigation sous des contraintes très fortes, à la fois de plateforme, de capteurs, de puissance de
calcul et de contexte d’utilisation. Il existe des possibilités d’extension et d’amélioration du tra-
vail réalisé, avec des perspectives intéressantes pour passer à l’échelle, donner plus d’autonomie
au système et mieux tenir compte du caractère dynamique de l’environnement.
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ANNEXE A
Points d’intérêt et descripteurs
Les points d’intérêt sont une méthode très populaire en traitement d’images pour toute appli-
cation de suivi ou d’identification. Ils permettent une approche parcimonieuse et donc économe
en temps et en mémoire. Le principe est de détecter dans une image donnée des points remar-
quables, et de leur associer un descripteur représentatif. Le but est alors de retrouver ces points
dans d’autres images pour pouvoir les apparier. On peut alors utiliser ces appariements dans des
applications de reconnaissance d’objets, d’assemblage d’image ou de suivi d’objets et d’amers
visuels.
L’extraction des points d’intérêt est effectuée par un détecteur. Pour chaque point d’intérêt,
celui-ci donne une position, une taille, une intensité et éventuellement une échelle et une orien-
tation. On définit donc une zone centrée sur un point. Le but d’un détecteur est d’extraire des
points significatifs d’une référence, et de les retrouver par la suite dans des images de référence.
Pour décrire et comparer les points d’intérêt, on utilise un descripteur. Celui-ci calcule à
partir d’un point d’intérêt donné un descripteur du point. Un descripteur est généralement repré-
senté sous la forme d’un vecteur de taille donnée. Pour chaque type de descripteur, on définit
également une notion de distance entre deux descripteurs.
A.1 Détecteurs
Un détecteur doit répondre à plusieurs critères importants. Parmi ces critères, on trouve la
précision, la robustesse au flou, aux changements de luminosité et d’orientation. Chaque descrip-
teur répond de façon particulière à ces critères, qui impactent la performance des algorithmes
qui les utilisent.
Il existe de très nombreux types de détecteur et descripteurs. Parmi les détecteurs les plus
courants, on peut citer :
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— le détecteur de coin de Harris (Harris and Stephens, 1988). Il s’agit d’un détecteur peu
coûteux à extraire, mais également assez peu robuste ;
— Feature Accelerated Segment Test FAST, (Rosten and Drummond, 2006). Il s’agit d’un
détecteur de coins, qui a l’avantage d’être très rapide à extraire et relativement robuste au
flou. Ce détecteur repose sur la comparaison d’intensité de pixels entre un pixel central
et les pixels de la périphérie.
— Maximally Stable Extremal Regions MSER ; (Matas et al., 2004). Ces régions sont dé-
tectées à l’aide d’un système de seuillage progressif des images, qui permet de détecter
des régions "maximales". Celles-ci sont stables aux transformations affines et au chan-
gement de luminosité
— Scale Invariant Feature Transform SIFT (Lowe, 1999), construit par une méthode de
différence de Gaussiennes (DOG - Difference Of Gaussians) comme approximation de
calcul de Laplacien : on considère les différences des transformations de l’image ori-
ginale à laquelle on a appliqué des Gaussiennes de différentes tailles, et on sélectionne
les points d’intensité maximales. Une orientation typique est calculé en calculant les
orientations dominantes des gradients autour du point. Celui-ci est donc par construction
robuste au changement d’échelle et d’orientation ;
— Speeded Up Robust Features SURF (Bay et al., 2006), qui est assez similaire au détec-
teur SIFT. Il est basé sur une recherche de valeurs maximales de la Hessienne de l’image
sur différentes échelles, approchée par de simples filtres boîtes (basés sur des différences
de zones de l’image) qui ramènent le calcul à des différences de zones d’images. Une
orientation est calculée à partir des réponses à la transformée en ondelettes dans diffé-
rentes directions.
Le choix du détecteur choisi repose sur un compromis entre robustesse et vitesse d’extrac-
tion. Il est nécessaire de choisir les critères en fonction de l’application. Par exemple, la ro-
bustesse aux changements d’orientation est cruciale pour des applications de reconnaissance
d’objets : on doit pouvoir retrouver l’objet dans des positions différentes. En revanche, dans le
cadre du suivi pendant la marche d’un robot, cela peut au contraire être un désavantage : on sait
que les points ne seront pas soumis à des changements d’orientation importants, mais on laisse
la possibilité de confondre des objets qui sont similaires à une rotation près, comme par exemple
un pied de chaise et une table.
De même, lorsque les détecteurs ne sont pas robustes aux changements d’échelle, il est
possible de compenser cet inconvénient en extrayant les points d’intérêt à différentes échelles
simulées. Ces échelles sont obtenues en construisant une pyramide d’images. Celle-ci est consti-
tué d’images auxquelles on applique progressivement un facteur d’échelle de plus en plus faible.
Ainsi, on simule la détection à différentes échelles dans l’image. Cette méthode, même si elle
n’est pas aussi précise qu’un détecteur comme SIFT ou SURF, permet d’obtenir une approxima-
tion suffisante et est souvent plus rapide que d’extraire directement des détecteurs multi-échelle.
Dans le cas d’application de cette thèse, le détecteur FAST multi-échelle est le meilleur
compromis. Il permet d’obtenir un grand nombre de points d’intérêt rapidement et à faible coût,
ce qui donne des chances de compenser d’éventuelles obstructions ou changement de l’envi-
ronnement. La robustesse aux changements d’échelle est une caractéristique importante, mais
l’extension multi-échelle permet de l’obtenir approximativement : on perd en précision par rap-
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port à SURF par exemple, mais le gain en temps de calcul est significatif. Enfin, la robustesse au
flou et aux changements de luminosité est suffisante pour les applications considérées, à savoir la
localisation par la boussole visuelle (section 3.2.1) et le contrôle du cap du robot (section 3.3.1).
Cependant, comme le détecteur possède une interface générique, il pourrait être remplacé par un
autre détecteur, par exemple si on a davantage de puissance de calcul.
A.2 Descripteurs
Un descripteur doit comme son nom l’indique caractériser un point d’intérêt donné. Le but
d’un descripteur est de représenter de façon compacte la zone définie par le point d’intérêt. Ce
descripteur doit être comparable à d’autres descripteurs du même type pour pouvoir ensuite
apparier les points entre eux : il doit donc être également discriminant.
A.2.1 Construction du descripteur
Beaucoup de descripteurs sont représentés par un vecteur. La méthode d’extraction varie
selon les descripteurs, mais le but est toujours de représenter la structure locale de l’image au
niveau du point d’intérêt.
Parmi les descripteurs les plus courants, on trouve :
— SIFT. On ramène la région définie par le point d’intérêt à une grille divisée en 4 x 4
zones. Cette région est orientée à l’aide de l’orientation du point d’intérêt. Dans chacune
de ces zones, on calcule un histogramme à 8 classes qui correspondent chacune à une
plage d’orientations donnée du gradient. Le descripteur correspond donc au 128 valeurs
concaténées des intensités de ces classes. Il s’agit d’un des descripteurs les plus robustes
de l’état de l’art actuel ;
— SURF. Celui-ci est très proche du descripteur SIFT. On divise ici aussi la zone définie
par le point d’intérêt en 4 x 4 zones. Pour chaque zones, on calcule 4 valeurs correspon-
dant aux valeurs des Hessiennes dans les directions x et y et de leurs valeurs absolues.
On obtient ainsi un vecteur de 64 nombres réels. Il existe également une variante SURF-
128 qui contient davantage de descripteur, et une variante sensible à la rotation U-SURF
(Upgraded-SURF), où on ne tient pas compte de la direction du point d’intérêt. Ce des-
cripteur perd en robustesse par rapport au SIFT, mais est beaucoup plus rapide à extraire
en compensation ;
— BRIEF Binary Robust Independent Elementary Feature (Calonder et al., 2010). Il s’agit
d’un descripteur extrêmement simple à extraire et pourtant efficace. On définit 256 paires
de points dans la zone du point d’intérêt. Ces 256 zones sont répartis en utilisant une ré-
partition Gaussienne autour du centre de la zone. Pour chacune de ces paires de points,
on compare les valeurs des pixels de chaque extrémité de la paire. Si la première valeur
est plus faible que la seconde, alors on associe 1 à cette paire, et 0 sinon. On construit
donc un vecteur binaire de taille 256 qui correspond aux résultats concaténés des compa-
raisons. Il existe une version robuste à la rotation, Oriented BRIEF ORB (Rublee et al.,
2011). Pour cela, on rajoute à des détecteurs FAST une mesure de l’orientation du coin
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détecté, et on utilise cette orientation pour transformer les positions des paires de points
avec cette rotation.
Le choix du descripteur repose donc sur un compromis entre robustesse et facilité d’extrac-
tion. Le descripteur SIFT est reconnu comme étant le plus robuste, mais les pertes de robustesses
des autres sont compensés par des gains significatifs en temps de calcul. De plus, les descripteurs
SIFT et SURF sont brevetés et donc ne peuvent pas être utilisés pour des applications commer-
ciales. Pour ces raisons, cette thèse utilise le descripteur BRIEF pour caractériser les points
d’intérêt : sa robustesse est suffisante pour les applications considérées, et le gain de temps par
rapport aux autres descripteurs est considérable.
A.2.2 Comparaison de descripteurs
Une fois les descripteurs obtenus, il faut les comparer pour pouvoir apparier les points d’in-
térêt. L’idée est de trouver le plus proche voisin d’un descripteur donné parmi un ensemble de
points de référence.
Pour apparier les descripteurs, on peut utiliser la méthode naïve qui consiste à comparer le
descripteur de requête à chaque descripteur de référence dans l’ordre où ils ont été extraits, et à
sélectionner le plus proche. On a donc une complexité enO(n) où n est le nombre de descripteurs
de référence. Cette méthode est exacte et simple à implémenter, mais peu efficace. Elle ne peut
donc être utilisée que si on a un nombre réduit de points de référence (ce qui n’est pas le cas en
général).
Une approche plus efficace consiste à utiliser un K-d Tree. Un K-d Tree consiste à organiser
les valeurs à comparer dans un arbre binaire, qui contient sur chaque noeud un vecteur de di-
mension k. Chaque noeud divise l’espace en deux sous-espace, et on associe aux fils de ce noeud
les ensembles de points associés au noeud parent qui sont dans l’un ou l’autre sous-espace. Une
construction classique consiste par exemple à considérer les hyperplans définis par la normale à
une dimension du vecteur considéré. Après cette construction, qui n’a besoin d’être faite qu’une
seule fois après avoir défini les descripteurs de référence, la recherche du plus proche voisin est
beaucoup plus efficace. En effet, pour cherche le plus proche voisin, il suffit de chercher itérati-
vement à quel sous-espace le noeud correspond. La recherche s’effectue alors en O(log(n)) en
moyenne (même si dans le pire des cas elle peut s’effectuer en O(n)). Il existe des variations sur
ce principe, comme par exemple les octrees, ou l’arbre considéré est d’arité 8.
Il existe également des méthodes approximatives qui sont beaucoup plus efficaces lorsque
la dimension des données devient plus grande. En particulier, on peut citer la méthode Locality-
Sensitive Hashing (LSH). Celle-ci consiste à approcher des descripteurs réels par des descrip-
teurs binaires, en définissant une fonction de hachage telle que des descripteurs réels proches ont
une forte probabilité d’être représentés de la même manière, alors que des descripteurs distants
ont une probabilité faible d’avoir la même représentation. La recherche de plus proche voisin
consiste donc à rechercher les représentations les plus proches du hachage de la requête. Dans
cette thèse, on utilise le LSH sur les descripteurs binaires issus du calcul du BRIEF.
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ANNEXE B
Exemples de données expérimentales
On présente ici quelques exemples représentatifs de données expérimentales. Pour la valida-
tion et le tests des algorithmes développés dans la thèse, on a acquis plusieurs séries d’images
dans des contextes différents. Pour chaque exemple de nœud, on montre à la fois les images
acquises et repositionnées dans une visualisation 3D et le profil acquis par la caméra 3D. Sur les
profils 3D, la position initiale du robot est située au centre de la grille, et les graduations corres-
pondent à des mètres. L’axe X est indiqué en rouge et correspond donc à la direction initiale du
corps du robot au moment de l’acquisition, et l’axe Y est indiqué en bleu. On ajoute ces axes sur
les images obtenues par la caméra classique afin de faciliter la correspondance entre les images.
La Figure B.1 montre un exemple de nœud acquis dans les locaux d’Aldebaran, à l’étage
R&D. Il s’agit d’un open space de bureaux, où deux murs sont constitués de fenêtres, recouvertes
de panneaux solaires. Ces fenêtres sont par exemple visibles sur la partie droite de l’image.
L’environnement est très ouvert : on voit au fond de l’image que l’open space se prolonge sur
une grande distance, et sur le profil 3D qu’une partie est hors de portée de la caméra 3D. Sur le
profil 3D, on distingue principalement les deux murs les plus proches (à gauche et en haut) et
un pilier. La forme en bas du profil correspond à un rideau, mais dont le profil est extrêmement
déformée par les lentilles.
On observe donc des déformations significatives sur le signal 3D, même à distance réduite :
environ 2 mètres suffisent. De plus, une partie de l’environnement est hors de portée de la caméra
3D, si bien qu’on ne peut pas obtenir d’information de ce côté pour tenter de se relocaliser. On
observe aussi une zone relativement pauvre en texture dans les images 2D, qui correspond à un
grand mur blanc dans l’environnement (dans la partie avant gauche de l’image panoramique).
La Figure B.2 représente un nœud acquis dans la salle de tests à Aldebaran. Cette salle est
utilisée pour faire des tests de longue durée des robots Pepper dans des conditions variées. En
particulier, elle est équipée de miroirs, situés sur un des murs et sur un pilier central. On peut
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FIGURE B.1 – Exemple de nœud pris à l’étage R&D
Plateforme utilisée : Pepper
notamment voir le miroir du pilier sur la figure, en face de l’axe (on peut voir le robot lui-même
en train d’acquérir le noeud), et un miroir sur le mur (à l’avant de l’image panoramique). Ces
miroirs rendent la situation particulièrement difficile à traiter pour la localisation. Elles rendent
les images ambiguës puisqu’on peut retrouver un motif reflété par un miroir, ce qui perturbe à
la fois la corrélation et la boussole. Les miroirs sont également invisibles pour la caméra 3D, ou
au mieux prennent l’apparence des obstacles reflétés par le miroir. On le voit ici sur le profil,
puisque que le pilier situé en face de l’axe rouge n’est pas détecté, et le miroir derrière la position
initiale apparaît également comme un trou dans le mur.
La Figure B.3 représente un nœud acquis dans une boutique à Tokyo. Les expériences ont
été réalisées de nuit, en dehors des horaires d’ouverture de la boutique et avec toutes les fenêtres
obstruées : le projet était encore confidentiel au moment des expériences. Les acquisitions ont
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FIGURE B.2 – Exemple de nœud pris dans la salle de tests
Plateforme utilisée : Pepper
été réalisées à deux étages de la boutique : un étage d’exposition, qui contient notamment des
modèles de téléphones ou d’accessoires exposés dans des vitrines et des étagères, et un étage
réservé à la signature de contrats téléphoniques, qui contient donc une succession de bureaux et
de sièges sans texture notables.
On voit sur la figure que les étagères portant les accessoires sont des éléments très texturés.
On y détecte notamment de nombreux point d’intérêt. Leurs tailles et leur dispositions sont
variables, si bien que l’environnement est propice à des calculs de corrélation. On voit cependant
sur le profil que les murs latéraux de l’étage sont vus avec un bruit très fort, dû à la distance. Le
recalage du profil par l’ICP est donc rendu plus difficile. En pratique, lorsque le robot circule
dans cet espace, l’aspect des murs vus par la caméra 3D peut changer, puisque le bruit devient
nettement plus important lorsque la distance dépasse quelques mètres.
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FIGURE B.3 – Exemple de nœud pris dans une boutique à Tokyo
Plateforme utilisée : Pepper
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Localisation et navigation d’un robot humanoïde en environnement domestique
Résumé : Cette thèse traite du problème de la localisation et de la navigation de robots humanoïdes à bas
coût dans un environnement dynamique non contraint. Elle a été réalisée en collaboration entre le laboratoire
de robotique CAOR de Mines ParisTech et Aldebaran, dont les robots NAO et Pepper sont utilisés comme
plateformes.
On verra ici comment il est possible de déduire des informations d’orientation et de position du robot
malgré les fortes contraintes de puissance de calcul, de champ de vision et de généricité de l’environnement.
L’environnement est représenté sous une forme topologique : les lieux sont stockés dans des nœuds, reliés par
des transitions. On apprend l’environnement dans une phase préalable permettant de construire une référence.
Les contributions principales de la thèse reposent sur les méthodes de calcul de l’orientation et d’une me-
sure de position du robot à l’aide des caméras monoculaires à faible champ de vision, et leur intégration dans
une structure topologique. Pour se localiser dans le graphe, on utilise principalement les données de vision four-
nies par les caméras monoculaires du robot, tout en laissant la possibilité de compléter à l’aide de caméras 3D.
Les différentes méthodes de localisation sont combinées dans une structure hiérarchique qui permet à la fois
d’améliorer la robustesse et de fusionner les données de localisation. Un contrôle de la trajectoire est également
mis en place pour permettre d’effectuer de façon fiable les transitions d’un nœud à l’autre, et accessoirement
fournir un système de retour pour la marche du robot. Les travaux de cette thèse ont été intégrés dans la suite
logicielle d’Aldebaran, et testés intensivement dans différents environnements afin de valider les résultats ob-
tenus et préparer une livraison aux clients.
Mots clés : SLAM, vision, robot humanoïde, robot Pepper, robot NAO
Localization and navigation of a humanoid robot in a domestic environment
Abstract : This thesis covers the topic of low cost humanoid robots localization and navigation in a dyna-
mic unconstrained environment. It is the result of a collaboration between the Centre for Robotics of Mines
ParisTech and Aldebaran, whose robots, NAO and Pepper, are used as experimental platforms.
We will describe how to derive information on the orientation and the position of the robot, under high
constraints on computing power, sensor field of view and environment genericity. The environment is represen-
ted using a topological formalism : places are stored in vertices, and connected by transitions. The environment
is learned in a preliminary phase, which allows the robot to construct a reference.
The main contribution of this PHD thesis lies in orientation and approximate position measurement me-
thods, based on monocular cameras with a restricted field of view, and their integration into a topological
structure. To localize the robot in the robot, we use mainly data provided by the monocular cameras of the
robot, while also allowing extensions, for example with a 3D camera. The different localization methods are
combined into a hierarchical structure, which makes the whole process more robust and merges the estimations.
A trajectory control has also been developped in order to transition accurately from one vertex to another, and
incidently to provide a feedback on the walk of the robot. The results of this thesis have been integrated into
Aldebaran software suite, and thoroughly tested in various conditions, in order to validate the conclusions and
prepare a client delivery.
Keywords : SLAM, vision, humanoid robot, Pepper robot, NAO robot
