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Abstract
As the growth rate of data in biological databases continues to increase, researchers are provided with further opportunities to discover new ﬁndings from
large amounts of complex biological information. To utilize invaluable biological
information, this thesis has adopted, developed and applied statistical and computational methods to investigate the connections between the gene structure and
its functions. The thesis uses the lengths of coding and non-coding regions (with
and without introns), as well as gene sequences, as major representatives of the
gene structure. The gene expression level and protein functions are considered functions of the length and sequence of genes. The investigation presented in this thesis
attempts to understand two aspects of non-coding regions in diﬀerent organisms
through: (i) characterization of lengths of non-coding regions (5’UTR region and
3’UTR region) and (ii) characterization of sequences of the non-coding DNA (intron
sequences).

A highly skewed distribution has been observed in the gene length and the gene
expression level. This thesis proposes the mixture model to investigate statistical
modeling of the length distribution of coding and non-coding regions. The mixture model demonstrates an appropriate estimation of parameters for the marginal
distribution of the length of gene regions, which can adequately represent the gene
length. In addition, quantile regression (QR) modeling, a robust tool applied due to
the heavy tail distribution, is used to investigate how the gene length inﬂuences the
gene expression level. QR provides the additional information necessary for estimating the entire family of speciﬁc quantile functions. The results of this study reveal
the relationship between the un-translated regions (3’UTR and 5’UTR regions) and
the gene expression level. The quantile characterization shows that the length of
3’UTR region has a larger impact on the gene expression level than does the length
of 5’UTR region.
ii

In relation to the gene sequences, this thesis introduces a new heuristic method,
the “multi procedure” (MP), for identifying the change points in gene sequences
in the form of a generalized Bernoulli process. The MP method is divided into
eight procedures and implemented by the R tool. Our simulations and real data
applications indicate that the proposed new method helps to improve the eﬃciency
of identifying change points and to provide more accurate results in terms of the
number of change points and the position of change points. The MP method is
also applied to estimate change points in intron sequences to determine introns with
structural changes. The potential information about structural changes in intron
sequences may be relevant to functions of introns.

iii
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Chapter 1
Introduction
1.1

Motivation

Statistics is the science of using information that is discovered from studying numbers. It forms an essential part of, and is a useful tool for, information analysis.
Within scientiﬁc methods, statistics encompasses the experimental design, the collection of data, the interpretation of the model and the making of predictions from
the data. Statistics can be applied in various ﬁelds such as social science, economics,
physical chemistry and ecology, as well as in bioinformatics.
Bioinformatics is an interdisciplinary ﬁeld requiring in-depth knowledge of algorithms, statistical and computational techniques, biological science and chemistry
to organize, analyze and interpret data on a large scale. It is a rapidly growing ﬁeld
that manages a large amount of data and analyzes it comprehensively in order to
facilitate understanding of the complexity of biological science. Knowledge from the
application of bioinformatics can beneﬁt other ﬁelds such as agriculture, medicine
and environmental science.
Most research in bioinformatics involves genetics and molecular biological data
[18, 44, 45, 59, 60, 158, 164]; for example, DNA sequences, protein sequences, annotation data and gene expression data. A wealth of molecular data has been rapidly
produced by various genome sequencing projects. The data is large, complex and
diverse, and it considered to be diﬃcult to analyze and interpret. The analysis
1
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and interpretation of various types of data is a challenge that requires the design
and implementation of statistical methods to discover and understand biological
information hidden within this data.
More recently, the ﬁeld of genome sequencing has grown rapidly due to improvements in computer technology and biological technology. Most research has
traditionally focused on ﬁnding genes in DNA sequences, developing methods to predict the protein-protein interactions, classifying disease using gene expression data,
aligning similar proteins and generating phylogenetic trees [13, 54, 74, 84, 191].
Understanding the inﬂuence and role of the gene structure in association with the
gene function and expression has also been an interesting and widely debated subject [28, 41, 57]. The development of methods for the management and analysis
of the gene structure, the gene function and the gene evolution is still a challenge.
The information of the gene structure and sequence is necessary for evaluating and
understanding the molecular basis for gene functions.
This research employs statistical techniques to develop a better understanding
of how a gene structure is constructed, and how it inﬂuences the gene expression
and functions within an organism’s genome. The research presented in this thesis highlights the gene length and gene sequences as major representatives of gene
structure. In particular, the performance of the length and the sequence of coding
and non-coding gene regions (with and without introns) is determined. The gene
expression level and protein functions are obtained as functions of the gene length
and gene sequence. The thesis makes a contribution to the following three speciﬁc
challenges:

1.1.1

Investigation of the gene length distribution

As genes have various lengths, it is interesting to understand whether or not the
gene length could indicate any functional importance within the genome. Most
research on gene length has focused speciﬁcally on the length of the coding region
[20, 184, 189, 198]. This has been largely due to the lack of available non-coding
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sequence data. An increase in complete genome sequence data and complementary
DNA (cDNA) has allowed this research to expand the study to cover the lengths
of both the coding region and non-coding regions, with comparisons made between
these regions.
The ﬁtting of the length distributions can provide important new insights into
biology. Little investigation has been undertaken in the length distributions of
both the coding region and non-coding regions, in particular in relation to protein
functions. Most studies have reviewed this phenomena and described a normality
assumption that is used for analyzing the variation of the length of the coding region
[184, 189]. However, our preliminary study in this thesis showed that the gene length
data has a positive long-tailed distribution. To accurately predict the data which is
not symmetrically distributed, it is necessary to choose a correct statistical model
for the distribution. It is interesting to understand which distribution model is
the best model for describing the length distribution of the coding region and noncoding regions (with and without introns). Therefore, the ﬁrst focus of this study
is to investigate the characterization of the length of gene regions for which the
complete genome sequences are available. One approach is to select an appropriate
distribution and examine the statistical model to best ﬁt the gene length data.

1.1.2

The eﬀect of the gene length on the gene expression
level

The relationship between the gene structure and the gene expression level remains
a subject of continuing interest for genome analysis [99]. A few studies have investigated the relationship between the level of gene expression and the gene length.
Several studies, including C. elegans, D. melanogaster, A. thaliana, S. cerevisiae and
H. sapiens [28, 137, 153, 167], have found that there is a negative relationship between the length of the coding region and the gene expression level in diverse plants
and animals. However, these analyzes have not taken the length of un-translated
regions (5’UTR and 3’UTR regions) into consideration.
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In general, the ordinary least squares (OLS) regression model can be considered to be a perceptive model and is used to predict the condition mean of the
dependent variable. Since the gene expression level variable has a highly skewed
distribution, the conditional mean of gene expression level might not provide meaningful information for describing the gene expression level. Instead, robust analytical
methods (such as a technique based on the conditional quantile) may provide more
meaningful information to investigate the inﬂuence of the gene length on the gene
expression level and to obtain insightful information and a better understanding of
the relationship between the gene length and the gene expression level.

1.1.3

Investigation of the structural changes in gene sequences

Most research in the ﬁeld of bioinformatics attempts to extend existing analytical
methods and apply new or greater computational techniques. One of the main issues
in this area is DNA sequencing analysis. For instance, the identiﬁcation of change
points in sequences is one of the key topics for sequence analysis. In general, a DNA
sequence can be regarded as a stochastic process. The concept of segmentation in a
DNA sequence is equivalent to the concept of stationary subsequence in a stochastic
process [126]. In this thesis, a position which links two consecutive segments in a
DNA sequence is called a change point. A DNA sequence is considered to have
structural changes/pattern changes in its sequence if the sequence has at least one
change point.
Most research studies try to locate possible change segments in DNA sequences
to understand the functions of genomes, evolution of life on the genomic level, physical characteristic and structural properties of DNA sequences [9, 16, 18, 88]. Several
studies have shown that the identiﬁcation of change points in DNA sequences is important and it may be helpful for describing genome architecture [63, 164]. Previous
research has also studied the segmentation of coding DNA sequences. However, few
studies have focused on non-coding DNA sequence segmentation.
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A wide variety of statistical methods have been applied to identify change points
based on DNA sequences; these include Bayesian Hidden Markov model [16, 142],
IsoFinder [143] and Generalized Bernoulli Modeling approach [126]. However, each
method has its own limitations in obtaining an accurate estimation of change points.
The development of a computational method for identifying change points is of interest in non-coding DNA sequences. In this thesis, a new method will be developed
to identify change points in non-coding DNA sequences such as introns.

The main contribution of this thesis is the proposal of a computational method,
named the “multi procedure” (MP) method, for identifying the change points in a
generalized Bernoulli process. This method is developed and implemented based on
the Generalized Bernoulli Modeling approach [126]. The main advantages of the MP
method are: (i) it provides an automatic process for deﬁning the potential domains
(the interval domain that is likely to have change points); and (ii) it can be used
to detect multiple change points. The MP method is implemented in R language
and distributed as a library named “MP”. This library returns the output in terms
of the position of change points found, the length of the sequence, the mean of
each segment and the total number of change points found etc. The MP method is
considered a statistical tool for identifying change points in a generalized Bernoulli
process. The MP method can be applied to real data. For instance, the application
of the MP method is employed to detect structural changes in intron sequences
and is able to demonstrate the relationship among intron structural changes, gene
expression levels and protein functions across diﬀerent organisms. This information
about intron structural changes may be beneﬁcial in determining the function of
introns.
IsoFinder is used in this study as a reference method as we cannot practically
compare the change point estimation result of the MP method against the Generalized Bernoulli Modeling approach which is a time consuming manual process.
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Due to the CPU and memory limitation on the machine running the simulation
test only short sequence length is taken into account even through IsoFinder does
not perform well on the short length sequence.

1.2

The Research Objectives

The aim of this research is to apply appropriate statistical techniques informing the
development of a computational method to investigate the connection between the
gene structure and functions. The speciﬁc objectives are:
1. To characterize the variation of the length distribution of the coding and noncoding regions (with and without introns) across diﬀerent organisms and protein functions using the lognormal distribution, Weibull distribution and the
mixture model.
2. To investigate the relationship between the gene expression level and the gene
length of diﬀerent gene regions using the ordinary least squares (OLS) and the
quantile regression technique.
3. To examine various existing methods (Bayesian Hidden Markov model, Generalized Bernoulli Modeling approach and IsoFinder) used for detecting change
points of intron sequences.
4. To develop a new method for detecting change points in intron sequences and
evaluate the new method against existing methods.
5. To discover new information (trends, patterns) from the associated gene structure and gene functions.

1.3

Research Design

This study is based on theoretical, empirical and comparative research that involves
adequate and accurate interpretation of ﬁndings. The data sources and research
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methodology used in this research are summarized as follows:

1.3.1

Data sources

The content of this research is related to the gene coding region, gene non-coding
regions, gene expression level, gene sequence and protein functions. The data used
in this thesis is based on secondary sources and available organisms with a more
complete genome sequence that can be used for biological studies in the plant and
animal ﬁelds, such as Arabidopsis thaliana (Ath), Caenorhabditis elegans (Cel ) and
Drosophila melanogaster (Dme). The data sources include the National Center for
Biotechnology Information (NCBI), the Clusters of Orthologous Groups (COGs)
database and the Gene Expression Omnibus (GEO) database.

1.3.2

Research methodology

The methodology used in this thesis is as follows:
(i) Data collection: The data is collected from various data sources. The data
sources provide up-to-date data and can be easily accessed via the public
Internet.
(ii) Data preparation: The data from various sources is consolidated into a single
database for further development and the application of statistical methods
to investigate the gene structure and functions. The analytical database that
aggregates relevant data into a single master table for each organism is constructed using Microsoft Access queries.
(iii) Statistical methods: The various statistical techniques are used to test the
data. These statistical techniques include the Generalized Bernoulli Modeling
approach, Bayesian Hidden Markov model and IsoFinder.
(iv) Analytical software tool: The implementation of the statistical techniques
is developed. R software is used in all studies throughout the thesis.
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(v) Testing: The evaluating of the statistical techniques is performed against a
simulation study.
(vi) Real data application: The statistical techniques are also applied to real
data.

1.4

Outline of Thesis

The thesis is organized into ten chapters. Highlights of the content in each chapter
are as follows:

Chapter 1 provides the motivation in studying the gene structure, the objectives
and the main overview of this thesis.

In Chapter 2, a broad overview of the background about gene and DNA sequences is brieﬂy shown. This chapter also includes a review with previous work on
the gene structure and DNA sequence areas.

Chapter 3 contains the detailed information of the data sources and the management of biological datasets used in this study.

The application of the mixture model to ﬁt distributions of the lengths of coding
and non-coding regions (including and excluding introns) in diﬀerent organisms and
genes with diﬀerent protein functions is presented in Chapter 4. The results demonstrate that the probability distributions of the lengths of coding and non-coding
gene regions can be well ﬁtted by the mixture model. The study also shows that ﬁtting by the mixture model is better than ﬁtting by other models deﬁned in literature.

Chapter 5 presents the use of the quantile regression technique to model the relationship between the gene expression level and the gene length. Quantile regression

CHAPTER 1. INTRODUCTION

9

can be used to quantify and examine the eﬀect of the gene length at each individual
quantile of the gene expression level. It can also be used to obtain insightful information and a better understanding of the relationship between the gene length and
the gene expression level.

Statistical analysis on detecting change points of gene sequences has been conducted in the form of the structural change model for DNA sequence. Chapter 6
reviews and discusses how the existing methods (Generalized Bernoulli Modeling
approach, IsoFinder and Bayesian Hidden Markov model) are used for detecting
change points of DNA sequences in detail.

Chapter 7 addresses the diﬃculty of potential domain identiﬁcation observed
in the Generalized Bernoulli Modeling approach and presents improvements to the
potential domain identiﬁcation. A novel way to automatically identify the potential
domains and to manage the detection of multiple change points is proposed.

The methodology and algorithm of the multi procedure (MP) method for identifying change points in a generalized Bernoulli process are introduced in Chapter
8. The comparison results on the estimated positions of change points and the estimated number of change points using the simulation study and real DNA data
between the MP method and IsoFinder are also presented. Moreover, the software
tool of the MP method is presented in this chapter. Our simulation studies demonstrate that the new method works eﬃciently and provides more accurate outcome in
terms of the detection of the number of change points and the estimation of change
point position compared to IsoFinder.

Chapter 9 presents the application of the MP method to identify structural
changes in intron sequences. Further statistical analysis is also carried out to explore the relationship among intron structural changes, gene expression levels and
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protein functions across diﬀerent organisms. This study reveals relationships between the existence of intron structural changes and the gene expression level as
well as the protein function.

The last chapter provides the conclusions drawn from the major results and suggests future research arising from this thesis.

A ﬂow chart for structure of thesis is described in Figure 1.1

Figure 1.1: Flow chart showing the outline of the thesis
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Chapter 2
Literature Review
This chapter presents the fundamental knowledge on which this research is based,
evidence around molecular biology and related completed work involving gene structure, gene functions and DNA sequencing.

2.1

Biological Background

This section provides detailed information on DNA sequences, the gene structure
and gene functions that are relevant to the research in this study.

2.1.1

Background on DNA sequences

Chemically, DNA consists of double-stranded nucleotides, with backbones made
of sugar and phosphate groups joined by ester bonds. These two strands are antiparallel running in opposite directions to each other [70, 157, 165]. Attached to each
sugar group is one of four types of molecules called bases: adenine (A), cytosine (C),
guanine (G) and thymine (T). T and C are pyrimidines, while A and G are purines
(Figure 2.1-b). The A and T base pair and the G and C base pair belong to the
opposite strands of the DNA double-stranded helix structure. Change in GC content
is often abrupt, producing well-deﬁned regions called isochores [120, 144, 181].

12
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Figure 2.1: Three-dimensional molecular model of DNA (a) and stylized diagram of
the DNA double helix (b) [157]

In general, DNA sequences may contain distinct regions whose chemical properties diﬀer widely. The DNA sequences in a gene can be classiﬁed into coding
DNA regions and non-coding DNA regions (e.g. introns and intergenic regions).
The coding DNA part carries the genetic information and encodes the amino acid
sequence of the polypeptide, while the non-coding DNA part does not encode any
proteins. Introns are the intervening sequences of genes and they are a component of
eukaryotic genes. Introns are spliced out of mRNA prior to translation into protein.

2.1.2

Gene structure and functions

Living organism consists of units of heredity called genes. It is a segment of DNA
carrying genetic information (gene sequence or base sequence) that is addressed by
a particular biological science. The majority of genes known so far are expressed
and encoded as proteins, which involves the transcription of genetic information
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from DNA to RNA and the translation of RNA to a functional product (protein).
A gene that encodes a protein is called a protein-coding gene; for the purpose of
simpliﬁcation, it will be referred to as a gene throughout this thesis. Genes control
the physical development as well as behaviour of the organism. In short, genes
contain instructions for making proteins, which are functional molecules in cells.
Genes can be divided into three distinctive regions: one coding region and two
non-coding regions. The coding region contains exons, which are used for protein coding and to determine what the gene accomplishes. The non-coding regions
bounded around the coding sequence contain information that determines how and
when the gene is expressed.
Gene expression is an essential process for all living organisms as it regulates the
fabrication of proteins. When a gene is activated, the base sequence information
in the gene is transcribed into messenger RNA (mRNA) and the mRNA is then
translated into proteins (Figure 2.2). Gene expression can be measured by the
amount of mRNA and proteins in the cell in two major stages: the transcription
stage and the translation stage.
The transcription stage involves the gene code being copied from a portion of
DNA that has unzipped, to produce a pre-mRNA molecule (a primary transcript).
This is a copy of one side of the DNA helix. From a protein synthesis perspective,
genes are divided into exons and introns and only the exons carry the information
required for protein synthesis. The genes of eukaryotic (plants, animals, fungi,
human etc.) organisms can contain introns while prokaryotes (bacteria, archaea
etc.) do not have introns.
Most primary transcripts are processed by splicing the introns to generate a mature transcript or a messenger RNA (mRNA) that only contains exons. The splicing
impacts introns in both coding and non-coding regions [150]. Introns aﬀect mRNA
production either prior to transcription (via their regulatory element content) or
during and after transcription [48].
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Figure 2.2: Overview of the structure of a eukaryote gene and gene expression [157]

The next stage is translation, where there is no direct association between the
nucleotide sequence in the DNA and the sequence of amino acids in the protein. An
example of translation [150] is that three adjacent nucleotides are grouped together
to deﬁne an amino acid. The amino acids are joined to form a chain that creates
the ﬁnal tertiary structure of the protein.
The protein functional classiﬁcation information for various genes is available in
the Clusters of Orthologous Groups (COGs) database at http://www.ncbi.nlm.nih.gov/COG/. This database has been widely used in biological research [20, 29, 138,
197] to classify genes by the gene function, and has been particularly useful in
genome sequencing projects [171]. Further details are presented in Chapter 3.
In this research the structure of the gene is divided into three regions: 5’UTR
region, 3’UTR region and coding region (Figure 2.3). Figure 2.3 shows the ﬁve prime
un-translated region (5’UTR) at the beginning of the gene (after the promoter). It
is a non-coding region and is also known as the leader sequence. The 5’UTR region
is the region between the Transcription Start Site (TSS) and Translation Start Site
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Figure 2.3: Diagram of the gene structure [29]

(TLS). It is a sequence that will be transcribed but not translated into protein.
The 5’UTR region contains various signals for starting protein synthesis and it has
been implicated in translational control, aﬀecting all post-transcriptional stages,
including mRNA stability, folding, and interactions with the ribosomal machinery
[177].
The other end of the gene is called the three prime un-translated region (3’UTR),
which is also a non-coding region and is transcribed but not translated. It is known
as the trailer sequence. This region is situated between the Translation Stop Codon
(TSC) and the Transcription Termination Site (TTS). It contains signals that cause
transcription termination and signals that regulate translation. Furthermore, it
follows the coding region and has important roles in mRNA stability [76, 177].
The coding region is translated into proteins. It is the information used to
deﬁne the sequence of amino acids in the protein. It usually starts with a start
codon (ATG) and ends with a stop codon (TGA, TAG, TAA). The region between
the Translation Start Site (TLS) and the Translation Stop Codon (TSC) is denoted
as the coding region.
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Research on Gene Structure, Expression Levels and Functions

With the ﬁeld of genomics growing rapidly in response to an increase in the data
availability of full genomes, greater research attention is now focused on studying
the non-coding regions [29, 135]. The up- and down-stream non-coding regions
are found to signiﬁcantly inﬂuence the regulation of gene transcription and translation [177]. Study of the non-coding regions is interesting because the non-coding
regions are important in transcription initiation and termination processes. The investigation presented in this thesis intends to understand gene sequences (especially
non-coding regions) and to examine the relationship between the gene structure and
its functions.
The gene structure information used in this thesis incorporates the gene length
and gene sequence. The gene length represents the lengths of both coding and
non-coding regions. The gene function information includes the diﬀerent protein
functions. The information about the gene expression level used in this study only
refers to that depicted in the transcription stage. This study intends to explore the
connections between:
1. Gene length and protein functions;
2. Gene length and gene expression level;
3. Gene sequence and its structural change.

2.2.1

Related work on gene length and protein functions

The gene length distribution in genomes of diﬀerent organisms was found to have
important implications for gene evolution and applications [98]. Previous studies
[22, 198] have only focused on the length distribution analysis of the average of
the protein length (the length of the coding region) and few research studies have
focused on the length distribution analysis of non-coding regions.
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Many statistical studies have been conducted on the genome sequence data.
Zhang [198] found the average protein length in eukaryotes was signiﬁcantly longer
than that of prokaryotes. This is because eukaryote genomes are generally larger
and more complex in structure than those of prokaryotes, and implies that evolution complexity is reﬂected by a change in the gene length. Additionally, the
protein length was found to be an important factor inﬂuencing virtually all aspects
of molecular evolution [96]. A study has shown the importance of protein length
in relation to protein stability [188]. Another study has also shown the importance
of length distribution in non-coding regions [29]. Tuller et al. [177] examined the
length distribution of un-translated regions in the genome of yeast and indicated
that un-translated regions are involved in transcription initiation, termination and
gene expression regulation processes. There is an opportunity to further analyze and
model the length distribution of coding and non-coding regions together to provide
a more complete view of gene structure and functions.

2.2.2

Related work on gene length and gene expression level

With regard to gene expression and length, several studies have focused on the
analysis of gene structure based on classiﬁcation and clustering of gene expression
data [54, 92, 125, 191]; i.e. the inﬂuence of coding and non-coding regions in terms
of exons and introns. Chung et al. [43] observed that for Arabidopsis the size
distribution of introns in 5’UTRs was similar to that in the coding region, but was
much higher than that in 3’UTRs. Other research on gene expression showed that
highly expressed genes in both rice and Arabidopsis had more and longer introns
and a larger primary transcript than genes with lower gene expression [155]. It also
suggested that highly expressed genes tended to be signiﬁcantly less compact than
lowly expressed genes. Moreover, several studies have found that there is a negative
relationship between the length of the coding region and the gene expression level
in diverse plants and animals including C. elegans, D. melanogaster, A. thaliana, S.
cerevisiae and H. sapiens [28, 104, 137, 152, 153, 167]. However, previous studies do
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not draw a conclusion about the relationship between the length distribution and the
gene expression level for genes with un-translated regions because of the lack of noncoding data from diﬀerent organisms. These studies suggested that it is important
to study both coding and non-coding regions in terms of length characteristics, in
association with the gene expression.

2.2.3

Related work on DNA sequence and structural change

A wide variety of statistical approaches are used to investigate DNA sequence analysis for understanding the structure and function of genomes [51, 82, 110, 192]. For
instance, Buldyrev et al. [24] and Li et al. [122] presented a statistical method
for distinguishing between coding and non-coding DNA sequences and observed
that nucleotides in non-coding DNA sequences display long-range power law correlations while coding sequences do not. Many algorithms have been developed to
identify genes and classify DNA sequences into coding and non-coding sequences
[5, 115, 124] including a computational approach to ﬁnding borders between coding
and non-coding DNA [13] and a statistical method for DNA sequence segmentation
[9, 18, 145].
Data about non-coding DNA sequences has accumulated rapidly and it oﬀers
an opportunity for researchers to understand more about non-coding DNA such as
introns. Molecular biologists attempt to locate segments in intron sequences and
use this information to explore the functions, physical characteristics and structural
properties of introns [18]. It is interesting to investigate the structure of introns
because irreversible transpositions and other mutations are more likely to be preserved in introns than in exons [16]. Therefore, the intron structure is more reliable
and robust for deciphering phylogenies (evolutionary relationships) [140, 142]. This
research investigates the structural changes in non-coding DNA sequence.
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Statistical analysis methods can be used to examine the function and relevance
of DNA sequences. DNA sequences can be modeled through a generalized Bernoulli
process. The concept of “segmentation” in a DNA sequence is equivalent to the concept of “stationary subsequence” in a stochastic process [126]. A position in a DNA
sequence, which is used to link two consecutive segments, is called a “change point”
in this study. A DNA sequence is considered to have structural changes/pattern
changes in its sequence if the sequence has at least one change point. The identiﬁcation of change points is important in many areas, such as ﬁnance, business,
industry and economics, as well as biology. In molecular biology, Sofronov et al.
[164] suggested that the identiﬁcation of change points in DNA sequences is signiﬁcant in terms of discovering the genome functional components, understanding
relevant evolutionary processes and describing genome architecture.
Statistics has been applied to the task of detecting change points in DNA sequences since the late 1980s. Many traditional approaches have been developed for
the purpose of detecting change points in DNA sequences. They include Sequential
Importance Sampling [164]; Bayesian Hidden Markov model [16]; IsoFinder [143];
Cross-Entropy method [63] and Generalized Bernoulli Modeling approach [126].
Previous research has studied the segmentation of DNA, however, few studies
have focused on intron segmentation. Various methods can be applied for estimating
change points in intron sequences. However, all of these methods have their own
limitations; for example, using only the Maximum Likelihood method will often
provide a meaningless estimation. The inference results on change points provided
by the Bayesian Hidden Markov model (BHMM) are very sensitive to prior knowledge about the location of the change points. Furthermore, the method of BHMM
does not explicitly provide point estimations of change points. The Generalized
Bernoulli Modeling approach is a manual process that consumes a large amount of
processing time. All these limitations justify the development of a new approach
to provide fast and accurate change point detection based on the improvement of
existing techniques.
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With regard to the lack of related work on the gene structure and functions,
this thesis will develop statistical methods to improve the accuracy of biological
data analyzes. The application of a mixture model to ﬁt the distribution of the
lengths of coding and non-coding regions (including and excluding introns) in different organisms and protein functions is presented in Chapter 4. The next chapter
provides detailed information about the data sources and the management of biological datasets used in this thesis.

Chapter 3
Database Structure, Design and
Implementation
In Chapter 3, an analytical database is built to store all relevant datasets from
various data sources and then the datasets are aggregated into a master table. This
chapter is divided into three sections. The ﬁrst section gives detailed information
about the biological datasets used in this thesis whilst the second section describes
data sources that provides these datasets for each organism. The management of
storing these datasets into our database is explained in the last section.

3.1

Biological Datasets

The content of this research is related to gene regions (coding and non-coding),
gene expression levels, gene functions and DNA sequences. This data becomes
signiﬁcant for the analysis of the gene structure and functions. The detail of datasets
is described below.
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3.1.1

Gene regions

Figure 3.1: Diagram of gene regions [30]

This study focuses on the three regions of genes as shown in Figure 2.3. Generally,
the gene length is represented by the measurement of gene regions. Three regions
(coding region, 5’UTR region and 3’UTR region) are considered in this research.
The deﬁnition of each region is as follows: the length of the coding region, which is
the region between TLS and TSC, is denoted as D1 (Figure 3.1). D2 is denoted as
the length of 5’UTR region (non-coding region) or the distance between TSS and
TLS. The region situated between TSC and TTS will be referred to as 3’UTR (noncoding region) and its length is denoted as D3 . Additionally, D indicates the length
of the region including introns before the transcription process. After the introns
are spliced out, the length of the region excluding introns is denoted as d (Figure
3.2). In general, the length including introns is longer than the length excluding
introns. Moreover, the coding sequence (CDS) length excluding introns d1 is also
represented by the protein length.
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Figure 3.2: Diagram of transcription and translation processes [157]

3.1.2

Gene functions

The information of functional classiﬁcation of proteins from the COGs database
described in Chapter 2 is used in gene function analysis. The COGs database
divides proteins into four categories but the last one is poorly characterized as
unknown functions. Therefore, this study focuses on only three functional groups
from the COGs database. Category I is information storage and processing including
proteins such as those in transcription and translation groups. Cellular processing
and signaling proteins are classiﬁed into category II which includes those are involved
in cytoskeleton, cell wall/membrane/envelope biogenesis and signal transduction
mechanisms. Category III is a group of proteins related to transportation and
metabolism including energy production and conversion (Table 3.1).
The COGs database has been designed to classify proteins from sequenced genomes
on the basis of the orthology concept which reﬂects one-to-many and many-to-many
orthologous relationships as well as simple one-to-one relationships [170].
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Table 3.1: The COGs functional protein classiﬁcation
General
category

I
Information
storage
and
processing

II
Cellular
processes
and
signaling

III
Metabolism

3.1.3

Function

J: Translation, ribosomal structure and biogenesis
A: RNA processing and modiﬁcation
K: Transcription
L: Replication, recombination and repair
B: Chromatin structure and dynamics

D: Cell cycle control, cell division, chromosome partitioning
Y: Nuclear structure
V: Defense mechanisms
T: Signal transduction mechanisms
M: Cell wall/membrane/envelope biogenesis
N: Cell motility
Z: Cytoskeleton
W: Extracellular structures
U: Intracellular traﬃcking, secretion, and vesicular transport
O: Posttranslational modiﬁcation, protein turnover and
chaperones

C: Energy production and conversion
G: Carbohydrate transport and metabolism
E: Amino acid transport and metabolism
F: Nucleotide transport and metabolism
H: Coenzyme transport and metabolism
I: Lipid transport and metabolism
P: Inorganic ion transport and metabolism
Q: Secondary metabolites biosynthesis, transport and
catabolism

Gene expression levels

Microarray technology is now widely used to assess gene expression levels and it is
one of the most widely used tools for functional genomic analysis [52]. In this study,
the gene expression intensity value derived from the microarray data of mRNA levels
is used as a representative of the gene expression level. The average intensity values
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from the microarray data represent a large range of conditions and tissue types [28].

3.1.4

DNA Sequences

The investigation presented in this thesis intends to understand non-coding regions
and speciﬁcally the intron sequences of genes. The sequence is usually represented
as a string and is characterized by base pairs, referring to the four DNA nucleotides
A: Adenine, C: Cytosine, G: Guanine and T: Thymine.

3.2

Data Sources

The datasets used in this study include the lengths of coding and non-coding regions,
intron sequences, the gene expression levels and the protein functions. Due to the
lack of complete data, only three model organisms (two animals and one plant) are
considered in this study: Drosophila melanogaster (Dme), Caenorhabditis elegans
(Cel ) and Arabidopsis thaliana (Ath). In addition, the complete lengths of both
coding and non-coding region data (D1 , D2 , D3 , d1 , d2 , d3 ) are available for Ath
and Dme while only the complete lengths of coding region and some lengths of
non-coding region (D1 , D3 , d1 ) are available for Cel.

Figure 3.3: The number of genes plotted against the genome size for the three
organisms used in this study [55]
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Doolittle [55] and Pray [149] studied the association of the number of genes
among these three organisms and found that the estimated number of genes in Arabidopsis thaliana was the greatest, around 25000, while approximately 18000 and
14000 in Caenorhabditis elegans and Drosophila melanogaster respectively (Figure
3.3).

The details of various data sources from which datasets are obtained are shown
below.

3.2.1

Arabidopsis thaliana

Figure 3.4: Arabidopsis thaliana [165]

Arabidopsis thaliana: Ath (Figure 3.4) is the ﬁrst green higher plant having its
complete genome sequences uncovered [97] and is widely used as one of the organisms for studying plant science such as biological processes in plants, plant growth
and development [47, 134, 160]. Ath is now known as the best model plant research
[91]. Additionally, this organism has many advantages in studies for exploring the
cellular, genetic and molecular biology of ﬂowering plants. This is because Ath has
the smallest genome comparing to other ﬂowering plants which is 157 megabases
(Mb) [75] and it has a relatively short life cycle [176]. The sequence information
of Ath such as the length of non-coding regions and intron sequences can easily be
accessed from several data sources as follows:
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1. The length of coding region data is obtained from the NCBI database. The National Center for Biotechnology Information (NCBI) is the reference sequence
assembly database providing a comprehensive table on the coding region data
[http://www.ncbi.nlm.nih.gov/].
2. The lengths of un-translated regions for Arabidopsis thaliana (3’ and 5’ UTRs)
are collected from the TAIR database. The Arabidopsis Information Resource (TAIR) provides information of all types of biological data for Ath
[http://www.arabidopsis.org].
3. The average gene expression intensity used in this study is calculated from a
simple average value from all microarray experiments of the Arabidopsis Functional Genomics Consortium (AFGC). This is accessible from ftp://ftp.arabidopsis.org/home/tair/Microarrays/AFGC/.
4. The information of functional classiﬁcation of proteins for Ath is obtained from
the Clusters of Orthologous Groups (COGs) database at http://www.ncbi.nlm.nih.gov/COG/.
5. The intron sequences for Ath are obtained from the TAIR9 database (The
Arabidopsis information resource) [http://www.arabidopsis.org].

3.2.2

Drosophila melanogaster

Figure 3.5: Drosophila melanogaster [165]
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Drosophila melanogaster: Dme (Figure 3.5) known as the fruit ﬂy has a genome
size of approximately 130 Mb [2]. It is another commonly used model organism for
research in genetics and medicine. Drosophila melanogaster is an important model
organism used to study transcriptional regulation of gene expression [14, 90] and
the study on Dme has also helped scientists understand protein binding and genetic
variation [35]. One of the reasons for its being widely used in research is the fruit ﬂy
has short lifespan and it can be easily cultured in the laboratory. The information
used in this study is obtained from several data sources as follows:
1. The length of coding region data is obtained from the NCBI database. The National Center for Biotechnology Information (NCBI) is the reference sequence
assembly database providing a comprehensive table on the coding region data
[http://www.ncbi.nlm.nih.gov/].
2. The lengths of un-translated regions for Dme (3’ and 5’ UTRs) are collected
from the Flybase which is a database of Drosophila genes and genomes at
http://ﬂybase.bio.indiana.edu/.
3. The average gene expression intensity used in this study is obtained from the
Gene Expression Omnibus (GEO) database. This database stores the gene
expression dataset for higher organisms [http://www.ncbi.nlm.nih.gov/geo/].
4. The information of functional classiﬁcation of proteins is obtained from the
Clusters of Orthologous Groups (COGs) database at http://www.ncbi.nlm.nih.gov/COG/.
5. The intron sequences of Dme from the Flybase database (A database of Drosophila genes and genomes) are downloaded from http://ﬂybase.bio.indiana.edu/.

3.2.3

Caenorhabditis elegans

The genome sequencing of the nematode worm was completed in 1998 as the ﬁrst
full DNA sequence of a multi-cellular organism [61]. The number of research using
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Figure 3.6: Caenorhabditis elegans [165]

Caenorhabditis elegans: Cel (Figure 3.6) as a model has increased dramatically
afterwards. Cel is a multi-cellular organism with a genome size of 100 Mb [61] and
it has a complex developmental process. It is an ideal organism to be used for studies
on tissue-speciﬁc expression, gene regulation and function [42] since its system for
the genetic control of development is relatively easy to study [165]. The information
on Cel is obtained from various data sources as follows:
1. The length of coding region data is obtained from the NCBI database. The National Center for Biotechnology Information (NCBI) is the reference sequence
assembly database providing a comprehensive table on the coding region data
[http://www.ncbi.nlm.nih.gov/].
2. The length of un-translated regions for Caenorhabditis elegans (3’UTR) is collected from the WormBase database [http://www.wormbase.org/].
3. The Gene Expression Omnibus (GEO) has provided high quality of the average
intensity of gene expression for Cel at http://www.ncbi.nlm.nih.gov/geo/. The
GEO project is known as storage and repository for microarray experimental
data.
4. The information of functional classiﬁcation of proteins from the COGs database
is available at http://www.ncbi.nlm.nih.gov/COG/.
5. The intron sequences are provided by the Exon-Intron database in BPG databases (Program in Bioinformatics and Proteomics/Genomics) [163] at http://-
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www.utoledo.edu/med/depts/bioinfo/database.html.
Table 3.2 shows the summary of the data sources from which this study obtains
each dataset, for each organism. These data sources are designed to be publicly
accessible.
Table 3.2: The summary of data sources among three organisms
Gene structure
and functions

Data for
gene analysis

Ath

Dme

Cel

Coding region

Length of coding region

NCBI

NCBI

NCBI

Non-coding regions

Length of non-coding
regions

TAIR

FlyBase

WormBase

Gene expression

Average gene expression
intensity

AFGC

GEO

GEO

Gene function

Protein functional
categories

COGs

COGs

COGs

DNA sequence

Intron sequence

TAIR

FlyBase

BPG

3.3

Data Management

The datasets obtained from various data sources are consolidated into a database
for applying statistical methods to investigate the connection of gene structure and
functions. Details on how to manage the datasets into a master database are as
follows:

3.3.1

Dataset preparation

The gene region, gene function, gene expression and DNA sequence are essential
information for this investigation. The datasets used in this thesis contain information about the lengths of coding and non-coding regions, protein functional cat-
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egory, average gene expression intensity and intron sequences. For each organism,
the datasets come from various sources and they are stored in ﬁve separated tables,
one table per one dataset type. The schema of the dataset of Ath is shown as an
example in Table 3.3. The normalization of data in terms of data cleaning is used in
this study. To ensure the accuracy of the data analysis, the duplicate and conﬂict
records are also removed from each table.

3.3.2

Master database design

To investigate specialized biological data, the main database is built by consolidating
data from various data sources. Since the various data sources contain the data in
the table format, the analytical database, that aggregates data from various data
sources into the master table, will be constructed using Microsoft Access queries
(2007). The process to create the database is as follows:
1. Use the datasets from ﬁve stored tables as inputs.
2. Create the master table of the database containing all relevant ﬁelds from
those ﬁve tables (i.e. 19 ﬁelds) such as Gene ID, the length of coding region,
the gene expression data and the intron sequence.
3. Use the Gene ID ﬁeld which is the primary key of each table to join all tables
to create the master table of the relational database.
4. Perform Structure Query Language (SQL) command in Microsoft Access to
insert the consolidated data into the master table.
5. Export the data from the master table into Excel ﬁles. The ﬁnal dataset
contains the information of gene structure and functions for each organism,
one Excel ﬁle per one organism.
The master table acts as the master database integrating biological data in such
a structure that minimizes redundancies and facilitates the management of the data.
It consolidates all relevant information: the length of coding and non-coding regions,
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Figure 3.7: Consolidation of genome data from various data sources into a single
master database

protein functions and gene expression data into a single unit of observation for
further analysis (Figure 3.7). The master table allows additional information to
be later integrated as it becomes available as well as provides the ability to run a
variety of queries to obtain the required information for further research.

3.3.3

Data management example

Table 3.4 shows all relevant information and its data source including data type of
the Master table for Ath.
After all the data is gathered and stored into various tables, the master table
is created by combining all tables into a single table using Gene ID as a standard
identiﬁer. This process involves ﬁve steps and these are performed in Microsoft
Access (Figure 3.8). The same data management will be applied to the dataset of
Cel and Dme. When the master table is completely constructed (See Figure 3.9),
statistical methods are applied for data analysis and presented in further chapters.
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Figure 3.8: Linkage of genome data tables from various data sources using Gene ID
as a join key

Figure 3.9: The master table of consolidated genome data for Ath (in Excel format)
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Table 3.3: The datasets of Ath
ID

1

2

3

4

5

Table name

Coding gene
region

Non-coding
gene region

Gene expression

Protein function

Intron sequence

Detail

Length of coding
region data

Stored data

Gene ID
D1
d1
Product name
Chromosome
TLS
TSS

Gene ID
D2
Length of non-coding d2
region data
D3
d3

The average gene
expression intensity
data

The protein category
data

Intron sequence
data

Gene ID
Array element name
Array element type
Description
Chromosome
Average intensity

Gene ID
Protein code
Protein length
Chromosome
Product name
Protein category

Gene ID
Start of intron
End of intron
Chromosome
Intron length
Genome start position
Genome stop position
Strand
Sequence
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Table 3.4: The dataset output of the master database for Ath
Data

Data sources

Data type

NCBI/ TAIR/ COGs/ AFGC

Numeric

- d1

NCBI

Numeric

- d2

TAIR

Numeric

- d3

TAIR

Numeric

- D1

NCBI

Numeric

- D2

TAIR

Numeric

- D3

TAIR

Numeric

- Chromosome

NCBI

Numeric

- Protein name

COGs

String

- Protein code

COGs

String

- Protein category

COGs

Numeric

- Average intensity

AFGC

Numeric

- Start of intron

TAIR

Numeric

- End of intron

TAIR

Numeric

- Intron length

TAIR

Numeric

- Genome start position

TAIR

Numeric

- Genome stop position

TAIR

Numeric

- Strand

TAIR

String

- Intron sequence

TAIR

String

- Gene ID

Chapter 4
Mixture Model and Gene Length
Distributions
This chapter addresses the application of the mixture model to the gene length
distributions. The genes studied in this chapter are selected from diﬀerent organisms
and have diﬀerent protein functions. It is of interest to know if there are any
connections between the gene length distribution and organisms as well as protein
functions. This study demonstrates that the statistical distributions of the gene
length can be well ﬁtted by the mixture model. The study also shows that ﬁtting
by the mixture model is better than ﬁtting by other models deﬁned in literature.

4.1

Introduction

The availability of complete eukaryotic and prokaryotic genome sequence data has
provided the useful information for researchers to understand gene structures and
gene functions. Many statistical studies have been carried out on the genome sequence data. Length distributions of protein from eukaryotes and prokaryotes provide an opportunity to understand genomic evolutions [98]. Length distributions of
introns and exons also fulﬁll understanding on genome organizations [159]. Therefore, the statistical analysis of length distributions of protein and nucleotide sequences in both eukaryotes and prokaryotes is vital in biological studies.
37
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Both eukaryotic and prokaryotic genomes consist of a signiﬁcant amount of coding and non-coding regions. The coding regions are signiﬁcantly important as they
determine the length and structure of the protein. The non-coding regions are also
found important as they are involved in transcription initiation, termination and
gene expression regulation processes [135, 177]. A study has shown the importance
of protein length (determined by coding region) in relation to protein stability [188].
Another study has also shown the importance of length distribution in non-coding
regions [29]. However, fewer research studies have presented the length distributions
of both coding and non-coding regions together. They are examined in this study.
Eukaryotic genomes are generally larger and more complex than those of prokaryotes. A study has indicated that the greater complexity of eukaryotic cells leads to
the greater length of eukaryotic proteins [20]. As for this study, only eukaryotic
genes will be investigated.
To investigate the length distribution of diﬀerent gene regions in eukaryotic
genomes, we obtain the length data of 5’UTR region, 3’UTR region and coding
region (with and without introns) of each gene from three model organisms: A.
thaliana (Ath), C. elegans (Cel ) and D. melanogaster (Dme). The lengths of coding region, 5’UTR and 3’UTR regions (non-coding regions) with introns are denoted
as D1 , D2 and D3 respectively. When the introns are spliced out, the lengths of these
regions excluding introns are denoted as d1 , d2 and d3 respectively. Gene length data
can also be stored into diﬀerent protein function groups. Based on the classiﬁcation
from COGs database (available at http://www.ncbi.nlm.nih.gov/COG), there are
mainly three categories: Information storage and processing, Cellular processes and
signalling, and Metabolism.
Many studies have been conducted on modeling the length distributions of the
coding region in eukaryotes. Zhang [198] suggested that the lognormal distribution or gamma distribution could ﬁt the length distribution of coding regions in
S. cerevisiae and C. elegans. Budagyan and Loraine [22] also found the lognormal
distribution ﬁt the protein length distribution for Drosophila.
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A ﬁnite mixture distribution is constructed by combining two or more than two
distribution components. It is used for studying variability in quantitative data to
capture many speciﬁc features of skewness and kurtosis data [132, 133, 146, 154].
Mixture models are widely applicable to research in many practice situations; for
instance, the mixture of lognormal and Weibull distributions is used to model the
length distribution of wood ﬁbers and particles [33]. Guo et al. [78] proposed
a mixture distribution for menstrual cycle length where standard cycles are presented by the normal distribution and non-standard cycles are presented by the
shifted Weibull distribution. Also, a mixture of two diﬀerent distributions such as
Exponential-Gamma, Exponential-Weibull and Gamma-Weibull to model heterogeneous survival data is presented [62]. Moreover, Akpinar and Akpinar [4] presented
a theoretical approach of wind speed frequency distributions through applications of
a Singly Truncated using ﬁnite mixture distribution models and oﬀered less relative
errors in determining the annual mean wind power density. In biological science,
Wijaya et al. [186] applied the mixture distribution to model the marginal distribution of gene expression data. So, it can be seen that the applications of the mixture
model can range from industry and health study to physics and biological science.
This chapter only considers three organisms including A. thaliana (Ath), D.
melanogaster (Dme) and C. elegans (Cel ). We study the distributions of the lengths
of coding, 5’UTR and 3’UTR regions (with and without introns) ﬁtted by the lognormal distribution, the Weibull distribution and the mixture of the lognormal and
Weibull distribution. We also further characterize the variation in the gene length
or the length of gene regions (all gene regions) within each protein function group by
exploring the distributions of the length of coding and non-coding regions in related
to the protein functions.

4.2

Probability Distribution Models

The probability distribution models of lognormal, Weibull and mixture of lognormal
and Weibull will be brieﬂy introduced in this section.
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4.2.1

Lognormal distribution

A random variable X is lognormally distributed and ln(X) is normally distributed.
The probability density function (p.d.f.) of X is

2

fL (x; µ, σ ) =





1
√
xσ 2π

[
(
)2 ]
exp − 12 ln(x)−µ
,
σ


 0,

if x > 0, µ ∈ R, σ > 0,

(4.1)

otherwise,

where µ, σ 2 are two parameters and R is the real number space or R = (−∞, +∞).

The cumulative distribution function (c.d.f.) of X is
[
]
ln(x) − µ
FL (x; µ, σ ) = Φ
,
σ
2

where Φ(z) is the c.d.f. of the standard normal distribution.
[
][
]
The mean and variance of X are exp(µ + 12 σ 2 ) and exp(σ 2 ) − 1 exp(2µ + σ 2 )
respectively.

The lognormal distribution is one of the most versatile distributions and is mostly
used to model positive right skewed datasets. The applications of this distribution
are widespread in several ﬁelds such as environmental science, geology, industry,
physics and engineering [6, 7, 32, 79, 102, 172]. Lognormal distribution can also
be applied on biological analysis. Loper et al. [128] found a lognormal distribution
describes well for bacterial population distributions among individual plants. In
addition, the lognormal distribution can be used to model the size of silver particles
in a photographic emulsion [49].
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4.2.2

Weibull distribution

A random variable X has Weibull distribution if its probability density function
(p.d.f.) is



fW (x; α, β) =

β x β−1
( )
α α

[
]
exp − ( αx )β ,


 0,

if x > 0, α > 0, β > 0,

(4.2)

otherwise,

where α is the scale parameter which mostly inﬂuences the spread of the distribution;
β is the shape parameter which is used to describe the behavior of the distribution.
The Weibull distribution is a skewed distribution with the amount of skewness depending on the value of the shape parameter.

The cumulative distribution function (c.d.f.) of the Weibull distribution is

[
]

 1 − exp − ( x )β ,
α
FW (x; α, β) =

 0,

if x ≥ 0,
if x < 0.

The mean and variance of the random variable X with Weibull distribution are
]
[
αΓ(1 + β1 ) and α2 Γ(1 + β2 ) − Γ2 (1 + β1 ) respectively.

The Weibull distribution is a distribution generally used to model the breaking
strength of materials [100] and its applications are widely used in reliability engineering study, data analysis in structural genomics [40, 114] and ecological modeling
study [65]. An example of the use of the Weibull distribution for representation of
the wind speed frequency distribution in Malaysia is proposed by Zaharim et al.
[196]. The Weibull distribution is also applied to biology science to model the distribution of trichosstrongyle nematode among their hosts. The Weibull distribution
is more ﬂexible to model the tail of a distribution and covers a wide range of aggregation degrees [68]. The Weibull model utilized to describe the inactivation of
bacterial cells or spores by heat and pressure, could also be successfully used in
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describing the lactococcal bacteriophage inactivation by high hydrostatic pressure
[11].
In general, the lognormal and Weibull distributions are used to model positively
skewed random process and are probably the most commonly used distributions in
reliability applications [1, 129]. These distributions are used because their probability density functions provide the advantage of having a mathematically tractable
form and their distribution functions belong to the family of long tailed distribution.
The lognormal and Weibull distributions are also used for characterizing extreme
values.

4.2.3

Mixture model

The probability density function (p.d.f.) of a mixture model combining the lognormal distribution with the Weibull distribution is deﬁned as
{

}
{
}
[
1 ( ln(x) − µ )2 ]
β x β−1
x β]
exp −
f (x; Θ) = w
+ (1 − w)
( )
exp − ( )
,
2
σ
α α
α
xσ 2π
(4.3)
[

1
√

or
f (x; Θ) = wfL (x; θ1 ) + (1 − w)fW (x; θ2 ),
where x ∈ (0, ∞), Θ = (w, θ1 , θ2 ), θ1 = (µ, σ 2 ), θ2 = (α, β) and 0 ≤ w ≤ 1.

The mixture model has ﬁve parameters (w, µ, σ 2 , α, β): two parameters (µ, σ 2 )
from the lognormal distribution, two parameters (α, β) from the Weibull distribution
and one parameter (w) for the weight of the mixture distribution. fL (x; θ1 ) and
fW (x; θ2 ) are the density functions of the lognormal distribution and the Weibull
distribution respectively.
This study only focuses on the empirical results of using statistical approaches to
investigate the distribution of gene length. This study does not statistically present
the detail of the theoretical results of estimation of Weibull- lognormal mixture
model.
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A mixture model is used as a statistical tool and it would provide more ﬂexible
in the distribution ﬁtting process: for example, adding a high-variance Gaussian
component to approximate heavy tail behavior [151, 175, 187]. The mixture model is
useful for the study of various data sources in biological science. The mixture model
was used to analyze the exon length distribution for supporting intron origin theories
on six diﬀerent organisms: H. sapiens, M. musculus, R. norvegicus, A. mellifera, P.
falciparum and S. pombe [77]. The mixture model was also used in studying gene
evolution in vertebrates [185]. Pearson et al. [146] suggested that the mixture
models could be quite useful to solve the problems of biological anthropology.

4.3

Estimation of Parameters

The parameter estimation method can be undertaken through the Maximum likelihood estimator (MLE) technique because of its desirable statistical properties, such
as eﬃciency, consistency and asymptotic normality [8]. In this section, the Maximum
likelihood method is commonly used to estimate the parameters in the lognormal
and Weibull distributions. For the mixture model, the estimation of parameters will
be conducted through the Nelder-Mead technique [34].

4.3.1

The MLE of parameters in lognormal and Weibull distributions

Let x1 , x2 , . . . , xn be a random sample from population X with the probability density function f (x; θ), where θ = (θ1 , θ2 , . . . , θk ) ∈ Θ and Θ is the set of all possible
values of parameter θ. The likelihood function for given x1 , x2 , . . . , xn is deﬁned as

L(X; θ) = L(x1 , x2 , . . . , xn ; θ)
= f (x1 ; θ)f (x2 ; θ) . . . f (xn ; θ)
=

n
∏
i=1

f (xi ; θ).
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The Maximum likelihood estimator of Θ is found by maximizing the log-likelihood
function L(X; θ) or
l(X; θ) = ln L(X; θ).
Thus,
θ̂M LE = arg max l(X; θ).
θ

The likelihood and log-likelihood functions for the lognormal distribution are
given by
2 −n
2

L(X; θ) = (2πσ )

[
]
n
n
∏
1 ∑
−1
2
(ln xi − µ) ,
(xi ) exp − 2
2σ i=1
i=1

and
n
n
∑
n
1 ∑
l(X; θ) = −n(log σ)− ln(2π) −
ln xi − 2
(ln xi − µ)2
2
2σ
i=1
i=1

(4.4)

respectively.
The MLE of the parameter µ and σ 2 in the lognormal distribution is given below
1∑
ln xi ,
n i=1
n

µM LE =

2
σM
LE

]2
n [
1 ∑
=
ln xi − µM LE .
n − 1 i=1

The likelihood and log-likelihood functions for the Weibull distribution are given
by
n

L(X; θ) = β α

−nβ

n
∏

[
xβ−1
exp
i

−α

i=1

−β

n
∑

xβi

]
,

i=1

and

l(X; θ) = n ln β − nβ ln α + (β − 1)

n
∑
i=1

respectively.

ln xi − α−β

n
∑
i=1

xβi

(4.5)
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The MLE of the scale α and shape β is given below

αM LE

[ ∑
] β1
n
1
β
=
x
,
n i=1 i

n

βM LE =
1
α

n
∑
i=1

xi β ln xi −

n
∑

.
ln xi

i=1

Given observations x1 , x2 , x3 , . . . , xn , MLE of the parameters in the lognormal
and Weibull distributions can be obtained by using the function fitdistr of the package MASS in R [179].

4.3.2

Nelder-Mead technique for mixture of lognormal and
Weibull distributions

To implement the estimation of parameters in mixture of lognormal and Weibull
distributions, the Nelder and Mead numerical technique can be employed [139].
This technique is especially used for ﬁnding a local minimum of a function of several variables based on the log-likelihood evaluated at a set of neighboring points.
Since the Nelder-Mead technique is one of optimization algorithms for solving the
unconstrained optimization problem [69] and it does not require any calculation of
derivative information, this technique is popularly used in many ﬁelds such as chemistry, chemical engineering and medicine [10, 117]. In this study, the Nelder-Mead
algorithm is applied to obtain the Maximum likelihood estimator (µ, σ 2 , α, β, w)
through the optim function in fitdistr command of the MASS library in R (See
Appendix A.2).
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Let x1 , x2 , . . . , xn be a random sample (i.i.d.) drawn from a population X where
X has mixture of lognormal and Weibull distributions with parameter µ, σ 2 , α, β, w.
The likelihood and log-likelihood functions for the mixture distribution are given by
n
∏
[
]
L(X; Θ) =
wfL (xi ; θ1 ) + (1 − w)fW (xi ; θ2 ) ,
i=1

l(X; Θ) =

n
∑

[
]
ln wfL (xi ; θ1 ) + (1 − w)fW (xi ; θ2 ) ,

(4.6)

i=1

where Θ = (w, θ1 , θ2 ), θ1 = (µ, σ 2 ), θ2 = (α, β) and 0 ≤ w ≤ 1.

To estimate those ﬁve parameters, the Nelder-Mead approach is summarized
below:
(0)

1. Initialization: Deﬁne initial values (µ(0) , σ 2 , α(0) , β (0) , w(0) ) for the parameter vector Θ = (µ, σ 2 , α, β, w).
(a) For two component functions fL (x; θ1 ) and fW (x; θ2 ), the initial values
(0)

for µ(0) , σ 2 , α(0) , β (0) are formed for θ1 , θ2 respectively as follows:
i. The initial values for µ(0) and σ 2

(0)

are solved by

1∑
=
ln xi ,
n i=1
n

(0)

µ

and
1 ∑
=
[ln xi − µ]2
n − 1 i=1
n

σ

2 (0)

respectively.
ii. The initial values for α(0) and β (0) are solved by
1 ∑ β β1
=[
x ] ,
n i=1 i
n

α

and

(0)
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n

β (0) =
1
α

n
∑
i=1

xi β ln xi −

n
∑

ln xi

i=1

respectively.
(b) For the initial value of w(0) , no comparative study of the initial value
strategies have been made [103]. In this study, the values of weight parameter are generated between 0 and 1 with an increment of 0.001 as wi ,
i = 1, 2, 3, . . . , 999.
(0)

(c) For any given µ(0) , σ 2 , α(0) , β (0) , wi values, the Kolmogorov-Smirnov
test is carried out to test the goodness of ﬁt in the mixture model and
create a vector Θi for i = 1, 2, 3, . . . , 999. We choose the vector Θ giving
the minimum value of the Dn statistics as the starting values of Θ(0) .
Further details on the Kolmogorov-Smirnov Dn statistic can be found in
Section 4.4.
2. Iteration: Use the Nelder-Mead algorithm for estimating the parameters of
mixture distribution.
(a) Given the starting values for Θ(0) , the Nelder-Mead algorithm implements
the gradient of the likelihood surface to ﬁnd the optimal parameter that
maximizes the logarithm of the likelihood function in Equation (4.6).
The algorithm then iterates recursively and the parameter vector in each
iteration is updated.
(b) Iterations are stopped when the successive estimation change of the loglikelihood between two consecutive iterations is less than a threshold [8].
3. Finalization: The optimal estimated parameters of the mixture model Θ =
(µ∗ ,σ 2∗ ,α∗ ,β ∗ ,w∗ ) are obtained.
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4.4

Goodness of Fit Test

The goodness of ﬁt test is used to check if the sample comes from a population with
the claimed distribution. In order to verify the goodness of ﬁt of the distribution
model of the given sample, the log-likelihood criterion and the Kolmogorov-Smirnov
Dn statistic are used to measure if the population where the sample is drawn has
the tested distribution.

4.4.1

The log-likelihood values

The log-likelihood value is presented to determine the goodness of ﬁt for distribution models. From a population characterized by the parameters estimated for a
distribution, the log-likelihood is considered a statement of the probability of the
observed data in the population [127]. A larger log-likelihood value is considered a
better ﬁt. The log-likelihood values of lognormal, Weibull and mixture distributions
are calculated given by Equations (4.4), (4.5) and (4.6) respectively.

4.4.2

Kolmogorov-Smirnov Dn statistic

The Kolmogorov-Smirnov (K-S) test is used to justify if a sample comes from a
population with a speciﬁc distribution [36]. The K-S test is also used to compare an
empirical distribution function with the distribution function of the hypothesized
distribution. Law and Kelton [118] suggested that the K-S test has the advantages
over the chi squared test because the K-S test does not require grouping of the data
in any way and it is valid for the exact sample size.

Let x1 , x2 , . . . , xn be a random sample of observations drawn from a population
whose distribution function is F (x) and F0 (x) be a completely speciﬁed hypothesized
distribution function. The hypotheses testing can be written as
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H0 : F (x) = F0 (x),

for all x ∈ (−∞, ∞)

H1 : F (x) ̸= F0 (x),

for at least one value of x.

Given the observed random sample x1 , x2 , . . . , xn , an empirical distribution function Fn (x) is the fraction of sample observations less than or equal to the value x.
Fn (x) is used as an estimator of F (x) and is deﬁned by

Fn (x) =

]
1[
Number of observations ≤ x .
n

The Kolmogorov-Smirnov test is based on the largest vertical diﬀerence between
the empirical distribution function Fn (x) and the hypothesized distribution function
F0 (x). The Kolmogorov-Smirnov test is deﬁned as

Dn =

sup

−∞<x<∞

|Fn (x) − F0 (x)|.

Rejection of H0 occurs when Dn exceeds a critical value Dn,α depending on the
sample size and chosen signiﬁcance level. The critical value of Dn,α can be found
from the critical value table of the Kolmogorov-Smirnov Dn statistic [26]. Among
tested distributions, the distribution with the lowest value of the Dn statistic is
considered the better ﬁtted distribution.

The computation of Kolmogorov-Smirnov test as Dn is proceeded in two stages
[118]. First, Dn+ and Dn− are determined as follows:
]
i
= max
− F0 (x(i) ) ,
1≤i≤n n
[

Dn+

Dn−

[
]
i−1
= max F0 (x(i) ) −
,
1≤i≤n
n

where x(i) is the ith order statistic of the sample {xi }.
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Then, the K-S test statistic Dn is given by
Dn = max[Dn+ , Dn− ].

4.5

Example

The most common probability distribution used in biological studies to model the
length of coding region is the lognormal distribution [22, 198]. Few studies model
the length of exons by the Weibull distribution [77]. However, we suggest that the
mixture of these distributions may give a better ﬁtting for the distribution of the
gene length.
In this section, we use the data of the length of 5’UTR region (without introns)
for D. melanogaster (Dme) as an example to show how the mixture model is better
than the individual lognormal or Weibull distribution. First, the lognormal, Weibull
and mixture distributions are used to ﬁt the data respectively. Then, we employ the
graphical criterion and formal statistical criterion to assess which distribution will
ﬁt the data best.
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Figure 4.1: Histogram of the length of 5’UTR region (excluding introns) for Dme

Examination of the histogram for the length of 5’UTR region without introns (d2 )
in Dme suggests that the probability distribution of d2 is positively skewed (Figure
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4.1). This indicates that the right tail of the distribution is longer and the mass of
the distribution is concentrated on the left side. We follow the recommendation in
the literature [22, 77, 198] to ﬁt statistical distributions of d2 using the lognormal
and Weibull distributions respectively. The probability density functions of d2 ﬁtted
by the lognormal and Weibull distributions are presented in Figure 4.2(a) and Figure
4.2(b) respectively.
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(a) Fitted by lognormal distribution
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(b) Fitted by Weibull distribution

Figure 4.2: The probability density function of the length of 5’UTR region (without
introns) for Dme ﬁtted by lognormal and Weibull distributions

Figure 4.2 shows that the right tail of the distribution of d2 can be well described by lognormal distribution whereas the high peak of the distribution should
be modeled through Weibull distribution. The cumulative of empirical distribution
for both lognormal and Weibull distributions of d2 are presented in Figure 4.3. It
can be observed that the Weibull distribution is closer to the empirical distribution
of the measurement of d2 than the lognormal distribution in this example.
Further to the results showed in Figure 4.3, the analysis via quantile-quantile
plot (Q-Q plot) is conducted and presented in Figure 4.4. Based on the Q-Q plot,
the points on the plot of both lognormal and Weibull distributions tend to fall in
the vicinity of 45◦ reference line. This indicates that examined distributions perform
well in this example. The curve of the lognormal distribution remains on the straight
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Figure 4.3: The cumulative distribution function of the length of 5’UTR region
(without introns) for Dme ﬁtted by lognormal and Weibull distributions
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Figure 4.4: Quantile-quantile plots for the length of 5’UTR region (without introns)
given by lognormal and Weibull distributions
line and points downward while the Weibull distribution in Q-Q plot is represented
by a curve pointing upward.
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By ﬁtting either lognormal or Weibull distribution, both of them may not appear to be appropriate to the distribution of d2 . Therefore, this study investigates
a mixture of lognormal and Weibull distribution to understand whether a mixture
model could provide a better ﬁt on the distribution of d2 .

The mixture distribution is used to model the data of Dme and the probability
density function of the mixture model is presented in Figure 4.5.
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Figure 4.5: The probability density function of the length of 5’UTR region (without
introns) for Dme modeled by mixture model
Figure 4.5 shows that for the data of d2 , the ﬁtted model by the mixture distribution closely matches the measured data points much better than the individual
lognormal or Weibull distribution. Based on Kolmogorov-Smirnov Dn statistic and
log-likelihood value, there is evidence to support that the mixture distribution is
better than either lognormal or Weibull distribution. A detailed discussion is in
Subsection 4.6.2.

4.6

Empirical Results

The example in Section 4.5 shows that the lognormal and Weibull distributions may
not be appropriate to ﬁt the distribution of the length of 5’UTR region (without
introns) for Dme. In this study, the lognormal distribution, the Weibull distribution
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and the mixture distribution are used to investigate which distribution is the best
distribution to ﬁt the length of coding region, the length of 5’UTR region and the
length of 3’UTR region (with and without introns) in diﬀerent organisms.
This section consists of six subsections. The descriptive statistics of the lengths
of coding, 5’UTR and 3’UTR regions (with and without introns) across diﬀerent
organisms are explored in Subsection 4.6.1. Subsections 4.6.2, 4.6.3 and 4.6.4 give the
discussions on the probability distributions of the length of coding and non-coding
regions (excluding and including introns) for each individual organism including
D. melanogaster (Dme), A. thaliana (Ath) and C. elegans (Cel ) respectively. The
discussion on the probability distributions of the gene length classiﬁed by protein
functional categories is presented in Subsection 4.6.5. The last part of this section
is the summary of distribution of the gene length across organisms and protein
functional categories.

4.6.1

Characteristic of the lengths of coding and non-coding
regions across diﬀerent organisms

In this subsection, the characteristics of the lengths of coding, 5’UTR and 3’UTR
regions in diﬀerent organisms are taken into consideration to investigate the diversity
of the gene length. In order to examine the statistical distribution of the gene length
data, a preliminary data analysis of the length data of each gene region for three
organisms (Dme, Ath and Cel ) is performed and presented in Table 4.1.
The descriptive statistics consist of the values of minimum, maximum, mean,
median, skewness and kurtosis. We denote D1 and d1 as the lengths of coding
region with and without introns respectively. D2 and d2 are denoted as the lengths
of 5’UTR region with and without introns accordingly. As for the lengths of 3’UTR
region with and without introns, D3 and d3 are denoted accordingly. Di and di ,
i = 1, 2, 3 are random variables. According to this study, Ath has the greatest
number of gene samples among tested organisms, 7135 compared to 1253 for Cel
and 526 for Dme (Table 4.1). For all of the tested organisms, the means of these
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Table 4.1: Descriptive statistics of the lengths of coding and non-coding regions
(with and without introns) for organisms Dme, Ath and Cel
Organism Region

Dme

Ath

Cel

d1
D1
d2
D2
d3
D3

d1
D1
d2
D2
d3
D3

d1
D1
D3

n*

526

7135

1253

Min

Median Mean

Max

Skewness Kurtosis

240
309
1
1
1
1

1341
1748
110
110
195
195

1507
2153
142.6
142.6
274.6
275.9

5751
9199
645
645
1587
1587

1.7034
1.9967
1.5976
1.5976
1.9942
1.9775

4.5225
4.9976
2.6712
2.6712
5.4366
5.2338

135
195
1
1
2
2

1167
1972
121
142
237
239

1288
2274
156.5
246.3
271.4
293

6765
13530
1109
3430
1723
2509

1.8335
1.8546
2.1748
2.9543
3.0867
3.7759

5.9565
6.0704
6.8781
14.2597
17.4336
22.6175

156
202
27

1278
2170
141

1460
2763
199.5

5544
9924
976

1.3245
1.1697
1.2159

1.9937
0.8757
10.9836

n* is the total number of observations
gene length variables are larger than the medians indicating all variables have rightskewed distribution. Among tested organisms, the median of D1 in Dme is less than
the median of D1 in Cel and Ath. However, the median of d1 in Dme is larger than
the median of d1 in Cel and Ath. This is because fewer introns are found in this
study for Dme.
The data of the gene length for Ath, Dme and Cel used in this study is obtained
from diﬀerent data sources. Not all the information of Di and di , i = 1, 2, 3 is
available for these three organisms. The data of the lengths of both coding and
non-coding regions is available for Ath and Dme while only the data of D1 , d1 and
D3 is available for Cel. Therefore, our further study in this section will focus on the
lengths of coding, 5’UTR and 3’UTR regions (with and without introns) data for
Ath and Dme organisms only.

CHAPTER 4. MIXTURE MODEL AND GENE LENGTH DISTRIBUTIONS 56
A pattern in the relationship between the lengths of coding region and the noncoding regions is identiﬁed in both Dme and Ath (Table 4.1). That is, the median
of the lengths of coding region (d1 , D1 ) is larger than the median of the lengths of
non-coding regions (d3 , D3 , d2 , D2 ). This is because the coding region contains the
genetic information for making protein while the non-coding regions do not. The
median values for the lengths of coding region, 3’UTR region and 5’UTR region
(without introns) in Ath are 1167 bp, 237 bp and 121 bp respectively while the ones
in Dme are 1341 bp, 195 bp and 110 bp accordingly.
The values of skewness and kurtosis suggest that the symmetric distribution is
not the appropriate distribution for describing the distribution of the length variables
listed in Table 4.1. Positive skewness is observed in length distributions of both Ath
and Dme. It indicates that di and Di ; i = 1, 2, 3 are distributed with long right
tails. Higher degree of skewness can be found in the gene length of Ath comparing
to the gene length of Dme. This suggests that the mean value of the gene length of
Ath is more to the right of the length distribution than the mean value of the gene
length of Dme. In terms of the values of kurtosis, the gene length of Ath tends to
have higher distinct peak near the mean of the gene length and the density function
of the gene length tends to decline rather rapidly than the gene length of Dme.
To further analyze whether the distribution of the gene length is dependent on
organism and protein functional categories, the nonparametric test is carried out for
two hypothesis tests. The ﬁrst hypothesis is that the medians of the gene length
between Ath and Dme are statistically signiﬁcant diﬀerent. The other hypothesis
is that the medians of the gene length are diﬀerent across the protein functional
categories. Our results on the analysis of the median length of diﬀerent gene regions
in both organisms are reported in Table 4.2. The analysis has considered not only
the gene data as a whole but also the gene data classiﬁed by protein functional categories. Comparison of the median of lengths of coding and non-coding regions between Ath and Dme reveals statistically signiﬁcant diﬀerent results (p-value < 0.05,
Mann-Whitney U test). This indicates that there is evidence to support that the

II

p-value

< 2 × 10−16∗

162

223

D2

D3

241

151
240

124

∗

1260

1575

248.5

170

248.5

109.5 119.5

1919

170

109.5 119.5

1668

I

182

101

1779

182

101

1230

Dme
II
III

0.001*

0.087

0.046*

0.001*

0.087

0.001*

p-value

is signiﬁcant at the 0.05 level

0.024*

0.015*

1850 1872 2142 < 2 × 10−16∗

239

D1

239

231

8 × 10−14∗

d3

114

113

133

1035 1131 1251 < 2 × 10−16∗

I

d2

d1

Region

Ath
III

239

142

1972

237

121

1167

195

110

1748

195

110

1341

All
Ath Dme

1 × 10−10∗

< 2 × 10−16∗

5 × 10−07∗

2 × 10−08∗

0.00023*

9 × 10−09∗

p-value

Table 4.2: Comparison of the median of the gene length between Ath and Dme when taking and not taking protein categories (I, II and
III) into consideration
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median lengths of most gene regions between Ath and Dme are signiﬁcantly diﬀerent. It suggests that the lengths of coding and non-coding regions are dependent on
organisms. However, further studies on more gene length data in diverse organisms
are required to help conﬁrm this conclusion.
The Kruskal Willis H test is used to investigate the lengths of coding, 5’UTR
and 3’UTR regions among three diﬀerent protein categories. Table 4.2 shows the
comparison results of the median of the gene length across protein functional categories in the same organism. For Ath, signiﬁcant diﬀerences are found on all of
the gene lengths across protein functions. For Dme, signiﬁcant diﬀerences are only
found on the lengths of coding and 3’UTR regions (with and without introns) but
not found on the length of 5’UTR region (with and without introns) across protein
functions. Our result suggests that the lengths of coding and non-coding regions for
Ath and Dme are dependent on protein functional categories of the organism except
the length of 5’UTR region in Dme.

4.6.2

Statistical distribution of the lengths of coding and
non-coding regions for Dme

The mixture, lognormal and Weibull distributions are applied to ﬁt the data of the
gene length in Dme. The histograms and the ﬁtted probability density functions
(p.d.f.) of the estimated models are presented in Figures 4.6 and 4.7. It can be found
that the mixture distribution (solid line) more closely matches the tested histogram
than the corresponding lognormal (long dashed line) or Weibull distribution (dashed
line) except the case of D1 in Figure 4.7(a).
The log-likelihood value and the goodness of ﬁt by the Kolmogorov-Smirnov
(K-S) test are used to determine which model ﬁts the data best. The goodness
of ﬁt statistics given by the gene length for the lognormal, Weibull and mixture
distributions is shown in Table 4.3. Since the mixture model obtains higher loglikelihood value than the individual lognormal and Weibull distributions and gives
the smaller goodness of ﬁt statistics (Dn ), this indicates that the mixture model
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Figure 4.6: Graphs of the ﬁtted p.d.f., of the data of the length of coding and noncoding regions without introns for Dme using the lognormal, Weibull and mixture
distributions
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Figure 4.7: Graphs of the ﬁtted p.d.f., of the data of the length of coding and
non-coding regions with introns for Dme using the lognormal, Weibull and mixture
distributions

can ﬁt the length distribution of coding and non-coding regions (with and without
introns) reasonable well except the case of D1 .
The estimated parameters of the mixture, lognormal and Weibull distributions
are presented in Table 4.4. Taking the weights of the mixture model into consideration, we ﬁnd that the mixture model with heavy Weibull part is suitable to ﬁt the
length distribution of 5’UTR region (with and without introns) while the mixture
model with heavy lognormal part is suitable to ﬁt the length distribution of coding
and 3’UTR regions (with and without introns).
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Table 4.3: Log-likelihood and the Kolmogorov-Smirnov Dn statistic given by diﬀerent distribution ﬁtting for Dme
Lognormal
Region
Loglik
Dn
d1
-4209.268 0.0553

∗

Weibull
Mixture
Loglik
Dn
Loglik
Dn
-4241.336 0.0807 -4203.868 0.034*

d2

-3168.825

0.0977

-3123.542 0.0461 -3117.046 0.0214*

d3

-3461.345

0.0514

-3480.123 0.0709 -3447.799 0.0365*

D1

-4441.385 0.0431* -4490.503 0.0888 -4456.304

D2

-3168.825

0.0977

-3123.542 0.0461 -3117.046 0.0214*

D3

-3464.549

0.0504

-3482.579 0.0783 -3450.445 0.0353*

0.0721

indicates the best ﬁt

Table 4.4: The parameter estimates of three distribution models of the length of
coding and non-regions (with and without introns) for Dme
Region
d1

d2

d3

D1

D2

D3

4.6.3

Model
Lognormal
Weibull
Mixture
Lognormal
Weibull
Mixture
Lognormal
Weibull
Mixture
Lognormal
Weibull
Mixture
Lognormal
Weibull
Mixture
Lognormal
Weibull
Mixture

Mean
SD
7.1657 0.5587
7.1465 0.5771
4.5365 1.0713
4.5901 0.3322
5.2469 0.9516
5.2850
7.4613
7.4448
4.5365
4.5901
5.2497
5.2830

Scale

Shape

Weight

1706.1574 1.8437
1706.155 1.3542

0.9222

151.1697
156.0486

0.1623

1.1836
1.1126

295.0174 1.2320
0.7873 295.26632 1.0697
0.6462
2367.7323 1.5211
0.5956 2367.7317 2.6952
1.0713
151.1697 1.1836
0.3322 156.0486 1.1126
0.9533
300.2383 1.2321
0.7863 300.4466 1.0610

0.7008

0.9289

0.1623

0.7022

Statistical distribution of the lengths of coding and
non-coding regions for Ath

By using lognormal, Weibull and mixture distributions, this subsection presents the
ﬁtting distributions to the data of the length of each gene region (with and without
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introns) in Ath. The histograms and the ﬁtted probability density functions (p.d.f.)
of the lognormal (long dashed line), Weibull (dashed line) and mixture (solid line)
models for each gene region are reported in Figures 4.8 and 4.9. According to the
ﬁgures, it can be observed that the solid line which is given by the mixture model
more closely matches the tested histogram than the corresponding dashed line or
long dashed line.
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Figure 4.8: Graphs of the ﬁtted p.d.f, of the data of the length of coding and noncoding regions without introns for Ath using the lognormal, Weibull and mixture
distributions
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Figure 4.9: Graphs of the ﬁtted p.d.f, of the data of the length of coding and
non-coding regions with introns for Ath using the lognormal, Weibull and mixture
distributions

According to Table 4.5, the value of the log-likelihood from the mixture model
clearly shows the highest value compared to that from other models. Also, the
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Table 4.5: Log-likelihood and the Kolmogorov-Smirnov Dn statistic given by diﬀerent distribution ﬁtting for Ath
Lognormal
Weibull
Mixture
Region
Loglik
Dn
Loglik
Dn
Loglik
Dn
d1
-55781.42 0.0458 -56181.06 0.0785 -55677.39 0.0173*

∗

d2

-42680.48 0.0585 -42737.53 0.0681 -42411.75

d3

-44502.44 0.0667 -45101.22 0.1023 -43993.48 0.0157*

D1

-59998.29 0.0215 -60412.46

D2

-46150.22 0.0338 -46419.68 0.0825 -46058.39 0.0303*

D3

-45430.05 0.0689 -46399.27 0.1275 -44867.77 0.0181*

0.067

0.02*

-59958.47 0.0104*

indicates the best ﬁt

mixture model gives the smallest goodness of ﬁt statistics (Dn ). This indicates
that the mixture model is a better model than individual lognormal or Weibull
distribution in modeling the lengths of coding and non-coding region (with and
without introns).
The estimated parameters for the lognormal, Weibull and mixture models are
shown in Table 4.6. It can be seen that, when the lognormal distribution is used to
ﬁt the data, the values of the mean and standard deviation for diﬀerent regions are
varied in the range of 4.7551 to 7.5810 and 0.5190 to 1.0412 respectively. As for the
Weibull distribution, the estimates of the shape parameter are varied from 1.0253
to 1.9200. Since the length distribution of D2 has the smallest value of the shape
parameter (1.0253), the variation of the length of 5’UTR region with introns is found
the greatest among all regions. When the mixture model is considered, the weights
of the mixture model for all regions are varied from 0.6393 to 0.8737. It indicates
that the lognormal distribution part in the mixture model has more inﬂuence on the
distribution ﬁtting than the Weibull distribution part.
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Table 4.6: The parameter estimates of three distribution models of the length of the
coding and non-regions (with and without introns) for Ath
Region
d1

d2

d3

D1

D2

D3

4.6.4

Model
Lognormal
Weibull
Mixture
Lognormal
Weibull
Mixture
Lognormal
Weibull
Mixture
Lognormal
Weibull
Mixture
Lognormal
Weibull
Mixture
Lognormal
Weibull
Mixture

Mean
SD
7.0215 0.5366
7.0036
4.7551
4.8040
5.4740
5.4523
7.5810
7.5949
5.0089
5.0170
5.5121
5.4405

Scale

Shape

1457.4248 1.9200
0.5818 1333.771 6.5058
0.8318
171.7727 1.3531
0.6036 172.4988 1.0728
0.5190
306.6309 1.8598
0.3586 395.1470 1.3401
0.5538
2553.0752 1.8515
0.5161 2553.074 1.5815
1.0412
249.1471 1.0253
0.9523 260.3394 0.9001
0.5690
329.6496 1.5902
0.3582 487.5066 1.2796

Weight

0.8269

0.6393

0.8016

0.8737

0.8164

0.7702

Statistical distribution of the lengths of coding and
non-coding regions for Cel

For Cel, the ﬁtting distributions of the data of d1 , D1 and D3 using lognormal,
Weibull and mixture distributions are considered. Figure 4.10 presents the histograms and the ﬁtted p.d.f. for three distributions of the length of each gene region
(with and without introns). The log-likelihood value and the Kolmogorov-Smirnov
test for each model are reported in Table 4.7 and the estimation parameters for each
distribution are summarized in Table 4.8.
Based on Tables 4.7 and 4.8, the lognormal distribution is more appropriate for
ﬁtting the distribution of the length of 3’UTR region with introns while the mixture
model is more appropriate for ﬁtting the distribution of the length of coding region
with and without introns. This indicates that the best ﬁt distribution model for the
length distributions of coding region and non-coding regions is not the same.
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Figure 4.10: Graphs of the ﬁtted p.d.f., of the data of the length of coding and
non-coding regions with and without introns for Cel using the lognormal, Weibull
and mixture distributions
Table 4.7: Log-likelihood and the Kolmogorov-Smirnov Dn statistic given by diﬀerent distribution ﬁtting for Cel
Lognormal
Region
Loglik
Dn
d1
-10116.32 0.0396

∗

D1

-11025.45

0.0357

D3

-7173.218 0.0381*

Weibull
Mixture
Loglik
Dn
Loglik
Dn
-10140.92 0.0554 -10110.64 0.025*
-11042.52 0.0499 -11019.99 0.031*
-7225.1

0.0779 -7181.044 0.0454

indicates the best ﬁt

Table 4.8: The parameter estimates of three distribution models of the length of the
coding and non-regions (with and without introns) for Cel
Region
d1

D1

D3

4.6.5

Model
Lognormal
Weibull
Mixture
Lognormal
Weibull
Mixture
Lognormal
Weibull
Mixture

Mean
SD
7.0922 0.6457
7.0834
7.6645
7.6390
4.9523
4.9457

Scale

Shape

1636.1708 1.6999
0.6460 1636.257 1.8939
0.7526
3051.5797 1.4830
0.7289 3015.580 1.4766
0.7351
205.6235 1.5001
0.8126 205.6288 1.7928

Weight

0.7132

0.6658

0.9503

Statistical distribution of the gene length classiﬁed by
protein functions

Genes in eukaryotes can be classiﬁed into various protein functions [29]. Few research studies have explored the distribution of the length of gene in relation to
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protein functions. We explore the potential variations of the gene length in diﬀerent protein functions in this subsection. The study shows the application of the
mixture distribution to model the length distribution of gene regions classiﬁed by
three diﬀerent protein categories (I: Information storage and processing, II: Cellular
processes and signaling and III: Metabolism). The number of genes classiﬁed by
protein category for Dme, Ath and Cel is shown in Table 4.9.
Table 4.9: The number of genes classiﬁed by protein category for Dme, Ath and Cel
Dme

Ath

Cel

110

1780

371

Category II
D: Cell cycle control and chromosome partitioning
Y: Nuclear structure
V: Defense mechanisms
T: Signal transduction mechanisms
M: Cell wall/membrane/envelope biogenesis
N: Cell motility
Z: Cytoskeleton
W: Extracellular structures
U: Intracellular traﬃcking and vesicular transport
O: Posttranslational modiﬁcation and protein turnover

210

2777

540

Category III
C: Energy production and conversion
G: Carbohydrate transport and metabolism
E: Amino acid transport and metabolism
F: Nucleotide transport and metabolism
H: Coenzyme transport and metabolism
I: Lipid transport and metabolism
P: Inorganic ion transport and metabolism
Q: Secondary metabolites biosynthesis and catabolism

206

2578

342

Protein category
Category I
J: Translation, ribosomal structure and biogenesis
A: RNA processing and modiﬁcation
K: Transcription
L: Replication, recombination and repair
B: Chromatin structure and dynamics
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Tables 4.10, 4.11 and 4.12 present the parameter estimates of the best ﬁt distributions of the lengths of coding and non-coding regions (with and without introns)
classiﬁed by protein category for Dme, Ath and Cel respectively. The log-likelihood
value and the Kolmogorov-Smirnov test result for each model (classiﬁed by protein
functions) are reported in Tables 4.14 - 4.16 at the end of this chapter.
Table 4.10: The parameter estimates of the best ﬁtted distribution model for the
lengths of coding and non-coding regions (with and without introns) classiﬁed by
protein category for Dme
Introns

Region Category
I
d1
II
III
I
Without
d2
II
III
I
d3
II
III
I
D1
II
III
I
With
D2
II
III
I
D3
II
III

Mean
7.1705
7.0981
7.1607
4.5178
4.9450
5.0654
5.1537
5.8621
4.9167
7.5521
7.3979
7.4129
4.5178
4.9450
5.0654
5.1537
5.8621
5.1926

SD
0.6458
0.5554
0.5714
0.2878
0.6691
0.6282
0.9756
0.5469
0.4265
0.5976
0.6099
0.6321
0.2878
0.6691
0.6282
0.9756
0.5469
0.7710

Scale
Shape Weight
1906.276 3.7663 0.5010
1575.685 1.6429 0.9101
179.3410 1.1529
103.4517 0.8818
62.4957 1.2600

0.2871
0.6338
0.5406

209.4256 1.3042
319.6654 1.2263

0.5011
0.3393

179.3410 1.1529
103.4517 0.8818
62.4957 1.2600

0.2871
0.6338
0.5406

209.4256 1.3042
271.0664 1.0443

0.5777
0.7438

The ﬁtted distributions of the lengths of coding, 5’UTR and 3’UTR regions (with
and without introns) classiﬁed by three diﬀerent protein categories in each organism
are reported as follows:
(i) Considering Dme organism (Table 4.10), it can be seen that the lognormal
distribution is more suitable to ﬁtting the length distribution of D1 , d3 and
D3 for protein category I, the length distribution of D1 for protein category II
and the length distribution of D1 , d1 for protein category III. For other cases,
the mixture distribution is more signiﬁcant.
(ii) For Ath (Table 4.11), it can be observed that the lognormal distribution is
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Table 4.11: The parameter estimates of the best ﬁtted distribution model for the
lengths of coding and non-coding regions (with and without introns) classiﬁed by
protein category for Ath
Introns

Region Category
I
d1
II
III
I
Without
d2
II
III
I
d3
II
III
I
D1
II
III
I
With
D2
II
III
I
D3
II
III

Mean
6.9537
6.9882
7.1029
4.5454
4.8349
4.5959
5.4148
5.4706
5.4559
7.5310
7.5447
7.6676
4.3965
4.6941
4.8589
5.3902
5.4629
5.4987

SD
0.6267
0.5431
0.4508
0.3832
0.4821
0.4464
0.3072
0.3364
0.4084
0.6235
0.5185
0.4625
0.3526
0.4947
1.0225
0.2898
0.3423
0.5489

Scale

Shape

Weight

1412.969 2.5212

0.9101

204.2333
204.1046
180.5354
390.7233
387.5903
408.4978

1.2613
1.1824
1.2220
1.3872
1.4041
1.2087

0.4160
0.4911
0.3591
0.7139
0.7728
0.8903

2470.784
2675.194
329.7139
359.5166

1.1780
2.5567
1.1691
1.0387

0.9173
0.7579
0.2280
0.3769

457.3007 1.3766
494.5644 1.2556

0.6570
0.7681

Table 4.12: The parameter estimates of the best ﬁtted distribution model for the
lengths of coding and non-coding regions (with and without) introns classiﬁed by
protein category for Cel
Introns

Region Category
I
Without
d1
II
III
I
With
D1
II
III
I
With
D3
II
III

Mean
7.0051
7.0930
7.1375
6.5233
7.6952
7.7337
4.8603
4.9894
4.9907

SD
0.7034
0.6218
0.7011
0.2630
0.7452
0.5844
0.7555
0.7400
0.6967

Scale
1593.821
1635.974
1329.243
2949.649
3160.626
3116.361

Shape Weight
1.7319 0.6317
1.8884 0.7858
8.236 0.7581
1.5037 0.1075
1.4426 0.9260
1.4961 0.6020

more signiﬁcant to the length distribution of d1 in protein category I and III
and the length distribution of D1 in protein category I as well as the length
distribution of D2 and D3 in protein category III.
(iii) In Cel (Table 4.12), the lognormal distribution is particularly useful in the
study of length distribution of D3 in any protein category. In contrast, the
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length distribution of d1 and D1 in any protein category is ﬁtted well by the
mixture distribution.
Among these three organisms, it can be seen that for each category, the best ﬁtted
distribution model for the length of diﬀerent gene regions is diﬀerent. Therefore,
the protein category cannot be used to determine what type of distribution will
be the best ﬁtted distribution model for the length of gene regions across diﬀerent
organisms.

4.6.6

Summary of the distributions of the gene length among
three organisms

In this subsection, the summary of ﬁtted distributions of the lengths of coding,
5’UTR and 3’UTR regions (with and without introns) classiﬁed and not classiﬁed
by protein categories for three organisms is reported in Table 4.13.
Table 4.13 shows that the length distributions of all gene regions for Ath are best
ﬁtted with the mixture model when not taking the protein category into account.
On the contrary, the length distributions of all gene regions are best ﬁtted with
diﬀerent distribution models in Dme and Cel. That is, for estimating probabilities
on D1 for Dme and D3 for Cel, it would appear that the estimated parameters
calculated using the ﬁtted lognormal distribution provide more accurate result than
those calculated using the ﬁtted mixture distribution no matter whether the protein
category is taken into account or not.
When taking the protein category classiﬁcation into consideration (Table 4.13),
it is found that the ﬁtted distributions to d1 , d3 and D3 in Dme are in diﬀerent
models. For Ath, the similar result is found in the ﬁtted distributions of d1 , D1 , D2
and D3 . However, the same ﬁtted distributions are found across diﬀerent categories
in each gene region of Cel.
Surprisingly, in protein category III of Ath (Table 4.13), the length distribution
of coding region (with introns) ﬁts well by the mixture distribution; however, when
excluding introns, it ﬁts with the lognormal distribution. On the other hand, the
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Table 4.13: The summary of ﬁtted distributions of the lengths of coding and noncoding regions (with and without introns) classiﬁed and not classiﬁed by protein
functions across three organisms
Organism Region Category I Category II Category III

Dme

Ath

Cel

All

d1
d2
d3
D1
D2
D3

mixture
mixture
lognormal
lognormal
mixture
lognormal

mixture
mixture
mixture
lognormal
mixture
mixture

lognormal
mixture
mixture
lognormal
mixture
mixture

mixture
mixture
mixture
lognormal
mixture
mixture

d1
d2
d3
D1
D2
D3

lognormal
mixture
mixture
lognormal
mixture
mixture

mixture
mixture
mixture
mixture
mixture
mixture

lognormal
mixture
mixture
mixture
lognormal
lognormal

mixture
mixture
mixture
mixture
mixture
mixture

d1
D1
D3

mixture
mixture
lognormal

mixture
mixture
lognormal

mixture
mixture
lognormal

mixture
mixture
lognormal

length distributions of 3’UTR and 5’UTR regions (with introns) ﬁt with the lognormal distribution but they ﬁt with the mixture distribution after excluding introns.
This implies that the proteins in the metabolism category may vary in length more
than those from other protein functional categories.

4.7

Conclusion

As far as this study is concerned, the mixture of lognormal and Weibull distributions
has been introduced in the ﬁeld of bioinformatics and applied to the study of the
distribution of the gene length. The mixture model is used to investigate the probability distribution of the length distributions of both coding and non-coding regions
(with and without introns) for three organisms including D. melanogaster (Dme), A.
thaliana (Ath) and C. elegans (Cel ). The mixture of lognormal and Weibull distri-
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butions is more appropriate for ﬁtting the distribution of the lengths of coding and
non-coding regions (with and without introns) comparing to individual distribution
model observed by Budagyan et al. [22] and Zhang [198].
Comparing across the three tested organisms, the distributions of the lengths of
coding region and non-coding regions for diﬀerent organisms have diﬀerent characteristics. Considering the analysis at the gene region level, the lengths of coding
and non-coding regions have diﬀerent ﬁtted distribution models for Dme and Cel
while there is no diﬀerence observed for Ath. Regarding the analysis by protein functions, the lengths of coding and non-coding regions for diﬀerent protein functional
categories have diﬀerent ﬁtted distribution models.
Zhang [198] suggested that the protein length distributions among diﬀerent
species are diﬃcult to describe because biological evolution is not as simple as independent evolution due to accumulation of random mutational changes. In this study,
the similar case is found that within diﬀerent protein functional categories, the models that ﬁt well with protein length, 3’UTR length and 5’UTR length distributions
are diﬀerent. The results from this study suggest that the organism, gene region
and protein function may have inﬂuence on the distribution of the gene length. As
mentioned in a previous study, the gene length distribution and association between
gene regions in conjunction with protein functions may reﬂect evolutionary trends
among diverse organisms [29].
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Table 4.14: Log-likelihood and Kolmogorov-Smirnov statistic given by diﬀerent distribution ﬁttings and classiﬁed by protein functions for Dme
Lognormal
Loglik
Dn

Region Category

∗

Weibull
Loglik
Dn

Mixture
Loglik
Dn

d1

I
II
III

-759.9093
0.17
-748.8966 0.127 -747.9603 0.1097*
-1642.148 0.0788 -1654.741 0.0833 -1642.139 0.0776*
-1529.758 0.0545* -1538.049 0.0903 -1536.147 0.0815

d2

I
II
III

-680.1153
-1293.157
-1240.011

d3

I
II
III

-735.0744 0.1066* -746.334 0.1499 -738.3455 0.1132
-1429.386
0.11
-1400.016 0.0684 -1398.69 0.0671*
-1362.722 0.0517 -1367.985 0.1127 -1352.312 0.0454*

D1

I
II
III

-801.3986 0.0934* -804.3362 0.1202 -805.864
-1713.203 0.0518* -1729.861 0.1049 -1716.662
-1596.207 0.0593* -1607.496 0.0745 -1599.122

D2

I
II
III

-680.1153
-1293.157
-1240.011

D3

I
II
III

-735.0744 0.1066* -746.334 0.1499 -738.3455 0.1132
-1429.386
0.11
-1400.016 0.0684 -1398.69 0.0671*
-1365.415 0.064 -1375.579 0.1156 -1358.260 0.0553*

indicates the best ﬁt

0.1125
0.1059
0.1066

0.1084
0.1059
0.1066

-676.8409 0.1084 -670.9022 0.0486*
-1263.283 0.0414 -1260.941 0.0272*
-1228.019 0.0642 -1227.196 0.0499*

0.1203
0.0677
0.0654

-676.8409 0.1125 -670.9022 0.0486*
-1263.283 0.0414 -1260.941 0.0272*
-1228.019 0.0642 -1227.196 0.0499*
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Table 4.15: Log-likelihood and Kolmogorov-Smirnov statistic given by diﬀerent distribution ﬁttings and classiﬁed by protein functions for Ath
Lognormal
Loglik
Dn

Region Category

∗

Weibull
Loglik
Dn

Mixture
Loglik
Dn

d1

I
II
III

-14065.87 0.0291* -14177.94 0.0666 -14071.54
-21628.20 0.0419 -21823.82 0.0849 -21626.80
-19915.2 0.0685* -20081.87 0.0942 -19931.84

d2

I
II
III

-10618.51
-16792.92
-15299.97

0.0864
0.0691
0.0727

-10614.6 0.0682 -10487.57 0.0205*
-16759.38 0.0616 -16649.29 0.0172*
-15285.71 0.0659 -15202.58 0.0215*

d3

I
II
III

-11204.05
-17290.94
-15989.84

0.0922
0.0717
0.0495

-11302.28 0.1283 -10972.95 0.0201*
-17525.74 0.1106 -17104.03 0.0221*
-16266.18 0.1059 -15891.58 0.0288*

D1

I
II
III

-15087.89 0.0201* -15175.02 0.0649 -15090.08 0.0232
-23283.69 0.0331 -23509.62 0.0834 -23272.48 0.0222*
-21496.25 0.0282 -21648.88 0.0627 -21469.77 0.0237*

D2

I
II
III

-11687.92 0.0533 -11672.76 0.0676 -11580.81 0.0223*
-18177.68 0.0363 -18287.7 0.0889 -18102.47 0.0227*
-16228.22 0.0468* -16414.55 0.0998 -16241.63 0.0486

D3

I
II
III

-11433.21 0.0916 -11594.95 0.1392 -11194.32 0.017*
-17694.3 0.0738 -18114.01 0.1327 -17466.08 0.0226*
-16287.35 0.0688* -16686.56 0.1289 -16288.70 0.085

indicates the best ﬁt

0.0317
0.036*
0.0769
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Table 4.16: Log-likelihood and Kolmogorov-Smirnov statistic given by diﬀerent distribution ﬁttings and classiﬁed by protein functions for Cel
Lognormal
Loglik
Dn

Region Category

∗

Weibull
Loglik
Dn

Mixture
Loglik
Dn

d1

I
II
III

-3005.513
-4347.455
-2757.448

0.058
0.0331
0.0906

-3009.95 0.0711 -3003.367 0.0459*
-4361.637 0.0524 -4346.304 0.031*
-2767.327 0.1086 -2740.271 0.0459*

D1

I
II
III

-3252.753
-4769.427
-2992.360

0.0435
0.0504
0.0491

-3253.435 0.0556 -3243.558 0.0429*
-4786.723 0.0682 -4769.312 0.0494*
-2995.162 0.0548 -2988.068 0.0355*

D3

I
II
III

-2057.586 0.066* -2079.482 0.1075 -2068.068
-3114.695 0.049* -3132.441 0.0657 -3118.587
-1995.95 0.0808* -2008.788 0.0885 -2004.609

indicates the best ﬁt

0.0963
0.0551
0.0877

Chapter 5
Quantile Regression on Gene
Expression Level
The eﬀect of the gene length on the gene expression level will be examined by
the quantile regression model in this chapter. Quantile regression can be used to
quantify and examine the eﬀect of the gene length at each individual quantile of the
gene expression level. It can also be used to obtain insightful information on the
relationship between the gene expression level and the gene length.

5.1

Introduction

Nowadays, the gene structure and gene expression level data can be easily accessed
and is ready for use in many public databases. The relationship between the gene
structure and the gene expression level is still an interesting ﬁeld. Previous studies
[104, 152] focusing on the gene expression level and the length of coding region
used Pearson correlation coeﬃcient and Kendall’s rank tau coeﬃcient to measure
the relationship between them. Several studies have found that there is a negative
relationship between the length of the coding region and the gene expression level
in diverse plants and animals including C. elegans, D. melanogaster, A. thaliana, S.
cerevisiae and H. sapiens [28, 137, 153, 167]. However, these analyzes have not taken
the length of un-translated regions (5’UTR and 3’UTR regions) into consideration.
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Several studies have focused on the characteristic of un-translated regions (UTRs)
in terms of exons and introns. Chung et al. [43] observed that the size distribution
of introns in 5’UTRs was similar to that in the coding region, but was much higher
than that in 3’UTRs for A. thaliana. Other studies found that the characteristics
of the un-translated regions are associated with the activity of the region in gene
expression [41, 46]. It can be seen that there are few research studies focusing on
the relationship between the gene length (coding region and un-translated regions)
and the gene expression level. In this study, we investigate the eﬀects of the lengths
of coding, 5’UTR and 3’UTR regions on the gene expression intensity. It is also of
interest to see whether the gene expression intensity can be modeled by non-linear
or linear functions based on the gene length.
This study uses organisms with complete genomes: A. thaliana (Ath), C. elegans
(Cel ) and D. melanogaster (Dme). The datasets used in this chapter include the
gene expression intensity and the lengths of coding, 5’UTR and 3’UTR regions (with
and without introns). The gene expression intensity is used to represent the gene
expression level in this study. D1 , D2 and D3 denote the lengths of coding, 5’UTR
and 3’UTR regions including introns respectively. The lengths of coding, 5’UTR
and 3’UTR regions excluding introns are denoted by d1 , d2 and d3 respectively. The
gene expression intensity data used in this study is the average gene intensity values
and is obtained from the AFGC database for Ath and the GEO database for both
Dme and Cel. Further details on the data sources can be found in Chapter 3.
Most previous work in the ﬁeld of gene expression modeling involved the conditional mean of gene expression level using the ordinary least squares regression
(OLS). As the gene expression level variable has a highly skewed distribution, the
use of OLS and the conditional mean of the dependent variable is not the best measure of central tendency. More robust analytical methods are necessary such as a
technique based on the conditional median or quantile may provide better results.
Quantile regression (QR) is one of robust approaches and intends to ﬁnd out the inﬂuence of covariates on a dependent variable across the quantiles of the distribution
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[107, 108]. The main advantages of QR are that it has strong links to three very
useful statistical concepts: regression, robustness and extreme value and it now has
widespread applications [194]. Another advantage of QR is its ﬂexibility to allow
the assumptions of normality and homoscedasticity [73].
The application of the quantile regression approach is widely used in numerous
research areas: industry, engineering, ecology, economics and biology. For instance,
Young et al. [193] applied the quantile regression to model the percentiles of the
internal bond of medium density ﬁberboard and concluded that using QR may
be more beneﬁcial for continuous improvement and cost savings. The modeling
of the eﬀects of meteorological variables on ozone concentration by using quantile
regression approach was proposed by Baur et al. [12]. In ecology, quantile regression
is usually considered a way to discover more useful predictive relationships between
variables especially when a weak relationship between the means of such variables
is observed [27]. Quantile regression was also used in studies of animal habitat
relationships [56, 58, 174]. Other studies supported that quantile regression can be
used for some biostatistics researches as the ﬁrst choice [195]. In labor economics,
Martins and Pereira [131], Falaris [64] estimated the returns to education and labor
market discrimination across the conditional wage distribution by using quantile
regression technique. The QR method is also widely used to help investigate the
gene frequency of the mutations of the gene causing hereditary hemochromatosis
[113].
The purpose of this chapter is to examine the relationship between the gene
expression intensity and the gene length by using the conditional quantile regression
instead of using mean regression analysis. For each quantile, it can show whether
the eﬀects of the lengths of coding, 5’UTR and 3’UTR regions (with and without
introns) are positive or negative and it also assesses how large these eﬀects are
compared to other quantiles.
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5.2

Quantile Regression Technique

The fundamental knowledge of quantile regression is presented in this section. Quantile regression (QR) is initially proposed by Koenker and Bassett [107] and has become a valuable alternative to conditional mean based regression techniques [105].

5.2.1

Quantiles and conditional quantiles

Quantile regression is a statistical technique intended to estimate and conduct inference on conditional quantile functions. The quantile is a synonym for percentile
and refers to the general case of dividing the population into four segments with
equal proportions of the population in each segment or the deciles into ten equal
parts [105].
Let Y be a random variable with the cumulative distribution function (c.d.f.)

FY (y) = P (Y ≤ y).
For any 0 < τ < 1, the τ th quantile of FY is denoted as QY (τ ) and is deﬁned as the
inverse function of c.d.f. as follows:
QY (τ ) = FY−1 (τ ) = inf{y : FY (y) ≥ τ }.

(5.1)

In particular, the ﬁrst quantile is Q(1/4) as well as the ﬁrst decile is Q(1/10)
and the median can be written as Q(1/2). In general, the quantile function grants
a characterization of Y based on the distribution function F .
The τ th quantile of Y can be rewritten below in a form of any number ξτ ∈ R
given by any τ ∈ (0, 1) [161] and any discrete or continuous random variable Y
P (Y < ξτ ) ≤ τ ≤ P (Y ≤ ξτ ).

This means that at least τ percent of the probability mass of Y is lower than or
equal to ξτ while the rest is higher than or equal to ξτ .
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5.2.2

Empirical quantiles

Schulze [161] proposed that for a given random sample Y1 , Y2 , Y3 , . . . , Yn , the empirical distribution function be calculated from the number of observations lower than
or equal to the value of interest divided by the total number of observations:

F̂Y (y) =

#(Yi ≤ y)
.
n

Based on Equation (5.1), the empirical quantile function can be rewritten as
Q̂Y (τ ) = F̂Y−1 (τ ) = inf{y|

#(Yi ≤ y)
≥ τ}
n

τ ∈ (0, 1).

(5.2)

Koenker and Bassett [107] suggested that the Equation (5.2) problem can be
solved by
{
Q̂Y (τ ) = arg min

ξτ ∈R

= arg min

ξτ ∈R

∑

τ |Yi − ξτ | +

i∈{i|Yi ≥ξτ }
n
∑

}
(1 − τ )|Yi − ξτ |

∑
i∈{i|Yi <ξτ }

(
)
ρτ Yi − ξτ .

i=1

where ρτ (u) is a function known as the piecewise linear “check function” and is
deﬁned in Figure 5.1.


(
)  uτ
ρτ (u) = u τ − I(u < 0) =

 u(τ − 1)

if u ≥ 0
if u < 0

Koenker and Schulze [105, 161] proposed that minimizing the expectation of
ρτ (Y − ξτ ) by ξτ yield a result, ξˆτ , which is the smallest value QY (τ ). Taking the
general proof of the optimum of the loss function for quantile into consideration, the
expected loss can be expressed as
(

)
E ρτ (Y − ξτ ) = (τ − 1)

∫

ξτ

−∞

∫
(y − ξτ )dF (y) + τ

∞

ξτ

(y − ξτ )dF (y).
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Figure 5.1: Quantile regression ρ function [105]

To obtain the minimization solution, applying the derivative with respect to ξτ
gives:
∫∞
∫ ξτ
(
)
∂ ξτ (y − ξτ )∂F (y)
∂ −∞
(y − ξτ )∂F (y)
∂E ρτ (Y − ξτ )
= (τ − 1)
+τ
∂ξτ
∂ξτ
∂ξτ
∫ ξτ
∫ ∞
= (−1)(τ − 1)
∂F (y) − τ
∂F (y)
−∞

(

)
= (1 − τ )F (ξτ ) − τ 1 − F (ξτ )

ξτ

= F (ξτ ) − τ F (ξτ ) − τ + τ F (ξτ )
= F (ξτ ) − τ.
(

Let

5.2.3

∂E ρτ (Y −ξτ )
∂ξτ

)
= 0 and it gives F (ξτ ) = τ .

Quantile regression estimator

Let (yi , xi )i=1,2,3,...,n be a sample set of observations where yi denotes corresponding n
observed responses and xi = (xi1 , xi2 , xi3 , . . . , xip )′ is the n × p vector of independent
variables where p is the number of independent variables. The general model of the
linear conditional regression is
yi = x′i β + u
where β = (β1 , β2 , β3 , . . . , βp )′ is the p dimensional vector of unknown parameters
in the model and u = (u1 , u2 , u3 , . . . , un )′ is the n dimensional vector of unknown
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errors.
Given E(ui |xi ) = 0, the conditional mean function of yi with respect to xi is
E(yi |xi ) = x′i β, the estimators of β given by the ordinary least squares is

β̂ = arg minp

n
∑

β∈R

(yi − x′i β)2 .

i=1

The general linear quantile regression model can be written as
yi = x′i βτ + uτ i

i = 1, 2, 3, . . . , n

where n is the number of sample observations; βτ is the unknown parameter in the
model; xi is a vector of independent variables; yi is a dependent variable and uτ i is
the error term in the model (0 < τ < 1).

The τ th quantile of the error term conditional on the regressors is assumed zero
(Qτ (uτ i |xi ) = 0), then the τ th conditional quantile of yi with respect to xi is
Qτ (yi |xi ) = x′i βτ .

Instead of minimizing the sum of squares of the residuals, the quantile estimator
is obtained by minimizing the asymmetrically weighted absolute residuals [105, 108].
The minimizer is the τ th quantile regression estimator of β and the desired estimator
β̂τ can be solved by

β̂τ = arg minp
βτ ∈R

= arg min
βτ

n
∑

τ |yi −

x′i βτ |

i:yi ≥x′i βτ

n
∑

+

n
∑

(1 − τ )|yi − x′i βτ |

i:yi <x′i βτ

ρτ (yi − x′i βτ ).

i=1

The estimation of βτ can be solved by using a simplex linear programming (LP)
representation [21, 23, 109, 161]. The solution for the quantile regression is usually a linear programming because the quantile loss function is piecewise linear.
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In this study, the estimation of βτ is performed by using the quantreg package
for R given by Koenker [106] and this package is available at http://CRAN.Rproject.org/package=quantreg. We use the rq command in the quantreg package to
estimate the coeﬃcients, their t-statistics and their associated p-values. The use of
the package in detail can be found from Koenker [106] where the software R is given
by R Development Core Team [173].

5.2.4

Quantile regression goodness of ﬁt

In order to test the goodness of ﬁt for quantile regression, the performance of a
restricted version of the model relative to the full model is recommended by Koenker
and Machado [109].
The coeﬃcient of determination (R2 ); 0 ≤ R2 ≤ 1 is the goodness of ﬁt measurement for the least square regression and is deﬁned as
∑
min ni=1 (yi − x′i β̂)2
Ŝ
R =1− =1−
∑
S̃
min ni=1 (yi − x′i β̃)2
2

where Ŝ is the error sum of squares under the unrestricted form and S̃ is the error
sum of squares under the restricted form.
Two models are considered in this study. The full model for the condition mean
function is
E(yi |xi ) = β0 + x1 β1 .

(5.3)

The restricted model is deﬁned as

E(yi |xi ) = β0 .

(5.4)

Equations (5.3) and (5.4) are used for calculating the least squares estimator
under the unrestricted form (β̂) and under the restricted form (β̃) respectively.
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The goodness of ﬁt for quantile regression model (R1 (τ )) is similar to the measurement of the least square regression as shown below
(
R (τ ) = 1 −
1

V̂ (τ )
Ṽ (τ )

)

∑
min ni=1 ρτ (yi − x′i β̂τ )
=1−
∑
min ni=1 ρτ (yi − x′i β̃τ )

V̂ (τ ) represents the value of the sum of the weighted absolute deviations when
the explanatory variables are used for the unconstrained full parameter model in the
prediction of the τ th quantile. Ṽ (τ ) is the value of the sum of the weighted absolute
deviations when the explanatory variables are used for the reduced parameter model
constrained to just a constant in the prediction of the τ th quantile.

The following is the speciﬁcation model for the conditional quantile function in
the full model
Qτ (yi |xi ) = βτ 0 + x1 βτ 1 .

(5.5)

We deﬁne that the restricted model is given by

Qτ (yi |xi ) = βτ 0 .

(5.6)

Equation (5.5) is used to calculate the minimizer of the unrestricted criterion
function (β̂τ ) while the minimizer of the restricted criterion function (β̃τ ) is based
on Equation (5.6).

In general, R1 (τ ) is denoted as the pseudo R2 that is likely to be the coeﬃcient
of determination measures (R2 ). The value of R1 (τ ) has the interval (0, 1). It is
the relative success of corresponding quantile regression model in ﬁtting the data
for the τ th quantile and can be used as a measured goodness of ﬁt value for diﬀerent
quantiles.
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5.2.5

Selected model evaluation and quantile choice

In this study, the comparison between linear and non-linear quantile regression models is based on the model ﬁt criteria called Akaike Information Criterion (AIC). The
AIC is an operational way of trading oﬀ the complexity of an estimated model
against how well the model ﬁts the data [3]. Among tested models, the model with
lower AIC values will be considered a better model than other tested models. Vaz
et al. [178] suggested that the AIC for quantile regression model is calculated from
(
AIC = n × ln

V̂ (τ )
n

)
+ 2p

where n is the number of observations; p is the number of parameters in the model;
V̂ (τ ) is the weighted sum of absolute deviations minimized when estimating the τ th
regression quantile.
In general, quantile regression allows data distribution to be split into quantile
classes; for instance 25th , 50th and 75th . The most basic speciﬁcation used in quantile
regression is obtained for the middle quantiles roughly between 30 and 70 percents
[12]. It is the fact that the dataset used in this study has skewed distribution with
long right tails. As a result, we should examine additional quantiles within the
middle quantile range: 30, 40, 50, 60 and 70.

5.3

Advantages of Quantile Regression

This section illustrates how the quantile regression is beneﬁcial for describing the
eﬀect of the length of 3’UTR region without introns (d3 ) on the gene expression
intensity for A. thaliana (Ath) as an example.
Generally, the ordinary least squares (OLS) regression model can be considered
to be a perceptive model and is used to predict the condition mean of the dependent variable. According to Figure 5.2, there is a highly skewed distribution of the
gene expression intensity for Ath. Most research studies ignored the fact of skewed
distribution and applied the OLS model to the gene expression data [41, 104]. So,
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Figure 5.2: Density plot and Q-Q plot of the gene expression intensity for Ath
the conditional mean of gene expression intensity might not provide the meaningful
information for describing the gene expression intensity. In this study, the quantile
regression (QR) is proposed to model the relationship between d3 and the gene expression intensity. The ﬁtted curves between the gene expression intensity and d3 of
Ath given by nine quantile regression model and OLS regression model are shown
in Figure 5.3.
Figure 5.3 illustrates that using only the mean function (dotted line) is not informative enough for explaining the relationship between the gene expression intensity
and d3 . In other words, the estimation result of the eﬀect of d3 on the conditional
mean of the gene expression intensity could not clearly indicate the size of the eﬀect
especially on the lower and higher tails of the gene expression intensity distribution. A limitation of using the OLS regression is that it provides only the “average”
tendency of the marginal eﬀects of the covariates on d3 . In contrast, the quantile
regression estimation of the conditional distribution of gene expression intensity on
d3 can produce coeﬃcient slope in each quantile of the distribution of gene expression intensity. The quantile curves of the gene expression intensity against d3 in the
range of 0.1 to 0.9 quantiles with increment of 0.1 are presented by the solid lines
(Figure 5.3). It can be observed that the quantile curves extend the mean curve to
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Figure 5.3: The nine estimated quantile curves of the gene expression intensity and
the mean curve
show the inﬂuence of d3 on the conditional quantile of the gene expression intensity
in each quantile. Therefore, the quantile regression has the capacity to provide the
whole picture of distribution characteristics and more complete statistics analysis
[39].

5.4

Model Building

In this section, the quantile regression is conducted based on the length of coding region without introns (d1 ) and the gene expression intensity for Ath. We use
this study as an example to ﬁnd an appropriate model describing the relationship
between the gene expression intensity and d1 .
Let d1 be the length of coding region (without introns) and Y represent the
gene expression intensity. The scatter plot of Y on d1 is given by Figure 5.4 and
shows that the tendency of the dispersion of Y decreases as d1 increases. It appears
that a quadratic model may be more appropriate than a linear model to model the
relationship between the gene expression intensity and d1 .
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Figure 5.4: The scatter plot of the gene expression intensity versus the length of
coding region (without introns)
Most regression models used in biology are nonlinear [136]. The nonlinear quantile regression will be considered in this study to explore the relationship between
Y (gene expression intensity) and d1 (length of coding region without introns). To
build up an appropriate quantile regression model of Y on d1 , the linear quantile
regression model is ﬁrstly considered. Then the quadratic, the cubic and higher
order quantile regressions are tested until an appropriate model is found. Akaike
Information Criterion (AIC) is the criteria used for model selection [3]. Our results
on building up the model are shown in Table 5.1.
Table 5.1 presents the estimated parameters, statistical signiﬁcance, R1 and AIC
values of the relationship between the gene expression intensity and d1 given by the
linear, quadratic and cubic quantile regressions. Based on the AIC values, the
cubic model may be more appropriate for modeling the gene expression intensity
on d1 . For example, when adding higher term order at the 60th quantile, the AIC
value of cubic quantile regression (359414) is less than the one of quadratic quantile
regression (359434). For all quantile levels, the cubic model is a slightly better ﬁt
than quadratic model. However, as the leading coeﬃcients of d31 within cubic model
are relatively small around nearly zero, this means that the cubic curve is almost a
quadratic curve. Also, with respect to the t-test for signiﬁcance of the cubic term
of d31 at the 70th quantile, this term is not signiﬁcant (Table 5.1). Additionally, R1

Variables
Intercept
d1
d21
d31
Intercept
d1
d21
d31
Intercept
d1
d21
d31
Intercept
d1
d21
d31
Intercept
d1
d21
d31

68.572*
-12.129*

66.084*
-13.327*

64.285*
-13.492*

55.076*
-11.872*

5075.667
0.616

6653.243
-0.920

8517.106
-1.226

11448.226
-1.692
364135

359530

355729

352544

Linear QR
T value
AIC
62.460*
-11.490* 349967

Coef.
4117.451
-0.519

* is signiﬁcant at the 0.05 level.

70th

60th

50th

40th

30th

Quantile

0.015

0.012

0.010

0.006

0.005

R1

12514.772
-3.020
0.00027

9539.212
-2.367
0.00022

7359.157
-1.712
0.00016

5477.882
-1.072
0.00009

Coef.
4489.585
-0.940
0.00009

45.035*
-10.878*
5.008*

54.820*
-13.615*
6.621*

49.571*
-11.541*
5.459*

54.732*
-10.716*
4.725*

364030

359434

355661

352506

Quadratic QR
T value
AIC
56.431*
-11.827* 349931
5.658*

0.017

0.015

0.012

0.007

0.006

R1
Coef.
4747.958
-1.354
0.0002
0.0000
5762.467
-1.513
0.00025
0.0000
8122.689
-2.777
0.00053
0.0000
10082.153
-3.222
0.00054
0.0000
12846.265
-3.555
0.00047
0.0000

Cubic QR
T value
AIC
42.842 *
-8.744* 349919
4.351*
-2.8240*
40.875*
-7.677* 352496
3.558*
-2.281*
39.100*
-9.565* 355637
5.025*
-3.428*
43.022*
-9.837* 359414
4.6045*
-2.796*
31.714*
-6.279* 364023
2.312*
-1.179

0.018

0.015

0.012

0.007

0.006

R1

Table 5.1: The coeﬃcient size, statistical signiﬁcance, R1 and AIC values of the relationship between the gene expression intensity and d1
given by the linear, quadratic and cubic quantile regressions for Ath
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values of the cubic model are similar to R1 values of the quadratic model. Based
on t-test, R1 values and the signiﬁcance of each coeﬃcient, the quadratic model
seems to be the best ﬁt for the gene expression intensity and d1 . Therefore, the
quadratic model will be selected as a representative of the relationship between the
gene expression intensity and d1 by this example.

5.5

Example

The plant A. thaliana (Ath) is used as an example to explain and interpret the
relation of the gene expression intensity against each individual length of coding,
5’UTR and 3’UTR regions (without introns) in this section.

5.5.1

Bivariate case

Based on the model selection procedure described previously, the following models
are used to ﬁt Ath data

Qτ (int|d1 ) = βτ 0 + βτ 1 d1 + βτ 2 d21 ,

(5.7)

Qτ (int|d2 ) = βτ 0 + βτ 1 d2 ,

(5.8)

Qτ (int|d3 ) = βτ 0 + βτ 1 d3 + βτ 2 d23 ,

(5.9)

where Qτ (int|d1 ), Qτ (int|d2 ) and Qτ (int|d3 ) are the τ th quantile of the gene expression intensity on the length of coding region (without introns), the length of 5’UTR
region (without introns) and the length of 3’UTR region (without introns) covariates
respectively; βτ i ; i = 0, 1, 2 are unknown parameter in the models.

Quantile regression ﬁtted curves for τ = 0.3, 0.4, 0.5, 0.6 and 0.7 are shown
in Figure 5.5. The quadratic model is used to model the relationship between the
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Figure 5.5: The quantile curves of the gene expression intensity on the lengths of
coding and non-coding regions (without introns) for Ath. The conditional quantiles
include the range of 0.3 to 0.7 with increment of 0.1

gene expression intensity and d1 as well as d3 as shown in Equations (5.7) and (5.9)
respectively. However, it is more prudent to use the linear model to model the relationship between the gene expression intensity and d2 given by Equation (5.8).

Based on Figure 5.5, the relationship between the values of gene expression intensity and d1 , d2 as well as d3 can be summarized as follows:
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(i) The value of the gene expression intensity decreases as the value of d1 increases.
When the value of d1 of a gene is larger than 3000 base pairs based on Figure
5.5-a, the value of the gene expression intensity of the gene will be stable
within a relative lower value range. Also, the variation of the value of the gene
expression intensity of the gene tends to be more stable when the value of d1
increases.
(ii) The value of the gene expression intensity slowly decreases as the value of d2
increases (Figure 5.5-b).
(iii) For the value of d3 less than 700 base pairs, the value of the gene expression
intensity of the gene will increase when the value of d3 increases (Figure 5.5-c).
On the other hand, the value of the gene expression intensity of the gene will
decrease when the value of d3 increases for the value of d3 greater than 1000
base pairs. When the value of d3 of the gene is between 700 and 1000 base
pairs, the value of the gene expression intensity of the gene will be stable.
(iv) Where the upper the quantile is, the faster the quantile curve goes down as d1
increases. The quantile curves are steadier for d2 . As for d3 , after an initial
increase, the gene expression intensity decreases as d3 increases.

5.5.2

Multivariate case

Chiaromonte et al. [41] and Clark [46] proposed that the characteristics of the
non-coding regions are associated with the activity of the region in gene expression.
The 3’UTR is acting mainly at the RNA stability level and the 5’UTR is enabling
appropriate translation levels [87]. It is interesting to know the joint impact of the
lengths of coding and non-coding regions on the gene expression intensity. Using
Ath as an example, this subsection investigates all the covariates (d1 , d2 and d3 ) and
identiﬁes which covariate has the most impact on the gene expression intensity.
Model is selected following steps below. First, a linear quantile regression model
with all three covariates including d1 , d2 and d3 is considered. Quantile regression
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is estimated for ﬁve quantiles from the 30th to the 70th . The signiﬁcant level for all
hypothesis tests on linear and interaction terms in the model is performed at 0.05.
Then, higher order polynomial quantile regression model is considered forwards until
the signiﬁcant level for all terms are rejected. The ﬁnal ﬁtted model for the data of
Ath is

Qτ (int|d1 , d21 , d2 , d3 , d23 ) = βτ 0 + βτ 1 d1 + βτ 2 d21 + βτ 3 d2 + βτ 4 d3 + βτ 5 d23

(5.10)

where Qτ (int|d1 , d21 , d2 , d3 , d23 ) is the τ th quantile of the gene expression intensity;
βτ i ; i = 0, 1, 2, . . . , 5 are unknown parameters in the model.
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Figure 5.6: Coeﬃcients of quantile regression estimation for the gene expression
intensity, the covariates include the length of coding region (b); the length of coding
region square (c); the length of 5’UTR region (d); the length of 3’UTR region (e);
the length of 3’UTR region square (f) and intercept (a)
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Figure 5.6 summarizes the eﬀects of the independent variables on the gene expression intensity using the quantile regression model. Single solid red lines in all plots
indicate the least squares estimation and the regions between the double dashed red
lines are the 95% conﬁdence interval of the least squares estimate. The grey area
represents the 95% conﬁdence interval of the quantile regression estimate plotted
in the black line. The ﬁve covariates include the length of coding region (d1 ), the
length of coding region square (d21 ), the length of 5’UTR region (d2 ), the length of
3’UTR region (d3 ) and the length of 3’UTR region square (d23 ).
The coeﬃcient of d1 negatively decreases from lower quantile to upper quantile of
the gene expression intensity (Figure 5.6). As the quantile increases, the coeﬃcient
of d1 decreases from -1.0 to -3.5. It gradually decreases in the range of the 30th to
the 50th quantiles and then rapidly decreases after the 50th quantile. In contrast, the
coeﬃcient of d21 positively increases as the quantile of the gene expression intensity
changes from lower to upper. The coeﬃcient of d2 constantly decreases after the 30th
quantile. Moreover, the coeﬃcient of d3 slightly increases in the range of the 30th to
the 60th quantiles and then rapidly increases after the 60th quantile. Furthermore,
the coeﬃcient of d23 negatively decreases in the range of the 30th to the 60th quantiles
and then rapidly decreases after the 60th quantile.
As the interpretation of a quadratic term is highly dependent on the context
of the quadratic equation, the impact of d3 on the gene expression intensity as an
example is presented at the 70th quantile while other covariates are ﬁxed. The
interpretation of the quadratic term, the coeﬃcients of d23 , depends on whether the
linear term, the coeﬃcients of d3 , is positive or negative. Since the coeﬃcient of d3 is
positive (20.2712) but the coeﬃcient of d23 is negative (−0.0108), adding a negative
quadratic term will create a concave curve. The increase in the gene expression
intensity according to the positive linear term when the value of d3 increases is
no longer linear because the quadratic term is exerting a downward force on the
equation. That is the trend will level oﬀ and head downward. The place where the
equation levels oﬀ indicates the maximum value of the data. The ratio of the linear
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term to the quadratic term is critical to interpreting the quadratic equation. If d3 is
less than 1876.96 bp (i.e. 20.2712
), the gene expression intensity will be increased as d3
0.0108
increases. On the other hand, if d3 is greater than 1876.96 bp, the gene expression
intensity will be decreased as d3 increases. For example, if d3 is less than 100 bp, it
will have a positive impact on the gene expression intensity.
The estimation of all parameters in Equation (5.10) is showed in Table 5.9 (Table
at the end of this chapter). Once the gene length is known, the model can be used
to estimate the quantile of gene expression intensity. For instance, considering 60
percent of the conditional gene expression intensity, the gene expression intensity of
the gene with 498 bp (coding region), 137 bp (5’UTR region) and 168 bp (3’UTR
region) in length will vary from 7603.183 to 8176.472 which is much wider than
that from the gene with 498 bp (coding region), 96 bp (5’UTR region) and 220 bp
(3’UTR region) in length.

5.6

Empirical Results

The quantile regression model is used in this study to model the gene expression
intensity (Y ) against the lengths of 5’UTR, 3’UTR and coding regions (with and
without introns) for A. thaliana (Ath), C. elegans (Cel ) and D. melanogaster (Dme).
The results of the eﬀect (negative and positive) and the characteristic (linear and
quadratic) for each gene region on the gene expression intensity among the three
organisms are summarized in the ﬁrst part. The second part shows the results of
the eﬀect and the characteristic of the gene length (all gene regions) on the gene
expression intensity for Ath and Dme organisms.

In this study, the τ th conditional quantile of Y can be written as

Qτ (Yi |Xi ) = f (βτ , Xi )

where Xi are the length of coding or non-coding regions (with and without introns)
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or a vector of the gene length; i = 1, 2, . . . , n. βτ is a regression coeﬃcient vector
corresponding to the quantile τ ∈ (0, 1) and it is the unknown parameter in the
model and needs to be estimated. βτ = [βτ 1 , βτ 2 , . . . , βτ p ]′ ; p is the number of
explanatory variables in the model.

5.6.1

The eﬀect of the individual length of coding and noncoding regions on the gene expression intensity

This subsection presents the summarized results of the quantile regression analysis
of the gene expression intensity on each individual length of coding and non-coding
regions (with and without introns) among the three organisms in Table 5.2 in terms
of the eﬀect (negative and positive) and the characteristic (linear and quadratic).
Tables 5.3, 5.5 and 5.7 show the results of quantile regression estimation of the gene
expression intensity by the length of coding region, the length of 5’UTR region and
the length of 3’UTR region (without introns) respectively. As for the gene regions
with introns case, the results are presented in Tables 5.4, 5.6, 5.8 respectively.

Table 5.2: The summarized results of quantile regression model based on the length
of coding and non-coding regions (with and without introns) for Dme, Cel and Ath
Organism

d1

d2

d3

D1

D2

D3

Dme

linear
negative

linear
positive

linear
positive

linear
negative

linear
positive

linear
positive

Cel

linear
negative

NA
NA

NA
NA

linear
negative

NA
NA

quadratic
positive

Ath

quadratic
linear
quadratic quadratic
linear
quadratic
negative negative positive
negative negative positive

NA denotes that data is not available.
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Based on Table 5.2, the summarized results of quantile regression model for each
gene region among the three organisms are presented below.
(i) The linear quantile regression model is suitable for describing the relationship
between d1 and the gene expression intensity in Dme and Cel. However, for
Ath, the quadratic quantile regression model is more suitable for describing the
relationship between d1 and the gene expression intensity. Our results in Ath
are similar to the results given by Colinas et al. [48] and Walther et al. [183]
where the relationship between the gene expression intensity and the length
of coding region is non-linear relationship.
(ii) The coeﬃcient of d1 is negative for all organisms. This suggests that the length
of coding region (without introns) is negatively related to the quantiles of the
gene expression intensity. The value of the gene expression intensity decreases
as the value of d1 increases. Our results also conﬁrm the results from Munoz et
al. [137], Rao et al. [153], Colinas et al. [48] and Lemos et al. [119] where the
correlation between the length of coding region and its expression intensity is
signiﬁcantly negatively correlated for Cel, Ath and Dme.
(iii) The linear quantile regression model is observed on the relationship between d2
and the gene expression intensity for both Ath and Dme organisms (Table 5.2).
The coeﬃcient of d2 is negative for Ath but positive for Dme. This indicates
that for Ath, the length of 5’UTR region (without introns) is negatively related
to the quantiles of the gene expression intensity while it is positively related
to the quantiles of the gene expression intensity for Dme.
(iv) The linear relationship between d3 and the gene expression intensity is observed
in Dme. However, for Ath, the quadratic relationship is more suitable for
explaining the relationship between d3 and the gene expression intensity. The
coeﬃcient of d3 for both organisms is positive. This suggests that the length
of 3’UTR region (without introns) is positively related to the quantiles of the
gene expression intensity. The value of the gene expression intensity increases
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as the value of d3 increases.
(v) It can be observed that the eﬀect of D1 on the gene expression intensity is
similar to that of d1 in all three organisms (Table 5.2). The eﬀect of D2 on the
gene expression intensity is also similar to that of d2 as well. This indicates
that there is no diﬀerence in the model relationship in terms of the eﬀect
(negative or positive) and the characteristic (linear or quadratic) of the model
when taking and not taking introns into consideration.
(vi) The quadratic quantile regression model is suitable for describing the relationship between the gene expression intensity and D3 for both Ath and Cel. For
Dme, the linear quantile regression model is more suitable for describing the
relationship between D3 and the gene expression intensity. The coeﬃcient of
D3 is positive for all three organisms. This indicates that the length of 3’UTR
region (with introns) is positively related to the quantiles of the gene expression intensity. The value of the gene expression intensity increases as the value
of D3 increases.
Little research has shown the relationship between the un-translated regions and
the gene expression intensity. Our study demonstrates that the length of 3’UTR
region (with and without introns) is positively related to the quantiles of the gene
expression intensity among these three organisms (Table 5.2). As for the length of
5’UTR region (with and without introns), it is positively related to the quantiles of
the gene expression intensity in Dme but is negatively related to the quantiles of
the gene expression intensity in Ath. The quantile regression analysis reveals the
relationship between the un-translated regions (5’UTR and 3’UTR regions) and the
gene expression intensity in this study.
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5.6.2

The eﬀect of the gene length on the gene expression
intensity

This subsection presents the quantile regression analysis of the gene expression intensity against the combination of the lengths of coding, 5’UTR and 3’UTR regions.
Due to incomplete information of un-translated regions in most of Cel organism, this
study will consider the relationship between the gene expression intensity and the
gene length (with and without introns) for Ath and Dme only.
The model for explaining the relationship between the gene expression intensity
and the gene length (without introns) is given by Equation (5.11) for Dme and
Equation (5.12) for Ath. The ﬁnal ﬁtted model for Dme is found to be signiﬁcant
with three covariates while ﬁve covariates are found to be signiﬁcant in the ﬁnal ﬁtted
model for Ath. The results of quantile regression estimation of the gene expression
intensity by the gene length are presented in Table 5.9 (without introns) and Table
5.10 (with introns).
Dme:
Qτ (int|d1 , d2 , d3 ) = βτ 0 + βτ 1 d1 + βτ 2 d2 + βτ 4 d3

(5.11)

Ath:

Qτ (int|d1 , d21 , d2 , d3 , d23 ) = βτ 0 + βτ 1 d1 + βτ 2 d21 + βτ 3 d2 + βτ 4 d3 + βτ 5 d23

(5.12)

where Qτ (int|d1 , d21 , d2 , d3 , d23 ) is the τ th quantile of the gene expression intensity;
βτ i ; i = 0, 1, 2, . . . , 5 are unknown parameters in the model.
Based on Equations (5.11), (5.12) and Tables 5.9 - 5.10, the results of the quantile
regression estimation of the gene expression intensity by the gene length for both
Ath and Dme may be summarized as follows:
(i) The relationship between the gene expression intensity and the gene length can
be presented with the linear model in Dme. The quadratic model is more
suitable for describing the relationship between the gene expression intensity
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and the gene length in Ath. A previous study [190] presented the plot and
trend of the relationship between the gene length and the gene expression
intensity and found that there was a non-linear relationship between them
in plants. In our study, we apply the quantile regression to model the gene
expression intensity. The study can also show the positive or negative eﬀect of
the lengths of coding and non-coding regions on the gene expression intensity.
In addition, it shows how large these eﬀects are in diﬀerent quantiles. Our
result supports Yang [190] that there is a non-linear relationship between the
gene length and the gene expression intensity in the Ath data. However, this
study also provides more information about which region has the most impact
on the gene expression intensity.
(ii) For Ath organism, the lengths of coding region and 5’UTR region have a negative correlation on the gene expression intensity while a positive correlation on
the gene expression intensity is found in the length of 3’UTR region (Tables
5.9 - 5.10). This indicates that the 5’UTR and coding regions of Ath may be
more subject to evolutionary constraints in the management of gene expression than the 3’UTR region. Longer 5’UTR regions in eukaryotes can produce
defective proteins due to a higher instance of mutation to the translationinitiation codons [130]. Shorter protein lengths could contribute to higher
eﬃciency in protein synthesis [184]. Caldwell et al. [28] found that 3’UTRs
are related to the stability of mRNA processing but it is diﬃcult to interpret
the relationship due to the involvement of the mRNA in all processes.
(iii) For Dme organism (Tables 5.9 - 5.10), the negative correlation with the gene
expression intensity is found in the length of coding region while the positive correlation with the gene expression intensity is found in the lengths of
5’UTR and 3’UTR regions (un-translated region). Reuter et al. [156] suggests
that UTR length evolution aﬀects the gene’s function and secondary mRNA
structures. That is, the length of the 5’UTR shows some inﬂuence in gene
expression. Hesketh, Tanguay and Gallie [83, 169] also suggest that the un-
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translated regions inﬂuence gene expression in terms of RNA stability and
translational eﬃciency (3’UTR) and facilitating translation (5’UTR).
(iv) The eﬀect of the gene length on the gene expression intensity for Ath could be
statistically summarized (Table 5.9). Referring to the positive eﬀect, it can
be seen that when there is an increase in 1000 base pairs of d3 and d21 for the
conditional 70th quantile, it could result in an increase in 20271 and 0.31 units
for the gene expression intensity respectively. As for the negative eﬀect, it can
be seen that when there is an increase in 1000 base pairs of d1 , d2 and d23 , it
could result in an decrease in 3335, 1914 and 11 units at the 70th quantile for
the gene expression intensity respectively. The estimation of the coeﬃcient of
d3 is large positive while the coeﬃcients of d1 are large negative based on all
the ﬁve quantile regression outputs. These results suggest that the value of d3
and d1 have much more signiﬁcant impact on quantile of the gene expression
intensity. On the other hand, the coeﬃcients of d2 and d23 are small negative
values while the coeﬃcients of d21 are small positive values so they have small
impact on the gene expression intensity. It can be observed that the eﬀect of
the lengths of coding region (d1 ) and 3’UTR region (d3 ) have larger impact on
the gene expression intensity than the length of 5’UTR region (d2 ). However,
the eﬀect of the gene length on the gene expression intensity for Dme cannot
be concluded because most of the coeﬃcients of the lengths for all regions are
not statistically signiﬁcant (Tables 5.9 - 5.10).
(v) When taking introns into consideration, there is no diﬀerence in the model
relationship in terms of the eﬀect (negative or positive) and the characteristic
(linear or quadratic) of the model for the length of coding region, the length
of 5’UTR region and the length of 3’UTR region in Ath and Dme.
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5.7

Conclusion

Most research studies on gene expression modeling consider the conditional mean
of the gene expression intensity using the ordinary least squares (OLS) regression.
However, the OLS model is found inappropriate to completely describe the gene expression intensity due to the asymmetric distribution of the gene expression intensity.
Using a single mean curve by the OLS is not informative enough for investigating
the eﬀect of the gene length on the gene expression intensity. This chapter aims to
highlight the usefulness of the quantile regression analysis for modeling the eﬀect of
the gene length on the gene expression intensity.
Our results on the quantile regression application demonstrate a more complete
picture in describing the relationship between the gene length and the gene expression intensity. We have observed a non-linear relationship between the gene
expression intensity and the gene length in A. thaliana (Ath) while a linear relationship has been observed between the gene expression intensity and the gene length in
D. melanogaster (Dme) (Subsection 5.6.2). For Ath organism, the lengths of coding
region and 5’UTR region have a negative correlation on the gene expression intensity
while a positive correlation on the gene expression intensity is found in the length of
3’UTR region. Using the quantile regression method, we have also found that the
eﬀect of the lengths of coding region and 3’UTR region have a larger impact on the
gene expression intensity than the length of 5’UTR region.
Examining the quantiles could provide more useful insight of the eﬀect of the
lengths of 5’UTR and 3’UTR regions on the gene expression intensity. This study
indicates that the length of 3’UTR region is positively related to the quantiles of the
gene expression intensity, while the length of 5’UTR region is negatively related to
the quantiles of the gene expression intensity in Ath (Subsection 5.6.2). Regarding
the direction or sign of each coeﬃcient, our result on the length of 3’UTR region is
opposite to that of the length of 5’UTR region. Moreover, our results expand the
current knowledge to support that the eﬀect of the length of 3’UTR region on the
gene expression intensity has larger impact than the length of 5’UTR region. The
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importance of the 3’UTR region has also been shown in many studies: examination
of the presence of 3’UTR in tumor growth and 3’-processing end sequences on gene
expression in plant cells [19, 28, 95]. As for the 5’UTR region, it is also a necessary component for the production of protein in any living organisms. Chang et al.
[37] concluded that the involvement of the un-translated regions in gene expression
is broadened to include further quality control mechanisms to strengthen the dependability of protein formation. Our results support that the length of non-coding
regions is a factor involved in the regulation of gene expression.

Intercept
d1
d21

Intercept
d1
d21

Intercept
d1
d21

50th

60th

70th

∗

Intercept
d1
d21

Variables
Intercept
d1
d21

40th

30th

Quantile

72.0962*
-3.3897*

50.1675*

62.0132*

62.1615*

1329.6343
-0.0881

926.0410
-0.0579

694.6415
-0.0405

525.7772
-0.0262

45.2832*
-7.1574*

33.7129*
-5.0282*

48.8400*
-6.7968*

45.8759*
-5.4629*

Cel
Coef.
T value
385.5654 41.6320*
-0.0165
-4.2489*

12514.7720
-3.0204
0.00027

9539.2118
-2.3673
0.00022

7359.1570
-1.7119
0.00016

5477.8819
-1.0717
0.00009

45.0349*
-10.8776*
5.0083*

54.8203*
-13.6152*
6.6205*

49.5713*
-11.5405*
5.4593*

54.7321*
-10.7162*
4.7246*

Ath
Coef.
T value
4489.5847
56.4307*
-0.9402
-11.8274*
0.00009
5.6580*

is signiﬁcant at the 0.05 level; Coef. is coeﬃcient.

8.9974
-0.0002

8.4985

7.80548

7.4113

Dme
Coef.
T value
6.8405 53.4726*

Table 5.3: Results of quantile regression estimation of the gene expression intensity by the length of coding region (without introns) for
diﬀerent quantiles
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Intercept
D1
D12

70th

∗

8.1491

Intercept
D1
D12

60th

81.8542*

61.1986*

118.4101*
-2.2037*

1328.4209
-0.0324

927.6646
-0.0203

689.5291
-0.0142

532.5503
-0.0112

40.4350*
-6.6343*

38.9455*
-5.7382*

48.1223 *
-6.6630*

50.4776*
-7.1105*

Cel
Coef.
T value
394.1644
47.6696*
-0.0083
-6.7477*

12204.3528
-1.5118
0.00008

9013.8869
-1.0410
0.00005

6875.5389
-0.7294
0.00004

4779.1989
-0.2123

45.0326*
-9.8693*
4.6911*

60.01418*
-12.2622*
5.5374*

64.3634*
-12.0809*
5.3693*

69.8388*
-8.1165*

Ath
Coef.
T value
3732.1504
68.2652*
-0.1324
-6.3355*

is signiﬁcant at the 0.05 level; Coef. is coeﬃcient.

8.6719

7.7912
-0.00005

Intercept
D1
D12

105.4951*

Dme
T value
73.3423*

50th

7.4587

Coef.
6.9668

Intercept
D1
D12

Variables
Intercept
D1
D12

40th

30th

Quantile

Table 5.4: Results of quantile regression estimation of the gene expression intensity by the length of coding region (with introns) for
diﬀerent quantiles
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Table 5.5: Results of quantile regression estimation of the gene expression intensity
by the length of 5’UTR region (without introns) for diﬀerent quantiles
Dme
Ath
Quantile Variables Coeﬃcient T value Coeﬃcient T value
Intercept
6.8993
58.4633* 3424.3664 81.5147*
30th
d2
-0.1454
-0.7887*
Intercept
d2

7.3145

83.3602*

4343.5574
-0.5266

89.7414*
-2.4792*

th

Intercept
d2

7.5461
0.0013

99.4543*
3.4651*

5651.2469
-1.4109

77.6481*
-4.4175*

Intercept
d2

8.0332

59.7030*

th

7215.6502
-1.3809

79.9499*
-3.4867*

Intercept
d2

8.5728

75.8911*

th

9635.0415
-1.8866

60.5489*
-2.7017*

40th

50

60

70
∗

is signiﬁcant at the 0.05 level; Coef. is coeﬃcient.

Table 5.6: Results of quantile regression estimation of the gene expression intensity
by the length of 5’UTR region (with introns) for diﬀerent quantiles
Dme
Ath
Quantile Variables Coeﬃcient T value Coeﬃcient T value
Intercept
6.8993
58.4633* 3408.2217 88.1879*
th
30
D2
Intercept
D2

7.3145

83.3602*

th

4319.2897
-0.3247

108.1621*
-3.3683*

th

Intercept
D2

7.5461
0.0013

99.4543*
3.4651*

5546.4107
-0.6174

91.7932*
-4.2325*

Intercept
D2

8.0332

59.7030*

th

7175.3063
-0.7199

86.7872*
-3.6069*

Intercept
D2

8.5728

75.8911*

9445.0859

66.6900*

th

40

50

60

70
∗

is signiﬁcant at the 0.05 level; Coef. is coeﬃcient.
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Table 5.7: Results of quantile regression estimation of the gene expression intensity
by the length of 3’UTR region (without introns) for diﬀerent quantiles
Dme
Quantile Variables Coeﬃcient T value
Intercept
6.8089
94.4960*
th
30
d3
0.0007
4.7753*
d23
Intercept
d3
d23

7.2298

78.2872*

2509.6569
7.9824
-0.0047

23.8029*
16.9124*
-12.2578*

50

Intercept
d3
d23

7.5646
0.0004

103.1943*
2.8201*

2977.2647
10.6955
-0.0058

21.4230*
17.1919*
-11.4784*

60th

Intercept
d3
d23

7.9943
0.0006

70.1978*
2.6273*

3833.9265
13.3699
-0.0071

17.4839*
13.6201*
-8.8062*

Intercept
d3
d23

8.4700
0.0004

88.8004*
2.1113*

5349.5079
17.7752
-0.0095

16.9659*
12.5931*
-8.2494*

th

40

th

th

70

∗

Ath
Coeﬃcient T value
1761.8455 22.1334*
7.4355
20.8664*
-0.0046
-15.6049*

is signiﬁcant at the 0.05 level; Coef. is coeﬃcient.

8.4700
0.00044

Intercept
D3
D32

70th

88.9046*
2.1185*

70.2802*
2.6364*

103.3155*
2.8299*

80.5772*

1053.5479
0.3339
-0.00006

706.2172
0.5040
-0.00012

545.9468
0.3095
-0.00007

408.2091
0.2888
-0.00005

30.3136*
2.9158*
-1.7302*

32.2806*
6.9931*
-5.1621*

34.5557*
5.9464*
-3.8754*

33.3887*
7.1695*
-4.0374*

Cel
Coef.
T value
292.9019 30.9142*
0.3023
9.6832*
-0.00008
-7.6221*

6943.7314
10.0436
-0.0047

5326.3255
6.5202
-0.0030

3851.6324
6.3322
-0.0028

3202.4736
4.3621
-0.0019

28.7470*
11.5971*
-10.6079*

34.0263*
11.6174*
-10.3676*

34.9814*
16.0402*
-13.6688*

42.3248*
16.0793*
-13.6635*

Ath
Coef.
T value
2343.2299 37.2669*
4.3460
19.2779*
-0.0019
-16.6010*

is signiﬁcant at the 0.05 level; Coef. is coeﬃcient.

7.9943
0.00065

Intercept
D3
D32

60th

∗

7.5647
0.00045

Intercept
D3
D32

50th

7.2306

Dme
Coef.
T value
6.8102
89.6584*
0.00075
4.5309*

Intercept
D3
D32

Variables
Intercept
D3
D32

40th

30th

Quantile

Table 5.8: Results of quantile regression estimation of the gene expression intensity by the length of 3’UTR region (with introns) for
diﬀerent quantiles
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Table 5.9: Results of quantile regression estimation of the gene expression intensity
by the gene length (without introns) for diﬀerent quantiles
Dme
Quantile Variables
Coef.
T value
Intercept 6.8089 94.4960*
d1
th
30
d2
d3
0.00075 4.7753*
d21
d23
Intercept 7.2233 46.4781*
d1
th
40
d2
d3
d21
d23
Intercept 7.6735 85.7693*
d1
-0.0002 -3.4092*
th
50
d2
0.00068 2.0707*
d3
0.00070 5.1440*
2
d1
d23
Intercept 8.3560 58.2530*
d1
-0.00027 -3.3736*
60th
d2
d3
0.00078 3.3238*
2
d1
d23
Intercept 8.9974 72.0962*
d1
-0.00023 -3.3897*
70th
d2
d3
d21
d23
∗

is signiﬁcant at the 0.05 level; Coef. is coeﬃcient.

Ath
Coef.
T value
2851.8793 26.17052*
-0.93182 -11.83815*
7.2736
0.00009
-0.00442
3910.0150
-1.2389
-0.4882
8.4891
0.0001
-0.0049
5071.3751
-1.6868
-0.9575
10.7472
0.00016
-0.0057
7022.9789
-2.5475
-1.2348
12.7284
0.0003
-0.0069
8718.7047
-3.3348
-1.9143
20.2712
0.0003
-0.0108

18.7434*
6.0759*
-13.9051*
29.9231*
-13.1999*
-2.3050*
18.4170*
6.2621*
-12.9251*
26.6492*
-12.3405*
-3.1041*
16.0097*
5.9366*
-10.3864*
29.8344*
-15.0668*
-3.2362*
15.3286*
7.9261*
-10.1769*
24.3493*
-12.9662*
-3.2984*
16.0490*
6.3792*
-10.4510*
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Table 5.10: Results of quantile regression estimation of the gene expression intensity
by the gene length (with introns) for diﬀerent quantiles
Dme
Ath
Quantile Variables
Coef.
T value
Coef.
T value
Intercept 6.8102 89.6584* 2911.9949 35.1427*
D1
-0.2623
-6.0555*
th
30
D2
D3
0.00075 4.5309*
4.3374
18.5791*
D12
0.00001
2.4306*
2
D3
-0.00199
-16.0033*
Intercept 7.2396 59.0459* 4083.2859 36.9574*
D1
-0.4975
-8.8016*
th
40
D2
-0.2337
-2.1605*
D3
5.0207
16.5021*
D12
0.00003
4.6192*
2
D3
-0.0023
-14.0357*
Intercept 7.5613 88.2259* 5699.8691 40.8174*
D1
-0.00007 -3.2276*
-0.8693
-12.1670*
th
50
D2
0.0010
2.6125*
-0.4545
-3.3250*
D3
0.00057 3.9289*
6.3398
16.4867*
D12
0.00005
6.5843*
D32
-0.0028
-13.6438*
Intercept 7.9943 70.2802* 7792.0218 39.5001*
D1
-1.3468
-13.3448*
60th
D2
-0.5096
-2.6390*
D3
0.00065 2.6364*
7.1810
13.2194*
2
D1
0.00009
7.9615*
D32
-0.0032
-10.9625*
Intercept 8.47002 88.9046* 10218.9472 37.6312*
D1
-2.02806
-14.2857*
70th
D2
D3
0.00044 2.1185*
11.0577
14.4530*
D12
0.00014
8.6393*
2
D3
-0.0048
-11.8116*
∗

is signiﬁcant at the 0.05 level; Coef. is coeﬃcient.

Chapter 6
Statistical Techniques for
Detecting Change Points
This chapter reviews and discusses how the existing statistical methods (Generalized
Bernoulli Modeling approach, IsoFinder and Bayesian Hidden Markov model) are
used for detecting change points of DNA sequences in detail.

6.1

Introduction

DNA sequences, in terms of the GC model or the AT model, can be modeled
by generalized Bernoulli processes [126].

For example, given a DNA sequence

(z1 , z2 , z3 , . . . , zn ), where zi is A, C, G or T, in terms of the GC model, the DNA
sequence can be modeled by (y1 , y2 , y3 , . . . , yn ) where yi = 1 if zi = C or G; otherwise yi = 0. The AT model can be deﬁned in the similar way. In general, a DNA
sequence can be regarded as a stochastic process. The concept of “segmentation”
in a DNA sequence is equivalent to the concept of “stationary subsequence” in a
stochastic process [126]. In this study, a position in a DNA sequence which links
two consecutive segments in the DNA sequence is called a “change point” in the
DNA sequence. A DNA sequence is considered to have structural changes/pattern
changes in its sequence if the sequence has at least one change point.
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The issue of identifying changes in molecular biology has been discussed since
the late 1980’s [18, 44, 145]. Existing techniques that have been developed for
detecting change points in DNA sequences include Maximum likelihood method
[18], Hidden Markov Model [16], Bayesian Hidden Markov Model [15, 142], IsoFinder
[143], Multiple change points ﬁtting via quasilikelihood [17], Sequential Importance
Sampling [164], Cross-Entropy Method [63] and Generalized Bernoulli Modeling
approach [126]. However, each method has its own limitations in obtaining an
accurate estimation of change points. The main weakness is about the accuracy of
the estimation of change points such as using only the Maximum Likelihood method
will often provide a meaningless estimation on change points [9]. The inference
results on change points provided by Bayesian Hidden Markov models and Hidden
Markov models are very sensitive to prior knowledge about the locations of the
change points [16].
In this study, three techniques are considered for identifying change points in
DNA sequences based on the GC model, which are Generalized Bernoulli Modeling
approach, IsoFinder and Bayesian Hidden Markov model. The details of the deﬁnition and the implementation of each method are presented in this chapter. This
study intends to detect the change points in DNA sequences. A sample DNA sequence which has been studied by Boys et al. [16] is taken into account to show how
each existing technique detects the change points. The drawbacks of each method
will also be discussed as well.

6.2

Bayesian Hidden Markov Model

Hidden Markov Model (HMM) is a traditional statistical inference relying on the
point estimates of unknown model parameters and providing probabilistic model.
Hidden Markov model have been widely used in bioinformatics to model protein,
gene and DNA sequences; for example, recognition of genes in human genomes
[25, 116], prediction of protein folding [53], analysis of multiple protein sequence
alignment [60] and analysis of the compositional heterogeneity of DNA sequences
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[15, 44, 147]. In addition, the Hidden Markov model with the Bayesian approach
is introduced to model the type of homogeneous segment at each location in the
sequence for given prior information (one prior speciﬁcation for each parameter in
the model) [16, 142].
Boys et al. [16] proposed the Bayesian Hidden Markov model (BHMM) technique
for estimating the probabilities of change points in DNA sequences based on ACGT
nucleic acid bases. However, other statistical techniques focused in this study have
their models based on GC nucleic acid bases. In order to make them in common,
we have adapted BHMM of Nur et al. [142], following partly from Boys et al. [16]
to construct the GC model for identifying change points.
The parameters of BHMM technique consist of the base transition probabilities
for the segment types (P) and the transition matrix of segment types (Λ). There
are diﬀerent ways to estimate the values of parameter P and Λ. One way is we
can use the conjugate prior strategies. Given the multinomial form of the likelihood
function, Nur et al. [142] suggested that the conjugate Dirichlet prior distributions
using Bayes’ theorem together with the likelihood can produce independent Dirichlet
distributions for the rows of the transition matrices (the posterior distributions).
The posterior speciﬁcation for parameter P, Λ and unobserved segment type s can
be obtained using Gibbs sampling with data augmentation. In this study, we ﬁrst
deﬁne the model of the hidden Markov, the elements of the prior distribution and
then describe how to apply the BRugs (Bayesian inference using Gibbs sampling)
package in R to the DNA sequence.

6.2.1

Hidden Markov Model

Hidden Markov Model (HMM) algorithm is based on the hidden state chain which
is used to model the locations of the homogenous regions or segments of a given
sequence. HMM is characterized by two processes: the hidden state process and the
observed process. The hidden state (unobserved segment type) process at location
t is denoted as St ∈ {1, 2, 3, . . . , r} for t = 1, 2, 3, . . . , n where n is the length
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of the sequence and r is type of homogeneous segment along the sequence. An
observed DNA sequence y1 , y2 , y3 , . . . , yn can be considered the observed process
which is a realization of a random process Y1 , Y2 , Y3 , . . . , Yn where Yt ∈ {C, G, A,
T} ≡ {1, 1, 2, 2} for t = 1, 2, . . . , n.
The transition probabilities between bases can be expressed by 2 × 2 transition
probability matrices. The transition probability matrices for diﬀerent segment types
( (k) )
form a set denoted by P = {P(1) , P(2) , . . . , P(r) } where P(k) = Pij 2×2 , for i, j = 1, 2
and k = 1, 2, 3, . . . , r.
The equation of the base transition probability is shown as

t)
Py(st−1
yt = Pr(Yt = yt |St = st , y1 , y2 , . . . , yt−1 , P) = Pr(Yt = yt |St = st , yt−1 , P).

(6.1)
The literature [16] suggested that the hidden state process of segment types is
assumed to be a homogeneous ﬁrst-order Markov chain with r × r transition matrix
Λ = (λij ) where i, j = 1, 2, 3, . . . , r. The entries of the segment type transition
matrix are deﬁned

λst−1 st = Pr(St = st |s1 , s2 , . . . , st−1 , Λ) = Pr(St = st |st−1 , Λ).

(6.2)

Assuming that Y1 and S1 are two independent random variables having discrete
uniform distributions, based on Equations (6.1) and (6.2), the likelihood function
for P and Λ given the observed DNA sequence y and the hidden segment type s is
L(P, Λ|y,s) = Pr(Y1 = y1 , S1 = s1 |Λ, P)
=

n
∏

Pr(Yt = yt |St = st , Yt−1 = yt−1 , P)Pr(St = st |St−1 = st−1 , Λ)

t=2

1 ∏ (st )
P
λs s .
2r t=2 yt−1 yt t−1 t
n

=
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6.2.2

Prior speciﬁcation for P and Λ

In this subsection, we follow the literature [142] and describe how to deﬁne the prior
distribution for the parameters. We denote pi = (pij ) as a row of the base transition
probability matrix and λk = (λkj ) as a row of the segment type transition matrix.
To compute the likelihood in an analytical form, the conjugate prior distributions
for pi and λk are considered the Dirichlet distribution and can be expressed as
π(pi ) ∝

2
∏

a −1
pijij

; 0 < pij < 1,

j = 1, 2,

j=1

π(λk ) ∝

2
∑

pij = 1

j=1
r
∏

b

λkjkj

−1

; 0 < λkj < 1,

j = 1, 2, . . . , r

k=1

where ai = (aij ) and bk = (bkj ) are the positive parameters of the Dirichlet distribution. The Dirichlet prior distributions (D) for the rows of each transition matrix
are the following
(k)

pi

( (k) )
( (k) )
= pij ∼ D ai
λk = (λkj ) ∼ D(bk )

; i, j = 1, 2

; k = 1, 2, . . . , r

; k, j = 1, 2, . . . , r.

Following the Dirichlet distributions given by the literature [16], the symmetric
speciﬁcation such as ai = (1, 1) is selected. The components pij are distributed
as Beta(1,3) with mean 0.25, standard deviation 0.19 and correlation between row
elements corr(pij , pij ′ ) = −0.47; j ̸= j ′ . As for the components λkj , Boys et al.
[16] deﬁne E(λkk ) ≈ 1 and assume the oﬀ-diagonal elements λkj (j ̸= k) are exchangeable so that the parameters of the Dirichlet distribution have the vector
bk = (d, d, . . . , d, c, d, . . . , d, d) where c is the k th element. The diagonal elements
λkk have Beta(c, rd − d) prior distributions and are equivalent to n∗λ = c + (r − 1)d
transitions per row. Given each diagonal element, prior mean and standard deviation are shown as
E(λkk ) =

c
c + (r − 1)d
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√

and
SD(λkk ) =

(r−1)cd
c+(r−1)d+1

c + (r − 1)d

respectively. The c and d values can be calculated from the equations above for
given E(λkk ) and SD(λkk ).

6.2.3

Estimating P and Λ by BRugs

In this study, we use the Markov Chain Monte Carlo (MCMC) in BRugs package
(Bayesian inference using Gibbs sampling) as suggested by Nur et al. [142] to estimate posterior summaries of the model parameters (P, Λ). As far as the Gibbs
sampling in BRugs is concerned, assessing convergence of the algorithm is an important issue for the correctness of the estimation of the posterior distribution. The
convergence of the algorithm can be checked using the convergence diagnosis and
output analysis software for Gibbs sampling analysis such as CODA in R [148].
Following is the implementation of Gibbs sampling algorithm using BRugs.
Initializing:
1. Create two text ﬁles, a model code ﬁle containing the model speciﬁcation
and a data ﬁle containing the data in a speciﬁc format as well as the
initial values for the model parameters.
2. Set the number of segment types (r), the mean and the standard deviation
of prior P and Λ. The choices of initial values of the priors have been
suggested in the literature [16].
Monitoring:
1. Check the syntax of the model by using modelCheck(model code ﬁle),
modelData(model data ﬁle) and use the Gelman-Rubin statistics obtained from CODA to evaluate the convergence diagnostic. If the output
of the Gelman-Rubin statistics is less than 1.1, it will suggest satisfactory convergence to a stationary distribution which is the joint posterior
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density under mild condition [72].
2. Iterate MCMC approach to produce the samples that can be used for the
posterior inferences of the model parameters. P and Λ can be monitored
during the program running for convergence check.
Inferring: When the convergence criterion is met, the mean of the sample is
derived from the posterior distributions to obtain the estimates of the parameters P and Λ. After these parameters are estimated, the probability of a
change point at each position is calculated. The detail of how to estimate the
probability of a change point at each position can be found in Boys et al. [16].

6.2.4

Example of the application of BHMM to detect change
points in DNA sequence

This study uses the DNA sequence, intron 7 of the chimpanzee α-fetoprotein (consisting of 1968 bp), from the literature given by Boys et al. [16] to demonstrate
how the adapted Bayesian Hidden Markov Model (BHMM) based on the GC model
is used for detecting change points. In general, the base transition probabilities
for the segment types (P) and the transition matrix of segment types (Λ) are the
parameters of BHMM. There could be various choices for choosing the initial values
of the prior mean and standard deviation for P and Λ. According to the literature
[16], the initial values of the mean of prior Λ and P are E(λkk ) = 0.99 and E(pij )
= 0.25 respectively. The initial values of the standard deviation of prior Λ and P
are SD(λkk ) = 0.01 and SD(pij ) = 0.19 respectively. We consider the model with
the ﬁxed number of segment type r = 2. The processing of the model by BRugs
is based on 10000 iterations after a burn-in of 10000 iterations. The estimations of
the posterior probability of a type 1 segment and probability of a change point are
plotted in Figure 6.1.
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Figure 6.1: The estimations of the posterior probabilities of a type 1 segment and
probability of a change point

The plot of change point probability in Figure 6.1 indicates that there might be
four change points occurring in the following regions: (414 - 484), (772 - 826), (1026
- 1075) and (1327 - 1405). However, BHMM provides the volatility of the probability of a change point but it does not explicitly provide the position estimation
of change points. After we apply BHMM for detecting change points in this real
data, it reveals one of disadvantages of BHMM. That is, the memory requirement
for processing BRugs is varied on the sequence length and the number of iterations.
The longer length and larger number of iterations, the more memory is required.
As our running environment is on PC, this study has limited the number of burn-in
and the number of iterations used in BHMM. Another complicate part of BHMM is
about the choice of the prior distribution for the unknown parameters especially if
no prior information is assumed. Previous research studies suggested the posterior
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estimates obtained under a Bayesian Hidden Markov model were sensitivity to the
speciﬁcation of the prior distributions [16, 142]. Since the methodology and the
model of the Bayesian Hidden Markov model have some limitation, BHMM will not
be considered in further study of this thesis.

6.3

Generalized Bernoulli Modeling Approach

An approach for Generalized Bernoulli Modeling is introduced by Lin [126] to improve the accuracy of the Maximum Likelihood change point estimation. The improvement can be divided into two steps. The ﬁrst step is to identify potential
domains where change points are likely to occur from the plot of the associate process of the generalized Bernoulli process. The second step is to apply the Maximum
Likelihood method to each potential domain and obtain the estimated change point
in the underlying generalized Bernoulli process of each potential domain. Lin [126]
has demonstrated that potential domains for change points in a process can be easily
determined by observing the plot of the associate process and checking if there are
any pattern changes in the plot.

In this study, we present the deﬁnitions of the generalized Bernoulli process and
the associate process of the generalized Bernoulli process in Subsection 6.3.1 and
Subsection 6.3.2 respectively. The detail of the Maximum likelihood method for
change point is presented in Subsection 6.3.3. Subsection 6.3.4 presents the process
of Generalized Bernoulli Modeling approach for detecting change points in a DNA
sequence. We also demonstrate the application of this approach to a DNA sequence
in Subsection 6.3.5.

6.3.1

A generalized Bernoulli process

A DNA sequence can be expressed as a sequence of Y1 , Y2 , . . . , Yn where Yi takes
one of DNA alphabet (A or C or G or T). Sometimes G-C base-pairs model, A-G
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base-pairs model or T-G base-pairs model are considered in DNA sequence analysis.
For example, for G-C base-pairs model, bases G and C are classiﬁed into the same
category. Those models can be modeled through generalized Bernoulli processes.

Deﬁnition A process {Yt } is called a generalized Bernoulli process, if for all
t > 0, Yt has Bernoulli distribution with the mean pt > 0.

From the deﬁnition of a generalized Bernoulli process, {Yt } are not necessarily
mutually independent. However, to model G-C base-pairs or A-T base-pairs, it
is previously suggested from the literature [18, 67] that {Yt } can be accepted as
mutually independent. Therefore, to model a DNA sequence by a G-C base-pairs
model, a generalized Bernoulli process Yt is deﬁned as follows: Yt = 1 if the sequence
at its tth position is G or C; otherwise, Yt = 0.
Given a generalized Bernoulli process Y1 , Y2 , . . . , YT , if there is an integer τ ∈
[1, T ] such that for all t ≤ τ , pt = a and for all t > τ , pt = b where a ̸= b then τ is
called a change point in the sequence Y1 , Y2 , . . . , YT .

6.3.2

Associate process

Let {Yt }0<t be a generalized Bernoulli process in a probability space (Ω, F, P ). We
deﬁne Y0 ≡ 1. For ω ∈ Ω, {Yt (ω)} gives a path of realization of the process,

y0 (ω) = 1, y1 (ω), y2 (ω), · · · , yT (ω), · · ·
Let vs be the position of the sth 1 in the path. vs is a random variable mapping from Ω to the positive integer space. We deﬁne a sequence of observations
W (ω, vs (ω)) , Wvs (ω) as follows: W (ω, vs (ω)) = k, if there are k consecutive 0s
following the sth 1 at position of vs (ω). For each ω, the sequence {Wvs } is deﬁned
at position v1 (ω), v2 (ω), . . . which is related to the sample path

y0 (ω) = 1, y1 (ω), y2 (ω), . . . , yT (ω), . . .
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We denote {Wvs } as an associate process of {Yt }.

Theorem 1 [126] Let {Yt }t≥1 be a Bernoulli process with E(Y1 ) = p, and Y0 = 1.
Then, Wvs , s = 1, 2, · · · , are i.i.d., having geometric distribution with parameter p.

Given integers k, ls and lt > 0, the following proves that for each s, Wvs has
geometric distribution on parameter p and Wvs is also independent of Wvt (See
further details in Lin’ literature [126])
∞
∑

P (Wvs = k) =

···

k1 =1

∞
∑

[P (Y1 = 0 = · · · = Yk1 −1 , Yk1 = 1,

ks−1 =1

Yk1 +1 = 0 = · · · = Yk1 +k2 −1 , Yk1 +k2 = 1, · · · ,
Y∑s−2
= 0 = · · · = Y∑s−1
, Y∑s−1
= 1,
i=1 ki +1
i=1 ki −1
i=1 ki
Y∑s−1
= 0 = · · · = Y∑s−1
, Y∑s−1
= 1)]
i=1 ki +1
i=1 ki +k
i=1 ki +k+1
= (1 − p) p

k s

∞
∑
k1 =1

···

∞
∑

[(1 − p)k1 −1 · · · (1 − p)ks−1 −1 ]

ks−1 =1

= (1 − p)k ps (1/p)s−1 = p(1 − p)k

P (Wvs = ls , Wvt = lt ) =

∞
∑
k1 =1

···

∞
∑

∞
∑

∞
∑

···

ks−1 =1 ks+1 =1

pt (1 − p)k1 −1 · · ·

kt−1 =1

(1 − p)ks−1 −1 (1 − p)ls × (1 − p)ks+1 −1 · · · (1 − p)kt −1 (1 − p)lt
= pt (1 − p)ls (1 − p)lt

1
pt−2

= p(1 − p)ls p(1 − p)lt

= P (Wvs = ls )P (Wvt = lt )

If the mean of a Bernoulli process is p, then its associate process is stationary with
mean

1−p
p

and variance

1−p
.
p2

It can be proved that any two Bernoulli processes will

have the same probability structure if and only if their associate processes have the
same mean and variance. Therefore, the probability structure of a Bernoulli process
can be uniquely determined by its associate process. If the associate process of a
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generalized Bernoulli process is not stationary, neither is the underlying generalized
Bernoulli process.
Given a segment of a generalized Bernoulli process Yt based on Theorem 1,
each segment of the generalized Bernoulli process Yt will correspond to a stationary
subsequence of its associate process Wvs . Thus, if a generalized Bernoulli process
{Yt }1≤t≤T has a change point τ ∈ [1, T ], the mean of the process as well as the
mean of the corresponding associate process before and after the change point will
be signiﬁcantly diﬀerent. Further details on the associate process can be found in
literature provided by Lin [126].

6.3.3

The Maximum likelihood estimator of a change point

Given a generalized Bernoulli process Y1 , Y2 , Y3 , . . . , YT , we assume that the process
has one and only one change point τ ∈ [1, T ] and the position of τ is unknown. Let
p and p + δ (δ ̸= 0) be the means of the process before and after the change point
position. p and p + δ are assumed to be known. Therefore, the process {Yt } can be
expressed as Yt ∼ B(1, p), if 1 ≤ t ≤ τ ; Yt ∼ B(1, p + δ), if τ < t ≤ T .
Given a random sample y1 , y2 , y3 , . . . , yT from the generalized Bernoulli process,
the likelihood and log likelihood functions on conditional τ = k for the sample are
given by
L(k) =

k
∏
i=1

p (1 − p)
yi

1−yi

T
∏

(p + δ)yi (1 − p − δ)1−yi ,

i=k+1

and
k
T
∑
[
] ∑
[
]
ln(L(k)) =
yi ln p + (1 − yi ) ln(1 − p) +
yi ln(p + δ) + (1 − yi ) ln(1 − p − δ)
i=1

i=k+1

(6.3)

respectively.
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The Maximum likelihood estimator of τ denoted by τ̂ is

τ̂ = arg max

1≤k≤T

+

T
∑

[

{∑
k

[
]
yi ln p + (1 − yi ) ln(1 − p)

i=1

}
]
yi ln(p + δ) + (1 − yi ) ln(1 − p − δ) ,

i=k+1

= arg max {ln(L(k))}.
1≤k≤T

6.3.4

Detecting change points by the Generalized Bernoulli
Modeling approach

The process of the Generalized Bernoulli Modeling approach for detecting change
points in a DNA sequence involves four steps:
1. Transform the DNA sequence into a generalized Bernoulli process by deﬁning
a sequence y1 , y2 , y3 , . . . , yn such that yi = 0 if the ith position of the DNA
sequence is A or T; yi = 1, otherwise (C or G).
2. Deﬁne an associate sequence from the generalized Bernoulli process and produce a plot of the associate process.
3. Observe the pattern changes in the plot of the associate process and identify
potential domain(s) for change point(s) if there are any signiﬁcant pattern
changes appearing on the plot.
4. Apply the Maximum likelihood method to the potential domain(s) and estimate the change point(s) in the DNA sequence.
Example 6.1
We use the following DNA sequence as an example to explain the Generalized
Bernoulli Modeling approach: GTAGCTTTCA CCTCTCTATC CCTCAACCAT
TTTATTGATT CCAACTATAG TTTCATTTCC TTTTTCCATT TCAG.
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Figure 6.2: The plot of associate process for Example 6.1

1. The DNA sequence is transformed into a generalized Bernoulli process:
1001100010

1101010001

1101001100

0001000011

0000011000

0101

0000001000

1100100001

2. An associate sequence of the sequence of the generalized Bernoulli process is
formulated. The plot of the associate process is shown in Figure 6.2.
3. The plot in Figure 6.2 shows that the associate process is stable from position
1 to 20 and from position 40 to 74 while the volatility of the process between
positions 20 and 40 is changed. It suggests that there may be a change point in
the sequence between positions 20 and 40. We choose (20, 40) as a potential
domain for the change point identiﬁcation. The means of sequences from
position 1 to 19 and from position 41 to 74 are calculated respectively.
4. Within the potential domain, we calculate the value of the log likelihood function and use the Maximum likelihood method to estimate the change point
position. The estimated position of the change point is 28 where the log likelihood function takes the maximum.

6.3.5

Example of the application on DNA sequence

This study uses the DNA sequence, intron 7 of the chimpanzee α-fetoprotein, from
the literature [16] to demonstrate how the Generalized Bernoulli Modeling approach
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is used for detecting change points.

Figure 6.3: The associate process plot of the generalized Bernoulli process

Given the intron 7 sequence of the chimpanzee, the associate process plot of the
generalized Bernoulli process of the sequence is shown in Figure 6.3. To check if
there are any change points in this sequence, we ﬁrst observe the potential domains
from the plot of the associate process. According to the plot, it suggests that there
might be two change points in two potential domains: (850, 1100) and (1400, 1699).
The sequences from position 1 to 849, 1101 to 1399 and 1700 to 1968 are considered
to be stable. The means of these three sub-sequences are calculated and used in
the process of estimating the possible change points between position 850 to 1100
and 1400 to 1699. Within the potential domains, we calculate the value of the log
likelihood function and use the Maximum likelihood method to estimate the change
point positions. The estimated positions of the change points are 896 and 1593
where the log likelihood function takes the maximum in the two potential domains
respectively. These two estimated change points divide the sequence into three
segments where the means are 0.3605, 0.4505 and 0.3200 respectively.

6.4

IsoFinder

A technique developed by Oliver et al. [143] involved computer software named
IsoFinder. This technique is commonly used for identifying an organism’s genome
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by regions of diﬀerent CG content or by segments diﬀering in GC content from
neighboring segments. The change in GC content is often abruptly producing welldeﬁned regions called isochores [120, 144, 181]. Isochores are deﬁned as long genome
segments that are fairly homogeneous in their GC composition. IsoFinder is widely
used to predict isochores in genome sequences and generally applied to long DNA
segments ≫300 kb (kilobases). Detailed instruction of IsoFinder can be found from
http://isoﬁnder.sourceforge.net/. The algorithm of IsoFinder is described as follows:
Input: the DNA sequence and the window size parameter
Process:
1. A sliding pointer is moved from left to right along the DNA sequence.
At each position of the pointer, the mean GC values to the left and the
right of the pointer are computed.
2. The t-statistic is used to measure the signiﬁcance of the diﬀerence between
the mean of GC content on each side of the sliding pointer.
3. The position of the pointer where the maximum t-statistic is observed
will be used as a cutting point of the sequence giving two distinct subsequences with diﬀerent means of GC content.
4. Each sub-sequence will be veriﬁed against the window size parameter to
ﬁlter out short - scale heterogeneities. The two distinct sub-sequences will
be veriﬁed to check whether the signiﬁcance between the sub-sequences
exceeds a probability threshold. If so, the sequence is divided at this point
into two sub-sequences; else, the sequence remains undivided. Steps 1 3 are repeated on each divided sub-sequence until none of sub-sequences
from the possible cutting points reaches the signiﬁcant level.
Output: The coordinates, sizes and GC contents of DNA sub-sequences
The FORTRAN 95 source code for IsoFinder can be obtained from the IsoFinder
Project [http://isoﬁnder.sourceforge.net/]. For our study convenience, we convert
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the FORTRAN code into R code (See Appendix A.3). The window size used to
ﬁlter out short-scale heterogeneities is 10. The signiﬁcance level is equal to 1% and
t-statistic with the diﬀerent variances is used to compute the statistical signiﬁcance
between sub-sequences.

6.4.1

Example of the application of IsoFinder to DNA sequence

In this subsection, the application of IsoFinder to the intron 7 of the chimpanzee αfetoprotein is presented as an example. The sub-sequences obtained from IsoFinder
are shown in Figure 6.4. The alphabets from A to L are denoted as the intervals of
the sub-sequences. The position of each interval is shown in Table 6.1.

Figure 6.4: Sub-sequences obtained from IsoFinder

The process showing how IsoFinder detects the change points for this sequence
is described below.
1. Firstly, IsoFinder identiﬁes the cutting point position 375 in the sequence. The
whole sequence is thus divided into two sub-sequences, A and B.
2. Sub-sequence A is processed and is divided into another two sub-sequences, C
and D, by the cutting point position 303.
3. Sub-sequence B is also split into sub-sequences E and F by the cutting point position 1072. Further to applying IsoFinder to the each divided sub-sequences,
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Table 6.1: The notation of each sub-sequence
Alphabet

Positions

Alphabet

Positions

A

1 - 375

B

376 - 1968

C

1 - 303

D

304 - 375

E

376 - 1072

F

1073 - 1968

G

376 - 988

H

989 - 1072

I

1073 - 1917

J

1918 - 1968

K

1073 - 1786

L

1787 - 1917

sub-sequences G (376 - 988) and H (989 - 1072) as well as I (1073 - 1917)
and J (1918 - 1968) are divided from sub-sequences E and F by the cutting
point position 988 and 1917 respectively. Considering sub-sequence I, there is
another change point observed at position 1786 and the change point divides
sub-sequence I into sub-sequences K and L.
4. Finally, six change points are found by IsoFinder. The locations of change
points are 303, 375, 988, 1072, 1786 and 1917. The information of GC content
for each segment is presented in Table 6.2.

6.5

Simulation Study

The purpose of this section is to compare the performance between the Generalized Bernoulli Modeling (GBM) approach and IsoFinder using simulation data and
evaluates both techniques in identifying change points in DNA sequences.
The Monte Carlo technique is used in this evaluation. Two generalized Bernoulli
processes are considered. One process has a single change point at the middle
position of the sequence and the other has no change point. Let y1 , y2 , . . . , y100 be
a sequence of a generalized Bernoulli process with Eyt = 0.3, 1 ≤ t ≤ 100 for
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Table 6.2: Output from IsoFinder
Segment

Coordinate

Size

% GC content

1

1 - 303

303

36.6337

2

304 - 375

72

12.5000

3

376 - 988

613

41.9250

4

989 - 1072

84

67.8571

5

1073 - 1786

714

34.7339

6

1787 - 1917

131

48.8550

7

1918 - 1968

51

21.5686

the no change point scenario. For the single change point scenario, y1 , y2 , . . . , y100
is generated from a generalized Bernoulli process with Eyt = 0.2, when t ≤ 50;
Eyt = 0.5, when t > 50.

6.5.1

Performance evaluation

Identiﬁcation of change points results in the estimated number of change points and
the estimated positions of change points. The deviation between the estimated and
true numbers of change points as well as positions of change points can be used as
performance indicators among change point identiﬁcation techniques.
To compare the performance between both methods in this study, we ﬁrst independently simulate u samples from underlying generalized Bernoulli sequences and
then GBM and IsoFinder are independently applied to each sample. The true positive (TP) rate, the false positive (FP) rate and the average total error are used as
the performance indicators. The deﬁnition of each indicator is described below:
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1. TP rate is the proportion of cases where the number of change points is correctly identiﬁed among all cases (u).
2. FP rate is the proportion of cases where the number of change points is incorrectly identiﬁed among all cases (u), i.e. FP = 1 - TP.
¯ is calculated by d¯ =
3. The average total error (d)

d1 +d2 +...+du0
u0

where u0 is the number of samples with the correct number of change points identiﬁed among the u samples.

The total error for the ith sample is denoted as

di , i = 1, 2, . . . , u0 .

Given a sequence of generalized Bernoulli process, if the sequence has change
points x1 , x2 , x3 , . . . , xc and their estimated change points are x
b1 , x
b2 , . . . , x
bc respectively. The total error in the estimation of change points is deﬁned as
v
u∑
u c
bj )2 .
d = t (xj − x
j=1

If the number of estimated change points is diﬀerent from c given by underlying
sampling case, the total error of the sample will not be calculated.

The average total error, TP rate and FP rate given by 100 simulation samples
are presented in Table 6.3.

Regarding the no change point scenario, GBM approach gives higher TP rate and
provides more accurate results (90%) than IsoFinder. IsoFinder produces more error
in the number of change points observed. As for the single change point scenario,
the TP rates of GBM approach and IsoFinder are 89% and 87% respectively. This
indicates that both methods can eﬀectively detect the change point on a sequence
which has a single change point at the middle position of the sequences. Between
the two methods, GBM approach gives slightly higher TP rate and more accurate
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Table 6.3: The average total error, TP rate and FP rate for both Generalized
Bernoulli Modeling (GBM) approach and IsoFinder
Scenario

Method

Average total TP rate FP rate
error

GBM

-

0.90

0.10

IsoFinder

-

0.88

0.12

GBM

4.6629

0.89

0.11

IsoFinder

6.8391

0.87

0.13

Without change point

With a change point

estimation on the change point position than IsoFinder. This indicates that GBM
approach works more eﬃciently and provides more accurate in terms of detection
of the number of change points and the estimation of change point position under
both scenarios (with and without change point) where the window size is 10.

6.6

Application of Generalized Bernoulli Modeling Approach to Sample Intron Sequences

Since the Generalized Bernoulli Modeling approach provides more accurate outcome than IsoFinder in terms of the number of change points and the estimation of
change point position, in this study we apply the Generalized Bernoulli Modeling
approach discussed above to intron sequences and identify the pattern change in
intron sequences.
A large portion in eukaryotic genomes is introns but their function is not yet
fully elucidated. The pattern changes in intron sequences identiﬁed in this study
may beneﬁt the further investigation on intron functionality. As an example, we
employ the Generalized Bernoulli Modeling approach to estimate the change points
based on GC distribution in intron sequences of A. thaliana (Ath). In this section,
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we also investigate whether there is any correlation between gene properties (the
gene expression level and the protein function) and the intron pattern changes. Our
study shows that the number of GC and the intron length signiﬁcantly inﬂuence
the pattern change in introns. 205 sample intron sequences are randomly selected
from the whole dataset of Ath. Then, we apply the Generalized Bernoulli Modeling
approach to those 205 intron sequences to detect change points. The data used in
this study and the change point estimation are obtained by the steps described by
the workﬂow in Figure 6.5.

1. Data collection
This study focuses on A. thaliana which oﬀers a compact genome and is widely
used as one of the model organisms for studying plant genetics and development [47].
The intron sequence data is obtained from TAIR9 database [http://www.arabidopsis.org/]. Protein functional category classiﬁcation is obtained from the Clusters
of Orthologous Groups of proteins database [http://www.ncbi.nlm.nih.gov/COG/].
The gene expression data is collected from microarray data [AFGC database at
ftp://ftp.arabidopsis.org/home/tair/Microarrays/AFGC/]. By using Gene ID as a
standard identiﬁer, all intron sequences, protein functions and gene expression data
are linked into one main table for analysis.

2. Data preparation
A proportional stratiﬁed random sampling design is used to randomly select
intron sample for this study. A proportional stratiﬁed random sampling design is a
process of grouping members of underlying population into relatively homogenous
subgroups before sampling. The steps involved in constructing the sampling design
are summarized as below:
1. Under stratiﬁed sampling, heterogeneous genes are grouped by protein functional category (strata). Protein function is classiﬁed into three categories,
Information storage and processing, Cellular processes and signaling, and
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Figure 6.5: Data processing and data analysis workﬂow

Metabolism, by the functional classiﬁcation of proteins in the Cluster of Orthologous Groups (COGs) database.
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2. Within each category, genes with the same locus tag ID are grouped into the
same cluster. Also, genes with duplicate start and stop positions of the genome
are ﬁltered. The total numbers of gene clusters for Protein Categories I, II
and III are 903, 1478 and 1336 respectively.
3. 50 samples of the gene clusters are randomly selected from the three deﬁned
strata in proportion to the number of gene clusters within each stratum. There
are 12, 20 and 18 gene clusters in total for Protein Category I, II and III
respectively. The numbers of intron sequences in Protein Category I, II and
III are 44, 84 and 77 respectively. The total sampled introns are 205.
3. Detection of change points
The process used for detecting change points involves four steps.
1. For each intron sequence, deﬁne a sequence y1 , y2 , y3 , . . . , yn such that, yi = 0
if the ith position of the intron sequence is A or T; yi = 1, otherwise (C or G).
2. Deﬁne an associate sequence from the sequence y1 , y2 , y3 , . . . , yn and produce
a plot of the associate process.
3. Observe the pattern changes in the plot of the associate process and identify potential region(s) for change point(s) if there are any signiﬁcant pattern
changes appearing on the plot.
4. Apply the Maximum likelihood method to the potential regions and estimate
change point(s).
4. Hypothesis test
After change points in an intron sequence are detected, the intron sequence will
be divided into segments by the positions of those change points. Each segment is
presumed stationary. The mean of each segment is estimated by the proportion of
GC in the segment. To further check the accuracy of the estimates of change points,
we use the z-test to test if the GC proportions are signiﬁcantly diﬀerent for any two
consecutive segments which share a common change point as one end of the two
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segments. The signiﬁcance level used in the test is 0.05. The null hypothesis is that
there is no diﬀerence between the GC proportions between the two tested segments.
If test statistic z ≤ −1.96 or z > 1.96, the null hypothesis will be rejected. It indicates that there is evidence to support that the means of the two tested segments
are diﬀerent and therefore it further conﬁrms the shared end of the two segments
is a change point. If the null hypothesis is accepted, the two tested segments will
be combined together and form a longer segment. In addition, to test if more than
two segments (more than one change point is found) have the same mean or not, a
chi-squared test will be used.

5. Results
Among the random sampled intron sequences, 10.71% have been identiﬁed to
have pattern changes. The number of GC and the intron length can be considered
main factors inﬂuencing the intron pattern change. Short introns with high GC
number are likely to have higher chance to have pattern changes detected on their
sequences. Little inﬂuence of gene properties on the pattern change is found in this
study. Our statistical study of A. thaliana data indicates that the intron length and
the number of GC are signiﬁcantly correlated to the pattern change in the intron
sequences. It also shows that shorter introns with higher GC number have higher
chances to have pattern change in intron sequences. This investigation with limited
amount of intron sequences does not reveal any signiﬁcant correlation between the
intron pattern change and gene functions. The results have been published in the
journal [112] and presented in an international conference [111].

6.7

Outlining the Advantages and Disadvantages

The advantages and disadvantages of the Generalized Bernoulli Modeling approach
and IsoFinder are outlined and presented in this section.
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6.7.1

Generalized Bernoulli Modeling approach

The advantage of the Generalized Bernoulli Modeling (GBM) approach is that this
method provides the visual-aid detection information on change points from the plot
of the associate process. The information is then used to improve the maximum
likelihood estimation of change points and provides more accurate estimation on
change points in sequences. GBM approach is suitable for identifying the change
points in short sequences. This is because the process of detecting change point(s)
for each sequence is a manual process and it has a limit in terms of time-consuming.
Also, the potential domain identiﬁcation from the same plot of the associate process
may be diﬀerent from person to person.
Additionally, the structural change in underlying generalized Bernoulli process
may be sometimes diﬃcult to be observed especially when the tested sequence is
very long. For instance, Figure 6.6 shows that the structural change is diﬃcult to
be observed from the plot of the associate process when the length of the sequence
is 5000 bp.

Figure 6.6: The plot of associate process with length of sequence 5000 bp

6.7.2

IsoFinder

With respect to IsoFinder, it is simple to use and fast to do data analysis. It is a well
developed statistical software and its inference processing time is not very long. This
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technique is suitable for discovering the segmental structure in long sequences (e.g.
DNA with more than 300 kilobase pairs) and it is a popular method of predicting
isochores in genome sequences. However, based on our study, IsoFinder tends to
produce numerous false detections on the number of change points. This might
result from the test statistics (t-statistics) used in IsoFinder. T-statistic may not be
appropriate when the data type is discrete data with nominal scale.
The advantage of IsoFinder is that the implementation of the method is straightforward [121]. However, the data analysis output of IsoFinder tightly depends on
the choice of the size of window. There are no well-deﬁned criteria for choosing appropriate value for the window size parameter. In practice, it is not easy to decide
whether choosing a larger window is better than choosing a smaller window. The
following example will be used to explain the impact of the window size parameter
of IsoFinder in change point detection.

Example 6.2
Considering a generalized Bernoulli process {Yt }1≤t≤300 with one change point where
Eyt = 0.1, 1 ≤ t ≤ 30 and Eyt = 0.4, 30 < t ≤ 300. We independently simulate 1000
sample sequences from this process. Then, we apply IsoFinder to these sequences
by using diﬀerent sizes of the sliding window. The TP rates and the average total
¯ given by diﬀerent sizes of the sliding window are reported in Figure 6.7.
error (d)
According to Figure 6.7, the high TP rate and the small d¯ are stably observed
when the window size parameter is less than 15. This indicates that for this example,
the proper window size might be around 5 to 15. The increase in the window size
parameter may decrease the TP rate and increase the average total error. This
means that the information on the structural change in the sequence will not be
observed. Another example on the window size problem can be found from Li et al.
[123] who illustrated that if the window size is too large, the signiﬁcant information
may be ﬁltered out.

0.6
0.4

TP rate

0.8
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Figure 6.7: The TP rates and d¯ given by diﬀerent sizes of the sliding window

The window size parameter has inﬂuence on change point detection in terms of
quality and accuracy of estimation. IsoFinder depends on the size of the window
and it is considered sensitive way to identify statistically signiﬁcant change points.
Sofronov et al. [164] suggested that IsoFinder can be used to identify multiple
change points but still have problems in terms of how to properly deﬁne the window
size parameter.

6.8

Conclusion

The existing methods can be applied for detecting change points in DNA sequences
including the Generalized Bernoulli Modeling approach, Bayesian Hidden Markov
model and IsoFinder. However, these methods have their own limitation in terms of
the accuracy of the estimation of change points. The main obstacle of Generalized
Bernoulli Modeling technique is that the process for detecting change points is a
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manual process. There is not any computational program available for the technique. Therefore, it is not practical to apply the technique to long DNA sequences
in terms of the processing time. On the other hand, IsoFinder is well developed
statistical software and its processing time is not very long even if it is applied to
long DNA sequences. However, according to our simulation studies, we found that
the data analysis results provided by IsoFinder are sensitive to the choice of the
window size parameter. Using too small window size, IsoFinder could over estimate
the number of change points while using too large window size could under estimate
the number of change points especially in short sub-sequences. For the Bayesian
Hidden Markov model, there is the limitation on the memory consumption for the
running environment and it is unclear what proper initial value of the relevant parameters (P and Λ) should be used.

Our simulation result demonstrates the Generalized Bernoulli Modeling (GBM)
approach is likely to be better than IsoFinder in terms of the accuracy of the estimation of the number of change points and the positions of change points. However,
the GBM approach is less eﬃcient than IsoFinder in terms of time-consuming.

In this thesis, we develop the new method named the multi procedure (MP)
method based on the Generalized Bernoulli Modeling technique with a computational method instead of the manual process. The new method is also expected to
be fast and accurate in identifying change points in generalized Bernoulli processes.
The development of the MP method is presented in Chapters 7 and 8.

Chapter 7
Identiﬁcation of Potential Domains
In this chapter, we present the diﬃculty of potential domain identiﬁcation observed
in the Generalized Bernoulli Modeling approach and discuss how identiﬁcation of
potential domains can be improved. A novel way to automatically identify the potential domains as well as the idea of how to handle multiple change point detection
is proposed.

7.1

Introduction

As mentioned in Chapter 6, the Generalized Bernoulli Modeling approach [126] is
likely to be better than IsoFinder [143] in terms of the accuracy of the estimated
number of change points and the estimated change point positions. In the Generalized Bernoulli Modeling approach, the potential domains (the interval domain
that is likely to have change points) have to be manually identiﬁed based on the
information given by the plot of the associate process of the underlying generalized
Bernoulli process. This is not a practical technique for long DNA sequence studies
in terms of the processing time. Therefore, the main drawback of the application
of the Generalized Bernoulli Modeling approach to real data is that there is no
appropriate computational program developed to support the approach.
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In this chapter, we propose a computational approach to identify change points
and to get rid of the deﬁciency of the Generalized Bernoulli Modeling (GBM) approach [126] mentioned in Chapter 6. This new computational method is expected to
be fast and eﬃcient in identifying change points in generalized Bernoulli processes.
The main improvements over the GBM approach by the computational approach
are in two folds. Firstly, the computational approach is able to automatically oﬀer
the potential domains instead of manually visualizing from the plots of the associate processes. Secondly, the computational approach also supports the detection
of multiple change points. To understand the performance of the computational
approach, simulation studies of the identiﬁcation of the potential domains and the
analysis of change points are conducted and presented in this chapter.

7.2

Challenges in Identifying Potential Domains

Given a sample of a generalized Bernoulli process, it is of interest how potential
domains of change points in the process can be identiﬁed. There are many diﬀerent
possible ways that could be used to identify the potential domains in a process such
as manually visualizing from the plot of the associate process [126]. The following
example, Example 7.1, will be used to illustrate that the decisions on the potential
domain identiﬁcation from the same plot of associated process might be diﬀerent
from person to person.

Example 7.1
Considering a generalized Bernoulli process {yt }1≤t≤100 with one change point at the
position of 39 where Eyt = 0.2, 1 ≤ t ≤ 39; Eyt = 0.5, 39 < t ≤ 100. We simulate
a sample from a generalized Bernoulli process as below:
0100111000

0100000000

1100000100

0010010011

1101110011

0001111000

0111010110

0110100100

0001000111

0000101110
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The plot of the associate process according to the Generalized Bernoulli Modeling
approach [126] is shown in Figure 7.1.

Figure 7.1: The plot of the associate process for Example 7.1

The plot in Figure 7.1 shows that the volatility of the associate process between
positions 25 and 80 is changed. It suggests that there could be a change point in the
sequence between positions 25 and 80. So, we choose (25, 80) as the potential domain
for this sequence. However, other people may observe and choose the potential
domains diﬀerently such as there is variation of the process between positions 70
and 90. That is, the potential domain is (70, 90). In this study, we intend to
setup a standard deterministic way to deﬁne potential domains for any samples of
a generalized Bernoulli process.

7.3

Deﬁnition of the Associated Dataset

Structural changes in a generalized Bernoulli process are presented through the
changes in the means of its subsequences. Given a sequence of observations drawn
from a generalized Bernoulli process, the higher the mean of the process, the larger
the proportion of 1s in the sequence or the longer the average distance between consecutive 0s in the sequence. To examine whether there are any structural changes in
a generalized Bernoulli process, tests can be performed to investigate whether there
are any changes in the mean of the distances between consecutive 0s in the process
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or any changes in the frequency of 1s.

Given a sequence of generalized Bernoulli process y1 , y2 , y3 , . . . , yn , y0 = 0 is always added in the front of the sequence. We deﬁne the associated dataset of this
sequence as {(q0 , r0 ), (q1 , r1 ), (q2 , r2 ), . . . , (qm , rm )} = {a0 , a1 , a2 , . . . , am } = A, where
m denotes the number of zeros in the process, qi denotes the position of ith “0” in
the sequence and ri is the distance between qi and qi+1 ; qm is the last position of
“0” in the sequence and rm is the number of 1s following the last “0”. aj represents
the j th element in the associated dataset. Further details of the associated dataset
can be found in Chapter 8.

Example 7.2
Given the sequence of the generalized Bernoulli process in Example 7.1, we can con{
struct an associated dataset as (0, 0), (1, 1), (3, 0), (4, 3), (8, 0), (9, 0), (10, 0), (11, 1),
(13, 0), (14, 0), (15, 0), (16, 0), (17, 0), (18, 0), (19, 0), (20, 2), (23, 0), (24, 0), (25, 0),
(26, 0), (27, 1), (29, 0), (30, 0), (31, 0), (32, 1), (34, 0), (35, 1), (37, 0), (38, 4), (43, 3),
(47, 0), (48, 2), (51, 0), (52, 0), (53, 4), (58, 0), (59, 0), (60, 0), (61, 3), (65, 1), (67, 2),
(70, 0), (71, 2), (74, 1), (76, 0), (77, 1), (79, 0), (80, 0), (81, 0), (82, 0), (83, 1), (85, 0),
}
(86, 0), (87, 3), (91, 0), (92, 0), (93, 0), (94, 1), (96, 3), (100, 0) .

7.4

Algorithms for Identifying Potential Domains

This section describes our own idea proposed in this thesis regarding how to identify the potential domains from the associated dataset. There are many ways to
identify potential domains. In this thesis, we suggest four algorithms for identifying
potential domains in the underlying sequence. To simplify the way to explain these
algorithms, the sequence with one change point is considered. These four algorithms
are described in detail below.
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Algorithm 1

We suggest Algorithm 1 in the following way:
1. For a given sequence, we construct its associated dataset as {(q0 , r0 ), (q1 , r1 ),
(q2 , r2 ), (q3 , r3 ), (q4 , r4 ), (q5 , r5 ), . . . , (qm , rm )}.
2. The element pairs of (q, r) are arranged based on the value of r (associated
value) from the high value to the low value.
3. We pick up ﬁrst two element pairs and deﬁne one as (qmax1 , rmax1 ) where rmax1
is the highest r values and qmax1 denotes its associated position. Another one
is (qmax2 , rmax2 ) where rmax2 is the second highest r values and qmax2 denotes
its associated position.
4. The potential domain of the sequence can be deﬁned by (qmax1 , qmax2 ) if
qmax2 > qmax1 ; otherwise, (qmax2 , qmax1 ).
Using the associated dataset in Example 7.2, we apply Algorithm 1 to this sequence, the top two highest r are chosen: (38, 4) and (53, 4). The potential domain
given by Algorithm 1 is (38, 53).

7.4.2

Algorithm 2

Algorithm 2 is introduced below:
1. For a given sequence, we construct its associated dataset as {(q0 , r0 ), (q1 , r1 ),
(q2 , r2 ), (q3 , r3 ), (q4 , r4 ), (q5 , r5 ), . . . , (qm , rm )}.
2. The element pairs of (q, r) are arranged based on the value of r (associated
value) from the high value to the low value.
3. We choose the element pair (q, r) with the highest r value and denote its
associated position as the centre of the potential domain (qcentre ).
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4. We calculate the lower boundary of the domain from qcentre - (oﬀset/2) and
the upper boundary of the domain is qcentre + (oﬀset/2) where the oﬀset is
1/2 of n and n is the length of the sequence.
5. The potential domain of the sequence is formed by (lower boundary, upper
boundary). If the position with the high associated value is near the start or
the end of the sequence and the boundary of the potential domain cannot be
calculated, we move to consider the position with the next high r value.
Based on the associated dataset in Example 7.2, the q with highest r is chosen:
(38, 4) as the centre of the potential domain. We calculate the oﬀset, the lower
boundary and the upper boundary of the potential domain as follows:
oﬀset = (n/2) = 100/2 = 50,
lower boundary = qcentre - (oﬀset/2) = 38 - (50/2) = 38 - 25 = 13,
upper boundary = qcentre + (oﬀset/2) = 38 + (50/2) = 38 + 25 = 63.
Therefore, (13, 63) is considered the potential domain from Algorithm 2.

7.4.3

Algorithm 3

The idea of Algorithm 3 is shown below:
1. For a given sequence, we construct its associated dataset as {(q0 , r0 ), (q1 , r1 ),
(q2 , r2 ), (q3 , r3 ), (q4 , r4 ), (q5 , r5 ), . . . , (qm , rm )}.
2. We choose any two element pairs of (q, r) with non-zero r from the left to
the right of the sequence and denote one is (qnz1 , rnz1 ) and another one is
(qnz2 , rnz2 ).
3. The potential domain is deﬁned from (qnz1 , qnz2 ); qnz2 − qnz1 > 5. Sometimes
when qnz2 is too close to qnz1 , the interval may not be well enough to be used
to identify a change point.
Applying Algorithm 3 to the associated dataset in Example 7.2, the ﬁrst two
positions with non-zero r: (4, 3) and (11, 1) are chosen. The potential domain given
by Algorithm 3 is (4, 11).
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Algorithm 4

Better understanding a large dataset and more eﬀective presenting a large dataset
can be achieved by grouping the dataset into ordered partitions (classes). Class
intervals are commonly equal in width and are mutually exclusive. Observations
could be made to determine whether there are any variations in the associated
dataset based on the class interval technique. The partitions are deﬁned in such a
way that every data element in the dataset falls into only one group. Sturges’ rule
[166] and Scott’s rule [162] are employed to determine a suitable class width of each
partition. Further details of how to choose appropriate width of class interval are
presented in Chapter 8.

We propose the idea of deﬁning the potential domain from the class interval
technique for Algorithm 4.
1. For a given sequence, we construct its associated dataset as {(q0 , r0 ), (q1 , r1 ),
(q2 , r2 ), (q3 , r3 ), (q4 , r4 ), (q5 , r5 ), . . . , (qm , rm )}.
2. The Sturges’ rule or the Scott’s rule is used to divide the associated dataset
into group I1 , I2 , . . . , Iv where v is the number of class intervals.
3. For each group Ij , the values of all r paired with q in Ij are summed up and
denoted as the summation of the associated values.
4. For any two consecutive partitions (Ii and Ij ), the boundary of the potential
domain is deﬁned from the lower boundary of Ii and the upper boundary of
Ij . Let qmin,i be min{q|(q, r) ∈ Ii } and qmax,j is max{q|(q, r) ∈ Ij }. For i ̸= 1
or j ̸= v, the lower boundary of Ii and the upper boundary of Ij are qmin,i and
qmax,j respectively. For I1 , the lower boundary is the value qmax,1 while the
upper boundary of Iv is the value of qmin,v .
5. For any two consecutive partitions, we check whether there are any changes
in the frequency of 1s by observing the diﬀerence in the summation of the
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associated values. The two consecutive partitions with the highest diﬀerence
in the summation of the associated values are considered the potential domain.
The discussion in detail of this algorithm can be found in Chapter 8.
Example 7.3
This example shows how the divided associated dataset from the class interval technique could be used to identify the potential domain.
(a) Let y1 , y2 , y3 , . . . , y120 be a sequence generated from a generalized Bernoulli
process Eyt = 0.1 where 1 ≤ t ≤ 120. There is no change point in this sequence.
The associated dataset is constructed as below:
{(0, 0), (1, 0), (2, 0), (3, 1), (5, 0), (6, 1), (8, 0), (9, 0), (10, 0), (11, 0), (12, 0), (13, 0),
(14, 0), (15, 0), (16, 0), (17, 1), (19, 0), (20, 1), (22, 0), (23, 0), (24, 0), (25, 0), (26, 0),
(27, 0), (28, 0), (29, 0), (30, 0), (31, 0), (32, 0), (33, 0), (34, 0), (35, 0), (36, 0), (37, 0),
(38, 0), (39, 0), (40, 0), (41, 0), (42, 0), (43, 0), (44, 0), (45, 0), (46, 0), (47, 0), (48, 0),
(49, 0), (50, 0), (51, 0), (52, 0), (53, 0), (54, 0), (55, 0), (56, 0), (57, 0), (58, 0), (59, 0),
(60, 1), (62, 0), (63, 0), (64, 0), (65, 0), (66, 0), (67, 0), (68, 0), (69, 0), (70, 0), (71, 0),
(72, 0), (73, 0), (74, 0), (75, 0), (76, 0), (77, 0), (78, 0), (79, 1), (81, 0), (82, 0), (83, 0),
(84, 0), (85, 0), (86, 0), (87, 0), (88, 0), (89, 0), (90, 0), (91, 0), (92, 0), (93, 0), (94, 0),
(95, 0), (96, 0), (97, 0), (98, 0), (99, 0), (100, 0), (101, 0), (102, 0), (103, 1), (105, 0),
(106, 0), (107, 0), (108, 1), (110, 1), (112, 0), (113, 0), (114, 0), (115, 0), (116, 0),
}
(117, 0), (118, 0), (119, 0), (120, 0) . Based on the Sturges’ rule [166], we partition
the associated dataset into eight groups as presented in Figure 7.2(a).

(b) Let y1 , y2 , y3 , . . . , y120 be a sequence generated from a generalized Bernoulli
process Eyt = 0.1, when 1 ≤ t ≤ 45, Eyt = 0.3, when 45 < t ≤ 120, where the
process has a change point at position 45. The associated dataset is constructed as
below:
{(0, 0), (1, 0), (2, 0), (3, 0), (4, 0), (5, 0), (6, 0), (7, 0), (8, 0), (9, 0), (10, 0), (11, 0),
(12, 0), (13, 1), (15, 0), (16, 0), (17, 0), (18, 0), (19, 0), (20, 1), (22, 0), (23, 0), (24, 0),
(25, 0), (26, 0), (27, 0), (28, 0), (29, 0), (30, 0), (31, 0), (32, 0), (33, 0), (34, 0), (35, 0),
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(36, 0), (37, 0), (38, 0), (39, 0), (40, 0), (41, 0), (42, 0), (43, 0), (44, 0), (45, 0), (46, 0),
(47, 0), (48, 0), (49, 0), (50, 1), (52, 0), (53, 1), (55, 0), (56, 0), (57, 1), (59, 5), (65, 0),
(66, 2), (69, 0), (70, 0), (71, 0), (72, 0), (73, 0), (74, 0), (75, 0), (76, 0), (77, 0), (78, 0),
(79, 0), (80, 0), (81, 0), (82, 0), (83, 0), (84, 0), (85, 0), (86, 0), (87, 1), (89, 0), (90, 0),
(91, 0), (92, 0), (93, 0), (94, 0), (95, 0), (96, 1), (98, 0), (99, 1), (101, 1), (103, 2),
(106, 0), (107, 0), (108, 0), (109, 0), (110, 0), (111, 0), (112, 1), (114, 0), (115, 1),
}
(117, 0), (118, 0), (119, 1) . Based on the Sturges’ rule [166], we partition the associated dataset into eight groups as presented in Figure 7.2(b).

Figure 7.2: The associated dataset is divided into various groups

Two processes are considered in this example. One is the sequence without
change points and another one is the sequence with one change point. The plot of
case without change points in Figure 7.2(a) shows that the value of the summation
of r is stable. The value of the summation of r is not stable given by the plot of case
with a change point (Figure 7.2-b). This suggests that the plot of the summation
of r values can be used to identify the potential domain. This indicates the identiﬁcation of the potential domain could be conducted by observing the diﬀerence in
the summation of associated values between two consecutive partitions.
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Based on the associated dataset in Example 7.2, to demonstrate how Algorithm
4 works, we partition the associated dataset into groups by using the approximate
width of class interval based on the Sturges’ rule. Since the width of class interval
is 15, the associated dataset is grouped into seven partitions as shown below.
Partition 1: (0,0),(1,1),(3,0),(4,3),(8,0),(9,0),(10,0),(11,1),(13,0),(14,0),(15,0)
Partition 2: (16,0),(17,0),(18,0),(19,0),(20,2),(23,0),(24,0),(25,0),(26,0),(27,1),
(29,0),(30,0)
Partition 3: (31,0),(32,1),(34,0),(35,1),(37,0),(38,4),(43,3)
Partition 4: (47,0),(48,2),(51,0),(52,0),(53,4),(58,0),(59,0),(60,0)
Partition 5: (61,3),(65,1),(67,2),(70,0),(71,2),(74,1)
Partition 6: (76,0),(77,1),(79,0),(80,0),(81,0),(82,0),(83,1),(85,0),(86,0),(87,3)
Partition 7: (91,0),(92,0),(93,0),(94,1),(96,3),(100,0)

Table 7.1: The lower and upper boundaries of two consecutive partitions and the
diﬀerence in the summation of the associated values of their underlying generalized
Bernoulli process

Lower boundary Upper boundary

Diﬀerence in
summation of
associated values

I1 and I2

15

30

2

I2 and I3

16

43

6

I3 and I4

31

60

3

I4 and I5

47

74

3

I5 and I6

61

87

4

I6 and I7

76

91

1
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We calculate the summation of the associated values for each partition and the
values are 5, 3, 9, 6, 9, 5 and 4 respectively. Since Partitions 2 and 3 have the highest diﬀerence in the summation of the associated values (Table 7.1), the potential
domain is constructed from two consecutive partitions: Partitions 2 and 3. So, the
potential domain given by Algorithm 4 is (16, 43).

Referring to Example 7.2, we apply proposed four algorithms to identify the
potential domain and the results are summarized in Table 7.2. Table 7.2 shows that
Algorithms 1, 2 and 4 can detect the potential domain well and they cover the true
change point position as 39. We will carry out simulation studies in Section 7.6 to
compare these four algorithms in various situations and check which one is more
suitable to be used for deﬁning potential domains.
Table 7.2: The identiﬁed potential domain from each algorithm for the given associated dataset in Example 7.2
Algorithm 1 Algorithm 2 Algorithm 3 Algorithm 4
Potential domain

7.5

(38, 53)

(13, 63)

(4, 11)

(16, 43)

Estimation of Change Points Using Maximum
Likelihood Method

Based on Equation (6.3) in Chapter 6, for a given potential domain, we apply the
Maximum likelihood method to the potential domain and estimate possible change
point in the domain. To implement the Maximum likelihood method to identify a
change point in the potential domain, six variables including Pre-start, Start, End,
Post-end, p and p + δ are needed. The deﬁnition of each variable is deﬁned below
(See Figure 7.3).
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Figure 7.3: Diagram of six variables in the process of identifying change point by
the Maximum likelihood method

1. “Pre-start” is the start position of the stationary sub-sequence before the
potential domain.
2. “Start” is the start position of the potential domain.
3. “End” is the end position of the potential domain.
4. “Post-end” is the end position of the stationary sub-sequence after the potential domain.
5. “p” is the mean of the sub-sequence between “Pre-start and “Start”. In practice, it is evaluated by the sample mean of the sub-sequence.
6. “p + δ” is the mean of the sub-sequence between the “End” and “Post-end”.
In practice, it is evaluated by the sample mean of the sub-sequence.

7.6

Simulation Study

The simulation studies are performed in this section to investigate which algorithm
in Section 7.4 has better performance on change point estimation. The estimation of the change point is conducted by the Maximum likelihood method. For a
given potential domain, the Maximum likelihood method is applied to the potential
domain.
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We simulate a generalized Bernoulli process {yt }1≤t≤150 with a true change point
at τ where Eyt = 0.1, 1 ≤ t ≤ τ and Eyt = 0.3, τ < t ≤ 150. The sequence
length (n) of 150 and the diﬀerent τ positions varied from τ = 0.1n to τ = 0.9n
with increment of 0.1n are considered in this study. In this simulation, we consider
a sequence with one change point and denote that “Pre-start” is the ﬁrst position
of the sequence and “Post-end” is the end position of the sequence.

To compare the performance of the four algorithms in each sample, we ﬁrst independently simulate u = 1000 samples of underlying generalized Bernoulli sequences
and then these four algorithms are independently applied to each sample. The mean
squared error (MSE) is used as the performance indicator and is calculated by
∑u
MSE =

i=1 (τ

− τ̂i )2

u

where τ is the true position of change points in the underlying sequences and τ̂ is the
estimation of τ . The algorithm giving smaller MSE value is considered the better
algorithm.

7.6.1

Result

This subsection presents the results of the mean squared error when the four diﬀerent
algorithms are applied to the simulation data. For diﬀerent τ positions, the mean
squared errors given by each algorithm are displayed in Figure 7.4.
Among these four diﬀerent algorithms, the curve of the mean squared errors
given by Algorithm 2 is similar to the one given by Algorithm 4 (Figure 7.4). When
the position of change point (τ ) moves from the beginning of the sequence towards
to the middle of the sequence, the curve lines of MSE of both algorithms decrease.
The curve lines of MSE are steadier when τ is located around the middle of the
sequence. When τ moves from the middle of the sequence towards to the end of the
sequence, the curve lines of MSE of both algorithms increase.
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Algorithm 1
Algorithm 2
Algorithm 3
Algorithm 4

MSE

1000

500

10%

20%

30%

40%

50%

60%

70%

80%

90%

Position

Figure 7.4: The mean squared errors for each algorithm at various positions of τ

The mean squared error given by Algorithm 1 decreases as τ increases. For Algorithm 3, the MSE also decreases as τ increases from τ = 15 (10% of the sequence)
to τ = 30 (20% of the sequence) but rapidly increases after τ is greater than 45
(30% of the sequence) and ﬁnally when τ is larger than 105 (70% of the sequence),
the MSE curve goes down (Figure 7.4). This suggests that Algorithms 1 and 3 are
too sensitive to the position of the change point and are not good to be used for
identifying change points. So, Algorithms 1 and 3 are not further considered in this
thesis.
Figure 7.4 shows that Algorithms 2 and 4 are less sensitive to the position of the
change point. The mean squared errors (MSE) given by Algorithms 2 and 4 indicate
smaller error between the true change point position and the estimated change point
position when the true change point position is between 30% and 70% of the length
of the sequence. This suggests that the identiﬁed potential domain from Algorithms
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2 and 4 can be eﬀectively used to estimate the correct change point when the change
point is not at the edges of the sequence.
Between Algorithms 2 and 4, Algorithm 4 provides much smaller MSE than
Algorithm 2. This suggests that using Algorithm 4 to identify the potential domains
might be more eﬃcient than using Algorithm 2. Therefore, from now on we choose
Algorithm 4 to identify the potential domains in this thesis.

7.7

Improvement of Algorithm 4

The simulation study in Section 7.6, which considers only one change point, shows
that Algorithm 4 provides a good result in identifying the change point. However,
it can be seen that the accuracy of the change point identiﬁcation will drop when
the potential domain involves the ﬁrst or the last partition of the underlying associated dataset. Also, the change point identiﬁcation will fail when the means of
the stationary sub-sequences before and after the potential domain are identical.
Additionally, as the sequence can have multiple change points in real situation, the
algorithm needs to cope with the sequence with multiple change points. Therefore,
we need to further improve Algorithm 4.

7.7.1

The potential domain formed by the ﬁrst or the last
partition of the underlying associated dataset

As mentioned in Section 7.5, when we apply the Maximum likelihood method to the
potential domain, we need to deﬁne “Pre-start” and “Post-end” from the sequence.
Following Algorithm 4, when the potential domain involves the ﬁrst partition of the
underlying associated dataset (Subsection 7.4.4), we deﬁne the lower boundary of
the potential domain as qmax,1 . In this case the “Pre-start” will be the ﬁrst position
of the sequence, “Start” will be qmax,1 and “Post-end” will be the end position of the
sequence. If the potential domain involves the last partition of underlying associated
dataset, the upper boundary of the potential domain is deﬁned as qmin,v . In this case
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the “Pre-start” will be the ﬁrst position of the sequence, “End” will be qmin,v and
“Post-end” will be the end position of the sequence.
When the true change point is closer to the edges of the sequence and the potential domain involves the ﬁrst partition or the last partition of the underlying
associated dataset, the estimation of the change point will not be accurate. This
suggests that the boundary of the potential domain deﬁned from the ﬁrst or the last
partition may not be appropriated.
Therefore, we make the following modiﬁcation on Algorithm 4. Given qmedian,1 =
median{q|(q, r) ∈ I1 } and qmedian,v = median{q|(q, r) ∈ Iv }, we suggest qmedian,1 and
qmedian,v be used as the lower and upper boundaries instead of qmax,1 and qmin,v respectively when the potential domain involves the ﬁrst partition or the last partition
of the underlying associated dataset. The following example is used to illustrate the
advantage of using qmedian,1 rather than using qmax,1 .

Example 7.4
Let 1010110100 0001000000 0100000100 0001000000 1000000000 0000000010
be a sample generated from generalized Bernoulli process y1 , y2 , y3 , . . . , y60 with
Eyt = 0.6, 1 ≤ t ≤ 8, Eyt = 0.2 when 8 < t ≤ 60. We construct the associated dataset from the sample and present them below:
{
(0, 1), (2, 1), (4, 2), (7, 1), (9, 0), (10, 0), (11, 0), (12, 0), (13, 1), (15, 0), (16, 0), (17, 0),
(18, 0), (19, 0), (20, 0), (21, 1), (23, 0), (24, 0), (25, 0), (26, 0), (27, 1), (29, 0), (30, 0),
(31, 0), (32, 0), (33, 1), (35, 0), (36, 0), (37, 0), (38, 0), (39, 0), (40, 1), (42, 0), (43, 0),
(44, 0), (45, 0), (46, 0), (47, 0), (48, 0), (49, 0), (50, 0), (51, 0), (52, 0), (53, 0), (54, 0),
}
(55, 0), (56, 0), (57, 0), (58, 1), (60, 0) .
Following Algorithm 4, the associated dataset is divided into seven partitions as
shown below.
Partition 1: (0,1),(2,1),(4,2),(7,1),(9,0)
Partition 2: (10,0),(11,0),(12,0),(13,1),(15,0),(16,0),(17,0),(18,0)
Partition 3: (19,0),(20,0),(21,1),(23,0),(24,0),(25,0),(26,0),(27,1)
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Partition 4: (29,0),(30,0),(31,0),(32,0),(33,1),(35,0),(36,0)
Partition 5: (37,0),(38,0),(39,0),(40,1),(42,0),(43,0),(44,0),(45,0)
Partition 6: (46,0),(47,0),(48,0),(49,0),(50,0),(51,0),(52,0),(53,0),(54,0)
Partition 7: (55,0),(56,0),(57,0),(58,1),(60,0)

We calculate the summation of the associated values (r) for each partition. The
values are 5, 1, 2, 1 , 1, 0 and 1 respectively. Since Partitions 1 and 2 give the
highest diﬀerence in the summation of the associated values, the potential domain
is formed by those two consecutive partitions i.e. Partitions 1 and 2. If the lower
boundary of the potential domain is chosen as qmax,1 = 9, the potential domain
will be (qmax,1 , qmax,2 ) = (9, 18), which does not cover the true change point i.e. 8.
Instead, if we deﬁne the lower boundary of the potential domain as qmedian,1 , the
potential domain will be (4, 18) and it covers the given true change point position.
This study demonstrates that using the median position of the partition might be
better for representing the boundary of the potential domain when the potential
domain identiﬁcation involves the ﬁrst and the last partitions.

7.7.2

Identical means of the sub-sequences before and after
the potential domain

The Maximum likelihood method can be used in detecting the position of the change
point when parameters p and p + δ are assumed to be known and p is not equal
to p + δ (See Subsection 6.3.3). If p and p + δ are the same, Maximum likelihood
method will be fail for detecting the change point position in the tested potential
domain.
When this situation occurs, we propose using a list of candidate potential domains to deal with this situation. The list of candidate potential domains is formed
by any two consecutive partitions (Figure 7.5). All identiﬁed candidate potential
domains then will be ranked using the domain important level e.g. ﬁrst, second,
third, . . ., and so on based on the frequency diﬀerence of each pair of consecutive
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Figure 7.5: The identiﬁcation of candidate potential domains and the important
level of candidate potential domains

partitions. The potential domain with the ﬁrst important level has the highest
diﬀerence in the frequency.
As a result, Algorithm 4 will be modiﬁed in the following way. We start from
the ﬁrst important level candidate potential domain. If the Maximum likelihood
method is failed to be applied to this potential domain, we will move to the next
lower level. The hypothesis test is used to support whether the estimated change
point can be accepted as the change point position or not. The null hypothesis is
that there is no change point while the alternative hypothesis is a single change
point is observed. The algorithm will be continued until the least important level
is reached or a change point is accepted by the hypothesis test. The more details
of the candidate potential domain, the important level candidate potential domain
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and the hypothesis test can be found in Chapter 8.

Example 7.5
We generate a sequence y1 , y2 , y3 , . . . , y700 from a generalized Bernoulli process with
Eyt = 0.3 when 1 ≤ t ≤ 236, Eyt = 0.1, when 236 < t ≤ 700. One change point of
the sequence is given at position 236. The sample is given below:
0001100000

0001010100

1000110010

0000011100

0110000000

1001000101

1111001100

0000000000

0000000100

0000000001

0101100000

0000010001

0110111100

0000000010

0001100010

0101010001

0010000000

0010001100

1001001000

1100000100

0000010011

0100100000

0001000001

0011100100

0001000010

0000001000

0000000000

0000000010

0010000000

0011000010

1010000000

0000111000

0100000001

1010000100

0000010001

0001000100

0001000000

0001000000

0000000100

0001000000

0010000000

0100000000

1000000000

0000000000

0000000010

0010100010

0000000000

0001010000

0000101101

0000010000

0000000001

0000000001

0000100000

0001000000

0000000000

1000101000

0000000001

1001000000

0100000011

0000000000

1000101000

0101100000

0100010001

0000000010

0001000011

0000010001

0000001000

1010000000

1100001000

0100000001

Algorithm 4 is applied to this sequence and the identiﬁed candidate potential
domains constructed from any two consecutive groups are shown in Table 7.3.
Step 1: According to Table 7.3, the ﬁrst important level candidate potential
domain is (596, 690). Then, the means of the sub-sequences before and after the potential domain are calculated and the values of p and p + δ are both equal to 0.2000.
The Maximum likelihood method is applied to the candidate potential domain (596,
690). By applying the hypothesis test, it turns out to be no change point found.
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Table 7.3: The identiﬁed candidate potential domains, their underlying partitions
and their important level
Two consecutive groups Diﬀerence

Candidate potential Domain important
domain
level

(45,85) - (86,170)

2

(45, 170)

5th

(86,170) - (171,255)

0

(86, 255)

7th

(171,255) - (256,340)

6

(171, 340)

3rd

(256,340) - (341,425)

5

(256, 425)

4th

(341,425) - (426,509)

1

(341, 509)

6th

(426,509) - (511,595)

0

(426, 595)

7th

(511,595) - (596,680)

8

(511, 680)

2nd

(596,680) - (683,690)

17

(596, 690)

1st

Step 2: Then, we take the second important level candidate potential domain,
which is (511, 680) into consideration. The calculated values of p (the mean of the
sub-sequence before the potential domain) and p + δ (the mean of the sub-sequence
after the potential domain) are 0.2098 and 0.2500 respectively. The Maximum likelihood method is applied to the potential domain (511, 680) and the hypothesis
test is carried out to check whether there is evidence to support that the estimated
position can be accepted as a change point or not. It turns out to be no change
point found in the second important level candidate potential domain either.

Step 3: The third important level candidate potential domain (171, 340) is
chosen to be considered. The calculated values of p and p + δ are 0.2706 and 0.1611
respectively. The Maximum likelihood method is applied to potential domain (171,
340) and a change point is observed at position 238 where the log likelihood function
takes the maximum. The scatter plot of the log likelihood function is shown in Figure
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7.6. By applying the hypothesis test, there is evidence to support that position 238
can be accepted as a change point in this sequence.
This example demonstrates that the lower important level candidate potential
domains can be used to identify a change point when p and p + δ are identical or

−91
−93

−92

Log likelihood

−90

−89

when p and p + δ are not signiﬁcantly diﬀerent.

200

250

300

Position

Figure 7.6: The scatter plot of log likelihood function given by Example 7.5

7.7.3

Identiﬁcation of multiple change points

A generalized Bernoulli process may have more than one change point. The Maximum likelihood method used in this study can only identify a single change point
position at a time for a given tested sequence. In order to identify as much as
possible change points from a generalized Bernoulli process, it is of interest how to
modify Algorithm 4 to identify multiple change points in the tested sequence.
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We suggest a recursive algorithm for detecting multiple change points. Further
details of the recursive algorithm are presented in the next chapter. A brief description of the recursive algorithm for identifying multiple change points is summarized
below:
Step 1: Algorithm 4 is applied to the tested sequence to identify the list of candidate potential domains for the sequence. Then, the Maximum likelihood method is
used to detect a change point in the sequence.

Step 2: When the change point is conﬁrmed, the tested sequence will be divided
into two sub-sequences before and after the identiﬁed change point. Then, Step 1
will be independently applied to each sub-sequence.

Example 7.6
In this example, we demonstrate how to use the recursive algorithm to detect multiple change points in a generalized Bernoulli process using simulation data. Considering a generalized Bernoulli process {yt }1≤t≤200 having two change points at positions
26 and 181 where Eyt = 0.5, 1 ≤ t ≤ 26; Eyt = 0.2, 26 < t ≤ 181 and Eyt = 0.8,
181 < t ≤ 200. We simulate a sample from a generalized Bernoulli process as below:
0101101001

0101010100

1110110010

0000011000

0100000000

0001000001

1001001100

0000000000

0000000100

0000000001

0101100000

0000010001

0110111000

0000000010

0001100010

0001010001

0010000000

0010001000

1111110111

0011111011

We apply Algorithm 4, the Maximum likelihood method and the hypothesis test
to this sequence, position 180 is accepted as a change point. After this change point
180 is identiﬁed, we divide the sequence y1 , y2 , y3 , . . . , y200 into two sub-sequences
y1 , y2 , y3 , . . . , y180 and y181 , y182 , y183 , . . . , y200 . Then, we apply Algorithm 4 to each
sub-sequence and check whether there are any other changes observed from position
1 to 180 and 181 to 200. For sub-sequence y1 , y2 , y3 , . . . , y180 , we identify another
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change point at position 26 but not any other change points are detected in subsequence y181 , y182 , y183 , . . . , y200 . So, positions 26 and 180 are accepted estimated
change points in the sequence {yt }. This example shows that we can adapt the
recursive technique to Algorithm 4 to help identify multiple change points.

Our preliminary study on using the class interval technique (Algorithm 4) is
the initiative idea for constructing a computational approach for identifying change
points in a generalized Bernoulli process. The computational approach will be ended
up with the development of the multi procedure (MP) method as described in Chapter 8. The methodology and algorithm of the MP method can also be found in
Chapter 8.

Chapter 8
The MP Method for Identifying
Change Points
This chapter describes the methodology and algorithm of the multi procedure (MP)
method for identifying change points in a generalized Bernoulli process. The comparison results on the estimated positions of change points and the estimated number
of change points using the simulation study and real DNA data between the MP
method and IsoFinder are also presented. Moreover, the software tool of the MP
method is presented in this chapter.

8.1

Introduction

The identiﬁcation of change points is an issue in many areas such as ﬁnance,
medicine, signal processing and economics as well as biology. In molecular biology, the identiﬁcation the change points in DNA sequences is signiﬁcant in terms of
discovering the genome functional components, understanding relevant evolutionary
processes and describing genome architecture [63, 164]. In this study, we only focus
on the identiﬁcation of the change points; that is, how many and where the change
points are observed. The implication of change points on genome evolution is out
of scope from this study.
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The aim of this chapter is to enhance and develop a new computational method,
the multi procedure (MP) method, for identifying the change points in a generalized
Bernoulli process from the preliminary study in Chapter 7. The MP method is
implemented in R language (See Appendix A.1). The MP method involves eight
procedures including
1. Sequence transformation
2. Associated dataset
3. Class interval
4. Candidate potential domain
5. MLE
6. Chi-squared test
7. Iterative
8. Examination.
This chapter also evaluates the performance and the eﬃciency of the MP method
in terms of the estimated number and position of change points. The simulation
studies dealing with various cases: (i) no change point, (ii) a single change point and
(iii) multiple change points as well as the application to real DNA data are taken
into consideration. IsoFinder will be used as a reference method.

8.2

Methodology of the MP Method

The methodology of the multi procedure (MP) method is brieﬂy summarized below. The procedure is starting from transforming the DNA sequence into a binary
sequence setting bases C and G to 1, and bases A and T to 0. Then, the associated
dataset is constructed under the concept that the distance of 1s (i.e. bases C and
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G) between consecutive zeros (i.e. bases A and T) could provide hints to a changing pattern of GC content. After that the candidate potential domains for change
points are determined by partitioning the associated dataset into non-overlapping
classes using the width of the class interval and comparing the absolute diﬀerence of
the total distance of 1s (between consecutive zeros) among consecutive neighboring
classes. The highest diﬀerent value is considered the ﬁrst important level candidate
potential domain. The next smaller diﬀerent value is considered the second important level candidate potential domain and so on. Based on the maximum likelihood
method, if a change point in the candidate potential domain is detected, the chisquared test is used to validate the identiﬁed change point. Then, the procedure is
repeated on the sub-sequences divided by the identiﬁed change point until no further
change points are found or the last important level candidate potential domain is
executed. At the end, the chi-squared test is applied to all of identiﬁed segments
to check whether the means between any two identiﬁed neighboring segments are
signiﬁcantly diﬀerent or not and if not the two segments will be combined into
one segment. The MP method is described below in detail including background
knowledge and methodology in each procedure.

8.2.1

Sequence transformation procedure

A process {Yt }t=1,2,··· ,n is called a generalized Bernoulli process if for all t > 0, Yt
has the Bernoulli distribution with the mean pt > 0 and {Yt }t=1,2,··· ,n are mutually
independent [126]. A generalized Bernoulli process Y1 , Y2 , Y3 , . . . , Yn has one and
only one change point τ if for all t ≤ τ , pt = a and for all t > τ , pt = b where a ̸= b.
Considering the GC model, DNA sequence can be modeled as a generalized
Bernoulli process [18, 67] by deﬁning a sequence y1 , y2 , y3 , . . . , yn such that,


 1,
yt =

 0,

the tth position of the DNA sequence is C or G
otherwise
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If the generalized Bernoulli process has change points, it can be interpreted that
the DNA sequence has structural changes. In other words, detecting structural
changes in a DNA sequence is equivalent to detecting change points in its related
generalized Bernoulli process.

The following DNA sequence: TCACCTGAAC ACTGTGTGAT
CCCTGGGCCA TACCCCCCTA TGTTAAATTT TTTGAATTAG
is used as an example to explain the sequence transformation procedure. In the sequence transformation procedure, the DNA sequence is converted into a generalized
Bernoulli process: 0101101001 0101010100 1110111110 0011111100 0100000000
0001000001.

8.2.2

Associated dataset procedure

The second procedure in the MP method is the associated dataset procedure. This
procedure is used to record the distance of consecutive 0s in the generalized Bernoulli
processes using the associate process introduced by Lin [126].

Deﬁnition of the associated dataset
A set of pair values (q, r) is constructed where q represents the position of “0” in
underlying generalized Bernoulli process and r represents the distance between the
current “0” and next “0” in the process or the frequency of “1” between the two
“0”. Further details and discussion on associated dataset can be found in Chapter 7.

The associated dataset A of the example of the generalized Bernoulli process
{
given in Subsection 8.2.1 is (0,0),(1,1),(3,2),(6,1),(8,0),(9,1),(11,1),(13,1),(15,1),
(17,1),(19,0),(20,3),(24,5),(30,0),(31,0),(32,6),(39,0),(40,0),(41,1),(43,0),(44,0),
(45,0),(46,0),(47,0),(48,0),(49,0),(50,0),(51,0),(52,0),(53,1),(55,0),(56,0),(57,0),
}
(58,0),(59,1) .
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8.2.3

Class interval procedure

The third procedure involved in our computational method is called the class interval procedure. Better understanding a large data set and more eﬀective presenting
a large data set can be achieved by grouping the data set into ordered partitions
(classes). Class intervals are commonly equal in width and are mutually exclusive.
Observations could be made to determine whether there are any variations in the
associated dataset based on the class interval procedure. The partitions are deﬁned
in such a way that every data element in the dataset falls into only one group. The
determination of a suitable class width of each partition can be approached in two
ways based on the number of zeros in the process (m). Burt et al. [26] and Hyndman
[94] suggested that the Sturges’ rule is a general rule of thumb and it is suitable for
m < 200 while the Scott’s rule is more appropriate for m greater than or equal to 200.

According to Sturges [166] and Hyndman [94], an idealized frequency histogram
( )
with k bins where the bin count is the binomial coeﬃcient k−1
, i = 0, 1, 2, . . . , k−1,
i
approaches the shape of normal density when k increases. The total sample size is

n=

)
k−1 (
∑
k−1
i=0

i

= (1 + 1)k−1 = 2k−1

by the binomial expansion. To construct a frequency distribution histogram from
normal data, the number of classes to choose is presented as k = 1 + log(n).
The Sturges’rule [166] recommends

width of class interval =

qm − q0
,
1 + 3.3 log(m)

(8.1)

where m denotes the number of zeros in the process, q0 denotes the ﬁrst position of
“0” in the sequence and qm is the last position of “0” in the sequence.
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To minimize the bias in variance of the histogram, Scott [162] proposed the
formula of the optimal histogram bin width as
{
width of class interval =

∫b
a

6

} 31

f ′ (x)2 dx

n−1/3

where x1 , x2 , x3 , . . . , xn is a random sample variable for given density f , when the
integral exists [81].
An alternative rule is Scott’s rule [162]

width of class interval =

3.5 × s
√
,
3
m

(8.2)

where s is the standard deviation of the data in the dataset.

Deﬁnition of the class interval
For an associated dataset A = {ai = (qi , ri )}i=0,1,2,...,m , the Sturges’ rule or Scott’s
rule is chosen depending on the value of m to partition q0 , q1 , q2 , q3 , . . . , qm into
group I1 , I2 , . . . , Iv where v is the number of class intervals. For each group Ij , the
values of all r paired with q in Ij are summed up and the summation is denoted as
f requency(Ij ).
Let I = {Ij } = (I1 , I2 , . . . , Iv ) be the class interval of the underlying associated
dataset. For each group Ij , the following rules are used to deﬁne the lower and
upper boundaries of Ij .
1. The lower boundary of I1 is median{q|(q, r) ∈ I1 }.
2. The upper boundary of Iv is median{q|(q, r) ∈ Iv }.
3. For j ̸= 1 and v, the lower boundary of Ij is min{q|(q, r) ∈ Ij } and the upper
boundary of Ij is max{q|(q, r) ∈ Ij }.
For each pair of consecutive intervals, the frequency diﬀerence between each pair
of consecutive partitions is denoted as wl = |f requency(Il )−f requency(Il+1 )| where
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l = 1, 2, 3, . . . , (v − 1).

For the example of the associated dataset A = {(qi , ri )}i=0,1,2,...,m in Subsection
8.2.2, as the number of elements in A is 35, Sturges’ rule will be used. The range of
the associated dataset is 59, i.e. (q35 − q0 ) = (59 − 0). Therefore, the width of class
interval determined by Sturges’ rule is

width of class interval =

59
≈ 9,
1 + 3.3 log(35)

and the associated dataset is partitioned into I = (I1 , I2 , I3 , I4 , I5 , I6 , I7 ) where
I1 ={(0,0),(1,1),(3,2),(6,1),(8,0),(9,1)}, I2 ={(11,1),(13,1),(15,1),(17,1)}, I3 ={(19,0),
(20,3),(24,5)}, I4 ={(30,0),(31,0),(32,6)}, I5 ={(39,0),(40,0),(41,1),(43,0),(44,0),
(45,0)}, I6 ={(46,0),(47,0),(48,0),(49,0),(50,0),(51,0),(52,0),(53,1)} and I7 ={(55,0),
(56,0),(57,0),(58,0),(59,1)}. The f requency(Ij ) and wl , where j = 1, 2, 3, 4, 5, 6, 7,
and l = 1, 2, 3, 4, 5, 6, are reported in Table 8.1.
Table 8.1: The lower and upper boundaries and f requency(Ij ) for each group
Group

I1

Lower boundary Upper boundary f requency(Ij )

6

9

wl

5
1

I2

11

17

4

I3

19

24

8

I4

30

32

6

4
2
5
I5

39

45

1
0

I6

46

53

1
0

I7

55

57

1
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8.2.4

Candidate potential domain procedure

Further to the associate process, identifying structural changes in the tested sequence can be conducted by observing if there are any changes in the lengths of the
gaps between consecutive 0s in the sequence. Based on the class intervals of the
associated dataset, the frequency diﬀerence between each pair of consecutive groups
in the class interval will be used to identify potential domains and the important
level of candidate potential domains. Each candidate potential domain is expected
to be the interval where a change point could occur. The candidate potential domain procedure is the fourth procedure in the MP method.

Table 8.2: The candidate potential domain and the domain important level of each
pair of consecutive groups
Two consecutive groups wl

Candidate potential Domain important
domain
level
(Start, End)

I1 - I2

1

(6, 17)

4th

I2 - I3

4

(11, 24)

2nd

I3 - I4

2

(19, 32)

3rd

I4 - I5

5

(30, 45)

1st

I5 - I6

0

(39, 53)

5th

I6 - I7

0

(46, 57)

5th

Deﬁnition of the candidate potential domain
A candidate potential domain is formed by a pair of consecutive groups determined
in the class interval procedure. If a candidate potential domain is formed by group
Ii and group Ii+1 , the ‘Start’ and ‘End’ of the boundary of the candidate potential
domain are deﬁned from the lower boundary of Ii and the upper boundary of Ii+1
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respectively (Table 8.2). In this procedure, the domain important level is calculated
based on the frequency diﬀerence of each pair of consecutive groups i.e. wl . Then,
the domain important level is ranked from the highest value of wl to the lowest value
of wl . The level corresponding to the highest value of wl is called the ﬁrst important
level.

8.2.5

MLE procedure

In general, when the probabilistic data model is known, the Maximum Likelihood
estimation (MLE) method will be used to estimate a position of change point. For
instance, the MLE method was used to estimate the change point in a sequence
of normally distributed random variables where the asymptotic distribution of the
estimator is derived from random walk theory [85] and to estimate the change point
in a sequence of zero-one variables [86].
The MLE for the change point identiﬁcation under ﬁxed binomial probabilities
is presented by Waititu [182] and is shown below.
Assume that Yi is a Bernoulli random variable and

P (Yi = 1) =



 p1 , i = 1, 2, 3, . . . , τ

 p2 , i = τ + 1, . . . , n

Hinkley and Hinkley [86] and Waititu [182] propose the MLE method to estimate the unknown change point (τ ). Given a sample {yi }i=1,2,3,...,n drawn from
Y1 , Y2 , Y3 , . . . , Yn , the MLE estimator of τ is

τ̂ = arg max

1≤k≤n

{∑
k

[yi ln p1 + (1 − yi ) ln(1 − p1 )] +

i=1

}

n
∑

[yi ln p2 + (1 − yi ) ln(1 − p2 )]

i=k+1

If p1 and p2 are unknown, we can apply MLE estimators given by the Hinkley
and Hinkley [86] to estimate τ̂ ,

τ̂ = arg max

1≤k≤n

{∑
k
i=1

[yi ln p̂1 + (1 − yi ) ln(1 − p̂1 )] +

n
∑
i=k+1

}
[yi ln p̂2 + (1 − yi ) ln(1 − p̂2 )] ,
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where

1∑
yi ,
p̂1 =
k i=1
k

p̂2 =

n
∑
1
yi .
n − k i=k+1

In this study, the MLE method [86, 126] is applied to the candidate potential
domain (yStart , ystart+1 , . . . , yEnd ). The likelihood and log likelihood functions conditional on τ = k are given by

L(k) =

k
∏

py1i (1

− p1 )

1−yi

i=Start

ln(L(k)) =

k
∑

End
∏

py2i (1 − p2 )1−yi ,

i=k+1

(yi ln p1 + (1 − yi ) ln(1 − p1 )) +

i=Start

End
∑

(yi ln p2 + (1 − yi ) ln(1 − p2 )).

i=k+1

The maximum likelihood estimator τ̂ is given by

τ̂ = arg

+

{ ∑
k

max

Start≤k≤End

End
∑

(yi ln p1 + (1 − yi ) ln(1 − p1 ))

i=Start

}
(yi ln p2 + (1 − yi ) ln(1 − p2 )) ,

i=k+1

= arg

max

{ln(L(k))}

Start≤k≤End

The MLE procedure is the ﬁfth procedure in the MP method. The maximum
likelihood estimation method is used to the potential domain and the maximum
likelihood estimator of unknown change point τ in the domain is obtained. After τ̂
is obtained, a chi-squared test in the next procedure will be carried out to check if
this τ̂ can be accepted as a change point of the given sequence.

The detail of the MLE procedure is elaborated below using the example discussed
in Subsection 8.2.4. The candidate potential domain with the ﬁrst important level
is (30, 45). The mean of y1 , y2 , y3 , . . . , y29 on the left subsequence of the interval
(30, 45) and the mean of y46 , y47 , y48 , . . . , y60 on the right subsequence of the interval

CHAPTER 8. THE MP METHOD FOR IDENTIFYING CHANGE POINTS 171
(30, 45) are calculated and denoted them as p1 and p2 respectively. Next, the log
likelihood functions ln(L(k)) for all k between position 30 and 45 including k = 30
and k = 45 are calculated.

Figure 8.1: The scatter plot of log likelihood function

The maximum likelihood estimator of the change point (τ ) is

τ̂ = arg max ln(L(k)).
30≤k≤45

For this example, the estimated position of the change point is 38, which can be
found from the scatter plot of the log likelihood function in Figure 8.1.

8.2.6

Chi-squared test procedure

After the estimated change point (τ̂ ) is identiﬁed, the tested sequence will be divided into two subsequences (y1 , y2 , y3 , . . . , yτ̂ ) and (yτ̂ +1 , yτ̂ +2 , yτ̂ +3 , . . . , yn ). Each
subsequence is presumed stationary. For each subsequence, the GC proportion is
calculated. A chi-squared test is carried out to check if the GC proportions of the
two subsequences are diﬀerent at the signiﬁcance level of 0.01 (Choosing an appropriate signiﬁcance level could be a debatable subject. However, to simplify this
preliminary study, we always use signiﬁcance level α = 0.01). The null hypothesis is
that there is no diﬀerence in the GC proportion between the two tested subsequences
while the alternative hypothesis is that there is a diﬀerence. If the p-value of the
chi-squared test is less than 0.01, the null hypothesis will be rejected. This indicates
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that there is suﬃcient evidence to support that the position τ̂ can be accepted as
a change point of the sequence y1 , y2 , . . . , yn . This testing procedure is called the
chi-squared test procedure.

Using the example discussed in Subsection 8.2.5, the estimated change point
is 38. The means of the subsequences from position 1 to 38 and 39 to 60 are
calculated. The results are 0.6053 and 0.1364 respectively. To further check if it is
able to reject that there is no signiﬁcant diﬀerence between the means of these two
subsequences at signiﬁcance level of 0.01, the chi-squared test procedure is carried
out. For this example, the p-value of chi-squared test is 0.0011. It indicates that
there is suﬃcient evidence to support that the two means are signiﬁcantly diﬀerent.
Therefore, position 38 is accepted as the change point in this sequence.

8.2.7

Iterative procedure

There will be two possible outcomes from the chi-squared test procedure:
1. If the outcome indicates that no change point is identiﬁed in the current
candidate potential domain, the next candidate potential domain with lower important level will be considered. The MLE procedure and chi-squared test procedure
are applied to it with the same process until a change point is found or until the
candidate potential domain with the last important level is reached.

2. If the outcome shows a change point is identiﬁed, the original sequence will
be divided into two sub-sequences by the position of the identiﬁed change point.
Then, the associated dataset procedure, the class interval procedure, the candidate
potential domain procedure, the MLE procedure and the chi-squared test procedure
will be applied to the two sub-sequences independently. This process is named the
iterative procedure.
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8.2.8

Examination procedure

After all possible change points are identiﬁed, the ﬁnal procedure called the examination procedure is carried out. Since the change points are independently estimated
from each individual divided sub-sequence, chi-squared tests are needed for the ﬁnal
check on those identiﬁed change points.
For example, we assume that there are three change points observed in the sequence. In other words, the sequence is partitioned by the three identiﬁed change
points into four consecutive sub-sequences: A1 , A2 , A3 and A4 . Then, in the examination procedure, the chi-squared test is applied to test the means between any
two neighbourhood subsequences i.e. subsequence A1 versus subsequence A2 ; subsequence A2 versus subsequence A3 and subsequence A3 versus subsequence A4 . For
a pair of tested segments if the null hypothesis is accepted, the two segments will
be combined together and form a longer segment. Otherwise, the two segments will
remain unchanged.

8.2.9

Example: an application of the multi procedure method

In this subsection, a sample of simulation data sequence is used to demonstrate the
application of the MP method to detect the number of change points and their positions in a generalized Bernoulli process. The sample sequence is directly simulated
in the form of the generalized Bernoulli process in the ﬁrst place. So, the sequence
transformation procedure will be ignored in this demonstration.
Considering a generalized Bernoulli process {yt }1≤t≤200 with two change points
where Eyt = 0.5, 1 ≤ t ≤ 26; Eyt = 0.2, 26 < t ≤ 181 and Eyt = 0.8, 181 < t ≤ 200.
We simulate a sample from a generalized Bernoulli process as follows:
0101101001

0101010100

1110110010

0000011000

0100000000

0001000001

1001001100

0000000000

0000000100

0000000001

0101100000

0000010001

0110111000

0000000010

0001100010

0001010001

0010000000

0010001000

1111110111

0011111011
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The MP method is applied to the above sample following the steps below:

Step 1: The associated dataset procedure
Apply the associated dataset procedure to the sequence {yt } and obtain the associated dataset {(q, r)} as shown below {(0, 0), (1, 1), (3, 2), (6, 1), (8, 0), (9, 1),
(11, 1), (13, 1), (15, 1), (17, 1), (19, 0), (20, 3), (24, 2), . . . , (176, 1), (178, 0),
(179, 0), (180, 6), (187, 3), (191, 0), (192, 5), (198, 2)}.

Step 2: The class interval procedure
Apply the class interval procedure to the associated dataset. The number of elements in the associated dataset is m = 139. Since m < 200, Equation (8.1) is used
to calculate the width of class interval. The approximate width is 22. Therefore,
q0 , q1 , q2 , . . . , q139 are grouped into I1 , I2 , I3 , . . . , I9 as shown in Table 8.3.

Step 3: The candidate potential domain procedure
Determine the important level for each candidate potential domain. The candidate
potential domain with the ﬁrst important level is (155, 187). The details are given
in Table 8.3.

Step 4: The MLE procedure
Apply the MLE procedure to the candidate potential domain (155, 187). The log
likelihood function ln(L(k)) for each k in (155, 187) is calculated. The MLE estimation of the change point turns out to be 180.

Step 5: The chi-squared test procedure
The chi-squared test procedure is applied to check whether there is evidence to support that position 180 is an accepted change point. The means of the sub-sequences
from position 1 to 180 and 181 to 200 are calculated. The means are 0.2556 and
0.8 respectively. Then, the Chi-square test is carried out. The value of chi-squared
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Table 8.3: The candidate potential domain of each pair of consecutive
Group

I1
I2
I3
I4
I5
I6
I7
I8
I9

Lower
Upper
f requency
boundary boundary
(Ij )

11
24
45
69
89
111
133
155
178

20
44
66
87
110
132
153
176
187

wl

Candidate
Domain
potential domain important
(Start, End)
level

12
6

(11, 44)

2nd

0

(24, 66)

6th

5

(45, 87)

3rd

3

(69, 110)

4th

3

(89, 132)

4th

2

(111, 153)

5th

0

(133, 176)

6th

11

(155, 187)

1st

6
6
1
4
7
5
5
16

statistics is 22.4638 with p-value < 0.01. There is evidence to support that the
two means are signiﬁcantly diﬀerent. Therefore, position 180 can be accepted as a
change point in this sequence.

Step 6: The iterative procedure
After the change point τ = 180 is determined, The sequence y1 , y2 , y3 , . . . , y200 is
divided into two subsequences y1 , y2 , y3 , . . . , y180 and y181 , y182 , y183 , . . . , y200 . Then,
for each sub-sequence, Steps 1 - 5 are repeated to check whether there are any other
change points in the sequences. In the sub-sequence y1 , y2 , y3 , . . . , y180 , another
change point is observed at position 26 but no further change point is found in
the sub-sequence y181 , y182 , y183 , . . . , y200 . Therefore, positions 26 and 180 are the
candidate change points in the sequence {yt }1≤t≤200 .
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Step 7: The examination procedure
To further check if positions 26 and 180 in the sequence can be accepted as change
points, the examination procedure is carried out. Both estimated change points are
accepted at the signiﬁcance level 0.01.

In summary, the estimated change points are 26 and 180. This result is very
close to the true position of the change points which are 26 and 181. The estimated
means of each segment are 0.5385, 0.2078 and 0.8000 which are also very close to
the true mean 0.5, 0.2 and 0.8 respectively.

8.3

Algorithm of the MP Method

The multi procedure (MP) method consists of eight procedures. The ﬂow chart for
the MP method is described in Figure 8.2. In each procedure, the input, process
and output of the MP method are summarized below.
1. The sequence transformation procedure
Input: DNA sequence (z1 , z2 , z3 , . . . , zn ) where zi is A, C, G or T; i =
1, 2, 3, . . . , n; n is the length of the sequence
Process: Model the DNA sequence based on the GC model by y1 , y2 , y3 , . . . , yn
where yi = 1 if zi = C or G; otherwise, yi = 0
Output: y1 , y2 , y3 , . . . , yn
2. The associated dataset procedure
Input: y1 , y2 , y3 , . . . , yn
Process:
(a) Record a set of pair values (q, r) where q represents the position of “0” and
r is the distance between the current “0” and next “0” in y1 , y2 , y3 , . . . , yn .
(b) Construct the associated dataset A={a0 , a1 , a2 , . . . , am }={(q0 , r0 ), (q1 , r1 ),
(q2 , r2 ),. . . , (qm , rm )} where m is the number of items in the associated
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Figure 8.2: Flow chart of the MP method for identifying change points

dataset which is based on the number of 0 in the sequence. Noted that q0
will always be 0 and r0 will be the distance from the start of the sequence
until the ﬁrst 0 is observed. If the sequence begins with 0, r0 will be 0;
otherwise, r0 will not be 0.
Output: a0 , a1 , a2 , a3 , . . . , am
3. The class interval procedure
Input: a0 , a1 , a2 , a3 , . . . , am
Process:
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(a) Select the appropriate width of the class interval based on m following
the suggestion from Burt et al. [26] and Hyndman [94]
If m < 200 then

width of class interval =

qm − q0
,
1 + 3.3 log(m)

Otherwise

width of class interval =

3.5 × s
√
,
3
m

where s is the standard deviation of the data in the dataset
(b) Use the selected width of the class interval to divide a0 , a1 , a2 , a3 , . . . , am
into partition I1 , I2 , I3 , . . . , Iv ; v is the number of class intervals.
(c) For Ii ; i = 1, 2, 3, . . . , v,
i. Deﬁne the boundary of the partition (loweri , upperi ) from the q
values of relevant underlying associated dataset.
ii. Compute f requencyi of the partition from the accumulative value of
the r values of relevant underlying associated dataset.
(d) For Il and Il+1 ; l = 1, 2, 3, . . . , v − 1, compute the frequency diﬀerence
(wl )
Output: I1 , I2 , I3 , . . . , Iv and wl , w2 , w3 , . . . , wv−1 .
4. The candidate potential domain procedure
Input: I1 , I2 , I3 , . . . , Iv and w1 , w2 , w3 , . . . , wv−1
Process:
(a) For any two consecutive partitions Il and Il+1 , l = 1, 2, 3, . . . , v − 1,
i. Form the candidate potential domain CP Dl = (startl , endl , wl )
ii. Rank the important level of the candidate potential domains by sorting w. The potential domain with the highest frequency diﬀerence is
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considered the ﬁrst important level potential domain. The potential
domain with lower frequency diﬀerence has lower important level.
Output: CP Dl =(startl , endl , levell )
5. The MLE procedure
Input: CP Dl =(startl , endl ), y1 , y2 , y3 , . . . , yn
Process:
(a) Compute the mean of the sequence on the left hand side of the potential domain (y1 , y2 , y3 , . . . , ystartl−1 ) and the mean of the sequence on the
right hand side of the potential domain (yendl+1 , yendl+2 , . . . , yn ) and denote them as p1 and p2
(b) Analyze ln(L(k)) based on p1 and p2 for all k ∈ (startl , endl )
(c) Calculate τ̂ from τ̂ = arg maxstartl ≤k≤endl ln(L(k))
Output: τ̂
6. Chi-squared test procedure
Input: y1 , y2 , y3 , . . . , yn and τ̂
Process:
(a) Divide y1 , y2 , y3 , . . . , yn into two sub-sequences y1 , y2 , . . . , yτ̂
and yτ̂ +1 , yτ̂ +2 , . . . , yn
(b) Apply the chi-squared test to test the signiﬁcant diﬀerence of proportions
of GC between the sub-sequences
(c) If the null hypothesis of the chi-squared test is accepted, τ̂ is rejected.
Otherwise, τ̂ is accepted.
Output: the accepted estimated change point or no change point is accepted.
7. Iterative procedure
Input: The accepted estimated change point or no change point is accepted
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Process: If an accepted change point is identiﬁed, divide the sequence at the
change point position into two sub-sequences and repeat previous steps (Step
2 - Step 6) on each divided sub-sequence independently. If no accepted change
point is identiﬁed, apply Step 4 - Step 6 to the next lower importance level
candidate potential domain.
8. Examination procedure
Input: The list of all identiﬁed sub-sequences from previous steps
Process:
(a) Apply the chi-squared test to test the signiﬁcant diﬀerence of the means
between any two consecutive sub-sequences.
(b) If the null hypothesis of the chi-squared test is accepted, two sub-sequences
will be merged into one. Otherwise, two sub-sequences will remain unchanged.
Output: The number and positions of the estimated change points (if exist)

8.4

R Library

The MP method is implemented in R code provided in the Appendix section. We
also build R library for the MP method and use this library in this study to identify
change points in a generalized Bernoulli process. The description of this library is
given below.

Details The multi procedure (MP) method is a computational method for identifying change points in a generalized Bernoulli process. This method is developed
and implemented based on the Generalized Bernoulli Modeling approach [126]. Instead of manually identifying potential domains by visualizing from the plot of the
associate processes of the generalized Bernoulli process, the MP method provides
an automatic process for deﬁning the potential domains.
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Description runMP( ) is the Multi Procedure (MP) method for identifying
change points in a generalized Bernoulli process.

Usage runMP(“Myﬁle”)

Argument “Myﬁle” is the name of the data ﬁle which contains the information
of tested intron sequences. The ﬁle must be a text ﬁle in CSV format containing
only one data column with the header (i.e. Sequence). Each data row will represent
an intron sequence. See an example in example.csv.

Value runMP(“Myﬁle”) returns the result in a csv ﬁle (“Result.csv”) including
1. Position: the position of change points found in the sequence. NA represents
no change point
2. Length: the length of the sequence
3. GC: the number of GC of each segment
4. Mean: the mean of each segment
5. Segment: the length of each segment
6. No: the total number of change points found in the sequence
See Also “Result.csv” for summary of the results

The MP method may not be suitable for identifying the change points in long
sequences because it is currently developed base on R. By using R, the detecting for
multiple change points for a long sequence may be problematic and time consumption. In the further study, other programming languages such as FORTRAN, C++
would be a better option in terms of memory or speed.
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Example: The intron sequences of A. thaliana are used as a sample dataset and
saved as the ﬁle called “example.csv”.

Input: The example.csv ﬁle contains a list of intron sequences. Each row represents each individual intron sequence. There must not be any space between each
element in each sequence. An example of the intron sequence ﬁle can be found from
Figure 8.3.

Figure 8.3: The input ﬁle in CSV format

Commands in R:
Library(MP)
runMP(“example.csv”)

Output: The positions of change points, the lengths of the sequence, the number of GC in each segment, the mean and the length of each segment, as well as the
total number of change points found, are shown in Figure 8.4.

Figure 8.4 shows that there is a single change point found in the third intron
sequence listed in example.csv (row four). The intron length is 75bp long. The
change point is found at position 16. Therefore, the intron is divided into two segments. The GC column shows the numbers of GC in those two segments which are
10 and 14 respectively. The means of GC content are 0.625 and 0.2373 respectively
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Figure 8.4: The output of the MP method applying to data in example.csv

in column Mean. The lengths of those two segments are 16 and 59 accordingly and
are shown in column Segment. We conclude that the third tested intron sequence
has structural changes while other sequences do not have structural changes.

Simulation Study
Three simulation studies are used in this study to evaluate the performance in
terms of eﬃciency and accuracy of our new computational method and IsoFinder for
identifying change points in the generalized Bernoulli processes. We use simulation
study I to study the time-consuming and the accuracy of each method when applying
both methods to a given set of ﬁxed length sequences. Simulation study II further
explores the sensitivity of each method to the length of the sequence and the position
of the change point. For both simulation studies, we consider sequences with no
change point, with one change point and with two change points. Moreover, the
comparison between the two methods given the sequences with three change points
and with diﬀerent distance between change points is investigated in Simulation study
III.
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8.5

Simulation Study I

The aim of this simulation study is to study the performance of IsoFinder and the
MP method for identifying change points in terms of time-consuming and estimation
accuracy. We investigate which method runs faster and which method gives more
accurate result on the estimation of the number of change points and the estimation
of the change point positions. The three diﬀerent scenarios are sequences with
no change point, sequences with one change point and sequences with two change
points. The details of each scenario are described below.
Scenario I: No change point
1. Deﬁne a generalized Bernoulli process {yt }1≤t≤230 with Eyt = 0.2.
2. Simulate 1000 samples from the process independently. Apply IsoFinder and
the MP method to each sample respectively.
3. Calculate the TP rate, FP rate and average processing time. Processing time
is the running time to complete the execution of the estimation method. The
average processing time per sample is used as the performance indicator and
is deﬁned by (the total processing time for 1000 samples)/1000. The detail of
criteria evaluation can be found in Subsection 6.5.1.
Scenario II: One change point
1. Deﬁne a generalized Bernoulli process {yt }1≤t≤300 with Eyt = 0.4, when 1 ≤
t ≤ 150; Eyt = 0.2, when 150 < t ≤ 300.
2. Simulate 1000 samples from the process independently. Apply IsoFinder and
the MP method to each sample respectively.
3. Calculate the mean squared error, TP rate, FP rate, average total error and
average processing time.
Scenario III: Two change points

CHAPTER 8. THE MP METHOD FOR IDENTIFYING CHANGE POINTS 185
1. Deﬁne a generalized Bernoulli process {yt }1≤t≤490 with two change points and



0.1,



Eyt =
0.3,




 0.5,

1 ≤ t ≤ 96
96 < t ≤ 441
441 < t ≤ 490

2. Simulate 1000 samples from the process independently. Apply IsoFinder and
the MP method to each sample respectively.
3. Calculate the mean squared error (MSE), TP rate, FP rate, average total error
¯ and average processing time.
(d)
¯ TP rate and FP rate given
The average processing time, mean squared error, d,
by IsoFinder and the MP method for three scenarios are reported in Table 8.4.

Table 8.4: The average processing time per sample, average total error, mean
squared error, true and false positive rates given by IsoFinder and the MP method
Scenario

Method

Time (Sec)

d¯

TP rate

FP rate

MSE

I

MP

0.2137

-

0.915

0.085

-

IsoFinder

0.0152

-

0.827

0.173

-

MP

0.3155

19.2248

0.854

0.146

19.2641

IsoFinder

0.0313

19.3173

0.728

0.272

19.3141

MP

1.7329

35.2154

0.574

0.426

30.0379

IsoFinder

0.1227

54.7729

0.505

0.495

38.4534

II

III

Table 8.4 shows that both methods report high TP rates in scenario I. The MP
method provides more accurate result (91.5%) than IsoFinder. For scenario II, it can
also be seen that TP rates of both methods are greater than 70%. It gives us more
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conﬁdence to further apply both methods to detect single change point at the middle
position of sequence. Between the two methods, IsoFinder gives slightly lower TP
rate and less accurate estimation on the change point position. For scenario III, it
suggests that the MP method based on the two change points still performs better
than IsoFinder in terms of the more accurate estimated number of change points.
The TP rate of IsoFinder is slightly lower than the MP method. The mean squared
error of estimated change point positions given by the MP method is 30.0379 while
the MSE given by IsoFinder is 38.4534. That is, the estimated change point positions
given by the MP method are closer to those corresponding true position of change
points.
The result indicates that the MP method is much more eﬃcient than IsoFinder
in all three scenarios in terms of the TP rate, the average total error and the mean
squared error. As for the average processing time, IsoFinder is faster than the MP
method in all three scenarios. However, the processing time of the MP method is
still acceptable. The average processing time will not be considered a performance
indicator in further simulation studies.

8.6

Simulation Study II

The purpose of this simulation study is to investigate the impacts of the length
of underlying sequence (n) and the position of change points (τ ) on the accuracy
of the change point identiﬁcation of each method. In order to assess these eﬀects,
three scenarios of tested sequences are considered in our simulation study: (i) no
change point, (ii) one change point and (iii) two change points. The MP method
and IsoFinder are applied to each scenario and the results will be compared.

8.6.1

Scenario I: No change point

In order to assess the eﬀect of the length of the sequence on the accuracy of the
change point identiﬁcation between the two methods, we conduct the simulation as
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follows:
1. Deﬁne a set of generalized Bernoulli processes {yt }1≤t≤n where Eyt = 0.3 with
diﬀerent lengths (n = 150, 200, 250, 300, 350 and 400).
2. Simulate 1000 independent samples from each of the processes. Apply IsoFinder
and the MP method to each sample respectively.
3. Calculate the TP rate.
The analysis outputs are reported in Figure 8.5.

Figure 8.5: The true positive rate for diﬀerent lengths of sequences in the no change
point scenario

Figure 8.5 shows that the MP method has greater true positive rates than
IsoFinder when the length of sequences varies from 150 to 400. It is interesting
to observe that the true positive rates for both MP method and IsoFinder are gradually decreased when the length of sequences increases. However, the impact of the
length of sequences on the value of TP rate is less signiﬁcant in the MP method.
So, the MP method is much more eﬃcient than IsoFinder as it gives more accurate
estimated number of change points in the scenario with no change point.

8.6.2

Scenario II: One change point

In this subsection, we carry out the simulation study to assess the eﬀect of the
position of the change points (τ ) as well as the eﬀect of the length of the sequences
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(n) on the accuracy of the change point identiﬁcation. The eﬀects of n and τ on
the estimation of the number of change points are reported in Section A. Section
B presents the eﬀects of n and τ on the estimation of change point positions. The
simulation is detailed below:
1. Deﬁne a set of generalized Bernoulli processes {yt }1≤t≤n with true change point
at τ where Eyt = 0.1 when t ≤ τ ; Eyt = 0.4 when t > τ .
2. Nine diﬀerent τ positions varied from τ = 0.1n to τ = 0.9n with increment
of 0.1n and six diﬀerent lengths of sequences (n=150, 200, 250, 300, 350 and
400) are taken into consideration. So, there will be 54 diﬀerent processes in
total.
3. Simulate 1000 samples from each of the processes independently. Apply IsoFinder
and the MP method to each sample respectively.
4. Calculate the TP rate, the mean squared error and the average total error.

8.6.2.1 Section A: The eﬀect on the estimation of the number of change
points
As far as the estimation of the number of change points is concerned, the TP rate is
chosen as the performance indicator. The TP rates of IsoFinder and the MP method
when the change point is at the position of 60% and 80% of the length of sequences
as an example are reported in Figure 8.6.
Figure 8.6 shows that the TP rate for both methods increases gradually as the
length of sequences (n) increases. For instance, when n increases form 150 to 400
given the true change point position (τ ) is at the 60% of n, the TP rate of the MP
method varies from 0.828 to 0.910 while that of the IsoFinder varies from 0.719 to
0.830 (Figure 8.6-a). Figure 8.6-b shows that when n increases from 150 to 400 given
τ is at the 80% of n, for the MP method, the TP rate varies from 0.858 to 0.938. As
for the TP rate of IsoFinder, it is less than the MP method and varies from 0.674
to 0.746 as n increases. Chen and Wang [38] proposed that the power of the change
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Figure 8.6: The TP rates of IsoFinder and the MP method when the change point
is at (a) the position of 60% of the length of sequences and (b) the position of 80%
of the length of sequences

point detection increases when the length of sequence increases. Our studies also
suggest that when the length of sequence increases, the number of detected change
points increases gradually.
The simulation indicates that the accuracy of the change point detection of the
MP method and IsoFinder also depends on the true position of the change point
(τ ) (Figure 8.7). In general, the TP rate given by the MP method is more stable
than IsoFinder for all τ . When τ is located at the beginning and at the end of the
length of sequences (n) such as at the positions of 10% and 90% of n, the TP rates
of both methods are lower when τ is located in the middle position of the sequence.
For example, for n = 150, the TP rates of the MP method and IsoFinder are 0.405
and 0.414 respectively where τ is at the 10% of n while the TP rates are 0.924 for
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Figure 8.7: The TP rates of IsoFinder and the MP method for diﬀerent lengths of
sequences and diﬀerent positions of a change point

the MP method and 0.901 for IsoFinder where τ is at the 50% of n (See Figure
8.7-a). According to Fu and Curnow [66], the power of change point detection in
the middle of the sequence is larger than that at the beginning of the sequence. Our
result supports the result from Fu and Curnow [66].
When τ is located at the 90% of n, IsoFinder gives lower TP rates than the MP
method. For instance, when n = 300 and τ is 270, the TP rates of the MP method
and IsoFinder are 0.890 and 0.576 respectively (Figure 8.7-d). This is because
IsoFinder has more than one change point detected which is incorrectly identiﬁed.
The TP rates in Figure 8.7 for both methods shows that when the true position of
the change point is close to the beginning or end of the sequence, it will be more
diﬃcult to detect the change point. Figure 8.7 also indicates that when n increases,
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the TP rate of the estimation where the true position of change points is at the
beginning or at the end of n will increase for both methods.

8.6.2.2 Section B: The eﬀect on the estimation of the position of change
points
This subsection reports the eﬀect of n and τ on the estimation of the change point
position given by the MP method and IsoFinder. The mean squared error and the
average total error are used as the performance indicators.
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Figure 8.8: The averages total error and the mean squared error versus the length
of sequence when true change point is at position of 60% and 80% of n

Figure 8.8 shows the cases where the true change point position is at the 60%
and 80% of the length of underlying sequences. It is found that in most cases the
¯ and lower mean squared error (MSE)
MP method gives lower average total error (d)
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of the estimated change point positions than IsoFinder for any given n. However,
IsoFinder sometimes gives lower MSE or d¯ than the MP method in few cases. For
instance, when n = 300 and τ = 180 (60% of n), the MSE given by the MP method
is 6.5756 while MSE given by IsoFinder is 6.4705 (Figure 8.8-b). Waititu [182],
who investigated the analysis of change point in nonparametric regression to model
dichotomous response variable given by explanatory variables and concluded the
MSE decreases when the sample size increases. The result of the MSE in this study
is similar to Waititu [182]. This implies that the estimation of the change point
position will be more accurate when applying the method to longer sequences.

Average total error
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Figure 8.9: The average total error and the mean squared error versus the change
point position for both methods when the length of sequences is equal to 150
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¯ and
According to Figure 8.9, both methods provide small average total error (d)
mean squared error (MSE) when the true position of the change point is near the
middle position of n. For example when the length of sequences is 150 and the true
position of the change point is at 50% of the sequence, both methods give the smaller
d¯ (6.1665 for the MP method, 6.6493 for IsoFinder) and smaller MSE (6.1109 for
the MP method, 6.6864 for IsoFinder). At the positions of 10% and 90% of n, MSE
and d¯ of the estimated change points given by IsoFinder are greater than those given
by the MP method. For example, the MSEs of IsoFinder and the MP method are
25.0668 and 17.7611 respectively when τ = 15 (10% of n) and n = 150. The performance of both methods is nearly the same providing the high mean squared error
when the position of true change point is at the 10% of the length of the sequence.
Our ﬁnding in section B is similar to Waititu [182]; that is, the MSE decreases when
the position of the change point is closer to edges of the sequence which implies that
the estimation of the change point position could be less accurate when applying
the methods to the sequences having the change point at the edges of the sequences.

In summary, based on various positions of change points and lengths of sequences
it is found that in most cases the MP method and IsoFinder are able to correctly
detect the change point in the one change point scenario with high TP rate. Both
methods provide the accurate estimate change point position with small d¯ and small
MSE. It can also be observed that τ and n have inﬂuence on the TP rate, MSE and
¯ This implies that the accuracy of both methods is sensitive to the true position
d.
of change point and the length of the sequence.

8.6.3

Scenario III: Two change points

To further investigate the impact of various lengths of sequences and locations of
change points on the performance of the two methods when the number of change
points in the underlying sequences is two, we conduct the simulation as follows:
1. Deﬁne a set of a generalized Bernoulli processes {yt }1≤t≤n with two change
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points (τ1 and τ2 ) and various lengths of the sequence (n = 490, 609, 811,
1000, 1377 and 1520), where Eyt = 0.5 when 1 ≤ t ≤ τ1 , Eyt = 0.2 when
τ1 < t ≤ τ2 and Eyt = 0.8, τ2 < t ≤ n.
2. Two sets of the two change point positions (τ1 and τ2 ) are considered. In set
I, τ1 = 10th percentile of n and τ2 = 90th percentile of n. In set II, τ1 = 25th
percentile of n and τ2 = 75th percentile of n.
3. Simulate 1000 samples from each of the processes independently. Apply IsoFinder
and the MP method to each sample respectively.
4. Calculate the TP rate, the mean squared error and the average total error.
The eﬀects of the position of the change point (τ ) and the length of the sequence
(n) on the detection of the number of change points are presented in Section A by
using the TP rate as the performance indicator. Section B presents the eﬀects of
τ and n on the estimation of the change point position by using the mean squared
error and the average total error as the performance indicators.

8.6.3.1 Section A: The eﬀect on the estimation of the number of change
points
This subsection presents the eﬀect of τ and n on the detection of the number of
change points using the TP rate given by both IsoFinder and the MP method.
Figure 8.10 shows that the TP rates given by the MP method and IsoFinder are
around 0.80 and 0.60 respectively for both set I and set II. The MP method gives
better results than IsoFinder in terms of correctly detecting two change points. For
both set I and set II, the TP rates given by both methods are sensitive to the length
of underlying sequences. The longer the length of the sequence, the smaller the
TP rate will be (Figure 8.10). When n increases, the MP method and IsoFinder
have more chance to give more than two estimated change points. Between the two
methods, the MP method provides a more stable TP rate.
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Figure 8.10: The TP rate given by the MP method and IsoFinder for both set I and
set II

Moreover, our simulation results show that the TP rates given by both methods
in set I are greater than those in set II. This indicates that the analysis outputs vary
depending on the true positions of change points. However, the analysis outputs of
the MP method are quite more stable than those of IsoFinder. This implies that
the MP method is less sensitive to the change point position than IsoFinder.

8.6.3.2 Section B: The eﬀect on the estimation of the position of change
points
To further compare the performance of the two methods in terms of the estimation
¯ and the mean
of change point positions, we calculate the average total error (d)
squared error (MSE) and present in Figure 8.11.

Average total error
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Figure 8.11: The average total error and the mean squared error for both methods
given by set I and set II in various lengths of sequences

According to Figure 8.11, d¯ and MSE given by the MP method and IsoFinder
are less sensitive to the length of the underlying sequences. It can be seen that the
MSE slightly decreases as n increases. Our result in this subsection is the same as
the one found in Scenario II (One change point). The performances of both methods
are nearly the same when n increases except that the MP method yields smaller d¯
and MSE.
For each length of sequences, d¯ and MSE given by both methods for set II are
smaller than those for set I. For set II, the MP method gives lower d¯ and lower MSE
than IsoFinder does. The d¯ and MSE given by both methods are more sensitive to
the true positions of change points; however, d¯ and MSE given by the MP method
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are more stable than those given by IsoFinder.

In Scenario III, we can conclude that in most cases the MP method performs
better than IsoFinder in terms of higher TP rate, smaller d¯ and MSE.

8.7

Simulation Study III

This section presents the simulation study for evaluating the performance of the
MP method and IsoFinder when there are three change points in the generalized
Bernoulli process. We intend to investigate whether both methods can detect the
change points when two change points are close to each other. Two cases of dataset
are taken into consideration. One has two out of three change points close to each
other. Another has ﬁxed true change points at 899, 1338 and 1776. The following
simulation is performed as below:
Case 1: The sequence is generated from the generalized Bernoulli process with
three change points at 852, 902 and 1216, Eyt = 0.3, for 1 ≤ t ≤ 852; Eyt = 0.6, for
853 ≤ t ≤ 902; Eyt = 0.2, for 903 ≤ t ≤ 1216; Eyt = 0.5, for 1217 ≤ t ≤ 1500.
Case 2: The sequence is generated from the generalized Bernoulli process with
three change points at 899, 1338 and 1776, Eyt = 0.3, for 1 ≤ t ≤ 899; Eyt = 0.6,
for 900 ≤ t ≤ 1338; Eyt = 0.2, for 1339 ≤ t ≤ 1776; Eyt = 0.5, for 1777 ≤ t ≤ 2000.
To compare the performance of the two methods, we independently simulate
1000 samples from the processes in both cases and apply both IsoFinder and the
MP method to each sample. The TP rate, FP rate, d¯ and MSE are reported in
Table 8.5.
Table 8.5 shows that the MP method more accurately estimates the change points
and gives higher TP rate than IsoFinder for both cases. When two change points are
close to each other in Case 1, both methods do not perform well as the number of
change points correctly predicted is less than 60%. In Case 2, the higher numbers of
change points correctly predicted are observed, 61.5% for the MP method which is
fairly good and 30.6% for IsoFinder. This indicates that both methods are sensitive
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Table 8.5: The TP rate, FP rate, average total error and mean squared error given
by both methods
Case

Method

TP rate

FP rate

d¯

MSE

MP

0.582

0.418

45.4949

38.4519

IsoFinder

0.301

0.699

79.32805 38.6459

MP

0.615

0.385

15.8524

16.9613

IsoFinder

0.306

0.694

16.7355

17.7990

1

2

to the case where change points are close to each other.
The average total error and the mean squared error given by both methods in
Case 1 are larger than those in Case 2. That is, when two change points are close
to each other, it will be more diﬃcult to accurately identify the true position and
number of change points. Between the two methods, d¯ and MSE given by the
MP method are smaller than those given by IsoFinder in both cases. That is, the
estimated change points given by the MP method are closer to the corresponding
true values. It could be seen that the estimated change point positions could be
successfully identiﬁed in the Case 1. However, the high d¯ and MSE are observed.
Simulation study III suggests the MP method gives the more accurate estimation
for the underlying process with three change points. IsoFinder tends to overestimate
the number of change points leading to higher FP rate. Based on d¯ and MSE, we
can see that the MP method provides smaller MSE and d¯ than IsoFinder. This
study suggests that the MP method is more eﬃcient in detecting change points in
the generalized Bernoulli process.
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8.8

Examples of Real DNA Sequence Data Analysis

In this section, the performances of the multi procedure (MP) method and IsoFinder
are evaluated against the biological sequences. We apply both methods to detect
the change points in intron 7 of the chimpanzee α− fetoprotein and Bacteriophage
lambda in this study.

8.8.1

Intron 7 of the chimpanzee α− fetoprotein

In this example, a DNA sequence of intron 7 of the chimpanzee α− fetoprotein
(consisting of 1968 bp) is considered. Seven change points in the sequence are
reported in the literature [16]. The positions of the change points are 36bp, 60bp,
981bp, 1072bp, 1676bp, 1768bp and 1898bp. These change points were identiﬁed
based on the ACGT model. As IsoFinder and the MP method are developed based
on a GC model, the result of the detection of change points could be diﬀerent.
However, we still use the result given by the ACGT model as a reference to compare
the performance between the MP method and IsoFinder.
Figure 8.12 shows that six change points are found by IsoFinder while seven
change points are detected by the MP method. Both IsoFinder and the MP method
have two similar detected change points (at position 303 and 375) around the beginning part of the sequence and another two similar change points (at position 988 and
1072) around the middle part of the sequence. At the end part of the sequence, another two similar change points (at position 1786 and 1917) are found by IsoFinder
while three change points (at position 1786, 1917 and 1954) are found by the MP
method.
Regarding the accuracy of the estimated position of change points, the two estimated change points from both methods around the middle part of the sequence
are very close to position 981 and 1072 given by the Boyes et al. [16]. However,
position 36, 60, and 1676 from the literature are not found from IsoFinder and the
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Figure 8.12: The estimated change point positions and the information of average
of GC in each segment given by the MP method and IsoFinder

MP method. This might be because the results given by the literature are based on
ACGT model while the MP method and IsoFinder only focus on the GC content.
To further conﬁrm this conjecture, the chi-squared test is carried out to test
whether position 36, 60 and 1676 are change points or not based on the GC model.
The results demonstrate that there is evidence supporting that position 36, 60 and
1676 are not the change points in this sequence. However, when the chi-squared test
is performed against those positions based on the ACGT model, the results show
that position 36, 60 and 1676 are accepted as the change points in this sequence at
signiﬁcance level 0.01.
Position 1954 is detected as a change point by the MP method but not for
IsoFinder. We apply the chi-squared test to the sequence based on the GC model.
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The test conﬁrms that position 1954 can be accepted as a change point at significance level 0.01. It can be seen that the MP method gives more accurate result
than IsoFinder. The reason for IsoFinder not identifying the change point at position 1954 might be because of the selected t-test statistic used in IsoFinder as the
test statistics. For the sequence of binomial variables, the chi-squared test is more
appropriate in detecting the change point than the t-test statistic. As for the ACGT
model, position 1954 is not considered a change point by the chi-squared test.
In summary, both the MP method and IsoFinder are able to detect most change
points in this intron sequence. The MP method is more eﬃcient than IsoFinder
in terms of number of detected change points. In this example, one of the change
points is missing by IsoFinder but picked up by the MP method.

8.8.2

Bacteriophage lambda

Another real data application is considered in this subsection. The data is DNA
sequence of Bacteriophage lambda with 48502 base pairs in length. This dataset is
available at the NCBI database (http://www.ncbi.nlm.nih.gov/nuccore/N C0 01416).
This dataset was studied by Braun et al. [17] and eight change points were found
in this sequence between positions 20091bp and 48502bp. These change points were
also detected based on the ACGT model. In order to compare the performance
of IsoFinder and the MP method, we apply both methods to the DNA sequence
of Bacteriophage lambda. The estimated change point positions given by the MP
method, IsoFinder and the literature given by Braun et al. [17] are shown in Figure
8.13.
According to Figure 8.13, 10 and 14 change points are identiﬁed by the MP
method and IsoFinder respectively. The MP method can detect the similar positions
of change points as IsoFinder for the ﬁrst six change points. The ﬁrst six change
points consist of positions at 21623bp, 22546bp, 24119bp, 24401bp, 27820bp and
31581bp for the MP method and positions at 21623bp, 22546bp, 24110bp, 24521bp,
27829bp and 31219bp for IsoFinder. These six change points are close to the change
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Figure 8.13: The estimated change point positions based on their positions in the
sequence given by the MP method, IsoFinder and the literature [17]

points reported by the literature at the position 20091 to 35000 including positions
at 20091bp, 20919bp, 22544bp, 24117bp, 27829bp and 33082bp (Figure 8.13).
Overall, between the two methods, the deviation between the estimated position
of change points given by the MP method and the literature [17] is smaller than the
deviation between IsoFinder and the literature. This indicates that in general, the
estimated positions of change points given by the MP method are more accurate
than those given by IsoFinder. Moreover, in terms of the detection of the number
of change points, the MP method is more accurate than IsoFinder.
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8.9

Factors Aﬀecting the Performance of the MP
Method

In the multi procedure (MP) method, the identiﬁcation of change points is based
on a generalized Bernoulli process. Let us consider a generalized Bernoulli process
Y1 , Y2 , . . . , Yn with an unknown change point position (τ ) where 1 ≤ τ ≤ n. Let p1
and p2 be the mean of the sub-sequences located before and after the change point
respectively. Therefore, the process {Yt } can be expressed as below:
Yt ∼ Bernoulli(1, p1 ), if 1 ≤ t ≤ τ ;
Yt ∼ Bernoulli(1, p2 ), if τ < t ≤ n, p1 ̸= p2 .
A generalized Bernoulli process is related to the length of the sequence (n),
the location of the true change point (τ ) and the size of the change (∆) which is
the diﬀerence between p1 and p2 representing the diﬀerence of the mean between
the two sub-sequences before and after τ . The simulation studies in Section 8.6
already demonstrate that n and τ have inﬂuence on the change point detection in
the MP method. So, the further preliminary study is conducted to illustrate how
the performance of the MP method is aﬀected by ∆.

8.9.1

Preliminary study

To investigate the eﬀect of ∆ on identifying change points in the MP method, a set
of generalized Bernoulli processes {yt }1≤t≤200 is considered with a ﬁxed true change
point at τ = 75 with various ∆ of 0.1, 0.2, 0.3, 0.4, 0.5, 0.6 and 0.7. Based on 1000
simulation repetitions, we ﬁrst independently simulate each of underlying processes
and then the MP method is applied to each sample. The TP rate and the mean
squared error given by the MP method are presented in Figure 8.14.
Figure 8.14 shows that the TP rate of the MP method increases as ∆ increases.
For instance, when ∆ is 0.1, the TP rate is equal to 0.337. The TP rate will increase
to 0.819 as ∆ reaches to 0.2. It can be seen that when ∆ is larger, the TP rate
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Figure 8.14: The TP rate and the mean squared error in diﬀerent sizes of change

converges to nearly one. That is, if ∆ is almost one, the MP method will be most
eﬀective in detecting the number of change points.
As ∆ increases, the MSE decreases (Figure 8.14). Also, it can be seen that when
∆ is larger, the mean squared error will converge to zero. If ∆ is almost one, the
estimation of the change point positions will become more accurate.

8.9.2

The impacts of ∆, n and τ

Based on our studies, the position of change points, the length of sequences and the
size of change have inﬂuence on the detection of the change point. It is of interest
to investigate which factor has more impact on the performance of the MP method.
Therefore, this study also considers the size of the change (∆), the true positions of
change points (τ ) and the length of sequences (n) altogether as the factors aﬀecting
the MP method in identifying change points. The impact of τ , n and ∆ will be
illustrated through simulation studies in this subsection.
Simulations are run in order to assess the impact of these three factors on the
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performance of the MP method: n = 200, 300, 400 and 500, ∆ = 0.1, 0.2 and 0.3, τ
at the 25%, 50% and 75% of n. Based on 1000 samples independently simulated,
we apply the MP method to each sample. The TP rate and the mean squared error
for each n, τ and ∆ given by the MP method are reported in Figures 8.15 and 8.16
respectively.
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Figure 8.15: The TP rate given by diﬀerent sizes of change, positions of the true
change points and lengths of the sequences

According to Figures 8.15 and 8.16, the eﬀect of the length of sequences (n), the
true position of change points (τ ) and the size of change (∆) on the identiﬁcation
of the change point by the MP method could be summarized as follows:
1. When n increases, the TP rate increases while the MSE decreases gradually.
For instance, given ∆ = 0.2 and τ at the 25% of n, when n = 300, the TP rate
is 0.836 (Figure 8.15-b) and it will increase to 0.878 as n = 400 (Figure 8.15-c).
The MSE decreases from 17.7321 to 17.4557 when n increases from 300 to 400
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Figure 8.16: The mean squared error given by diﬀerent sizes of change, positions of
the true change points and lengths of the sequences

(Figures 8.16-b and 8.16-c). The eﬀect of n in this subsection supports the
previous subsection (Subsection 8.6.2).
2. Regarding τ , the TP rate of identifying change points at the 50% of n is
usually larger than that of the 25% and 75% of n. Also, the mean squared
error of identifying change points at the middle of the length of the sequence
is generally less than that of the 25% and 75% of n. For example, the TP rate
and the MSE at the middle of n = 200 and ∆ = 0.3 are 0.915 (Figure 8.15-a)
and 6.7773 (Figure 8.16-a) respectively. For τ = 25% of n = 200 and ∆ =
0.3, the TP rate and the MSE are 0.908 and 9.3940 respectively while the TP
rate and the MSE are 0.910 and 9.9442 respectively for τ = 75% of n = 200,
∆ = 0.3. This suggests that the MP method is more eﬃcient in identifying

CHAPTER 8. THE MP METHOD FOR IDENTIFYING CHANGE POINTS 207
change points where the change points is around the middle of the length of
the sequence.
3. As ∆ increases, the TP rate increases while the MSE decreases. For example,
Figure 8.15-d shows that the TP rate is 0.584 for (τ = 125, n = 500, ∆ = 0.1)
and increases to 0.862 when ∆ = 0.2. The MSE is 49.8810 for (τ = 125,
n = 500, ∆ = 0.1) and decreases to 16.9327 when ∆ = 0.2 (Figure 8.16-d).
This suggests that ∆ has the impact on the identiﬁcation of change points by
the MP method in terms of the TP rate and the MSE.
4. Among ∆, τ and n, it is found that value of ∆ has more inﬂuence on the TP
rate and the MSE than τ and n. This implies that the accuracy of the MP
method is sensitive to the size of the change.

8.10

Conclusion

The multi procedure (MP) method has been introduced and used to identify the
change points in a generalized Bernoulli process. This method is developed to implement the Generalized Bernoulli Modeling approach and provide an automatic
methodology for change point identiﬁcation. The main advantage of the MP method
is that it provides an automatic way to identify potential domains instead of a manual visualization from the plot of the associate process of the underlying generalized
Bernoulli process.
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Simulation studies demonstrate that the MP method provides higher accuracy
rate, smaller average total error and smaller mean squared error than IsoFinder. The
MP method also provides high quality of the estimation on multiple change points in
terms of the accuracy of the estimation (Sections 8.6 - 8.7). IsoFinder is simpler and
quicker to implement. However, IsoFinder produces numerous false detections on
the number of change points (Section 8.7). This may be because the test statistics
used in IsoFinder are less appropriate when the type of underlying data is discrete
with nominal scale. IsoFinder is also tightly dependent on the appropriate choice of
the window size.
Our simulation studies imply that the MP method is signiﬁcantly better than
IsoFinder in terms of the detection of the number of change points. The MP method
also gives the more accurate estimation of the true change point positions than
IsoFinder. This might be because the MP method does the estimation of the unknown change points using the maximum likelihood method over candidate potential
domains instead of over the whole sequence. The use of the maximum likelihood
method of change points provides more accurate estimation on change points in
sequences [126].
Moreover, simulation studies show that the length of sequences (n), the size of
change (∆) and the position of the true change points (τ ) have inﬂuence on the TP
rate and MSE on the identiﬁcation of the change point by the MP method. This
implies that the accuracy of the MP method is sensitive to the values of n, ∆ and
τ . It can also be observed that ∆ has more inﬂuence on the TP rate and MSE than
n and τ .
In the next chapter, the multi procedure method will be applied to investigate
structural changes in intron sequences and to study the connection between the
structural changes in intron sequences and gene properties (protein functions and
gene expression level) in diﬀerent organisms.

Chapter 9
Application of the MP Method to
Intron Data
This chapter presents the application of the multi procedure (MP) method to identify
structural changes in intron sequences. Further statistical analysis is also carried
out to explore the relationship among intron structural changes, intron lengths, GC
contents, gene expression levels and protein functions across diﬀerent organisms.

9.1

Introduction

In general, a DNA sequence in a gene can be classiﬁed into a coding DNA sequence
(e.g. exons) or a non-coding DNA sequence (e.g. introns, intergenic regions and
un-translated regions). The coding DNA sequence carries genetic information and
encodes the amino acid sequence of a polypeptide while the non-coding DNA sequence does not encode any proteins.
Data about non-coding DNA sequences has accumulated rapidly and it oﬀers
an opportunity for researchers to understand more about non-coding DNA such as
introns. Molecular biologists attempt to locate segments in intron sequences and
use this information to explore the functions, physical characteristics and structural
properties of introns [18]. It is interesting to investigate the structure of introns because irreversible transpositions and other mutations are more likely to be preserved
209
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in introns than in exons [16]. Therefore, the intron structure is more reliable and
robust for deciphering phylogenies (evolutionary relationships) [140, 142].
Introns are the intervening sequences of genes and they are a component of
eukaryotic genes. Introns are spliced out of mRNA prior to translation into proteins.
Introns were once considered as “junk” genes [199]. However, many research studies
have suggested that introns are also related to gene expression and regulation [71].
Several studies have shown that the GC content in introns and the length of introns
are important factors in gene regulation or expression [101] and they are signiﬁcantly
correlated [199]. Understanding the inﬂuence and the role of introns in association
with gene expression has been a widely debatable subject. Many research studies
have explored the function of introns, in particular the intron length in relation to
gene expression level [43, 48, 89, 93]. However, little is known whether the intron
structural changes have any impacts on the protein functions.
As far as the study in structural changes in DNA or intron sequences is concerned,
DNA sequences as well as intron sequences can be reasonable modeled through
generalized Bernoulli processes. Referring to DNA segmentation concept which is
equivalent to the concept of stationary subsequence in a stochastic process [126],
in this study we denote a change point of an intron sequence as a position in the
intron sequence which links two consecutive intron segments. An intron having at
least one change point is considered the intron having structural changes/pattern
changes or intron with structural changes/pattern changes.
The multi procedure (MP) method based on the approach proposed by Lin [126]
has been developed to identify the change points in a generalized Bernoulli process. The algorithm of the MP method can be seen in Chapter 8. Our simulation
studies in Chapter 8 demonstrate that the MP method works more eﬃciently and
provides more accurate results in change point detection than IsoFinder in terms of
the estimation of the number of change points and the position of change points.
Therefore, the MP method is applied to estimate change points in intron sequence
data for diﬀerent organisms in this chapter.
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A recent study on the pattern change in A. thaliana intron sequences [112] indicates that the intron length and the number of GC are signiﬁcantly correlated to the
pattern change in intron sequences. It also shows that shorter introns with higher
GC number have higher chances to have pattern changes in their sequences. However, little inﬂuence of gene properties on intron pattern changes was found in that
study due to insuﬃcient samples of gene property studies. This study extends the
previous study and explores the intron structural changes across diﬀerent organisms
(A. thaliana, C. elegans and D. melanogaster ). The purposes of this chapter are
(i) To characterize the introns with and without structural changes across diﬀerent
organisms.
(ii) To investigate the probability of having structural changes in introns across
diﬀerent organisms.
(iii) To investigate whether there are any connection between intron structural
changes and intron lengths, GC contents, gene expression levels as well as
protein functions across diﬀerent organisms.

9.2

Data Sources

The information used in the study includes intron sequences, gene expression data
and protein function data. Three model organisms (two animals and one plant)
are considered in this study. The detailed data sources for each organism are shown
below. Further details on the data sources and the management of biological datasets
can be found in Chapter 3.

9.2.1

A. thaliana: Ath

1. The intron sequences for Ath are obtained from the TAIR9 database (The
Arabidopsis information resource) [http://www.arabidopsis.org].

CHAPTER 9. APPLICATION OF THE MP METHOD TO INTRON DATA 212
2. The average gene expression intensity used in this study is calculated from a
simple average value from all microarray experiments of the Arabidopsis Functional Genomics Consortium (AFGC). This is accessible from ftp://ftp.arabidopsis.org/home/tair/Microarrays/AFGC/.
3. The information of functional classiﬁcation of proteins for Ath is obtained from
the Clusters of Orthologous Groups (COGs) database at http://www.ncbi.nlm.nih.gov/COG/.

9.2.2

D. melanogaster : Dme

1. The intron sequences of Dme from the Flybase database (A database of Drosophila genes and genomes) are downloaded from http://ﬂybase.bio.indiana.edu/.
2. The average gene expression intensity used in this study is obtained from the
Gene Expression Omnibus (GEO) database. This database stores the gene
expression datasets for higher organisms [http://www.ncbi.nlm.nih.gov/geo/].
3. The information of functional classiﬁcation of proteins is obtained from the
Clusters of Orthologous Groups (COGs) database at http://www.ncbi.nlm.nih.gov/COG/.

9.2.3

C. elegans: Cel

1. The intron sequences are provided by the Exon-Intron database in BPG databases [163] at http://www.utoledo.edu/med/depts/bioinfo/database.html.
2. The Gene Expression Omnibus (GEO) has provided high quality of the average
intensity of gene expression for Cel at http://www.ncbi.nlm.nih.gov/geo/. The
GEO project is known as storage and repository for microarray experimental
data.
3. The information of functional classiﬁcation of proteins from the COGs database
is available at http://www.ncbi.nlm.nih.gov/COG/.
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9.3

Empirical Results

To detect the intron structural changes, the MP method is applied to each sample
of intron sequences from the three organisms (Dme, Cel and Ath). Further statistical analysis is also carried out to explore the relationship among intron structural
changes, GC contents, intron lengths, gene expression levels and protein functions.

9.3.1

Statistical analysis on the intron length

In this subsection, intron sequences are ﬁrstly classiﬁed into two groups by the
structural change identiﬁcation: (i) introns with structural changes and (ii) introns
without structural changes. Then statistical characteristics of the intron length are
gathered in each group to see whether these characteristics vary between the two
groups across diﬀerent selected organisms. The descriptive statistics of the length
of introns are shown in Table 9.1.
The total number of intron sequences used in this study is 1024 for Dme, 5148
for Cel and 21772 for Ath. From the change point analysis through the MP method,
intron sequences are classiﬁed into 2 groups: (i) introns with structural changes
(Group 1) and (ii) introns without structural changes (Group 2). Within Group
1, Dme and Cel have longer median of the intron length than Ath (Table 9.1).
Interestingly, it is found that Dme and Cel have shorter median of the intron length
than Ath in Group 2. The standard deviation of the intron length in Group 1 is
greater than that in Group 2 for all organisms. This indicates that there is more
variation in the lengths of the introns with structural changes than those without
structural changes.
The observed kurtosis and skewness of the intron length show that the density
distributions between these two groups are diﬀerent and also diﬀer from organism to
organism. For Cel, more highly skewed (4.202) intron length distribution is observed
in Group 1 than that in Group 2 (3.555). Similarly, the kurtosis value of the intron
length in Group 1 is higher than that in Group 2 for Cel. This suggests the intron
lengths in Group 1 tend to have higher distinct peak near the mean and decline
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0.000∗

< 2 × 10−6∗

< 2 × 10−6∗

p-value

Group 1: Introns with structural changes and Group 2: Introns without structural changes
a
denotes the number of intron sequences
∗ indicates signiﬁcance at the 0.05 level

Group

Organism

Table 9.1: Descriptive statistics of the length of introns across diﬀerent organisms
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rather rapidly than that in Group 2. On the contrary, higher skewness and kurtosis
are observed in Group 2 than those in Group 1 for Dme and Ath.
As the distribution of the intron length is positively skewed (Table 9.1), further
study on the diﬀerences in the medians between these two groups are carried out with
nonparametric test (Mann-Whitney U test) under the following set of hypotheses
H0 : The medians of intron lengths in Group 1 are the same as those in Group 2
H1 : The medians of intron lengths in Group 1 are greater than those in Group 2.
After applying Mann-Whitney U test to test hypothesis, there is evidence to support
that the medians of the lengths of introns in Group 1 are longer than those in Group
2 for all tested organisms (Table 9.1). This suggests that the longer the intron is
the more chance the intron has structural changes.

9.3.2

The number of change points in the intron and the
length of the intron

In this subsection, only those introns with structural changes are considered. It
is interesting to explore whether there is any relationship between the number of
change points in the intron and the length of the intron. This can be conducted by
examining the correlation between the number of change points in the intron and
the length of the intron.
As the intron length is skewed, the Spearman’s rank correlation (rs ), a nonparametric test, is proposed for determining the correlation between the number of
change points and the length of the intron. The null hypothesis is that there is no
signiﬁcant relationship between the number of change points in the intron and the
length of the intron. Our results show that the number of change points and the
length of the intron are strongly positively correlated in all organisms (Figure 9.1).
For Dme, rs is equal to 0.7881 (p-value < 2.2 × 10−6 ); for Cel, rs is equal to 0.553
(p-value < 2.2 × 10−6 ) and for Ath, rs is equal to 0.5056 (p-value < 0.0000). Our
ﬁndings indicate that for the introns with structural changes, the longer the intron
sequence is, the more the change points can be observed in the intron sequence.
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Figure 9.1: The plot of the number of change points in the intron versus the length
of the intron

Among these organisms, the number of change points and the length of the
intron are less correlated in Ath but more correlated in Cel and Dme respectively.
For Dme, the number of change points identiﬁed is tightly dependent on the intron
length.

9.3.3

Analysis of the GC content within intron segments

Many studies have focused on the GC content of introns [31, 80]. A recent study
given by Zhu et al. [199] shows the means of the GC content in introns are 0.365,
0.291 and 0.327 for Dme, Cel and Ath respectively. In this study, for a given intron,
we will analyze the GC content in the intron based on two scenarios: introns with
structural changes (Group 1) and introns without structural changes (Group 2).
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Table 9.2: The median GC content of Group 1 and Group 2 across diﬀerent organisms
Organism

Group 1
n
Median

Group 2
n
Median

p-value

Dme

217

0.386

807

0.356

2.2 × 10−16∗

Cel

1004

0.320

4414

0.263

2.2 × 10−16∗

Ath

443

0.319

21329

0.333

2.4 × 10−08∗

Group 1: Introns with structural changes and Group 2: Introns without structural
changes
∗ denotes the signiﬁcance at the 0.05 level using Mann-Whitney U test for testing
the GC content between introns with and without structural changes.
We ﬁrst carry out the preliminary study to examine whether the GC contents of
introns between these two groups are the same or not. The study based on MannWhitney U test shows that there are signiﬁcant diﬀerences between the median GC
content for Group 1 and Group 2 for all tested organisms (Table 9.2). This indicates
that the characteristic of the GC content of introns in Group 1 is diﬀerent from that
in Group 2. This also suggests that the information of GC content between these
two groups may be diﬀerent.
To further investigate whether there are any signiﬁcant diﬀerences in the GC
content at the segment level (A segment of the intron sequence is the subsequence
divided by the positions of identiﬁed change points) between Group 1 and Group 2,
the GC content of each intron segment in the intron sequence is explored.
For any introns without structural changes, the whole intron sequence is considered as a single intron segment. The length of the segment is the same as the
length of the intron. The GC content is calculated from the number of GC in the
segment divided by the length of the intron. Table 9.2 shows that the medians of
the GC content of the intron segments in Group 2 for Dme, Cel and Ath are 0.356,
0.263 and 0.333 respectively. The result from this analysis supports the result of
the intron analysis provided by Zhu et al. [199], where intron structural changes are
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Figure 9.2: The medians of the GC content in the shortest and the longest intron
segments

not taken into consideration.
For an intron with structural changes, the intron will contain more than one
segment. The length of each segment is less than the length of the intron. An
investigation is carried out to further check whether the median GC content at the
segment level is diﬀerent from that obtained at the intron level or not. In order to
describe intron segments of an intron, we select the shortest segment and the longest
segment to represent various segment sizes in the intron. Figure 9.2 shows that the
medians of the GC content in the shortest intron segments for Dme, Cel and Ath
are 0.2618, 0.1940 and 0.2283 respectively. The medians of the GC content in the
longest intron segments are 0.5233 for Dme, 0.4865 for Cel and 0.4827 for Ath. This
study has provided more detailed information about the GC content of introns with
structural changes.
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9.3.4

The proportion of introns having structural changes
across three organisms

Dme

Cel

21.19% With
structural
changes

19.50% With
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80.50% Without
structural
changes

78.81% Without
structural
changes

(a) Fruit ﬂy

(b) Worm
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2.03% With
structural
changes

97.97%
Without
structural
changes

(c) Flowering plant

Figure 9.3: The proportion of introns having structural changes across three organisms

This subsection investigates the proportion of introns having structural changes
across three organisms. The number of introns having structural changes is 217 out
of 1024 intron sequence samples for Dme. For Cel, the number of introns having
structural changes is 1004 out of 5148 samples. For Ath, 443 out of 21772 samples
have the structural changes identiﬁed (See Table 9.1). The proportion of introns
having structural changes in each organism is presented in Figure 9.3.

CHAPTER 9. APPLICATION OF THE MP METHOD TO INTRON DATA 220
Among these selected organisms, the proportions of introns having structural
changes in Dme (0.2119) and Cel (0.1950) are greater than that in Ath (0.0203)
(Table 9.1). That is to say, an intron in Dme and Cel has higher chance to have
structural changes than that in Ath. The reason might be that the lengths of introns
in Dme and Cel are longer than those in Ath (Table 9.1). In other words, intron
sequences in Ath may be more stable than those in Dme and Cel. The chi-squared
test is also carried out to check whether there is evidence to support the proportion of
introns having structural changes is signiﬁcantly diﬀerent among all three organisms.
The result shows that the proportion of introns having structural changes in Dme
and Cel are the same (p-value = 0.2317) but is diﬀerent in Ath (p-value < 2.2 ×
10−6 ). The reason might be that Dme and Cel are both animals that are closer in
evolutionary tree than Ath which is a plant. It is suggested that plants might have
less probability of intron structural changes than animals. However, it is diﬃcult to
draw a conclusion at this stage. More intron sequences in diverse organisms are still
required for further investigation.

9.3.5

The relationship between the probability of an intron having structural changes and the length of intron/GC content

This subsection examines the inﬂuence of the length and the GC content of an intron on the probability of the intron having structural changes. The binary logistic
regression analysis is performed to model the relationship between the probability
of an intron having structural changes against the intron length (Length) and the
GC content (GC) of the intron in diﬀerent organisms. The best ﬁt models for Dme,
Cel and Ath are

Dme:

[

]
π1 (x)
g1 (x) = ln
= β0 + β1 GC
1 − π1 (x)

(9.1)
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Cel :

[

Ath:

]
π2 (x)
g2 (x) = ln
= β0 + β1 GC + β2 Length
1 − π2 (x)

(9.2)

]
π3 (x)
= β0 + β1 GC + β2 Length
g3 (x) = ln
1 − π3 (x)

(9.3)

[

where π(x) is the probability of an intron having structural changes conditional on
the GC content and the intron length; the estimations of βi ; i = 0, 1, 2 are given by
Table 9.3.

Table 9.3: Summary of logistic regression analysis for Dme, Cel and Ath
Organism

Variable

Coeﬃcient Standard
error

z-value

p-value

Dme

Intercept
GC

2.6515
-3.6006

0.3962
1.0302

6.693
-3.495

2.19 × 10−11∗
0.000474*

Cel

Intercept
GC
Length

4.8008
-8.0065
-0.0026

0.1977
0.6276
0.0001

24.28
-12.76
-24.42

2 × 10−16∗
2 × 10−16∗
2 × 10−16∗

Ath

Intercept
GC
Length

2.4816
6.3042
-0.0026

0.3980
1.2204
0.0001

6.235 4.51 × 10−10∗
5.166 2.40 × 10−07∗
-20.877
2 × 10−16∗

∗ denotes signiﬁcance at the 0.05 level.
The estimation of the probability of an intron having structural changes conditional on the GC content and the length of the introns for Dme, Cel and Ath are
given by the following equations:
Dme:
π1 (GC) =

e(2.6515−3.6006GC)
1 + e(2.6515−3.6006GC)

(9.4)
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Cel :
π2 (GC, Length) =

e(4.8008−8.0065GC−0.0026Length)
1 + e(4.8008−8.0065GC−0.0026Length)

(9.5)

π3 (GC, Length) =

e(2.4816+6.3042GC−0.0029Length)
1 + e(2.4816+6.3042GC−0.0029Length)

(9.6)

Ath:

The GC content is found the common factor among all three models. The
coeﬃcients of GC content for Dme and Cel are negative while the coeﬃcient of
GC content for Ath is positive. It suggests that for Dme and Cel, the lower the
GC content in an intron, the higher the probability of the intron having structural
changes. However, for Ath, the higher the GC content in an intron, the higher the
probability of the intron having structural changes.
In terms of the impact of the intron length on the probability of the intron
structural changes, the coeﬃcients of the length of intron for both Cel and Ath
are negative. It means that the shorter the length of an intron, the higher the
chance of the intron having structural changes when we ﬁx the GC content. As
the coeﬃcients of the intron length for both Cel and Ath are small values, the
probability of an intron having structural changes is not signiﬁcant when the intron
length increases. This suggests that the intron length might not be an important
factor on the probability of an intron having structural changes. On the other
hand, our analysis suggests that the GC content may be a main factor in the intron
structural changes.
For instance, based on Equation (9.6) for Ath, the probability of an intron having
structural changes versus various lengths of the introns for each of given GC contents
(0.1308, 0.3333 and 0.5754) is plotted in Figure 9.4. The plot clearly shows the
probability of an intron having structural changes decreases as the length of the
intron increases. It also shows that the higher the GC content in the intron, the
higher the probability of the intron having structural changes. This might also
imply that the shorter length and the higher GC content in an intron might have
correlation to the intron structural changes.

0.8
0.2

0.4

0.6

GC=0.1308
GC=0.3333
GC=0.5754

0.0

Probability of having structural change

1.0
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Figure 9.4: Probability of an intron having structural changes in relation to the
length of the introns for given GC contents for Ath

9.3.6

The relationship between the probability of an intron
having structural changes and the gene expression
level/protein functions

Little has been known so far about the impact of intron structural changes on
the gene expression level and protein functions. In this subsection, we investigate
the connection between the structural changes in intron sequences and the gene
expression level as well as the protein functions across diﬀerent organisms. Firstly,
all intron sequences are classiﬁed into two groups: intron with or without structural
changes. Then, intron data are linked to its associated gene expression data and
protein function data. This information is used for further investigation on the
connection between the intron structural changes and the gene expression level or
the protein functions.
Gene expression data is classiﬁed into two categories (i) high gene expression
level, for those genes having gene expression intensity greater than or equal to the
median gene expression intensity (ii) low gene expression level, for those genes having
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gene expression intensity lower than the median gene expression intensity. In terms
of protein functions, three categories are taken into account: Information storage
and processing (I), Cellular processes and signaling (II), and Metabolism (III). The
protein function category is based on the functional classiﬁcation of proteins in the
COGs database (See Chapter 3).

Dme

Cel
High

Low

change

Yes

High

Gene expression level

No

No

change

Yes

Low

Gene expression level

Low

High

No

change

Yes

Ath

Gene expression level

Figure 9.5: A mosaic plot of intron structural changes and gene expression level.
The yellow area represents the probability of the intron sequence with no structural
changes while the blue area represents the probability of the intron sequence with
structural changes.

Three nominal variables are used in this subsection: the existence of structural
changes, the gene expression level and the protein function. The chi-squared test
of independence is proposed to examine whether the two categorical variables (The
existence of structural changes versus the gene expression level and the existence of
structural changes versus the protein function) are independent or not. The relationship between the two categorical variables is denoted as the alternative hypothesis
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in this study. The result of the chi-squared test shows that a relationship between
the intron structural change probability and the gene expression level is observed
in Cel (p-value < 0.0000). However, no suﬃcient evidence can be found to support
such relationship in Dme (p-value = 0.079) and Ath (p-value = 0.147). It is found
in Cel that introns located in genes with lower gene expression intensity are more
likely to have intron structural changes (Figure 9.5).

Dme
II

III

I

III

change

Yes

II

Protein category

No

No

change

Yes

I

Cel

Protein category

I

II

III

No

change

Yes

Ath

Protein category

Figure 9.6: A mosaic plot of intron structural changes and diﬀerent protein functional categories. The yellow areas represent the probability of the intron sequence
with no structural changes while the blue areas represent the probability of the
intron sequence with structural changes.

With respect to protein functions, a chi-squared test shows that there is evidence
to support that in Dme (p-value=0.010) and Ath (p-value < 0.000), introns located
within genes that encode the protein in category III are more likely to have intron
structural changes (Figure 9.6). Our results suggest that introns located within
genes functioning in metabolism are less stable than those located within genes hav-
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ing information storage or cellular processes function. It also suggests that introns
located within metabolism genes may have certain unknown functions yet to be discovered (e.g. protein synthesizes control and protein expression control). Swinburne
et al. [168] also reported that the intron length is correlated with transcription and
gene expression. Our studies suggest the intron structural changes may be relevant
to gene expression level and protein functions.

9.3.7

Intron structural changes and functional introns

Due to an increase in data availability of complete genomes, more research is now
focusing on studying the non-coding sequences [28, 29, 135]. The up- and downstream non-coding sequences are known to play a major role in the regulation of
gene transcription and translation [177]. Introns, known as the non-coding regions
within genes of eukaryotes, were once considered junk genes [199]. However, increasing research has suggested that certain introns are also involved in gene expression
and regulation [71]. Although studies have shown that certain introns could promote
expression [50, 141] or play important roles in transcription processes [199], the speciﬁc function of introns remains unknown. The accessibility of databases containing
all intron sequences for certain species like Arabidopsis thaliana, now enables us to
carry out systematic analyses “functional introns” (which means the introns are not
junk DNA), based on our current knowledge on gene structures.

One of the key areas for biologists is to understand the biological roles of introns
within the genome. Many studies focusing on the human or fruit ﬂy genome found
that the length and the GC content of introns are related to the functions of introns.
Zhu et al. [199] suggested that longer and lower GC content introns tend to have a
higher chance to be functional introns in Dme. On the other hand, other research
studies have indicated that within the human and chimpanzee genomes [71, 180],
introns with higher GC content and shorter introns oﬀer a higher probability that
those introns are functional. This implies that the length and GC content of func-
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tional introns might vary in diﬀerent species.

Figure 9.7: Diagram of the expected outcome from this research

As there is no research on the relationship among the intron length, the GC content and the intron function in plants, this study intends to interpolate a relationship
for plants by using our ﬁndings based on the probability of intron structural changes,
the length and the GC content of the introns. A. thaliana (Ath) is selected as a
representative of plants. Referring to Gazave et al. [71] and Versteeg et al. [180],
higher GC content and shorter introns oﬀer a higher probability that the introns
are functional in the human and chimpanzee genomes. Our result on Ath shows
that higher GC content and shorter introns length, which have higher probability of
intron structural changes based on our result from this study and our recent research
[112], may lead to a higher probability for the introns to be functional (Figure 9.7).
However, since there is still little understanding on plants’ introns, whether the intron structural changes are related to intron functions requires further experiments.
Having further studies focusing on data from more species and more experimental
researches, a clearer picture might be formed in the future.
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9.4

Conclusion

The multi procedure (MP) method is applied to intron sequences to detect structural
changes in intron sequences among the three organisms (D. melanogaster : Dme, C.
elegans: Cel and A. thaliana: Ath). Further statistical analysis is also carried out
to explore the relationship among the intron structural changes, intron length, GC
content, gene expression level and protein functions across diﬀerent organisms.
The total number of intron sequences used in this study is 1024 for Dme, 5148
for Cel and 21772 for Ath (Table 9.1). From the change point analysis through the
MP method, intron sequences are classiﬁed into 2 groups: (i) introns with structural
changes (Group 1) and (ii) introns without structural changes (Group 2). Among
the three organisms, the proportion of introns having structural changes in Dme
(0.2119) and Cel (0.1950) is greater than that in Ath (0.0203). Our results show
that the proportions of introns having structural changes in Dme and Cel are the
same but are diﬀerent from that in Ath (Subsection 9.3.4).
So far few research studies have been explored in the length and the GC content
in relation to the intron structural changes. As a result, the statistical analysis is explored in this study to identify the association among the intron structural changes,
the length and the GC content of the introns. Preliminary result in Subsection 9.3.1
shows that the characteristic of the intron lengths in Group 1 is signiﬁcantly diﬀerent
from that in Group 2. A higher value of the standard deviation of the intron length
in Group 1 is observed. As for the GC content in Subsection 9.3.3, comparing between two groups, the medians of the GC content in Group 2 is around 0.3 while the
medians of the GC content of the shortest and the longest intron segments in Group
1 are 0.2 and 0.5 respectively. This study has given more detailed information about
the GC content of introns with structural changes. As the results of our analysis on
the length and the GC content of the introns show signiﬁcant diﬀerences between
the introns with structural changes and the ones without structural changes, further
study on the relationship between the length and the GC content of the introns
against the intron structural changes has been carried out.
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Further to the preliminary statistical analysis, the logistic regression model is
applied to investigate whether there is a relationship between the presence of structural changes and the length and GC content of the introns. The result shows that
the GC content is the common factor among all three organisms (Subsection 9.3.5).
For Dme and Cel, the lower the GC content is in an intron, the higher probability
of having intron structural changes becomes. However, for Ath, the higher the GC
content is in an intron, the higher probability of having intron structural changes
becomes.
Little has been known so far about the impact of intron structural changes on the
gene expression level and the protein functions. In this study, the chi-squared test is
proposed to examine whether there is any connection between the intron structural
changes and the gene expression level, or whether there is any connection between
the intron structural changes and the protein functions. It is found in Cel that
the introns located in genes with lower gene expression intensity are more likely to
have intron structural changes (Subsection 9.3.6). With respect to protein functions,
there is evidence to support that in Dme and Ath, the introns associated with genes
in protein category III are more likely to have intron structural changes.
From our results, it can be implied that for the introns and their associated
genes, the probability of intron structural changes are varied upon the length of the
intron, the GC content, the gene expression level as well as the protein functions in
diﬀerent organisms (Table 9.4).
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Table 9.4: Summary of the relationship between the probability of intron structural
changes and the length of the intron, the GC content, the gene expression level as
well as the protein functions across diﬀerent organisms
Dme

Cel

Ath

Organism
Fruit ﬂy Worm Flowering plant

The total number
of intron sequence
in sample

1024

5148

21772

With structural changes

217

1004

443

Without structural changes

807

4144

21329

Probability of intron structural changes
Length of intron

-

X

X

GC content

X

X

X

Gene expression level

-

X

-

Protein functions

X

-

X

X is statistically signiﬁcant related to the intron structural changes
- is not statistically signiﬁcant related to the intron structural changes

Chapter 10
Conclusion and Future Research
In this thesis, statistical techniques including the mixture model and quantile regression are applied to analyze and investigate the gene structure and its functions.
The development of a computational method for identifying change points in gene
sequences is also presented. The main purpose of this thesis is to provide new insights about and generate a better understanding of the nature and characteristics
of genes through the gene structure and its functions. The outcome of this thesis is
beneﬁcial for informing further study in the ﬁeld of biology.

The research presented in this thesis highlights three challenges as follows:

10.1

Mixture Model on Gene Length Distribution

The ﬁrst challenge of this thesis is to determine the best ﬁt model for gene length
distribution as presented in Chapter 4. This study demonstrates that the statistical
distribution of the length of a gene can be well ﬁtted by the mixture model. The
study also shows that the distribution of the length of a gene ﬁtted by the mixture
model is more adequate than by other models given in the literature [22, 198].
The genes studied in this thesis are selected from diﬀerent organisms and have
diﬀerent protein functions. Little is known about the connection between the gene
length distribution and organisms, as well as protein functions. The results from
231
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this study suggest that the distribution of the gene length depends on the organism,
gene region and protein function (See Chapter 4). The length distribution of genes
and association between gene regions in conjunction with protein functions may
reﬂect evolutionary trends among diverse organisms [29].

10.2

Quantile Regression on the Gene Expression
Level

Another challenge in this research is to investigate the relationship between gene
expression level and gene length. Chapter 5 aims to highlight the usefulness of the
quantile regression analysis in modeling the eﬀect of gene length on gene expression level. Quantile regression can be used to obtain insightful information on the
relationship between gene expression level and gene length.
The quantile regression analysis reveals the relationship between un-translated
regions (5’UTR and 3’UTR regions) and gene expression level. This study indicates
that the length of 3’UTR region is positively related to the quantiles of the gene
expression intensity, while the length of 5’UTR region is negatively related to the
quantiles of the gene expression intensity in A. thaliana (Chapter 5). Comparing
within un-translated regions, it is found that the length of 3’UTR region has a larger
impact on the gene expression level than the length of 5’UTR region.

10.3

Statistical Methods for Change Point Identiﬁcation

The ﬁnal challenge of this thesis concerns the method for identifying change points
in DNA sequences. The existing statistical methods from related work are described
and discussed in Chapter 6; these include the Generalized Bernoulli Modeling approach [126], IsoFinder [143] and Bayesian Hidden Markov model [16, 142]. Our
simulation results in Chapter 6 demonstrate that the Generalized Bernoulli Model-
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ing (GBM) approach is likely to be better than IsoFinder in terms of the accuracy
of the estimation of the number of change points and the positions of change points.
As an example, the GBM approach is employed to estimate change points in introns
in A. thaliana data. By applying the GBM approach, the potential domains have to
be manually identiﬁed based on the information given by the plot of the associate
process. This is not a practical technique for long DNA sequence studies in terms
of the processing time. Therefore, the main obstacle of the application of the GBM
approach to real data is that there is no appropriate computational program developed to support the approach.

In this thesis, we propose a new method named the “multi procedure” (MP)
method, which is developed on top of the Generalized Bernoulli Modeling technique.
The MP method involves eight procedures, including: sequence transformation procedure, associated dataset procedure, class interval procedure, candidate potential
domain procedure, MLE procedure, chi-squared test procedure, iterative procedure
and examination procedure. The development of the MP method is presented in
Chapters 7 and 8. The performance of IsoFinder and the MP method is compared
using both simulation data and real data; this comparison is presented in Chapter
8. Simulation studies demonstrate that the MP method provides a higher accuracy
rate, smaller average total error and smaller mean squared error than IsoFinder.
The MP method also supports identiﬁcation of multiple change points with a high
quality of estimation and accuracy. The advantage of the MP method over IsoFinder
is that no pre-requisite parameter (e.g. the window size of IsoFinder) is required.
An R code is built for the MP method and it is distributed as a library named “MP”
(See Chapter 8). The MP method provides a statistical tool for identifying change
points in a generalized Bernoulli process.
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The MP method is applied to intron sequences and used to detect structural
changes in intron sequences. Chapter 9 explores the relationship among intron
structural changes, intron lengths, GC contents, gene expression levels and protein
functions across diﬀerent organisms. This study reveals relationships between the
existence of intron structural changes and the gene expression level as well as the
protein function. In Chapter 9, the suggestion that diﬀerent organisms have diﬀerent probability of intron structural changes is made. This suggestion is based on
the knowledge that the organisms used in this thesis are in diﬀerent biology kingdoms and diﬀerent intron structural changes are observed in those organisms. This
information about intron structural changes may be beneﬁcial in determining the
function of introns.

10.4

Future Research

Three suggestions for future research have been identiﬁed. These are:
1. This research is based on the limited datasets available at the time the research
was conducted. It may not clearly represent the evolution across organisms
from lower organisms to higher organisms. Future research may allow the
relationship between the gene structure and its functions to be quantiﬁed
using more complete datasets across diverse organisms.
2. As there is very limited study in the Weibull-Lognormal mixture model, it is
a good opportunity for further research to present the detail of the estimation
of Weibull- lognormal mixture model statistically. For example how to justify
that the estimation maximizes the joint likelihood regarding the well-known
problems in estimation parameters in mixture densities. This study uses the
Nelder-Mead algorithm to maximize the likelihood of estimating the parameters. Other numerical algorithms such as expectation maximization (EM) or
maximum a posteriori estimation (MAP) can be further explored.
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3. This study only focuses on the using of the mixture model to describe the
length distribution of gene data (real data). Further simulation studies on the
Weibull- lognormal mixture model should be performed to justify the validity
of the chosen Nelder-Mead.
4. It is interesting to further study and do some experiments to see what the good
properties of the MLE estimator of the change points are such as eﬃciency,
consistency and asymptotic normality.
5. Determination of whether or not the structural changes in intron sequences are
related to intron functions will require the conduct of further experiments. It
is still unclear why some introns have structural change in intron sequences but
others do not. In future research, the intron function needs to be established
experimentally. The possible involvement of the structural changes should be
extended in the functional studies. This type of study may reveal an important
role of introns in the development of eukaryote genomes.
6. The MP method is developed in terms of the estimation of the number and
position(s) of change points. Further research could be conducted to improve
this method in the following ways:
(a) Enhance the interface of the method in such a way that it is easy for
the user to directly input the sequences and obtain the explicit output,
such as the number of change points, positions of change points and the
average of GC instead of using input and output ﬁle formats.
(b) The Sturge and Scottle rules are used in this study for determining the
class interval. These rules are not appropriate for large sequences in the
range of several mega-base DNA sequences. The improvement of the rules
for large sequences is still required.
(c) The MP method is implemented in the R software. When applying the
method to long sequence datasets such as mega-bases, it experiences a
limitation in terms of extended processing time. The development of a
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faster MP method, implemented using another programming language
such as C++ or C, would make the MP method a useful tool for identifying change points in long DNA sequences.
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Appendix A
R code
A.1

Multi Procedure Method

The following R code for the multi procedure method is presented.
#########################################
# Function: associated
#########################################
associated=function(testbegin, testend, z2)
{
end<-testend-testbegin+1
testZ2<-c()
t<-c()
end<-testend-testbegin+1
for (i in 1:end)
{
t[i]<-i+testbegin-1
testZ2[i]<-z2[i+testbegin-1]
}
xx<-c(testbegin-1)
b<-0
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for(i in 1:end)
{
if(testZ2[i]==1)
b<-b+1
else
break
}
yy<-c(b)
end1<-end-1
for (i in 1:end1)
{
if (testZ2[i]==0)
{
xx<-c(xx,testbegin-1+i)
b<-0
for(j in (i+1):end)
{
if(testZ2[j]==1)
b<-b+1
else
break
}
yy<-c(yy,b)
}
}
if(testZ2[end]==0)
{
xx<-c(xx,testbegin-1+end)
yy<-c(yy,0)
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}
assoM=matrix(cbind(xx,yy),length(xx))
assoM
}
#########################################
# Function: MLposition
#########################################
MLposition=function(SegStart,PreSegEnd,PreSegStart,SegEnd,z2)
{
t=c()
testZ2=c()
end=PreSegStart-PreSegEnd+1
for (i in 1:end)
{
t[i]<-i+PreSegEnd-1
testZ2[i]<-z2[i+PreSegEnd-1]
}
n1=PreSegEnd-SegStart
n2=SegEnd-PreSegStart
nn=PreSegStart-PreSegEnd+1
SSE<-c()
c1=c()
c2=c()
for(i in 1:n1)
{
c1[i]=z2[i]
}
for(i in 1:n2)
{
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c2[i]=z2[i+n1+nn]
}
mu1<-sum(c1)/n1
mu2<-sum(c2)/n2
for(j in 1:(nn-1))
{
SSE[j]<-0
for(k in 1:j)
{
SSE[j]<-SSE[j]+log(mu1^(testZ2[k])*(1-mu1)^(1-testZ2[k]))
}
for(k in (j+1):nn)
{
SSE[j]<-SSE[j]+log((mu2)^(testZ2[k])*(1-mu2)^(1-testZ2[k]))
}
}
SSE[nn]<-0
for( k in 1:(nn-1))
{
SSE[nn]<-SSE[nn]+log(mu1^(testZ2[k])*(1-mu1)^(1-testZ2[k]))
}
SSE[nn]<-SSE[nn]+log((mu2)^(testZ2[nn])*(1-mu2)^(1-testZ2[nn]))
MLSSE=matrix(cbind(t,SSE),length(t))
}

#########################################
# Function: changepoint
#########################################
changePoint=function(p, begin, end)
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{
t=begin
nn=end-begin+1
p1=c()
for(i in 1:(nn-1))
{
p1[i]=p[i]
}
a=max(p1)
for (i in 1:nn)
{
if(p[i] == a)
{
t=i+begin -1
}
}
c1=c(t,a)
c1
}

#########################################
# Function: find_cp
#########################################
find_cp=function(x,st,et)
{
y<-c()
for (i in 1:(et-st+1))
{
y[i]<-x[st+i-1]
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}
nseq<-length(y)
cp_found<-FALSE
cp_prop<-c()
cp<-NA
M<-associated(1, nseq, y)
C<-ClassInterval(M)
PD<-PotentialDomain(M,C)
T_Upper<-c()
T_Lower<-c()
for (i in 1:nrow(PD))
{
T_Lower[PD[i,2]]<-PD[i,4]
T_Upper[PD[i,3]]<-PD[i,5]
}
cp_temp<-c()
prop_temp<-c()
if (nrow(PD)>1)
{
for (i_dif in 1:nrow(PD))
{
cp<-NA
lower_index<-PD[i_dif,2]
upper_index<-PD[i_dif,3]
lower<-PD[i_dif,4]
upper<-PD[i_dif,5]
cp_boundary<-matrix(,1,4,byrow = TRUE,dimnames =
list(NULL,c("SegStart","PreSegEnd","PreSegStart","SegEnd")))
if (lower>1 && upper<nseq && (upper-lower>2))
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{
cp_boundary[1,1]<-1
cp_boundary[1,2]<-lower
cp_boundary[1,3]<-upper
cp_boundary[1,4]<-nseq
SegStart<-as.numeric(cp_boundary[1,1])
PreSegEnd<-as.numeric(cp_boundary[1,2])
PreSegStart<-as.numeric(cp_boundary[1,3])
SegEnd<-as.numeric(cp_boundary[1,4])
if (((PreSegEnd-SegStart)<10) && ((SegStart+10)<PreSegStart))
{
PreSegEnd<-SegStart+10
}
if (((SegEnd-PreSegStart)<10) && ((SegEnd-10)>PreSegEnd))
{
PreSegStart<-SegEnd-10
}
if (((PreSegEnd-SegStart)>=10) && ((SegEnd-PreSegStart)>=10)
&& ((PreSegStart-PreSegEnd)>2))
{
cp<-MLEProcedure(SegStart,PreSegEnd,PreSegStart,SegEnd,y)
last_lower<-lower
last_upper<-upper
last_cp_boundary<-cp_boundary
last_cp<-cp
shift_prev<-FALSE
shift_next<-FALSE
while (((cp-PreSegEnd<=3) && (lower_index>1)) || ((PreSegStart-cp<=3)
&& (upper_index<length(C[[1]]))))
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{
if ((cp-PreSegEnd<=3) && (lower_index>1))
{
if (shift_next)
break;
shift_prev<-TRUE
lower_index<-lower_index-1
upper_index<-upper_index-1
}
else if ((PreSegStart-cp<=3) && (upper_index<length(C[[1]])))
{
if (shift_prev)
break;
shift_next<-TRUE
lower_index<-lower_index+1
upper_index<-upper_index+1
}
lower<-T_Lower[lower_index]
upper<-T_Upper[upper_index]
cp_boundary<-matrix(,1,4,byrow = TRUE,dimnames =
list(NULL,c("SegStart","PreSegEnd","PreSegStart","SegEnd")))

if (lower>1 && upper<nseq && (upper-lower>2))
{
cp_boundary[1,1]<-1
cp_boundary[1,2]<-lower
cp_boundary[1,3]<-upper
cp_boundary[1,4]<-nseq
SegStart<-as.numeric(cp_boundary[1,1])
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PreSegEnd<-as.numeric(cp_boundary[1,2])
PreSegStart<-as.numeric(cp_boundary[1,3])
SegEnd<-as.numeric(cp_boundary[1,4])
if (((PreSegEnd-SegStart)<10) && ((SegStart+10)<PreSegStart))
{
PreSegEnd<-SegStart+10
}
if (((SegEnd-PreSegStart)<10) && ((SegEnd-10)>PreSegEnd))
{
PreSegStart<-SegEnd-10
}
if (((PreSegEnd-SegStart)>=10) && ((SegEnd-PreSegStart)>=10)
&&((PreSegStart-PreSegEnd)>2))
{
cp<-MLEProcedure(SegStart,PreSegEnd,PreSegStart,SegEnd,y)
}
}
}
if ((cp-PreSegEnd<=3) || (PreSegStart-cp<=3))
{
lower<-last_lower
upper<-last_upper
cp_boundary<-last_cp_boundary
cp<-last_cp
}
if (lower>1 && upper<nseq && (upper-lower>2))
{
test_set<-c()
test_set<-ChiSquareTest(y,as.numeric(cp_boundary[1,1]),
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cp,as.numeric(cp_boundary[1,4]))
if (!is.na(test_set) && (test_set<0.01))
{
cp_found<-TRUE
cp_prop<-test_set
}
else
{
cp<-NA
}
}
else
{
cp<-NA
}
}
else
{
cp<-NA
}
}
else
{
cp<-NA
}
if (cp_found)
{
if (!is.na(cp))
{
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cp_temp<-c(cp_temp,cp)
prop_temp<-c(prop_temp,cp_prop)
}
if ((i_dif==nrow(PD)) || (PD[i_dif,1]!=PD[i_dif+1,1]))
{
break
}
else
}
}
else
{
cp<-NA
}
if (length(cp_temp)>0)
{
cp<-cp_temp[1]
if (length(cp_temp)>1)
{
for (i in 1:(length(prop_temp)-1))
{
if (prop_temp[i+1]<prop_temp[i])
{
cp<-cp_temp[i+1]
}
}
}
}
st+cp-1
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}

#########################################
# Function: Transformation
#########################################
Transformation=function(s)
{
x<-c()
tmp<-c()
tmp<-strsplit(as.character(s),"")[[1]]
x<-c(1:length(tmp))
for(i in 1:length(tmp))
{
if((tmp[i]=="A") || (tmp[i]=="T"))
{
x[i]<-0
}
else
{
x[i]<-1
}
}
x
}

#########################################
# Function: ClassInterval
#########################################
ClassInterval=function(M)
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{
sa<-c()
interval<-c()
class<-c()
range<-c()
if (nrow(M) >= 200)
{
sa<-sd(M[,1])
interval<-(nrow(M)^(1/3))
class<-ceiling(3.5*sa/interval)
}
else
{
range<-max(M[,1])- min(M[,1])
interval<-ceiling(1+3.3*log10(nrow(M)))
class<-ceiling(range/interval)
}
C<-c()
class_set<-c()
for (i in 1:nrow(M))
{
if(M[i,1]==0)
{
C[i]<-1
}
else
{
C[i]<-ceiling(M[i,1]/class)
}
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}
M<-matrix(cbind(M,C),length(C))
class_set[[1]]<-c(0,0)
ix<-0
for (i in 1:max(C))
{
tmp<-c()
for (j in 1:length(C))
{
if (C[j]==i)
{
tmp<-c(tmp,j)
}
}
if (!is.null(tmp))
{
ix<-ix+1
class_set[[ix]]<-tmp
}
}
class_sum<-c()
for (i in 1:length(class_set))
{
s<-0
for (j in 1:length(class_set[[i]]))
{
s<-s+M[class_set[[i]][j],2]
}
class_sum[i]<-s
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}
diff<-c()
if (length(class_sum)>1)
{
diff<-matrix(,length(class_sum)-1,3)
for (i in 1:(length(class_sum)-1))
{
diff[i,1]<-abs(class_sum[i+1]-class_sum[i])
diff[i,2]<-i
diff[i,3]<-i+1
}
}
out<-c()
out[[1]]<-class_set
out[[2]]<-class_sum
out[[3]]<-diff
out
}

#########################################
# Function: PotentialDomain
#########################################
PotentialDomain=function(M,C)
{
class_set<-C[[1]]
diff<-C[[3]]
if (nrow(diff)>1)
diff<-diff[order(diff[,1],decreasing=TRUE),]
lower_index<-c()

273

APPENDIX A. R CODE

274

upper_index<-c()
lower<-c()
upper<-c()
for (i in 1:nrow(diff))
{
lower_index<-diff[i,2]
upper_index<-diff[i,3]

lower[i]<-M[class_set[[lower_index]][1],1]
if (lower_index==1)
{
lower[i]<-M[class_set[[lower_index]]
[ceiling((length(class_set[[lower_index]])+1)/2)],1]
}
upper[i]<-M[class_set[[upper_index]][length(class_set[[upper_index]])],1]
if (upper_index==length(class_set))
{
upper[i]<-M[class_set[[upper_index]]
[ceiling((length(class_set[[upper_index]])+1)/2)],1]
}
}
out<-matrix(c(diff[,1],diff[,2],diff[,3],lower,upper),nrow(diff),
5,byrow=FALSE)
out
}

#########################################
# Function: MLEProcedure
#########################################
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MLEProcedure=function(SegStart,PreSegEnd,PreSegStart,SegEnd,y)
{
TP<-MLposition(SegStart,PreSegEnd,PreSegStart,SegEnd,y)
p<-c()
p<-TP[,2]
m<-c()
m<-changePoint(p,1,PreSegStart-PreSegEnd-1)
cp<-TP[m[1]]
cp
}

#########################################
# Function: Chi-square Test
#########################################
ChiSquareTest=function(x,st,cp,et)
{
nseg<-c()
freq<-c()
nseg[1]<-cp-st+1
nseg[2]<-et-cp
tmp<-c()
for (i in 1:nseg[1])
{
tmp[i]<-x[i+st-1]
}
freq[1]<-sum(tmp)
tmp<-c()
for (i in 1:nseg[2])
{
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tmp[i]<-x[i+cp]
}
freq[2]<-sum(tmp)
out<-prop.test(c(freq[1],freq[2]),c(nseg[1],nseg[2]))$p.value
out
}

#########################################
# Function: Iterative
#########################################
Iterative=function(x,cp)
{
rerun<-TRUE
cp_range<-c(1,cp,length(x))
mem<-c()
while(rerun)
{
rerun<-FALSE
cp_tmp<-c()
token<-c()
for (i in 1:(length(cp_range)-1))
{
token<-paste(cp_range[i],"+",cp_range[i+1],sep="")
if (is.na(match(token,mem)))
{
mem<-c(mem,token)
if (i==1)
{
cp<-find_cp(x,cp_range[i],cp_range[i+1])
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}
else
{
cp<-find_cp(x,cp_range[i]+1,cp_range[i+1])
}
if (!is.na(cp))
{
cp_tmp<-c(cp_tmp,cp)
}
}
}
if (length(cp_tmp)>0)
{
rerun<-TRUE
cp_range<-c(cp_range,cp_tmp)
cp_range<-sort(cp_range)
}
}
cp_range
}

#########################################
# Function: Examination
#########################################
Examination=function(x,cp_range)
{
validated<-FALSE
while (!validated)
{
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validated<-TRUE
if (length(cp_range)<3)
break
for (i in 2:(length(cp_range)-1))
{
if (i==2)
{
pt<-ChiSquareTest(x,cp_range[i-1],cp_range[i],cp_range[i+1])
}
else
{
pt<-ChiSquareTest(x,cp_range[i-1]+1,cp_range[i],cp_range[i+1])
}
if (pt >= 0.01)
{
tmp<-c()
for (j in 1:(length(cp_range)))
{
if (j!=i)
tmp<-c(tmp,cp_range[j])
}
cp_range<-tmp
validated<-FALSE
break
}
}
}
cp_range
}
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#########################################
# Function: MultiProcedure
#########################################
MultiProcedure=function(s)
{
loop<-length(s)
x<-c()
cp_set<-c()
cp_set[[1]]<-c(NA,NA)
for (l in 1:loop)
{
x[[l]]<-Transformation(s[[l]])
nseq<-length(x[[l]])

cp<-find_cp(x[[l]],1,nseq)
cp_set[[l]]<-cp
if (!is.na(cp))
{
cp_range<-Iterative(x[[l]],cp)
cp_range<-Examination(x[[l]],cp_range)
if (length(cp_range)>2)
{
for (i in 1:(length(cp_range)-2))
{
cp_set[[l]][i]<-cp_range[i+1]
}
}
else
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{
cp_set[[l]]<-NA
}
}
}
out<-c()
out[[1]]<-x
out[[2]]<-cp_set
out
}
#########################################

A.2

Mixture Model

The following R code presents the ﬁtting of the gene length by the lognormal distribution, the Weibull distribution and the mixture of lognormal and Weibull distribution.
library(MASS)
############
# Functions
############
dmix<-function(x,weight,mu,sigma,shape,scale)
{
(weight)*(dlnorm(x,mu,sigma)) + (1-weight)*(dweibull(x,shape,scale))
}

pmix<-function(x,weight,mu,sigma,shape,scale)
{
(weight)*(plnorm(x,mu,sigma)) + (1-weight)*(pweibull(x,shape,scale))

APPENDIX A. R CODE
}
########
# Input
########
plant<-read.csv("Ath.csv", header=TRUE, sep=",", fill=TRUE)
id<-plant$id
d1<-plant$d1
d2<-plant$d2
d3<-plant$d3
###############################
# Calculate the initial values
# weight, mu, sigma, shape, scale
###############################
x<-d1

#d2, d3

x.log<-fitdistr(x,"lognormal")
x.weibull<-fitdistr(x,"weibull")
mu <- x.log$estimate[1]
sigma <- x.log$estimate[2]
shape <- x.weibull$estimate[1]
scale <- x.weibull$estimate[2]
weight<-0.001
d_min<- 9999
w<-0.001
weightVector<-c()
dVector<-c()
for (i in 1:999)
{
d<-ks.test(x,pmix,weight=w,mu=mu,sigma=sigma,shape=shape,
scale=scale)$statistic
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weightVector[i]<-w
dVector[i]<-d
if (d < d_min)
{
d_min<-d
weight<-w
}
w<-w+0.001
}
#################################
# Fitting via Maximum Likelihood
#################################
# Log normal
x.log<-fitdistr(x,"lognormal")
x.log.mu <- x.log$estimate[1]
x.log.sigma <- x.log$estimate[2]
# Weibull
x.weibull<-fitdistr(x,"weibull")
x.weibull.shape <- x.weibull$estimate[1]
x.weibull.scale <- x.weibull$estimate[2]
# Mixture
x.mix<-fitdistr(x,dmix,start=list(weight=weight,mu=mu,sigma=sigma,
shape=shape,scale=scale))
x.mix.weight <- x.mix$estimate[1]
x.mix.mu <- x.mix$estimate[2]
x.mix.sigma <- x.mix$estimate[3]
x.mix.shape <- x.mix$estimate[4]
x.mix.scale <- x.mix$estimate[5]
ks.test(x,"plnorm",x.log.mu,x.log.sigma)
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ks.test(x,"pweibull",x.weibull.shape,x.weibull.scale)
ks.test(x,pmix,weight=x.mix.weight,mu=x.mix.mu,sigma=x.mix.sigma,
shape=x.mix.shape,scale=x.mix.scale)

A.3

IsoFinder

The R code for the IsoFinder method is presented below.
#########################################
# Function: display
# Display a string vector in one line
#########################################
display=function(x)
{
s<-c()
for (i in 1:length(x))
{
if (i==1)
{
s<-x[i]
}
else
{
s<-paste(s,x[i],sep=" ")
}
}
s
}
#########################################
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#########################################
# Function: IsoFinder
#########################################
IsoFinder=function(x)
{
p.posit<-c()
p.freq0<-c()
p.freq1<-c()
p.next<-c()
p.intact<-c()
p.prev<-c()
MSE<-c()
cp_set<-c()
error<-c()
y<-c()
freq<-c()
CG<-c()
loop<-length(x)
for (l in 1:loop)
{
freq[[l]]<-c(0,0)
CG[[l]]<-0
y[[l]]<-x[l,]
nseq<-length(y[[l]])
for (i in 1:nseq)
{
if (y[[l]][i]=="0")
{
freq[[l]][1]<-freq[[l]][1]+1
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}
else
{
freq[[l]][2]<-freq[[l]][2]+1
}
}
CG[[l]]<-(sum(y[[l]]==1)/length(y[[l]]))*100
size<-length(y[[l]])
########################################
# SEGMENTATION
########################################
p.posit<-c()
p.freq0<-c()
p.freq1<-c()
p.next<-c()
p.intact<-c()
p.prev<-c()
p.posit[1]<-0
p.freq0[1]<-0
p.freq1[1]<-0
p.next[1]<-2
p.intact[1]<-0
p.prev[1]<-0
p.posit[2]<-size
p.freq0[2]<-freq[[l]][1]
p.freq1[2]<-freq[[l]][2]
p.next[2]<-0
p.intact[2]<-0
p.prev[2]<-1
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########################################
# Main
########################################
ini<-1
wsize<-10
msize<-2*wsize+2
method<-"p1"
idum<--34241117
siglevel<-0.99
complete<-0
ncuts<-0
while (TRUE)
{
index<-1
newcuts=0
while (p.next[index]!="0")
{
if ((p.intact[index]==0) && ((p.posit[as.integer
(p.next[index])]-p.posit[index])>msize))
{
result<-tstudentmax(y [[l]],index,p.posit,p.freq0,p.freq1,
p.next,p.intact,p.prev,msize)
p_cut<-result[1]
f_cut<-c(result[2],result[3])
n1<-0
n2<-0
if (p_cut > 0)
{
print(display(c("Estimated change point:", p_cut)))
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print(display(c("Estimated segments:", p.posit[index]+1,"-",
p_cut, "and", p_cut+1, "-", p.posit[as.integer(p.next[index])])))
result<-filterout(y[[l]],p.posit[index]+1,p_cut,wsize)
mu1<-result[1]
nv1<-result[2]
n1<-result[3]
result<-filterout(y[[l]],p_cut+1,p.posit[as.integer(p.next[index])],
wsize)
mu2<-result[1]
nv2<-result[2]
n2<-result[3]
}
if ((n1>0) && (n2>0) && (((nv1+nv2)*(1/n1+1/n2)/(n1+n2-2))>0))
{
sd<-sqrt((nv1+nv2)*(1/n1+1/n2)/(n1+n2-2))
t_filt<-abs(mu1-mu2)/sd
p0<-0
if (method=="p1")
{
s1<-c()
s2<-c()
for (i in 1:(p_cut-p.posit[index]))
{
s1[i]<-y[[l]][p.posit[index]+i]
}
for (i in 1:(p.posit[as.integer(p.next[index])]-p_cut))
{
s2[i]<-y [[l]][p_cut+i]
}
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p0<-1-((t.test(s1,s2)$p.value))
}
print(display(c("%Significant Level:",p0)))
if (p0>=siglevel)
{
new_index<-length(p.posit)+1
p.posit[new_index]<-p_cut
p.freq0[new_index]<-f_cut[1]
p.freq1[new_index]<-f_cut[2]
p.next[new_index]<-p.next[index]
p.prev[new_index]<-index
p.intact[new_index]<-0
p.prev[as.integer(p.next[index])]<-new_index
p.next[index]<-new_index
index<-as.integer(p.next[index])
newcuts<-newcuts+1
ncuts<-ncuts+1
}
else
{
p.intact[index]<-1
complete<-complete+(100*((p.posit[as.integer(p.next[index])])(p.posit[index]))/size)
print(display(c("%complete:",as.character(complete))))
}
}
}
index<-as.integer(p.next[index])
}
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if (newcuts==0)
{
break
}
}
nsegs<-ncuts+1
l_ini<-c()
l_fin<-c()
l_size<-c()
l_gc<-c()
index<-1
count<-0
{
while(p.next[index]!="0")
{
count<-count+1
l_ini[count]<-p.posit[index]+1
l_fin[count]<-p.posit[as.integer(p.next[index])]
l_size[count]<-l_fin[count]-l_ini[count]+1
l_gc[count]<-100*((p.freq1[as.integer(p.next[index])])(p.freq1[index]))/l_size[count]
index<-as.integer(p.next[index])
}
}
nsegs<-count
cp_set[[l]]<-c(NA,NA)
if (count >= 1)
{
if (count > 1)
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{
tmp<-c()
for (i in 1:(count-1))
tmp<-c(tmp, l_fin[i])
cp_set[[l]]<-tmp
}
if (count == 1)
cp_set [[l]]<-NA
if (count == (ncps+1))
{
err<-0
for (i in 1:ncps)
{
err<-err+((tau[i]-cp_set[[l]][i])^2)
}
err<-sqrt(err)
error<-c(error,err)
}
}
}
MSE<-sum(error)/(length(error))
out<-c()
out[[1]]<-cp_set
out[[2]]<-MSE
out
}
#########################################
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