SUMMARY
INTRODUCTION
Power Quality State Estimation (PQSE) is particularly relevant to assess the power system dynamic operation through any of its main variants, i.e. Harmonic State Estimation (HSE) [1] , Transient State Estimation (TSE) [2] and Voltage Sag Estimation (VSSE) [3] [4] [5] . The HSE has been treated mainly in the frequency-domain with different important contributions publicly available [1] , [6] [7] . The frequencydomain HSE methodology requires the solution for each harmonic under analysis. The principle of superposition is used to obtain the total harmonic distortion throughout the power system. A novelty on This paper proposes the EKF methodology to assess the HSE in Section 2; Section 3 presents the case studies to verify the proposed formulation, and Section 4 draws the main conclusions of the reported research work. Appendices give the test power system parameters, nonlinear electrical load models, definition of state transition matrix Φ and of measurements matrix H.
METHODOLOGY
The proposed EKF methodology to solve the HSE consists of the following four steps:
a) The measurement period is initiated using a radio or a GPS signal. This signal is sent simultaneously to all monitoring sites equipped with remote terminal units (RTU); voltage and current waveforms are synchronously monitored and recorded during several cycles at predetermined locations of the power system.
b) The measurements set is collected from the power system monitored sites to a control center through suitable communication links. c) After receiving the measurement set, the EKF is numerically applied using the power system model and the measurement equation to assess the HSE; the estimated state vector is the result of this step.
d) The global system state is obtained using the estimated state and the power system configuration.
This method can be repetitively applied to assess different periods of time.
The power system model considering the time variant or non-autonomous case by means of a set of nonlinear differential equations, is, / = ( , , ) d dt x f x u v (1) ( , , )  y g x u w (2) where x is the state vector, f the system function, u the input vector, v the process noise, y the known output vector, g the output system function, and w the measurement noise vector; matrices and vectors are represented in boldface type. An iterative process can be defined for the discrete time nonlinear case, through the conversion of the model from continuous to discrete time. By approximating the differential equations to difference equations [8] , when the time step is sufficiently small, the approximate time derivative of x is, 
The measurement vector z is defined with the selected output variables to be monitored. These variables are part of the output vector y defined in (2) . The process noise v and the measurement noise w are assumed stationary, zero mean and with no correlation among them [1] 
N(0, ) kk  wR (11) Q n×n and R m×m are the process and measurement noise covariance matrices associated with v and w noises, respectively, n states and m measurements; if these noises are uncorrelated, Q and R, are diagonal matrices. Figure 1 illustrates the methodology to obtain the time-domain HSE solution of the power system using the EKF. The criterion of validation for the proposed methodology is defined by the normalized root mean square error (NRMSE). This error is frequently used to measure the differences between predicted values by a state estimator and the values actually observed; lower values indicate less estimation residuals. The NRMSE is given by, 
Where the estimated vector isŷ , the observed vector is y, and np the number of data.
Extended Kalman Filter
The EKF takes the model (4) and the measurement model (5) , to effectively track the system dynamics in the time-domain and to evaluate the state and output variables during the study interval, taking into account partial measurements from the system [19] [20] [21] [22] . Sources, harmonic levels and transients in a power system vary with time and can be followed with the EKF algorithm.
The EKF is based on a Taylor series approximation; its main steps are initialization, time update or prediction and measurement update or correction; time and measurement updates are evaluated at each time step [8] , [23] [24] [25] [26] . The monitored variable waveforms defined in the measurements vector z are sampled from the power system in a discrete form. With these data, the recursive EKF can be applied. It consists of the following steps:
E is the expected value, P is the error covariance matrix, + indicates a posteriori or after measurement estimate and -a priori or before measurement estimate. The subscripts k and k-1 denote time instants t=k∆t and t=(k-1)∆t, respectively. b) Time update or prediction [8] , [21] :
b.1) Partial derivative matrix determination, 11 1
The state transition matrix Φ is of n×n order. b.2) Time update or prediction of the state estimate and the error covariance matrix,
c) Measurement update evaluation:
c.1) Partial derivative matrix determination,
The measurements matrix H is of m×n order.
c.2) EKF gain assessment, update the state estimate and error covariance matrix are calculated as,
( -)
The EKF gain K evaluates the estimate of the state variables and neglects the influence of noise in inputs [24] ; this gain is a time-varying quantity (19) . P is the error covariance matrix, (21) represents the dynamics of P, in the sense that there is a recursive relationship between (17) and (21) . Equation (20) updates the state estimation with the projected state (16) by multiplying the EKF gain with the residual of the actual measurement vector zk and the estimated measurements.
In this research work, the EKF is applied to estimate the harmonics in a power system with nonlinear loads and with an under-determined condition in the measurement equation (5) , that is, less measurements than states. The state estimate x and the error covariance matrix P are evaluated recursively in each time step. References [25] [26] [27] [28] [29] report different case studies using the Kalman Filter for linear systems; in [17] state and input estimation using the EKF is reported.
The Discrete Fourier Transform (DFT) is used to process the measured and estimated signals to extract their harmonic components, i.e. to transform time-domain data into frequency-domain [30] [31] .
Nonlinear least squares and singular value decomposition.
The nonlinear least squares (NLS) solves the state estimation if the system is over (m>n), or normaldetermined (m=n). The nonlinear least squares estimation attempts to minimize the square of errors between a known set of measurements and a set of weighted nonlinear functions [32] , i.e. 
Where x is the state vector to be estimated, z is the vector of measurements, 2 i  is the variance of the i-th measurement, and h(x,u,w) is the nonlinear function vector relating z to x; as defined u is the input vector and w the measurement noise vector. The state variables that minimize the estimation error can be calculated by setting the error function derivatives to zero, i.e.
Where Hx is the Jacobian matrix of h respect of x, Hx=[∂h/∂x], the order of Hx is m×n. R is the measurement covariance matrix. Equation (23) is a set of nonlinear equations that can be solved using iterative numerical methods, e.g., Newton-Raphson. The Jacobian of (23) is:
In particular, for the Newton-Raphson method, the iteration is defined by:
This iterative expression can be solved repeatedly using LU factorization, converging to obtain xk+1, which is equal to the state that minimize the state estimation error of (22) . The procedure from (22) to (25) must be applied each time step during the time-domain analysis. When the system is underdetermined or ill-conditioned, the solution cannot exist or the state estimation error is considerable, under this condition an alternative is to apply the singular value decomposition (SVD) procedure.
The singular value decomposition (SVD) obtains a unique estimated solution if the system is over or normal-determined, m>n or m=n, respectively. When the system is under-determined, m<n, which is the examined case in this paper, the SVD obtains an estimated solution with minimum norm and defines the system observability [33] [34] [35] . The nonlinear measurement model must be linearized using the Taylor's formula about an initial condition of the states x0, i.e. 
If only first two terms are represented, the linear term is written as H(x-x0), and the measurement equation can be represented as z=Hx. SVD factorizes the linearized measurement matrix H=UWV T ; if the system is over or normal-determined, the state estimation is assessed using the SVD as,
If H is ill-conditioned or under-determined, SVD gives a solution using the pseudo-inverse. The division of the largest to the smallest singular value gives the condition number. A matrix with a large condition number is ill-conditioned. If a singular value is zero or near zero, a zero is placed in the corresponding diagonal element of
The pseudo-inverse W + is defined by:
The pseudo-inverse of H is equal to VW + U T and the state estimation can be assessed using the pseudoinverse, i.e.
The time-domain state estimation can be assessed using the SVD each time step during the time interval under analysis, mainly when the system is under-determined, which is the condition to be considered in this contribution. The HSE obtained using the EKF is compared against the SVD state estimation, as shown in [34] . Nonlinear loads are connected to nodes 2, 3 and 4; electric arc furnace (EAF), nonlinear inductance and thyristor controlled reactor (TCR), respectively, as shown in Figure 2 . These loads inject harmonic currents, generating current and voltage distortion [37] [38] ; under this load condition the HSE is evaluated using the EKF algorithm. Appendix B details the nonlinear load modelling.
CASE STUDIES
A set of 47 differential equations is to be solved for a single-phase analysis, representing the system model (1). The EKF-HSE is applied with 40 measurements synchronously taken from the system to form the measurements state estimation equation (5) with an under-determined condition. These measurements are 20 line currents, 14 nodal voltages, 5 load currents and the EAF real power.
Equations (4) and (5) are solved to obtain the estimated state and output variables using the EKF algorithm; i.e. equations (13)- (21) . Appendix C gives the definition of Φ and H matrices, these matrices are evaluated each time step using functions defined with the Jacobians of f and h, respectively. Tables 1   and 2 present the state variables and the output variables to be monitored respectively. The state variables of load currents 40-43, the nonlinear inductance flux and current, and the TCR current are unmonitored; these state variables are only estimated.
The HSE is evaluated using 512 points per cycle, with a time step of 32.55 microseconds, the fundamental frequency is 60 Hz, the initial condition is set to zero, except for the EAF radius that is set to 0.1 p.u.; the initial state covariance matrix P0 is a diagonal matrix with elements equal to 1.5; the process and measurement noise are defined with normal distribution, zero mean and a standard deviation of 0.01. The process and measurement covariance matrices Q and R, are diagonal matrices with 0.01 elements of n×n and m×m order respectively; n=47 states and m=40 measurements. The measurements matrix H, m×n order, yields in this case to an under-determined condition. Figure 5 shows the estimated waveform for the load current at bus 14 of the IEEE 14 bus test system, obtained using the EKF, the KF and the SVD. A close agreement is present between the waveforms but with a different state estimation error or residual. The NRMSE is assessed using the actual data and the estimated results of each method. For this load current, the NRMSE is 1.7% for the EKF, 2.2% for the KF and 2.5% for the SVD. The EKF method assesses two Jacobians for Φ and H matrices, equations (15) and (18), respectively, and an inverse matrix, equation (19) . In this nonlinear case, the KF method applies the Taylor's formula for linearization and executes the ordinary KF algorithm, while the SVD method applies the Taylor's formula, assesses a Jacobian (26) , performs the SVD decomposition and obtains an inverse matrix (29) , as its main process steps. The TCR current is shown in Figure 7 , the actual and EKF estimated waveforms again closely agree during the interval of study. The TCR current, state variable 47 is only estimated as it is unmonitored.
Nonlinear Harmonic State Estimation using the Extended Kalman Filter
The harmonic content illustrates the harmonics injected by the TCR; the THD is 45.1% for actual and estimated waveforms; the TCR firing angle is 100 degrees. 
Increase of measurement noise
The EKF and KF are applied under a more noisy measurement environment than in the previous case study, where the noise was of 1%. For this case study, the noise is increased to 4%, which is added to the measurements. The EKF and KF are applied under identical load conditions, assuming the same topology for the system. Figure 10 illustrates the state estimation for the load currents in the power system. As it can be observed, the difference between the actual and estimated values increases with this noisy condition, mainly when the initial transient is present, after this, the error decreases when the system gradually settles to its periodic steady state. The NRMSE between the actual and the EKF state estimation is 3.19% and between the actual and the KF state estimation 6.33%. This result is due mainly to the linearization process of the model to apply the KF. Figure 11 shows the TCR current to analyze and compare the 1% and 4% noise conditions. Figure   11 (a) shows that the waveform is not affected, but the difference increases with the noise, mainly during the TCR thyristor switching, due to the system changing condition, as shown in Figure 11 (b). This difference is the state estimation error; the maximum error is 6.25% at the instant of commutation for 4% of noise, and 1.7% for 1% of noise. Figure 11 (c) shows that during most of the time, the error is kept under 1.5% for both noise conditions. The NRMSE is of 0.82% for 1% of noise and of 2.15% for 4% of noise. Table 3 gives the sampling frequency and the execution time of the state estimation as a function of the NPC; these frequencies can be practically implemented with the actual measurement and instrumentation technology. The execution time increases as the NPC increases, however, the state estimation results are more accurate.
Variation of sampling frequency

Harmonic state estimation using the IEEE 30-bus test power system with nonlinear loads
The proposed methodology for harmonic state estimation through the EKF is applied to the IEEE 30-bus test power system modified with nonlinear electrical loads. An EAF is connected to node 2, a nonlinear inductance to node 5 and a TCR to node 6. Reference [36] gives the test system data. The network model has 110 states with 41 line currents, 30 nodal voltages, 6 generator currents, 29 load currents and 4 states for the nonlinear inductance, the EAF and the TCR; 110 differential equations are to be solved for a single-phase analysis, modelling the power system by (1).
The measurement equation (5) is defined to obtain an observable condition for the state variables, in this case 103 measurements to assess 110 state variables; each measurement is associated with its corresponding state variable. The measurements are obtained from the time-domain simulation of the test power system. This simulation is evaluated using the fourth-order Runge-Kutta method. Noise randomly generated is added to the measurements, the EKF gives the HSE solution. Figure 13 shows the results of the HSE using EKF and KF for line currents. The measurements are added with a noise of 2%. The differences are appreciable only during the first cycle when the initial transient is present; the NRMSE is 1.94% for the EKF and 4.7% for the KF, for the state variable 3, which presents the largest state estimation difference. Estimation error and (c) Harmonic spectrum. Figure 15 shows the estimated waveform using the EKF for the load current at bus 30 of the IEEE 30 bus test system and the estimated waveforms by the KF and the SVD methods. A close agreement is again obtained between the EKF, KF and SVD estimated waveforms. The NRMSE is evaluated using the actual data and the estimated results. For this load current, the NRMSE is 1.7% for the EKF, 2.2% for the KF and 2.6% for the SVD. The time-domain HSE case studies were implemented with an Intel(R) Core(TM) 2 Duo CPU T5870, 2.0 GHz, 2.84 GB RAM, 32 bits, using the Matlab script language. As an extension of this work, it is expected that the computer effort can be considerably decreased with the application of efficient computational techniques such as the parallel processing and compiled files.
CONCLUSIONS
A time-domain harmonic state estimator based on the application of the EKF has been proposed. The EKF results have been successfully compared against the actual power system harmonic response.
The power system has been mathematically modeled by a set of nonlinear differential equations. The harmonic flows in the system depend on the sources, their location in the system, the network topology and the nonlinear loads.
The waveforms of the estimated variables have been obtained with the proposed time-domain EKF-HSE method and their harmonic content evaluated with the discrete Fourier transform.
The state estimation error is inversely proportional to the number of points per cycle but the computational effort to evaluate the state estimation is proportional to this number. The error is proportional to the noise; i.e. for moderated noise, the error is kept low, on average below 1%, mainly in periodic steady state. For an assumed noise of 4% the error was on average of 1.5% being higher at the start of the simulation due to the initial transient condition of the system.
The proposed HSE method using the EKF requires the power system model and a set of synchronized measurements from the system to estimate the state variables, then the estimated output variables can be assessed to be compared with the measured output variables and finally to obtain the state estimation error. Where nl is an odd number due to the odd symmetry of (B.2). Coefficients a, b and nl are chosen to fit the magnetic saturation curve. This nonlinearity can be also modeled by rational fraction or hyperbolic approximations [41] [42] .
LIST OF SYMBOLS AND ABBREVIATIONS
Symbols
B.2. Electric arc furnace
The EAF electrical distortion is an important issue due to its common use and the required power level.
The highest current distortion is during the melting period [41] . Figure B. 2 presents the EAF model. P1 is the heat power going to the environment, P2 is the power to increase the internal energy arc affecting its radius, and P3 is the total electric arc power converted into heat [42] .
The EAF cooling effect is considered depending only of the electric arc radius reaf, as, P1 also depends of the arc temperature, but this dependence is less significant and therefore ignored, to keep a simple model. nf=0 if the arc cooling do not depend on its radius when the environment is hot.
When the arc is long, the cooling area is its lateral surface, in this case nf=1. When the arc is short, the cooling is proportional to cross-section arc at the electrodes, then nf=2 [41] , [43] .
P2 is proportional to the derivative of the electric arc energy, this energy is proportional to the square of the EAF radius, The arc column resistivity is inversely proportional to mf eaf r , where mf=0…2, to consider that the electric arc may be hotter in the interior if it has a larger radius [44] . The total power of the EAF is, 
B.3. Thyristor controlled reactor
The TCR is represented by a back to back connection of a thyristor pair, in series with a RL circuit. The thyristor conduction is controlled with the firing angle α generating harmonic currents [45] [46] . Figure   B .3 shows the TCR model. 
