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1. SLIDING EXPANSION OF ORDINARY LINEAR DIFFERENTIAL EQUATIONS 
The differential equation is written in the form 
qp = AY(1) + B(t) Y(t) +F(t), 
where 
Y is a column vector 
F is a column vector 
A is a constant square matrix 
B(t) is a square matrix, dependent of t. 
Consider the vector integral 
9 = 
s 
tX(t - T; t) (F(T) + B(T) Y(T)) do, 
0 
where the square matrix X(~J; t) is 
qcp; t) = &4+B(t))m~ 
Thus it satisfies the relation 
(1.1) 
(1.2) 
(1.3) 
g (F; t> = A-W; t) + B(t) X(p; t) 
= X(v; t) A + X(v; t> B(t) 
X(0; t) = 1. 
Substituting the equation of (1.1) in the integral of (1.2) gives 
f = jt X(t - T; t) (q - AY(r)) do. 
0 
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(1.4) 
(1.5) 
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Integrating by parts gives 
9 = [X(t - 7; t) Y(T)]; - 1” ( ax(ta; T; t, 
0 
+ x(t - 7; t) Aj Y(T) d-r. 
From (1.4) it follows that 
4 = - x(t; t) Y(o) + Y(t) + 1: x(t - T; t) B(t) Y(T) dT. 
This is compared with 3 from (1.2), hence 
Y(t) = x(t; t) Y(o) + r$t - 7; t)F(T) dT 
+pp 7; t) (B(T) - B(t)) Y(T) dT. 
Relation (1.8) is interesting from several points of view. 
(a) With the iterative expansion 
Y(t) = c y”(t)? 
Y=O 
where 
Y,(t) = x(t; t) Y(o) + ,I x(t - 7; t)F(T) dT 
y”+&) = ,I w - 7; t> (B(T) - B(t)) y,(T) dT> 
(1.6) 
(1.7) 
(1.8) 
U-9) 
there will be for every fixed t = to an expansion, which makes the integrand 
= 0 for 7 = to. The iterative expansion thus embodies a form of sliding 
approximation. The expansion starts with Y,(t) = V(t; t) where V(t; to) is 
the solution of 
y; to) = (A + B(t,)) V(t; to) t-F(t) --- 
V(0; to) = Y(0). (1.10) 
It is observed that the case B(t) = B = const., directly gives the correct 
solution 
Y(t) = Y,(t). (1.11) 
(b) Existence and uniqueness of solutions to (1.8) and convergence for the 
expansion (1.9) can be treated in the usual way [l, 21. The following theorem 
is an example of stability statements, which easily follow from (1.8). 
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THEOREM. Ifth e ez g envalue of A + B(t) has real parts < - X (A > 0) and 
sup 11 e(A-B(t)+n)‘z I/ _ m 
is 
F = (A f B(t)) Y(t) 
stable. 
PROOF. From (1.9) it follows that 
*t 
Y” = ! e(ArB(t))(tpT)(B(T) - B(t)) Yvel d7 0 
e-A(t-ThX f (t - T) d7 11 Yvpl /I 
= 2 jj Yvpl / xe-x dx 
The series is upper bounded by a geometric series with the ratio Z (&’ < 1) 
and this ensures the uniform convergence. From this it follows that Y(t) is 
stable. 
2. SLIDING EXPANSION OF THE FOKKER-PLANCK EQUATION 
A nonlinear system 
W) _ 
dt 
is given, where 
Y is a column vector 
N(t) is a column vector (white noise) with 
(2.1) 
B(Yn) is a nonlinear function 
A is a square matrix (constant) 
1 ma is a square matrix with the element (m; n) = 1, 
all the rest = 0. 
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Introducing the conditional probability P( Yt/X) dY, which stands for 
the probability that given Y(0) = X one finds Y in the range (Y; Y + dY) 
a time t later, the Fokker-Planck equation is formed [3] 
I -&AY- (2.2) 
where 
a= 
( 
a a -= -...- 
ay ?Y, 3YT-l 1 
and 
P(YO/X) = 6( Y - X) = qy, - x1) ... qy, - XJ. (2.3) 
Consider the integral 
+m t 
9= 
ss Q(YYnW) $ W-T/X) g@n> dz dT, (2.4) --m 0 m 
where Q( YT&ZT) is the N-dimensional gauss function, which satisfies (2.2) 
with 
dY?J =g+Yn - 
Thus QP’rln@ ) 7 is determined by the linear system 
g = qh) y + N(t) (t > T) 
Y(T) = z, 
where 
B(qn) = A + gm I,, . 
%a 
Hence 
1 
QW~nW) = d/(2n)N , K , e-i ( Y=-z=M=)K-q Y-MZ) (2.5) 
where 
t--r 
M = &h,,)(t--7) K= &J(n,)mW@T~n,)m dpe 
0 
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Q( YTJ/&) satisfies the forward equation 
Q(Y~nt/Zt) = S( Y -- 2) = S(y, - zl) ... S(y, - Z&‘). 
The backward equation is, with rln = yn 
From (2.2) it follows that 
- -cl P(ZT/X)&,) = 1% AZ - ; 5 w& + $1 P(ZT/X). hn 
(2.6) 
(2.7) 
Thus 9 from (2.4) can be written 
,y=- j+J) j”Q(Yynt/zT) ($ AZ - + g w +Z + $) P(Z~IX) dz dT. 
--m 0 
(2.10) 
Integration by parts gives, if 
PQ, Pg 
Y 
and Qg 
” 
are zero for every z, = f 0c), 
3 = jimjt P(ZT/X) (ZTAT $ + $ g Ws + g) Q(Y~J/ZT) dZ dT 
--co 0 
I 
+-- 
- [Q(YynW) ~(zdx>l:-o dz. (2.11) --m 
From (2.3), (2.7), (2.8) it follows that 
+a t 
.y=- 
f s --m 0 
P(ZT/X)~F Z, $ Q( YY,$/ZT) dZ dr 
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- P(WX) + Qw%J/xo>. (2.12) 
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This is compared with Y from (2.4), hence 
Fort-co 
x $ Q( Y~,J/ZT) dZ dr. (2.13) 
m. 
P( Y> = Q( Ym> + /I=,” J’(Z) (g&J -‘F G) & QKY~~ZO) dz d7. 
(2.14) 
This defines the expansion 
PoWIW = Q(YmW4 
P,( Y~/x) = /;I/: P&ZT/X) (g(qJ - ‘$ zn) 2 Q( Yy,,t/z~) dz dr. 
(2.16) 
The zero approximation fO is a gaussfunction, which is different for every 
JJ~ value. This means that the value of eO at a certain point yn = ynO is deter- 
mined by a linear system with 
dY?J = g*Y. 
n 
Convergence for this and similar systems will be treated in a coming 
report. 
It is to be observed that in general: 
j- P,, dY = I Q(Yyd/XO) dY # 1. 
From the Fokker-Planck equation one finds 
; j- P(Yt/X) dY = 0. 
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Thus j’P(Yt/X) dY = constant = C and 
C = j Q(Yy,t/XO) dY + c j PJ Yt/X) dY. 
This holds for every t, and specially for t = 0, thus with (2.16) 
P”(YO/X) = 0 v>l 
C = 
s 
Q(Yy,O/XO) dY = 1. 
Thus 
j P(Yt/X) dY = 1 j PJYt/X) = 1. 
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