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Abstract
We show that two determinants arising in di2erent mathematical contexts, both exhibiting
striking factorization properties, are in fact related. These are the determinants of the matrix
of chromatic joins and of the matrix associated with Lickorish’s bilinear form in the study of
invariants for 3-manifolds. We show that the two determinants are essentially equal up to a
change of variable and that they are related to a determinant arising in the representation theory
for type A Hecke algebras. c© 2002 Published by Elsevier Science B.V.
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1. Introduction
The purpose of this note is to bring to the attention of combinatorists two in-
stances of matrices with entries admitting a combinatorial description and with deter-
minants having remarkable factorizations. We make the observation that the determi-
nants (polynomials in one variable, q) of these two matrices turn out to be equal—up
to a change of variable and a power of q—and that they are related in a similar
way to a determinant arising in the study of representations of the Hecke algebras
of type A.
One of the two matrices, Ln(q), arose in Lickorish’s work [11] on the existence of
the Witten–Reshetikhin–Turaev invariants for 3-manifolds. The other is the matrix of
chromatic joins, Tn(q), which arose in the study of map colorability in connection with
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the Birkho2–Lewis equations. Both Ln(q) and Tn(q) are Cn×Cn matrices, where Cn=
1
n+1(
2n
n ) is the nth Catalan number. Their entries are monomials in the indeterminate q,
whose combinatorial descriptions we recall in Sections 2 and 3. Below are the matrices
for n= 3
L3(q) =


q3 q2 q2 q2 q
q2 q3 q q q2
q2 q q3 q q2
q2 q q q3 q2
q q2 q2 q2 q3

 ; (1)
T3(q) =


q3 q2 q2 q2 q
q2 q2 q q q
q2 q q2 q q
q2 q q q2 q
q q q q q

 : (2)
The corresponding determinants are
det(L3(q)) = q5(q2 − 1)4(q2 − 2)
and
det(T3(q)) = q5(q− 1)4(q− 2):
The survey paper [14] points out some intriguing similarities between Ln(q) and Tn(q).
While arising in seemingly unrelated contexts, their entries can be deGned order-
theoretically, in terms of the noncrossing partition lattice as a subposet of the lattice
of (all) partitions of the set [n]: = {1; 2; : : : ; n}. Moreover, in work done independently
on their determinants ([4,9] for Ln(q), and [3,16] for Tn(q)), there are striking sim-
ilarities both between the computations and between the expressions found for the
determinants.
We show, based on the results of [4] and [16], that
det(Tn(q2)) = qCndet(Ln(q)): (3)
We further show that the two determinants are related to a determinant associated with
a certain irreducible representation of the Hecke algebra of type A. Namely, writing
=q for equality up to multiplication by a power of q, we obtain
det(Ln(q1=2 + q−1=2)) =q det(S(n;n)(q)); (4)
where S(n;n)(q) denotes the Gram matrix (as in [5]) for the inner product on the
irreducible representation of the type A Hecke algebra indexed by the partition

= (n; n).
Sections 2 and 3 give a brief review of background information about the matrices
Tn(q) and Ln(q) and their determinants. The close relation (3), which seems surprising
in view of the deGnitions of the two matrices, is veriGed in Section 4. In Section 5,
we show that the relation (4) with Hecke algebras holds.
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2. The matrix Tn(q)
The matrix Tn(q) of chromatic joins stems from the linear relations between the free
and the constrained chromials introduced by Birkho2 and Lewis [2] in the context of
the study of the chromatic polynomial of planar maps. Following the reformulation due
to Tutte [17], the matrix is given by
Tn(q) = [qbk(x∨ny)]x;y∈NCn ; (5)
where n denotes the lattice of partitions of the set [n] (the order relation is given
by reGnement; see, e.g., [1,15]), bk denotes the number of blocks (or classes) of a
partition, and NCn denotes the collection of noncrossing partitions of [n]. A partition of
[n] is called noncrossing if four elements 16 a¡b¡c¡d6 n must belong to the
same block whenever the pair a; c is in a block and the pair b; d is in a block. A set
partition of [n] can be represented graphically: identify each i ∈ [n] with the point (i; 0)
on the real axis, and join successive elements of the same block with an arc drawn in
the upper half-plane. The noncrossing partitions are those admitting a diagram in which
no two arcs cross. For n 6 3, all partitions are noncrossing; for n = 4, all partitions
except 1 3=2 4 are noncrossing. In the example for n=3, the rows and columns of the
matrix T3(q) are indexed in the order 1=2=3; 12=3; 13=2; 1=23; 123.
Kreweras [10] initiated the order-theoretic study of noncrossing partitions, establish-
ing fundamental enumerative and structural properties of NCn as a poset ordered by
reGnement. A basic fact is that |NCn| = 1n+1( 2nn ), the nth Catalan number. As shown
by Kreweras, NCn is a lattice, and a sub-meet-semilattice of n. But for n ¿ 4 it
is not a sublattice of n: the supremum in NCn does not coincide with that in n.
Therefore, the determinant of Tn(q) cannot be computed by a direct application of
LindstrNom’s theorem [12] (also [15]), which addresses the determinant of a matrix of
the form [f(x ∨L y)]x;y∈L for a Gnite lattice L and a function f deGned on L, valued
in a commutative ring with unity.
Tutte [16] and Dahab [3] have derived elegant expressions for the determinant of the
matrix of chromatic joins. Their formulae involve the Beraha polynomials: p0(q) = 0
and
pn(q) =
[n=2]∑
i=0
(−1)i
(
n− i − 1
i
)
q[n=2]−i for n¿ 1: (6)
Thus, the Grst few Beraha polynomials with positive index are p1(q) = 1; p2(q) = q;
p3(q)=q−1; p4(q)=q2−2q; p5(q)=q2−3q+1. Alternatively, the Beraha polynomials
can be described in terms of the matching polynomial (see, e.g., [7]) of paths, and are
related closely to Chebyshev polynomials (a fact used in Section 4).
A formula for det(Tn(q)), stated in terms of reciprocals of the Beraha polynomials,
is proven in [16]. Restated directly in terms of Beraha polynomials, it is
det(Tn(q)) = q(
2n−1
n )
n−1∏
m=1
(
pm+2(q)
qpm(q)
)m+1
n (
2n
n−1−m )
: (7)
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The proof resorts to a sequence of matrices, the Grst of which coincides with Tn(q),
whose determinants are related by a recurrence relation. In [3], a two-parameter version
of the Beraha polynomials is used, bringing forth combinatorial aspects of the proof
based on primal-dual pairs of maps (these correspond, in order-theoretic terms, to pairs
of noncrossing partitions related by the self-duality of the lattice NCn, Grst noted by
Kreweras).
Note that, although fractions appear in the expression (7), the determinant is a
polynomial in q. The outcome of the simpliGcation to a manifestly polynomial formula
appears in [3]. It turns out that for n ¿ 2, each Beraha polynomial pn(q) has one
irreducible factor, fn(q), called the nth Beraha factor, which does not divide any
of the polynomials with lower index. Dahab [3] makes explicit the factorization into
irreducible factors:
det(Tn(q)) =
n∏
i=1
fi+1(q)(n; i); (8)
where the multiplicity (n; i) of the (i + 1)st Beraha factor is described in terms of
a continued fraction: the value of Cn − (n; i) is the coeOcient of xn in the power
series Gi−1(x) deGned by the continued fraction Gr(x) = 1=(1 − xGr−1(x)) for r ¿
1, with G0(x) = 1. The multiplicities of the irreducible factors have a combinatorial
description: (n; i) is the number of Dyck paths from the origin to the point (2n; 0),
whose maximum y-coordinate does not exceed n− i − 1 (see, e.g., [6]).
3. The matrix Ln(q)
Consider the noncrossing partitions of [2n], each of whose blocks has two elements.
Thus, the diagram of such a partition consists of n pairwise noncrossing arcs in the
upper half-plane. These partitions can be viewed as perfect matchings of the set [2n]
whose pairs are noncrossing, and we denote their collection by NC(2n;match).
Lickorish [11] considered the Z [q]-module Vn generated by the elements of NC(2n;
match), and the bilinear form deGned as follows. For arbitrary ;  ∈ NC(2n;match),
draw the diagram of  with its arcs in the upper half-plane, and that of  with its arcs
in the lower half-plane. Consider the union of the arcs in the two diagrams and let
c(; ) denote the number of connected components of the resulting curve. Then the
bilinear form is given by 〈; 〉:=qc(;). The matrix Ln(q) is the Gram matrix for this
inner product, in terms of the basis NC(2n;match),
Ln(q) = [qc(;)];∈NC(2n;match): (9)
Alternatively, the entries can be described in terms of the supremum and inGmum
in the lattice n of set partitions, suggesting a similarity with the matrix Tn(q) of
chromatic joins. There is a natural bijection between NC(2n;match) and NCn: each
 ∈ NC(2n;match) corresponds with the partition x() ∈ NCn obtained by identifying
2i − 1 and 2i and renaming this element i, for each 1 6 i 6 n, and letting i; j be in
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the same block of x() if at least one preimage of i and one preimage of j are joined
by an arc in . Under this correspondence it follows (as pointed out in [14]) that
Ln(q) = [qn+bk(x∨ny)−bk(x∧y)]x;y∈NCn : (10)
(InGma agree in n and NCn, hence we do not need to specify in which of these two
lattices x ∧ y is taken.) In the example L3(q) displayed earlier, the rows and columns
are indexed in the order:
12=34=56; 14=23=56; 16=25=34; 12=36=45; 16=23=45:
Ko and Smolinsky [9] show that det(Ln(q)) vanishes for q = ±2 cos(=n + 1), a fact
needed in Lickorish’s approach [11] to 3-manifold invariants. They insightfully deGne
a sequence of determinants (the last of which is the desired det(Ln(q))) and establish a
recurrence relation among them. This leads to an expression for det(Ln(q)) as a product
of ratios reminiscent of (7). Di Francesco et al. [4] give a natural correspondence
between NC(2n;match) and a basis of the Temperley–Lieb algebra TLn;q (for type A,
with parameter q and of degree n). They recognize that, under this correspondence,
the matrix Ln(q) becomes the Gram matrix for the standard scalar product on TLn;q.
They then change basis to a previously studied orthogonal basis, hence, the Gram
matrix becomes diagonal. Upon determining the diagonal entries and accounting for the
change of basis, they obtain a product expression for det(Ln(q)) in terms of Chebyshev
polynomials of the second kind:
det(Ln(q)) =
n∏
i=1
(Ui(q))a(n; i); (11)
where
a(n; i) =
(
2n
n− i
)
− 2
(
2n
n− i − 1
)
+
(
2n
n− i − 2
)
: (12)
Here the Chebyshev polynomials are normalized so that the three-term recurrence is
Un(q) = q Un−1(q)− Un−2(q) for n¿ 2; (13)
and U0(q)=1; U1(q)=q. Thus, in our earlier example for n=3, the determinant arises
as det(L3(q)) = U 41 (q)U
4
2 (q)U3(q).
Note that the exponents a(n; i) in the expression (11) may assume negative values,
although the determinant is a polynomial.
4. Relation between the determinants of Ln(q) and Tn(q)
In view of the deGnitions of the matrices Ln(q) and Tn(q), the following relation
between their determinants is rather unexpected.
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Proposition 1. For each n ¿ 1; the matrix Tn(q) of chromatic joins and the matrix
Ln(q) of the Lickorish bilinear form have determinants related by
det(Tn(q2)) = qCn det(Ln(q)): (14)
Proof. Formula (7) can be rewritten in the form
det(Tn(q)) = qCn
n∏
i=2
(
pi+1(q)
pi−1(q)
)b(n;i)
; (15)
where
b(n; i): =
(
2n− 1
n− i
)
−
(
2n− 1
n− i − 1
)
:
Indeed, in formula (7) the exponent of the mth factor in the product can be expressed
as
n− (n− m− 1)
n
(
2n
n− 1− m
)
=
(
2n
n− 1− m
)
− 2
(
2n− 1
n− 2− m
)
=
(
2n− 1
n− 1− m
)
−
(
2n− 1
n− 2− m
)
= b(n; m− 1):
Collecting the occurrences of q in the denominator of (7) amounts to a telescoping
sum, and an easy manipulation with binomial coeOcients yields the factor of qCn .
The desired relation between det(Tn(q2)) and det(Ln(q)) follows now from a com-
parison of the expressions (15) and (11). First, the deGnitions (6) and (13) imply that
for s¿ 1, the Beraha and Chebyshev polynomials are related by p2s(q2) = qU2s−1(q)
and p2s−1(q2) = U2s−2(q). Hence, from (15), we have
det(Tn(q2)) = q2Cn
n∏
i=2
(
Ui(q)
Ui−2(q)
)b(n;i)
: (16)
In this expression, Un(q) and Un−1(q) appear only in the numerator and it is easy to
see that b(n; n) = a(n; n) and b(n; n − 1) = a(n; n − 1), in agreement with (11). Also,
U0(q) and U1(q) appear only in the denominator. Since U0(q) = 1, we only need to
deal with U1(q) = q and show that Cn − b(n; 3) = a(n; 1). This is an easy binomial
coeOcient identity. Finally, for 2 6 i 6 n − 2, the exponent of Ui(q) in (16) is
b(n; i) − b(n; i + 2) and it is another easy exercise to check that this is identical to
a(n; i).
5. Relation with the Hecke algebra representation for  = (n; n)
Let HN;q denote the Hecke algebra of type A (see, e.g., [8]) with parameter q and
generators 1; T1; T2; : : : ; TN−1 satisfying the relations
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Fig. 1. Illustration of the notation used in formula (17).
T 2i = (q− 1)Ti + q1 for all i = 1; 2; : : : ; N − 1;
TiTj = TjTi if |i − j|¿ 2;
TiTi+1Ti = Ti+1TiTi+1 for all i = 1; 2; : : : ; N − 2:
The Specht module approach to representations of the symmetric group is extended
in [5] to representations of HN;q. Just as for the symmetric group SN , the irreducible
representations of HN;q are indexed by the partitions of N . An inner product is deGned
on each such representation S
(q), and a general formula is given in [5] (Theorem 4:11)
for the determinant of the corresponding Gram matrix:
det(S
(q)) =q
∏
t
sh(t)=

∏
(a;b)∈t
a−1∏
j=1
[h6t(a;b)j;b ]q
[h6t(a;b)j;b − 1]q
: (17)
The Grst product is over all standard Young tableaux (SYT) t of shape 
. The second
product is over all cells in the tableau t, each being identiGed by the position (row
and column index) it occupies in t (using the English representation of the shape). In
the inner-most product, t(a; b) denotes the entry in the cell (a; b) of the tableau t, and
h6t(a;b)j;b is the hooklength of the cell (j; b) in the (sub)tableau formed by the cells Glled
with the values 1; 2; : : : ; t(a; b). Finally, the notation [k]q indicates the usual q-analogue
of the integer k: [0]q = 0 and [k]q = 1 + q+ q
2 + · · ·+ qk−1 for k ¿ 1.
For example, let 
 = (2; 2; 1), and from among the Gve SYT of this shape, let t be
the one whose Grst column contains 1, 2, and 4 (shown in Fig. 1.) Then t(3; 1) = 4
and the cell (3; 1) contributes [4]q=[3]q · [2]q=[1]q to the inner-most product in (17).
We now make explicit the expression in (17) for the determinant in the case where
N = 2n and 
= (n; n).
Theorem 2. With the notation above;
det(S(n;n)(q)) =q
n+1∏
i=2
([i]q)
a(n; i−1); (18)
where a(n; k) is de6ned as in (12).
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Fig. 2. The factorization of a standard Young tableau.
For example, for n= 3 one obtains det(S(3;3)(q)) =q [2]4q[3]
4
q[4]q.
Proof. If the shape is 
 = (n; n), then each hooklength arising in (17) is at least 2
and at most n + 1. Fix a value i in this range. We will count its occurrences as a
hooklength h6t(a;b)j;b , over all the tableaux of shape (n; n). Note that only a = 2 and
j = 1 are relevant, since any cell from the Grst (top) row of a shape contributes an
empty innermost product in (17). A tableau t with a cell (2; b) such that h6t(2; b)1; b = i
splits naturally into three parts, as indicated in Fig. 2:
(1) The (sub)tableau t1 formed by the cells Glled with 1; 2; : : : ; t(2; b) − 1. This is a
SYT of shape (i + b− 2; b− 1).
(2) The (sub)tableau t2 formed by the cells Glled with the values strictly larger than
t(2; b). Rotate t2 by 180 degrees and subtract each entry from 2n+ 1. This yields
a SYT t′2 of shape (n− b; n− i − b+ 2).
(3) The single cell (2; b). Note that the entry in this cell, t(2; b), is the number of
cells of t1 plus one unit, i.e., t(2; b) = i + 2b− 2.
Conversely, let (t1; t′2) be an ordered pair of SYT whose shapes are, respectively,
(i+b−2; b−1) and (n−b; n− i−b+2) for some 16 b6 n. Then there is a unique
SYT t with h6t(2; b)1; b = i and giving rise to the pair (t1; t
′
2) with the above properties.
Therefore, writing f% for the number of standard Young tableaux of shape %, we
have that
P(i; n): =
n−i+2∑
b=1
f(i+b−2; b−1)f(n−b;n−i−b+2); (19)
is the number of occurrences of [i]q in the numerator of the expression (17) when the
partition is 
= (n; n).
We claim that P(i; n) = f(n+i−1; n−i+1). It is convenient to verify this by resorting
to lattice paths. There is a simple (well-known) bijection between the standard Young
tableaux of shape (s; r), where s ¿ r ¿ 0 and the lattice paths from the origin to
the point (s; r), which do not cross the line x = y, and whose steps are of the form
(1; 0); (0; 1). Indeed, for each k = 1; 2; : : : ; s + r, the kth step of the path is horizontal
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Fig. 3. Factorization of a path.
if and only if the value k appears in the Grst row of the tableau. Now let  be a path
counted by f(n+i−1; n−i+1) (see Fig. 3). Since i ¿ 2, the path  must intersect the line
x − y = i. Note also that the last step of  which is on the same side of x − y = i
as the origin must be a horizontal step. Let ‘ be the y-coordinate for this step, so
06 ‘6 n− i+1. This step joins the points A:=(‘+ i−1; ‘) and B:=(‘+ i; ‘). Then
the path  factors into a path from the origin to A which is counted by f(‘+i−1; ‘), the
step AB, and a path from B to (n+ i− 1; n− i+1), which does not run above the line
x − y = i. This last segment of  is the translation by (‘ + i; ‘) of a path counted by
f(n−‘−1; n−i−‘+1). Thus we have
f(n+i−1; n−i+1) =
n−i+1∑
‘=0
f(‘+i−1; ‘)f(n−‘−1; n−i−‘+1);
which proves the claim.
By replacing i with i + 1, we obtain similarly how many times [i]q occurs in
the denominator in the expression (17) for 
 = (n; n). This number, which we de-
note by Q(i; n), is therefore equal to f(n+i; n−i). Consequently, if 
 = (n; n) and i ∈
{2; 3; : : : ; n+ 1}, then [i]q occurs in (17) with exponent
P(i; n)− Q(i; n) = f(n+i−1; n−i+1) − f(n+i; n−i):
But f(s; r) = ( s+rr ) − ( s+rr−1 ) (for instance, by using the reRection principle to count
the lattice paths corresponding to the desired tableaux; see, e.g., [13]). This yields
P(i; n)− Q(i; n) = a(n; i − 1), completing the proof.
Corollary 3. With the notation already established;
det(Ln(q1=2 + q−1=2)) =q det(S(n;n)(q)): (20)
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Proof. It can be veriGed that the Chebyshev polynomials as deGned in (13) satisfy the
relation
Ui(q1=2 + q−1=2) = q−i=2[i + 1]q; (21)
for i ¿ 0. Therefore, the claim follows by comparing the formula (11) for det(Ln(q))
with the formula (18) for det(S(n;n)(q)).
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