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ON THE DISTRIBUTION OF ZEROS OF SOLUTIONS 
OF SOME TYPES OF DIFFERENTIAL EQUATION 
y" = q(t)y 
MIROSLAV BARTUSEK, Brno 
(Received January 30, 1974) 
This work deals with the distribution of zeros of solutions and theirs derivatives 
of the differential equation 
(q) f = q(t)y 
for the following sets of the functions q: 
00 
1- (1(0 = I<7*t\ Itl <R -
fc = 0 
2- q(t) = £ qk + ̂ tk where the power series £ qkt
k converges for | t \ < R. 
* = - 2 fc = 0 
00 
3. The function q has the asymptotic expansion for / -* oo q(t) ~ £ #**""*. 
* = 0 
1.1. Consider a differential equation 
(q) f = q(t) y, qe C°(a, b), a £ - oo, 6 ^ oo, 
where C*(a, b) (n being a non-negative integer) is the set of all continuous functions 
having continuous derivatives up to and including the order n on (a, b). 
Let yi, y2 be two linearly independent solutions of (q). Then every continuous 
function a which fulfils the relation 
tga(0 = ^ # , te(a,h), 
y^\t) 
on (a, b) exceptionally zeros of y2 is called the first phase of the basis (yi, y2). Every 
first phase a of the basis (yi,y2) has the following properties (see [4] § 5): 
1. aeC3(a,b), 
— w 
K) ' yl + yl 
where W is Wronskian of ( j i , yi)-
(1) 
3. a fulfils the non-linear differential equation 
l a ' " 3 (a" Y ,2 „ , tx 
~2V + -4\V)-* =q(t)> tei°'b)-
4. If, in addition, the equation (q) is oscillatoric for t -» b-. (i.e. every non-
trivial solution has infinitely many zeros on every interval of the form [t0, b), 
t0 e (a, b)\ then lim a(t) -= oo if a is increasing, lim a(/) = — oo if a is 
t-*b- t~*b-
decreasing. 
Let q(t) < 0, t e (a, b). Every continuous function which fulfils the equation 
on (a, b) exceptionally zeros of y2 is called the second phase of the basis (yx, y2). 
The second phase ft of the basis (yt, y2) has the following properties (see [4] § 5): 
1. fieC\a9b)9 
3. If a is the first phase of the basis (yt, y2), then 
, flO-<0 + --1«»tBy(4rt)' (e(a,b) 
is the second phase of the basis ( j . , y2). 
4. If q G C2(a, b), then 0 fulfils the non-linear differential equation 
1 fT 3 / / T V „,, 1 <?" 3 / c j 'V 
on the interval (a, fe). 
The first (second) phase of the differential equation (q) is understood to be the first 
(second) phase of a basis of (q). 
1.2. In our later considerations we shall need the following statements concerning 
first and second phases of q. 
1. Let to e (fl> b), a0, a0 + 0, a0' be arbitrary numbers. There exists exactly one 
first phase a of (q) which fulfils Cauchy initial conditions (see [4] §7.1.) 
a(to) = «o> «'(to) = «o> a*('o) = «o-
2. Let to € (a, b), p0, p0 * 0, p0 be arbitrary numbers and let q(t) < 0, t e (a, b). 
Let ?'(t0) exist. Then there exists exactly one second phase p of (q) which fulfils 
Cauchy initial conditions (see [4] § 7.17) 
/J(>o) = ft» P'«o) = p0, nto) = Pl 
3. Let ct(fi) be the first (second) phase of the basis (yt, y2) and X an arbitrary 
number (and q(t) < 0 on (a, b)). Then a + X (p + X) is the first (second) phase of the 
basis CFi, y2), where 
.Pi = J'I c o s % + y2 s * n »̂ 
j?2 == — ̂  sin X + y2 cos A. 
See [4] §5.17. 
1.3. Let yx be a non-trivial solution of (q) vanishing at te (a, b) and y2 a non-
trivial one the derivative of which vanishes at t. Let n be a positive integer. If <pn(t) 
is the Ti-th zero of yY lying on the right of /, then q>n is called the /i-th central dispersion 
of the first kind. Let q(t) < 0 on (a, b). If \l/n(t), or xn(t)> or con(t) is the w-th zero of y2, 
or >>i, or yx, resp., lying on the right of t, then \j/n, or #». or «„ is called the w-th 
central dispersion of the second, or third, or fourth kind, resp. In all the work we 
shall omit the word "central". 
If (q) is an oscillatoric ( t->a + , t~>6_) differential equation, then the dispersions 




2. 8(t) > t, 5'(t) > 0, t e (a, b), lim 5(t) = a, lim S(t) = b where 8 is any 
f->a+ t-+b-
H-th dispersion of the k-th kind of (q), k = 1, 2, 3, 4, n ^ 1, 
3. -{<?„> t} + q(q>n) <pn
2 = q(t), t e (a, b). 
Ifq e C\a, b), then 
"{^n>t} +qWn)*l'n2 = <7«, 
-{;&,,'} + ?(*») x'n2 ~q(t)> 
~{<»•, *} + « K ) ft>;2 = <J(0, t e (a, b), 
where 
(3) Z(ň-n(ň l «"W 4- 3 /V(0Y 
i ,r(0 3/y(0Y 
1 , í _ 2 i ' ( í) 4 V Í ' ( 0 / ' 
2. Abel's relations. 
Let a(/3) be the first (second) phase of an arbitrary basis (yt, yi) of (q) such 
such that 0 < /? — a < n, a(/?) increasing (a, fi can be chosen in this way, 
see [4] § 13.7). Then 
*(<Pn(t)) = «(/) + nn, 
P(Mt)) = jW) + nn, 
P(Xn(t)) = a(r) + nn, 
a « 0 ) = ,8(0 + ( "- ! ) «• 
1.4.1. Let/(t) be a function, t e [a, co). If there exists a sequence {A}^ such that 
l im/(0 = flo, 
* - *oo 
lim ."+I f/(0 - a0 - -iL - ... - A ) = an+., 
f-*0O \ * f / 
then it is said that the function / has the asymptotic expansion for / -+ 00 
/(0~ I-.'""• 
n = 0 
1.4.2. The basic theorems concerning asymptotic expansions can be found e.g. 
in [3] § 2.8. The following statement is valid. 
00 00 
Let/(0 = £ akt~"
k, g(t) = y bkt"~




cj+ c2g ~ £ (cxak + c2b*) r*f 
k = 0 
0 0 fc 
fg ~ Z d*'~\ 4 = 1 «A-. 
fc = 0 n = 0 
hold. If a0 * 0, then 
7J7T ~ E dkr\ a0d0 = 1, X aA-n = 0, (fc > 0). 
Jv'1 fc = 0 n = 0 
00 
If / ' (0 ~ £ dfcr*, then d0 = dx = 0, d* = -(A; - 1) a* for k = 2. Further, 




fmát ~ f2 x^- í
-* for «o = <ii = 0. 
= 00, when at least one of the coefficients a0, at is different from zero. 
2. Two auxiliary functions have the great importance in the theory of transforma-
tions of linear differential eq\iations of the second order and in the theory of disper-
sions of these equations. They are the first and second phases of (q). They pervade 
all the theory and theirs properties determine a row of fundamental properties of 
transformation functions. In this paragraph we shall study the expression of the first 
and second phases of (q) by means of power and asymptotic series for some coef-
ficients q. 
2.1. Let a differential equation 
(4) f~q(t)y 
be given, where 
«(0 = £ «*«*, 111< R <. oo, 
*=o 
(*7* are real numbers). Then an arbitrary (complex) solution has the form (see 
[9] § 3.3.2.) 
y(t) = tckt\ \t\<R. 
* = 0 
The coefficients ck can be found out by the substitution of this solution into the 
equation (4) and by the comparison of the coefficients at the same powers: c0, cx are 
arbitrary constants 
4 n —2 
(5) cn = -j- ^ £ <W*-*-2> n = 2, 3,4, ... 
2.1.1. Let a be an arbitrary first phase of the equation (4). Then there exist two 
linearly independent solutions yt, y2 of (q) such that a is the first phase of the basis 
(yi>y2)- We have: 
(6) y,(t) = f akt\ y2(t) = £ &/, \t\<R. 
fc = 0 fc=0 
The coefficients ak9 resp. Z>fc are given by the relation (5) where ck = ak, resp. 
cfc == bk (k ^ 2) and a0,at,b0, bt are suitable numbers. 
Let W be Wronskian of the basis (yt, y2): 
W = W(yuy2) = a0bt - aA * 0. 
According to (1) we have 
— W °° 
(7) «'(0 = 2 , , „ , = ~ WY, <U
B, M < K, 
y?(0 + 3^(0 - o 
where 
. n—1 n—k 
(8) do = - 5 TT > d» = - d o £ d* £ (<¥*>«-*-* + ^i.-*-*)-
a0 + DQ *=»0 i-=0 
The assertion about the radius of convergence of the power series in (7) follows 
from the following consideration: 
According to (6) the function / = y\ + y\ is holomorphic in the circle \t\ < G 
and it has no roots in it (see [5] Al). It follows from this that the function —W//ist 
holomorphic for 111 < R, too and it can be expanded to the power series which must 
00 
be identical with —W.V d-.t*. 
*=-o 
By the integration of the relation (7) in the limits from zero to t and from the 
definition of a we get: 




a0 = arctg-—- + rnn for b0 ф 0 (arctg 0 = 0), bo 
- ( * + y)* for bn = 0, 
(П) 
<Y = — W n * , w is a suitable integer. 
n 
But we can obtain the direct recurrence relation for the coefficients afc by virtue 
of a fulfiling the non-linear differential equation (1) 3. By the substitution of (9) into 
this equation and by the comparison of the coefficients at the same powers we obtain: 
a0, at =# 0, a2 are arbitrary numbers 
a*+3 = ,/fc + 3\ {-% ("
 + 3 ) ( f e " " + 1 > ^ ^ — + 
+ 3 Zo (" *
 2 ) ( * " " + 2)<-.+-<-..-+2 " jtl t(s + 1)(» - » + l)x 
*-» } 
x a,+ ia»-s+i] [>*-,,+ E ( s + l ) ( f c - n - s + l)a# .Ma*-. i-,+ i;n 
s = 0 J 
(according t o 1.2. t h e n u m b e r s a 0 , oct ^ 0, a 2 c a n be chosen really arb i t rary) . 
Theorem 1. Let a be the first phase of a differential equation (4) determined by 
Cauchy initial conditions at the point t = 0 
a(0) = a o , a '(0) = a i , a*(0) = 2 a 2 , 
where a 0 , a t 4= 0, a 2 are arbitrary numbers. Then 
00 
a(0 = ! « * ' * \t\<R 
*=o 
and the coefficients a k are given by the recurrence relation (11). 
2.1.2. Let P be an arbitrary second phase of the equation (4). Suppose in this 
paragraph that q(t) < 0, 11 \ < R. We can examine the second phase fl in the same 
way as the first phase a. According to (2) we have 
(12) /?'(.) = — y = wt hkt\ \t\<R, 
yf(t) + y2(t) *=° 
where yi, ^2 are suitable solutions of (4), linearly independent 
yy(t)=takt\ y2(t)=tbkt\ \t\<R 
*=»o *=o 
6 
and W is Wronskian of the basis (yi, y2)- The statement about the radius of con-
vergence R can be proved in the same way as for the first phase a. By integration 






ß0 = arctg -—- + mn for í>, ф 0 (arctg 0 = 0), 
(rn + j)n for ř>! = 0, 
ßk = w 
h = 
«fc — A 
k 
1 
fe = 1, 2, 3, 
k-í к-s 
h° 2 7T 
a\ + b\ 
Tíqk-^hsYß + í)(к-s-l + í)x 
к = 1,2,3,... 
a\ + b\ 5=0 i=o 
x(tfi+ia*-s-i+i + &*+A-s-r+i)]> 
m is a suitable integer. 
(15) 
For /?fc we can get the direct recurrence relation by the substitution of (13) into the 
differential equation (2) 4 and comparison of the coefficients at the same powers. 
We obtain 
(0o> j?i + 0,p2 are arbitrary numbers 
^ 3 = (fe + 3)(fc + 2)(fc+l)^{- 3 Bg 0(
n X 0 ^ """ + 1)A+sA-+1 + 
+ 3E (" + ^ ^ " ? + 2)Pn + 2Pk-n + 2 -i\.t(s+ 1)(» - S + 1) X 
x A+ 1A-.+ 1] [ f t - + z"(* + i)(fc - » - * + i)j8.+ 1^-.-.+ 1]l, 
t-0 j 
where 
y - ,» _ fl(f) 1 g"(0 , 3 g'
2(Q 
^ " « « 2 g ( t ) + 4 ^ • 
It follows from 1.2. that the function fi defined by means of (13) and (15) is really 
the second phase of (4). Hence we have proved the following 
Theorem 2. Let a differential equation (4) be given and let q(t) < 0, | /1 < R. 
Let p be its second phase determined by Cauchy initial conditions at t = 0 
ß(0) = ß0, ß'(0) = ß'0, ß'(0) = 2ß2, 
where Po> Pi # 0, p2 are arbitrary numbers. Then 
.5(0-1/5/. \*\<* 
* = 0 
and the coefficients Pk are given by means of the recurrence relation (15). 
Remark 1. In our later considerations about dispersions of the differential equa-
tion (4) we shall need to know when the first phase a and the second phase /? belong 
to the same basis. The following statement follows from (2) 3: 
Let the first phase a be determined by Cauchy initial conditions a(0) = a0, a'(0) = 
= ai # 0, a"(0) = 2a2 where a0, <*l9 oc2 are arbitrary numbers. Then the second 
phase P belonging to the same basis as a is determined by the following Cauchy 
initial conditions: 
P(0) - = a 0 4 - a r c c o t g f - ^ Y 
\ a l + a2 / 
(at + «l) 
where arctg is an arbitrary branch of this function. 
2.2. Consider a differential equation 
y" = q(t)y, 
(16) 
where 
9o , «i , _ , „ # , „ ^ 1 
HV) = 
and 
€(0  ^7"+ - 7 - + 92 + 93' + - , 1o < 4 
ŕф) = ľ,яS 
* = 0 
1 converges for 111 < R g 00 (qk are real numbers). 
Our aim is to express the first and second phases of (16) by means of infinite power 
series in the real domain. The equation (16) is the equation with regular singular 
point at / = 0. Its fundamental equation is 
Q2 - Q - qo = 0 
with the roots: 
1 
в i . 2 s - - . 5 - ( l ± i > / - - - 4 í o ) -
Then (16) has a (complex) solution y of the form (see [9] § 3.3.5) 
y(t) = ."[l + f ckt
kl 0<t<R, 
fc=l 
where the coefficients ck can be expressed by the following formulae: 
fc-i 
<lk + Z Ck-n<ln 
(17) Ci=-^r-> cfc = 2<h ' * /c(/c + 2Qi - 1) ' 
As the second solution which we get in the same way from the root q2 (and which 
is linearly independent with y) is complex conjugate with j , we obtain two linearly 
independent real solutions of (16) by separation of real and imaginary parts of y. 
Then 
Vt(0 = A I akt




rC Z MkcosA(0 + Z akt
k sinA(0], 
fc = 0 fc=0 
where a0 = 1 , b0 = 0, an = Re cn, b„ = Im cn, « = 1, 2, 
( < ) = V - l - - 4 a o l n f , 
From here 
0 < í < K, A l) 
(19) уï(0 + уJKO = t [( £ akt
kf + ( X bkt
kfl 0<t<R, 
fc = 0 fc = 0 
(20) y\\t) + ,?(0 = | { [ t (V"12"
4<?° «* + tt.)i-J + 
+ £ofc/. io(fc+^V/}-
2.2.1. If we take yl5 y2 for the functions of complex independent variable, then 
/ ( 0 = (yi(0 + y2(0)/' (after defining it at t = 0 by the limit) is holomorphic and 
different from zero for 11 \ < R. It follows from this that the function 1/fis holo-
morphic for 111 < JR, too and it can be expanded into the power series with the centre 
at t = 0. Thus (now we consider t as a real variable) 
(2i) S ' ( 0 = - J r E < * / , o<t<R 
1 k = 0 
holds for the first phase a of the basis (yi > y2) where the coefficients dk are given 
by the relation 
* - i * - » 
d0 « 1, dk = - £ dn £ (ama*~„-m + fc,A-,.-m)> fc £ 1 
a-0 m = 0 
and W is Wronskian of (yt, y2): 
(22) PV - lim (yiy'2 - / , j>2) - ^ *
 4*° . 
f - > 0 * z 
By the integration of (21) and the rotation of (yt ,y2) according to 1.2. for suitable X 
we obtain that there exists the first phase a of (16) such that 
(23) a(0 = - FVln t + £ a / , 0 < f < .R, 
*=o 
where a0 is an arbitrary number 
(24) a , = - Z ^ L , fc = 1,2,3, ... 
Now we find the basis (yx ,y2) to which the first phase (23) belongs. To this purpose 
we determine the coefficient a0 of the first phase (23) of the basis (yx ,y2). For a suit-
able integer n and a suitable branch of the function arctg we have (by use of the 
definition a): 
00 
a0 = lim £ akt
k = lim arctg (tg (a -f- JVln t)) = 
t -+0+ k = 0 t-+o + 
= lim a r c t g f - ^ + tg^ ln t) ) = lim arctg (lllJt&gW) . 
,..o+ \l-tga.tg(Wlnt)J ,^o+ \y2-yitg{W\nt)) 
QO 




f e J = (0, e) where e > 0 is a suitable number such that cc(t) + W In f 4= (2fc + 1) —, 
te/, A: = 0, ±1 , ±2,...). 
Also we can see that the basis (yx, y2) has the countable set of the first phases (23) 
where a0 = (2fc + 1) y , k = 0, ± 1, ±2 , . . . It follows from this and from 1.2. that 
the first phase a given by (23), (24) is the first phase of the basis (yx, y2) where 
( 2 5 ) Ji = J>i sin a0 - y2 cos a0, 
y2 = yt cos a0 + y2 sin a0. 
We can get the direct recurrence relation for the coefficients <xk by means of the 
substitution of (23) into the differential equation (1) 3 and by the comparison of 
** 
* o я = lim arctg -~ = — + nn9 
( 
10 
coefficients at the same powers. We obtain: 
( a0 is an arbitrary number 
(26). 
Wqt _ 6W'aj + <_o«_ + W
2g2 
Qf ae _ # 2 , 
2q0 4W(l + W
2) 
a3 = \ D W ^ o +
 2 4 ^ 2 ) + 92(W2 ~ 2Wa.) - 4Wx? + 
W(12W2 + 27) L V ' 2V V * 
+ ^a2 - 4WMJ, 
a*~ -~(ife + 4)[(fc + 3)(k + 5)-4_o]{i. K " 3 3 ) ( k " " + 1)X 
/n + 2\ /fc - n + 2\ 1 
xa»+3a_-n+i-31 2 ) l 2 )
z»+-a*-» + 2 + 
* + 2 
+ (2W2 + <j0) ~ (n + l)(fe - n + 3)a.+1a t_B+3 + (4W&.. + g.)x 
n = 0 
lt+1 
x [-2F*t(fc + 3)a*+3 + £ (n + l)(fc - n + 2) _»+..«__,+_] + 
n = 0 
_ n 
+ W2«_+4 - 2Walt7)t+3 + I (-2W(n + 2)aB+2 + ~ (s + l)x 
n-0 1 = 0 
x(« - s + l)as+1an_s+1)(qk_ l l+2 - 2W(k - n + 2)afc_JI+2 + 
/c-w } 
+ Z ( s + l ) ( f c - n - s + l)as+1afc_n_s+1)V. 
s = 0 J 
Theorem 3. FAere ex/s/ two sets of the first phases of the differential equation (16) 
the elements of which are 
a(t) = — — In* + £ akt
k (decreasing phases) 
\ll) L fc=_0 
a(/) = —a(f), 0 < t < R (increasing phases), 
where the coefficients afc are given by the recurrence relation (26) and a(a) belongs to 
the basis (yx, y2) ( ( -y x , y2)) given by (25). 
2.2.2. Let p be the second phase of the basis (18). Let q(t) < 0, 0 < t < R. Then 
it follows from (2) 2 and (20) that 
where W is Wronskian of (y_ - y2) and the coefficients dk are given as follows: d0 =-
= - 1 , 
dk = —— k t - E
 d*-» S [(-~4o + (» - m) (m + ^ ( a , , ^ . , , + &„,&„-,») + 
yo «=o w-o 
+ ^(« - 2m) (__&„__ - _„_-_-)]}. 
11 
By the integration and by the rotation of (yt, y2) according to (2) 4 for suitable X 
we obtain that there exists the second phase of (16) such that 
(29) P(t) -= -Win* + £ p/, 0<t<R, 
*--o 
where p0 is an arbitrary number 
& = nr' fe = 1 '- .3>-
and P belongs to the basis (yt, y2) where 
(30) Pi = yi-cos j! + y2 sin]j, j? -= P0 - arctg , — — — , 
j>2 = - y i - sin/1 + j>2 cos | , arctg 0 = 0. 
For the coefficients pk we could obtain the direct recurrence relation by substitution 
of (28) into the differential equation (2) 4 and by comparison coefficients at the same 
powers. 
Theorem 4. Let (16) be a differential equation such that q(t) < 0, 0 < t < R. Then 
there exist two sets of the second phases of (16) {/?}, {/?} such that 
P(t) -= _ v *
 4^> in t + £ 0 / (decreasing phases), 
2 k==0 
jg (j) = -/?(f), 0 < f < R (increasing phases), 
where the coefficients pk are given by (29), (28), (18) and (17). The second phase p(p) 
belongs to the basis (yx, y2) ( ( -y i , y2)) given by (30). 
2.2.3. Remark 2. Let a and p are the first and second phases of (16) given by (23) 
and (29), resp. Then a and /? belong to the same basis (yt, y2) iff 
"°-A^+ a r м g(vrâ:)' 2 
where arctg is an arbitrary branch of this function-
Remark 3. Some other differential equations can be transformed into the equa-
tion (16). For example 
Y"~Q(x)Y, Q ( x ) = £ i ^ , x > R > 0 , q0<~> 
* = 2 X * 
investigated in a neighbourhood of x = oo. The substitution 
x = l , y{t)=Y(x)lx 
12 
transforms this differential equation into 
y" = q(t)y, 9(0= T £«-**• 
t k*~0 
which is the equation (16). 
2.3. Consider a differential equation 
/ = q(*)y> 
where the function q has the asymptotic expansion for t -• oo 
(31) 
€(0 ~ E ikt~k, q0 < o. 
fc = 0 
Then (31) has two linearly independent solutions yx, y2 which have the following 
(complex conjugate) asymptotic expansions (see [3] § 2.9): 
(32) y. ~ eV £ ^ r * . y2 ~ e~
uf £ ^f*. 
fc=0 fc=0 
The function yi\ resp. j>2 h a s a l s o the asymptotic expansion that can be obtained 
by means of the differentiation of (32). 
The coefficients A, a9 Ak we get by the substitution of (32) into (31) and by com-
parison of coefficients at the same powers. We have: 
^ = iy/-qo> <* = - l 
(33) 
2V-«o 
(i is the imaginary unit), A0 + 0 is an arbitrary number but we put A0 = 1 
4* = iifr--*I^--+i+ ^*-i(ff(ff- - ) - M f c - i) + *(*-- ) ] • 
Let us define: ak = Re (Ak\ bk =- Im (Ak). 
Then by separation of the real and imaginary parts of yt we obtain the asymptotic 
expansions of two linearly independent real solutions of (31): 
00 00 
yM ~ Z a*f~* cos Z - £ bkt~
k sin Z, 
(34) 
v ' oo oo 
y2(t) ~ £ bkr*cosZ + J) a k f * sin Z, 
fc=0 fc-=0 
4i Z = y/-q0t- J±_-lnt. 
2V-«o 
Wronskian of these two solutions is 
(35) WO,., >>2) = l i m ( y ^ - y2y[) = V-«o-
t-»oo 
13 
It follows from (34) and 1.4.2. that 
yl(t) + y\(t) -__.__. (a„ak-n + b„h-n) t -\ 
*=o „=-o 
y_2(0 + y22(0~£d*r*. 
*=o 
where rf0 = -q0, dx =- WW, 
(36) 
* - l 
đk = 2W(Wak + Wak-V - (k - l )**- i ) + £ _(Wan + íҒa__. -
- (я - D * » ч ) ( ^ - Л + ^ * - - i -(ifc - и - 1) _•__„_,) + 
+ (WЪn + Wbл-X + (n - 1) *--_) (WЪk_n + И V . - i + 
+ (k-n- l)ak.„-i)_, 
W= £___=, „ = 2,3,... 
2V~«o 
holds. 
2.3.1. Let a be the first phase of the basis (yi,y2). Then according to (1) 3, (36) 
and 1.4.2 we have 
5Y0 = -- WY c t~
k 
u y\(t) + yl(t) >%k * 
where the coefficients c* are given by the relations 
Co = 1 , 
k n 
(37) C* = - £ C*-n Z vV»-s + b A - s ) -
n = l s = 0 
By the integration from t to oo we have (by use of 1.4.2.) 
5(0 + W(t + cj In t) - lim (5(0 + »7 + Wct In 0 ~ 
f-+00 
US V C f c + 1 f-fc 
~ ^ . _ L —7r™r ' 
(38) „ ( í ) ~ _ 0 - >Уf-c_PҒlnř + Ж Y - í ţ ü - . 
к 
* = 1 
Cfe+1 ,-fc 
k=T 
where a0 is a suitable constant which we find out now. 
For a suitable integer n and for a suitable branch of the function arctg we have: 
50 = lim (5(0 + Wt + Wct In t) = lim arctg tg (5(0 + (Wt + J ^ In 0) = 
' I lim a r c t g f - i i ^ + * < * " + ™- M - ^ - l i m arctg 
«-oo \ 1 - tga(t) . tg(l^< + WCilnt)/ «-._ 
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(Pi+Pz tg(Wt + Wct In 0 \ t .. ^0°
kt -
i si si_b\ L / i = a r c t g i ,m iL_o = + n n 
\yi-yi tg(wt + wCl in 0 J , - > * » fc^_4 2 
fc = 0 
I r G / = (s, oo), where s > 0 is a suitable number such that a(l) + Wt + JV^ In t ^ 
# y + kTT, r e / , k = 0, ±1, ±2,... j . 
Thus we can see that a countable set of the first phases (38) belongs to the basis 
(yi > yi) where a0 = — + mi, n = 0, +1, ±2, ... By means of the rotation of the 
basis (yi,y2) according to 1.2. we get that the equation (31) has the first phase a 
such that 
oo 
- f c 
fc = 0 
a(t) ~ -Wt - chilli + £akf 
holds where a0 is an arbitrary number and 
(39) ak = W 
C Ќ + I 
k ' 
This first phase belongs to the basis (zi9 z2): 
zi = yi sin a0 - y2 cos a0, (40) 
z2 = yi cos a0 + y2 sin a0. 
Theorem 5. There exist two sets of the first phases of the differential equation 
(31) the elements of which have the following asymptotic expansions: 
00 
(41) a(t) ~ y/ — q0t - —p—r^ln t — £ akt~
k (increasing phases), 
2>/-4o *=° 
a(0 = - a ( 0 (decreasing phases). 
The coefficients a& are given by (33)9 (37), (39) and a(a) belongs to the basis 
(-zx, z2) ((zt, z2)) given by (40). 
Remark 4. We can get the direct recurrence relation for the coefficients ak by means 
of substitution of (41) into the equation (1) 3. Asymptotic expansions of a', a", a* 
we obtain by the differentiation of (41). We may do it because asymptotic expansions 
of a', a", am exist as it follows from (1) 2, (31), (34), 1.4.3. 
2.3.2. Let /? be the second phase of the basis (yt, y2). Then according to (2) 2, (36) 
and 1.4.2. 
y? + ýł *-o 
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holds where 
(42) c 0 = - l , c ^ J - ^ - l ' c A - n ) . 
« 0 w = 0 
We obtain in the same way as for the first phase a of (31) that 
(43) P(0 "to ~ Wt + ClWlnt - W Y -^p-C* 
holds where p 0 is a suitable number which we can find out analogously as a 0 in 2.3.1. 
The result is as follows: p0 = kn, k = 0, ± 1 , ±2, ... 
Finally, by means of the rotation of the basis (yt, y2) according to 1.2. for a suit­
able X we can see that the differential equation (31) has the second phase of the basis 
(zx, z2) where 
P(t)~ClWlnt-Wt + tpkr\ \f**) ft=0 
p 0 is an arbitrary number, pk = — W—~ 
and 
(45) 
Z . = y г cos ß0 + y 2 sin ß 0 , 
Z2 = -yt sin p0 + y 2 cos j?0. 
Theorem 6. There exist two sets {ft}, (p) of the second phases of the differential 
equation (31) with the following asymptotic expansions of their elements: 
4 i 
fA*\ P(f) ~y/-4ot- — = = ^ I n * -YPkt * (increasingphases), 
\fl*>) 2yJ-q0 *-=o 
p(i) =- — fi(t) (decreasing phases). 
The coefficients pk are given by (44), (42), (36) and (33). The second phase p(p) 
belongs to the basis (—z t , z2) ((zt, z2}) given by (45). 
Remark 5. In case that q e C2\t0, oo) for a suitable number t0, the direct recurrence 
relation for the coefficients pk from Theorem 6 can be obtained by substitution of (46) 
into the equation (2) 4. 
2.3.3. Remark 6. Let a and /? be the first and second phases of the differential 
equation (31) given by the relations (41) and (44). These phases belong to the same 
basis if, and only if 
«o - Po = y + kn 
holds, where k is a suitable integer. 
3. Consider an oscillatory (/ -* a+9 t -» b„) differential equation 
(4) / = q(t)y, 
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where 
Я(t) = I ftí*. | ř | < Ä g oo, aй-R, b^R. 
*=o 
In this paragraph we shall study the expression of the n-th dispersion of the fc-th kind 
(k = 1, 2, 3, 4) of the differential equation (4) by means of power series. If we discuss 
the dispersions of the 2-nd, 3-rd or 4-th kind we shall suppose that q(t) < 0 for 
\t\<R. 
Let a and ft be the first and second phase of (4), resp. Then according to Theorems 
1 and 2 
(47) a ( 0 = f a / , /?(.) = £ /?/, \t\<R 
ft=0 fe=0 
holds. Let us choose the initial conditions in the following way: 
<x0 = a2 = 0, ax = 1, 
( 4 8 ) /Jo = y , / * i = - « o , & - - « ! . 
According to Remark 1 a and /? belong to the same basis, are increasing, and 
0 < P(t) — oc(t) < n for | 11 < R. Thus we can use them for solving the Abel's 
relations (3) 4. 
Let y and 5 be arbitrary functions from a, /?: 
(49) 7(0 = Z r / . <5(0=I<5/, m < * . 
*=-0 k = 0 
As y is increasing, there exists the inverse function y"1 and we have (see [8] 
pp. 235, 255) 
y^W = Z «*('- yoft l*-y0 |<*i>
 ai=4~> 
*=i Vi 
(-1)*"1 ^ , lVll (2fc-2-A1)! Al Aa 
fclVi Ai,A2,...
 A2l * 3 ! ••• 
where the sum goes through all non-negative integers Xl9 A2,... which fulfil two 
following equations: 
At + A2 + ... = k - 1, 
A2 + 2A2 + 3A3 + ... = 2k - 2. 
Let « be an integer such that 
(51) lim<5(0 < -nn. 
r - - f t 
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It follows from this that there exists a number to, \fo\ < R such that 
(52) 8(t0) - -tin + y0 
holds. Then S(t) + nn - y0 = _\_ bk(t - t0)
k, 11 - t0 I < R - t0, 
k-l 
« « fc <*
WPo) _ f (l + k\x ,' 
(53) V 1J--1[ k JWc 
According to [8] § 153 we have 
/(«) = y-\S(t) + « « ) - £ at( £ *>,(' - to)')*, 
(54) a, * - i i - i 
m-tut-tof, \t-t0\<R2, 
* = 1 
where R2 is a suitable number. The coefficients fk are given by 
(55) /* = £«, i n v 
1 = 1 i i + i 2 + ... + i/ = k - f = l 
i s * 0 
As to the meaning of the function / the following statements are valid. 
a) If y = S = a, then / is the n-th dispersion of the first kind of (4). 
b) If y = 8 == p, then / is the «-th dispersion of the second kind of (4). 
c) If y = a, 5 = P, then/ is the (n + l)-st dispersion of the fourth kind of (4). 
d) If y = P, 5 = a, then / is the /i-th dispersion of the third kind of (4). 




M . . . M2 
holds. It follows from [8] § 153, 155 that the function / i s given by means of the 
terval 11 - t0 | 
|yi l*(-*-*o) 
power series yji(/ - /0)* on the in < R2 where 
* ^ i 
(56) Я2 ^ I Уi I Ä + 2M2(1 + 2M,Æ) 
The coefficients fk from (54) are given by the relations (55), (53), (52), (50) and 
(48). But forfk we can get the direct recurrence relation by the substitution of (54) 
into the differential equation (3) 3. The result is as follows: 
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(57) 
'o,/i>/2 must be calculated by the above-mentioned way 
,M = (* + 3) (* + 2) (* + 1)/, f .?„(" 3 V** " " + l ) /" ' / ' 
-3.i("+2)C-"+2)w...„+ 
+ I [ t(° + !)(« - > + l)/.+ l/--.+ l] • ft- ~ £ «»x 
w=0 a=0 n=0 
x l"[ E C + - ) ( - - * + I ) / I + I / . - I + I ] X 
s=0 1=0 
x[fc E a + o(fc - » - ^ - / + i)/,+i/k.....,+i]}, 1 = 0 J 
* __ I 
** = E?f E n/*.-
1=1 i i + i 2 + ... + ii=-* s=-l 
4 = 1 , 
Where qk =z qk = qk for the n-th dispersion of the 1st kind, 
00 OO 
E fat* = E 5*'* = 5(0 f° r the n-th dispersion of the 2nd kind, 
*=o *=o 
ao 
q* = #*> E 5*'* = 5(0 f° r the «-th dispersion of the 3rd kind, 
*=o 
00 
E Qktk = 5(0, 5* = 4k f° r the «-th dispersion of the 4th kind, 
*-и + l 
* = 0 
Here: 
n(ІS - a(ň l q*M + 3 ( «'W Y 
Theoгem 7. Let л 6e a positive integer. Let y be the n-th (n 4- 1-st) dispersion ofthe 
k-th (4-th) kindofthe differential equation (4), k = 1, 2, 3 andlet q(t) < 0, | t \ <R 
if y is the dispersion of the 2-ndy 3-rd or 4-th kind. Let lim a(t) < —nлify is the 
t-+-R 
dispersion ofthe l-st or 3-rd kind, and lim ß(t) < —nл ify is the dispersion of the 
t-*-R 
2-nd or 4-th kind. 
Here a and /? are the first and second phases of (4) given by (47). Then 
v(t)=£fk(t-tof, \t-t0\<R2. 
* = 1 
An estimation for the radius of convergence R2 is given by (56) and the coefficients fk 
by means of the relation (57). 
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Remark 7. If the differential equation (4) is oscillatory for / -* — R, then the 
assumption about the phases a and /? in Theorem 7 is fulfiled because 
lim a(0 = lim P(t) = — oo. 
t-*-R t-+~-R 
4. In this paragraph we shall study problems concerning the numerical processing 
of dispersions. By using the electronic computers it is very useful to use the Abel's rela-
tions (3) 4 which bind dispersions with phases of (q). 
4.1. It is very useful to use the following method for the solution of Abel's relations 
(this method is called "bisection"). We make it clear briefly for the solution of the 
equation 
(58) aWO) = a(0 + nn. 
Here q>n is the n-th dispersion of the 1-st kind and a is the first phase of (4). Suppose 
that qe C°(a, c), a ^ -R9 c ^ R and that the equation (4) is oscillatory (t -»a+ , 
t -> c„). It follows from Theorem 1 that 
«(0=I>*/, M<* 
k = 0 
holds where the coefficients afc are given by the recurrence relations (11). Let a be 
increasing. 
Let t0 be a number such that 
(59) lim a(0 > a(<*0) + nn. 
t-*R 
(This condition is fulfiled if c = R). Our task is to find <p„(t0) from (58). As a is 
increasing, it follows from (59) that there exists a number b < R such that t0 < 
< <p(t0) ^ b. Let us define the sequences of numbers {ik}o and intervals {/Jo, 
Jk = [ak, bk] such that 
ak + bk » 
1k = 2 ' a° = ° ~ 
If a(ik) — a(t0) — nn > 0, then afc+1 = ak, bk+t = ik. In the opposite case: 
ak+1 = ik9 bk+l = 6k. We can see that lim ik = ^(to) holds and we have an estima-
k-*ao 
tion: 
(60) l ^ ^ - r j ^ ^ l ^ . 
Thus we can take approximately <r\,(t0) = tk for a suitable large k. 
This method can be used also for computation of the dispersions of an arbitrary 
kind and not only for the equation (4) but for those, too for which we are able to 
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computate the first and second phases with sufficient accuracy. It is e.g. for the 
equation (16) on the interval 0 < t < R and for (31) in some neighbourhood of the 
point t = oo. We must use corresponding Abel's relations (3) 4 and the first and 
second phases belonging to the same basis and fulfiling 0 < P — a < % (see Remarks 
2 and 6), of course. 
The estimation b from (60) must be found out from the relation a(b) > a(0 + nn. 
If R < oo, then we can take: b = R. 
Remark 8. For computation of dispersions from Abel's relations we can use also 
the other methods used for solution of transcendental equations, e.g. Newton method, 
Regula Falsi method and others. The advantage of the method used in § 4.L consists 
in its simplicity, quick convergence, very good estimation of error and in the fact 
that the approximation ik is not weighted with errors of the previous approximations 
i{, i < k. 
4.2. When computing dispersions by means of the method in §4.1. we can see 
that it is necessary to find out values of infinite series. In the fact we must use only 
a limited number ot terms of these series and the coefficients are weighted with 
errors which are the result of theirs computing by means of the recurrence relations. 
Now we shall derive some estimations of errors of the method. The estimation will 
be done for the A:-th dispersion of the 1-st kind cpk. 
Let a be the first phase of (q) and a its approximation. Let 7pk be the exact solution 
of the equation a(<pk) = a(t) + kK and <pk an approximation of <~pk. Suppose that 
(61) | a — a | S 5 for / = t0 and t = (pk, 
li>* - <Pk\ = Si for t = t0. 
The constant 5l can be find out easily from (60). From this and from (58) we have 
successively: 
I *(<?*) - oc(<pk) | = 8, 
I «(<?*) - <<Pk) I = 28, 
i *\Q \\ipk-q>k\£2S9 
<") c . __ 
(62) | yk - q>k | g 8t + , £e(yk, <pk), resp. <£e(<pk, yk), 
I« (01 
(all functions are taken in the point t = t0). Thus we obtain the estimation for the k-th 
dispersion of the 1-st kind. As the numbers 8, 8t can be chosen arbitrary small and 
the function 1/| a' | can be estimated (see § 4.3) the difference | <pk — <pk \ can be done 
arbitrary small, too. The same estimation is valid also for the other dispersions. We 
must only add the assumption | jS — /? | S <5 if we use the second phase in Abel's 
relation. Further, for the dispersions of the 2-nd and 3-rd kind it is necessary to 
replace the function a' by p' in the relation (62). 
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4.3. This paragraph is devoted to the estimation of the derivatives of the 1-st 
and 2-nd phases which we need for using of (62). 
4.3.1. Consider a differential equation (4). First of all we estimate the numbers cn 
from (5). Let us define: 
fc=o 
The radius of convergence of this power series is R. Let n0 ^ 2 be the smallest 
integer such that 
R\q(Rx)l(n0{n0 - 1)) ^ 1 
holds where Rt, / < Rl < R is an arbitrary, but standing number. Let 
(63) M = maxckR\. 
k<n0 
We shall prove by induction that the following formula is valid: 
(64) \cn\SM.R~
n. 
For k -= 0, 1, ..., n0 — 1 the statement follows from (63). Let it be valid for 
k < n. Then 
n - 2 n-2 
Y,Ck1n-k-2 M .YJR\~
k\<ln in-k-2\ 
cJ=AřO _ < fc=o 
ф - 1) ф -1) 
M п-2 
ф-l) Я ' " Я f c ?o
k ""*" 2 І R Г *" 2 
M •RГ*29(Ri)šM.R? 
= « ( I I - 1 ) 
Thus we can see that (64) is valid (the estimation (64) could be obtained directly 
00 
from the fact that the radius of convergence of the series £ ckt
k is R. But here we 
fc=o 
have the concrete specification of M). 




v2 -4- v 2 i oo в 
I ^ ln = 0 Jk = 0 w\ 
l ÉLÜ), . . 
(65) 




Г2_Г f ł l Ţ = м 2 Г ü.t Ţ 
пL--o ÄÏ J I ^ I L ^ I - U ' 
Here M2 = 2 max (ilf
2, M\) where Af, M! are constants from (64) for cn = an 
and cw = bn. Wis Wronskian of the basis to which the first phase a belongs. Let /? 
be the second phase of the same basis as a. Then 
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m \W\ \q(t)\£0£iFC + ^ ~k + 1 ;( f l*+ i a"-*+ 1 + fc*+ifc«-ft+i)í" -3 
M " f" M / °° í"+3 \ ' " s iwwž iřC+ »(•+2><»+3) - Twn^grCs í ř ) " 
-- M* [___T = 6M2 R\ 
\W\ | 9(01 L ^ i - U 1^1 I 4(01 ( K . - 0
4 ' 
Ä! > ř. 
4.3.2. Consider a differential equation (16). We shall use the denotation from § 2.2. 
First of all we estimate the coefficients ak9 bk from (18). We have: 
| k(k + 2Ql - 1) | > k\ | ak\ _ | ck |, | M SS | c* | f 
«(-i 
i «* i + z l c*-» i • i «• i 
|c*l< 
Thus we can see that we have the similar situation as in the preceding paragraph. 
So we can similarly prove that 
(66) M \ak\, | 6 J _ — - , t<R!<R, 
R\ 
holds where R± is an arbitrary but fixed number, M = max \ ck\ R^
k and n0 is the 
fc<»o 
smallest integer fulfiling the inequality 
-* -£ - -_ i, q(<) = Í\qk\t
k. 
nì k = 0 
Similarly as in the preceding paragraph we can obtain the following estimation 









w i (Rг-tf 
R> Rt> t, 
^ 2M2R\ / , _ * £ _ , R\ \ 
~ 1*1 l«(0l \W\(R1-t)
2\ q° J ř i - ř (Rl-t)
2)' 
These relations are valid not only for the basis (13) but for (29), too because 
y\ + y\ = yl 4- yl and y[
2 + y2
2 = J?i2 + j _ 2 hold. W is Wronskian of the 
corresponding basis. 
4.4. For computation of the dispersions of the differential equation (4) we can 
use the results of § 3, too, because the dispersions are given by means of power series. 
But it seems that it is better to use the method in §4.1. as: 
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— the recurrence formula (57) for the coefficients of the dispersions is essentially 
more complicated than ones for phases (11) and (15) and so they are weighted 
with greater error. 
— the estimation for the radius of convergence of the series in (54), given by means 
of (56) is insufficient. 
— the way of computation from § 4.1. can be used for the essentially wider set of the 
differential equations (q). 
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