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We can easily check that 
I ‘00 1 101  -10 10 1 ![IOf rt9= 1 0 
Hence G’(z) is not AR. 
However. we have the following property [6]. 
Proposition 2. If an M x K polynomial math A(z) is AR-eq&&mt to 
and G(z) is AR, then A(z) is AR. 
Pnrof. We only need to provfl&t if G(z) is AR of size N x K, then 
G(4 
[ 1 0 
is AR. By emation 
wc get E,,G(z) = G(z) V(Z), so G(z) is AR concludes V(zj .= I;( tor some 
nonzero constant 3(. 0 
In Se&on 3 we completely characterized (K + 1) x K AR matrix. However, 
the sufficient conditions for gemerr N x K polynomial matrices to be AR are 
not yet clear. Another interesting yucstion is, if G(t) is an N x K (N > K + 1) 
AR matrix, can we always find an ambiguity resistant (K + 1) x K submatrix 
H(r) among the AR-equivalence class of G(z)? 
Finally, as pointed out by one of the referees, some of the results in this 
paper also apply to finite fields. For instance, let us consider Lemma 3. Since 
the degrees of fi for 1 < i < L are bounded, using a simple non-topological 
counting argument, Lemma 3 is also true for a sufficiently large finite field. 
Since Lemma 3 plays a main role in the proof of Theorems 2 and 3; we believe 
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