Abstract: Television broadcasting applications such as A TSC-MIH, DVB [4] require that the encoded audio and video streams to be transmitted across a network in a single transport stream containing fixed sized data packets that can be easily recognized and decoded at the receiver. MPEG2 parti specifies two layers of packetization to achieve a transport stream suitable for digital transmission. This paper presents a scheme to multiplex the elementary streams of H.264 video and HE AAC v2 audio using the MPEG2 systems specifications [2], then de-multiplex the transport stream and playback the decoded elementary streams with lip synchronization or audio-video synchronization.
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A. PACKETiZED ELEMENTARY STREAMS (PES):
Each PES packet is an encapsulation of one frame of coded data. The PES header format used is shown in table 1. In the audio/video processing block, if a new frame is being processed, (4) or (7) is executed appropriately, TS duration is calculated and is used to update the TS presentation time at a later stage. Next data is read from the concerned PES packet, if PES is bigger than 185 bytes then only the first 185 bytes are read out and the PES packet is adjusted accordingly. If the current TS packet is the last packet for that PES packet, a new PES packet for the next frame (for that stream) is generated. Now the 185 bytes payload data and all the remaining information are ready to generate the transport stream (TS) packet. Once a TS packet is generated, the TS presentation time is updated using (5) and (8). Then the control goes back to the presentation time decision block and the whole process is repeated till all the video and audio frames are transmitted.
III. DE-MULTIPLEXING
The Transport Stream (TS) input to a receiver is separated into a video elementary stream and audio elementary stream by a de-multiplexer. At this time, the video elementary stream and the audio elementary stream are temporarily stored in the video and audio buffer, respectively. First TS packet header is read to extract fields like packet ID (PID), adaptation field control flag (AFC), payload unit start (PUS) flag, 4 bit continuity counter etc. Now the payload is prepared to be read into the appropriate buffer. By checking the AFC flag it can be known that an offset value has to be calculated or all 185 bytes in the TS packet has payload data. If the AFC is set then the payload is extracted by skipping through the stuffmg bytes. The Payload Unit Start (PUS) bit is checked to see if the present TS packet contains a PES header. If so then, the PES header is first checked for the presence of the sync sequence (i.e. OXOOOOOI). If not, the packet is discarded and the next TS packet is processed. If valid then the PES header is read and fields like stream ID, PES length, frame number are extracted. Now the PID is checked and the payload is written into its respective buffer. If the TS packet payload contained the PES header, information like frame no, its location in the corresponding buffer, PES length are stored in a separate array variable which is later used for synchronizing audio and video streams. Since video files are always much larger than audio files, the video buffer gets filled up first. Once the video buffer is full, the next occurring IDR frame is searched in the video buffer. Once found, the IDR frame number is noted and is used to calculate the corresponding audio frame number (AF) that has to be played at that time, given by (9).
(sampling freq x video frame number)
The above equation is used to synchronize the audio and video streams. Once the frame numbers are obtained, the audio and video elementary streams can be constructed by writing the audio and video buffer contents from that point (frame) into their respective elementary streams i.e .. aac and .264 files respectively. Then the streams are merged into a container format by using mkv merge [10] and can be played back by media players like VLC media player [11] . In the case of video sequence, to ensure proper Signal Processing Video Processing playback, picture parameter sets (PPS) and sequence parameter sets (SPS) must be inserted before the first IDR frame. Because both PPS and SPS information are used by decoder to fmd out the encoding parameters used. The reason the de-multiplexing is carried out from an IDR (instantaneous decoder refresh) frame is because the IDR frame breaks the video sequence making sure that the later frames like P or B-frames do not use frames before the IDR frame for motion estimation. In the case of the audio HE AAC v2 decoder can playback the sequence from any audio frame.
A.
AUDIO-ViDEO SYNCHRONIZATION:
Synchronization in multimedia systems refers to the temporal relations that exist between the media objects in a system. This time relationship should be maintained with the de-multiplexed streams. Since the output of (9) may not be a whole number, it is rounded off to the closest integer value. The theoretical maximum rounding off error is half the audio frame duration. This depends on the sampling frequency of the audio stream. For example for a sampling frequency of 24000, the frame duration is 1024/24000 i.e. 42.6 ms and the maximum possible latency will be 21.3 ms, this latency/time difference is known as a "skew" [17] . The MPEG-2 systems define a skew threshold of ±40 ms [2] . In the proposed method once the streams are synchronized the skew remains constant throughout. This possible maximum skew is the limitation of the method; however the value remains well below the allowed range.
IV. RESULTS

A.
BUFFER FULLNESS: Buffer overflow or underflow by the video and audIo elementary streams can cause skips or freeze/mute errors in video and audio playback. Table 2 shows the values of video buffer and the corresponding The present method uses standards specified by MPEG2 systems [2] . The same multiplexing scheme can be applied to other transport streams like RTP/IP, which are used for applications such as streaming videos over the internet.
Since transport stream is sent across networks that are prone to errors, an error correction scheme like Reed-Solomon [13] or CRC can be added while coding the transport stream (TS)
packets.
