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Abstract
System reliability estimates are generally made using a model
which assumes independence between components, and results are often
claimed to be conservative. For a two component serial system bivar-
iate distributions are developed for three cases: (1) bivariate expon-
ential, (2) bivariate geometric, and (3) a composite exponential,
geometric bivariate. These distributions are then utilized to inves-
tigate the reliability of a two component serial system when an
estimate of the correlation coefficient is available. The estimate
of the reliability thus obtained is then compared with the corresponding
estimate obtained by use of the model which assumes that the system
reliability is the product of the component reliabilities. The di
t
ference between these two estimates is tabulated for values of the
correlation coefficient between -.25 and +.25, for each of the th
bivariate distributions. Conditions under which the effect is maximum
are explored and a method of approximating the reliability difference
is Suggested.
The writers wish to express their appreciation for the assistance
and encouragement given them by Professor Walter Max Woods of the
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Table of Symbols and Abbreviations
Symbol Definition
X A random variable
Y A random variable
T A random variable denoting time
t A particular time
o
k A particular number of power turn-ons (PTO's)
o
f (x;a) A probability function of the random variable
X with parameter a (density function if X is continuous,
mass function if X is discrete)
F (x;a) A probability cumulative distribution function of the
random variable X with parameter a
P ['] The probability of the event [°]
R(t) The reliability function evaluated at t
R(t,k) The composite reliability function evaluated at time t
and PTO's of k
p The estimated correlation coefficient
p The probability of success on a Bernoulli trial
q The probability of failure on a Bernoulli trial
v The parameter of a class of derived bivariate distribution
functions
2
v* The probability p[x ^ Y^ where X has the chi-square dis-
N:y tribution with N degrees of freedom
Y A confidence coefficient, ^ y ^ 1
p The correlation coefficient between two variables
S An estimate of the parameter a
Abbreviation
PTO Power Turn-Ons (discrete random variable)
MLE Maximum Likelihood Estimator
L. CcLo Lower Confidence Limit





It is known that various types of interdependence can exist
between components of a general system. The resulting effects on
the system reliability will be a function of the correlation between
the components considered. A practice in reliability studies has
been to assume that ignoring correlation effects would lead to a
conservative estimate of the reliability. We propose here to study
the validity of this assumption for various values of correlation
and further to study quantitatively the resulting reliability estimates.
To narrow the scope of the problem, we have considered a serial
system of two components and examined three distributions
; (1) bivariate
exponential; (2) bivariate geometric; and (3) a composite bivariate
distribution where the marginals are exponential and geometric.
Each of these distributions is examined separately, A summary
of their characteristics is given in Table 1.1. A comparison is made
of the reliabilities defined by
R (t) - P [x 2s t, Y ^ t] = P [x ^ t] P [Y ^ t] (1.1)
R
2
(t) - P Ex ^ t, Y £ t] (1,2)
for positive and negative values of p.
The resulting estimates of reliability are analyzed and the
effects of correlation on system reliability are evaluated. Exact
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Section 2
GENERAL CONCEPTS OF RELIABILITY
2.1 Definition
Reliability, as the term is used in mathematical statistics,
has exact meanings., It can be calculated, objectively evaluated,
tested, and designed into equipment. A definition, as given by Lloyd
and Lipow [lJ , is "the probability of a successful operation of the
device in the manner and under the conditions of intended use".
Mathematically then, reliability, at some point x , is the probability
o
that a random variable, X, representing the operating life of some
device, will equal or exceed the point x . It can be seen that if
the probability distribution of the random variable is known, then
the reliability at any point may be calculated.
A function representing the operating life may be either a con-
tinuous or discrete type of probability distribution. The interval
of operation can be thought of as a time interval, in which case the
probability distribution will be continuous, or as a number of oper-
ations (such as the turning on of a switch or relay) in which case
the distribution is of the discrete type. Thus, for a continuous
distribution the random variable T, to be considered, is the time
to failure, while for a discrete distribution the random variable might
be the number of power turn-ons (PTO's), K, before failure. Combin-
ations of these are also possible. For example, the number of starts




of a jet engine and the duration of operation may determine the li
of the engine.
In the continuous case, the reliability, R( t) , of a component
is the probability that the component will operate at least for some
time, t. Thus, if f (t) is the probability density function for T,
then reliability or probability that the time to failure will exceed
or equal t, is
00
R(t) - P [T * t] = ff
T
(t)dt (2.1)
In the discrete case the life of the component may be measured
by the number of PTO's prior to the first failure, where the random
variable, say K, may take only discrete values 1, 2, 3, . .. = To
determine the reliability at some fixed value k, where R(k) Prob-
ability [the number of PTO's prior to first failure will exceed k],
we must determine the probability that K will take any value greater
than ko
If the random variable K has a certain probability mass function
a>
p(k) such that ^ p(k) ^ 1 and V p(k) = 1 where p(k) - P [r - k],
and the probability, p, that a certain single trial results in a
success, is constant for any particular trial, ie , each PTO is a
Bernoulli trial with fixed probability ,p, of success, then the mass
K
function is p(k) = p (1 - p) (the probability of k successes and
then a failure)
„
The reliability at some point k is then the probability that










where q - 1 - p
Throughout this investigation we will assume that each trial
does constitute a Bernoulli trial with fixed parameter p.
2.2 Component Interdependence
In determining the reliability of a system consisting of components,
two basic configurations are of interest (1) a series system and (2)
a parallel system. The series system consists of components put to-
gether in such a way that each component must operate for the system
to operate, while in a parallel system the system will operate if any
one component functions. This investigation will consider only a
series system consisting of two components, with the probability
distribution of each being known and the parameters of the distri-
butions estimable for each.
If it is assumed that there is no component interaction in a
series system, then the distributions are statistically independent
and reliability of the system can be determined from the reliability
of the components by multiplication of the component reliabilities.
It should be noted, however, that the product of the component reli-
abilities may, under certain circumstances, indeed yield the system
reliability even though strict independence does not hold. If there
is interaction between components, then the product rule does not in
6-

general hold. Rosenblatt Ll6J states that frequently the observation
is made that "assessments of system reliability based on the assumption
that component failures occur independently of one another are approx-
imate and usually excessively conservative".
We will show that interaction between components can reduce as
well as increase the reliability of a system- An example of inter-
action which reduces system reliability could be the case where two
components, each of which produces heat when operated, causes a
temperature environment which reduces the life of one or both com-
ponents and hence of the system. Each component when operated
separately, however, might produce less heat than is required to
affect the life of that particular component. On the other hand in
certain electronic devices a high temperature environment might be
beneficial, in which case the interaction described would enhance the
reliability of the system,
2,3 Statistical Estimation
In the estimation of reliability of a system from information
available on the components, if the probability distribution family
is known then the problem reduces to determining or estimating values
of the parameters of the distribution. Two methods are available for
doing this
:
(l) point estimates and (2) confidence interval estimates
.
A point estimate is the value of a statistic based on some experi-
mental measurements. An example is the maximum likelihood estimate
(M„ L„ E. ) , which has certain optimal qualities, see Mood [l2j.
-7.

A two-sided confidence interval estimate of a parameter is
obtained by selecting two random values L and U such that, given a
number < Y < 1, the statement that the random interval LL, UJ
covers the parameter may be made with probability 1 Y A one-
sided confidence interval is obtained by selecting a single random
value L where the corresponding confidence statement is, the interval
LL, °°J covers the parameter with probability 1 ~ Y
The method by which experimental data is obtained is called the
sampling plan. Several sampling plans are available for estimating
parameters of the exponential distribution. Those considered in
this investigation are:
Sampling Plan I: test N items of a given type until all fail
and observe the N times to failure.
Sampling Plan II: test N items of a given type until r of them
fail, where r ^ N is fixed before starting
the test. The observations are then the first
r failure times.
Sampling Plan III: test n items of a given type to a preassigned
time t . Let r denote the random number of
o
failures in the specified time and observe
the r failure times.
The only sampling plan which will be considered for the geometric
case is as follows: observe the number r of failures for a pre-assigned
number, N, of PTO's and any number of items of the given type. N is
~8

fixed in advance of the test and r, the number of failures , is a
random variable.
Association between two variables is estimated by several co-
efficients, the most notable of which are:
(i) Product moment correlation coefficient,
(ii) Spearman's rank correlation coefficient,
(iii) Kendall's t correlation coefficient
.
The performance of these correlation coefficients for general
bivariate distributions are compared by Farlie L2J„
2 . 4 Summa ry
In summary, our procedure for estimating reliability might be
broken down into three steps: (1) to establish the type of statis-
tical distribution which describes the failure phenomenon, here we
assume this known, (2) to estimate the parameters which completely
define the distribution, and (3) to utilize the knowledge of the
distribution with the estimates of the parameters to estimate the
reliability . In many present day applications a simplified model,
the independent serial system model, in which the system reliability
is calculated as the product of the reliability of the components,
is used even though the actual reliability may be quite different
and not always greater. It takes but little reflection to realize
that in many applications an underestimate even by a small percentage
might have great consequence on the cost of a large development
program. It therefore seems very appropriate to attempt at least a
start at a procedure by which the reliability can be estimated taking






In this section we shall be concerned with developing a mathe-
matical structure to represent the time to failure distribution of
a two component system where each is exponentially distributed.
Using this structure we shall determine the reliability of the system
with known correlation and compare this with the product rule system





-£ exp (-t/a), t ^ 0. (3.1)
The corresponding cumulative distrubution functions are of the form
F
T
(t) = f fT ( t} dt * l " 6XP <~ t/a >' (3 ' 2)
Gumbel [3 J has demonstrated a general method for deriving a
bivariate distribution function and the corresponding density function








1 + v (1 - F
x
(x)) (1 - F
Y
(y))l (3.3)







[l + v (2F
x
(x) - 1) (2Fy (y)
- l)j (3.4)
He has further derived two specific bivariate exponential distribution
functions each of which is restricted to ranges of correlation less
10*

than unity- We have chosen the more symmetric of the two distri-
butions and have used it exclusively. For this case, where F (x)
A.
and F (y) are both exponential, the bivariate exponential distri-







(x ?y)= -^exp(~x/a~y/b) 1+v feexpC-x/a) -ll
2exp(~y/b) ~l] (3.6)
These can be shown (see Appendix A.l) to possess all the required
properties and in particular the correlation coefficient can be ex-
pressed as
P v/4. -1 * v * 1 (3.7)
From this it is seen that the correlation of this particular distri-
bution is restricted to the range -.25 ^ P ^ .25.
3.2 System Reliability
As previously asserted, reliability is a probabilistic statement
about the operating life of a unit. If we define reliability in symbols
as
R(t) - P [T * t] (3.8)
11

then for the exponential case we have
00
R(t) - fMO dt = (T
If we now consider the reliability of a system of two expon-
entially distributed serial components, we express the system
reliability as
R(t) = P [X ^ t, Y * t] = / / f
xy
(x,y) dx dy (3.
We seek to investigate the consequences of the assumption that
R(t) = R
L
(t) = P [x * t] P [y * t] (3.11)
when something is known of the correlation, P=
Using the product rule, eq. (3.11) is indeed true. However,
for the general case the system reliability is found (see Appendix A=l)
to be
R(t)=exp(-t/a-t/b) l+v[l-exp(-t/a)-exp(-t/b)+exp(-t/a«tA)] • (3«12)
This is monotone increasing in p and hence is restricted to the values
of P between -.25 and .25. To obtain a more complete analysis the
system reliability was derived for P = 1 by assuming that one variable
was a linear function of the other, say Y = cX where c > 0, In this
special case the system reliability is given as
R(t) = P[x»t, YitJ =fa P [X>tj, P [X2t/c] (3.13)
since for c ^ 1, R(t) = exp (-t/a) and for c > 1, R(t) = exp (-t/ca)„
12 =

To obtain a quantitative expression for the effect of correlation
on the system reliability, a reliability difference function was con-
structed. To eliminate the need for considering both component
parameters in this function we denote their ratio as s = b/a and
use this as a single parameter. Also, to avoid considering specific
values of the operating time t, we shall use the ratio of the oper-
ating time to the mean time t/a as a parameter. With this notation
we shall define the reliability difference function, denoted as AR(t)
,
as the difference between the system reliability when there is cor-
relation, R,(t), and the system reliability when there is no cor-
relation, R (t). Hence
AR(t)=R2(t)^(t)=Y>e:^r-t(s+l)^
(3oH)
Equation (3.14) is valid for -.25 ^ P ^ .25, but for p - 1 it is
AR(t) = exp (-t/sa) Cl - exp (-t/sa)l (3.15)
Values of the reliability difference functions defined in
equations (3.14) and (3.15) are given in Tables 3*01 to 3.10 for
values of the t/a = .05 (.05) 2. 5 and s = .5 (.5)5. Further, they are
plotted in Figs. 3.1 and 3.2 with respect to t/a. The curves vary
linearly with P up to .25 so only the curve for p = .25 is shown
along with that for P - 1. To obtain values of £R(t) for p other
than .25 the tables carry these for p .05 and p » .15. At other
values of p a linear interpolation will provide the answer.
13°

For s * 1 , when the component parameters are equal, the curve
attains a maximum at t/a „ 69315 and it is here that the effect of
correlation on the system reliability is a maximum- When the par-
ameters a and b are unequal, the curve peaks at different values of
t/a depending on the value of S. For P less than .25, the maximum
value of ^R(t) is appreciably less than one-fourth that for P 1
at any s other than one. The maximum value of ^R(t) is .2500 for
p ffi 1 and ,0625 for P =25 which is linear and consistent with
previous knowledge.
Example 3.1
As an example let us compute the reliabilities and correlation
effects for a system at time t 500 hours where a b 1000 hours.
Here t/a .5 and the component reliabilities are R(t) exp (=.5)
.60653. The system reliability for the independent case is R(t) *
.36788. From Table 3.02, Z&(t) for t/a - .5 and a » 1 is .05695
for p .25 and £&(t) = .23865 for p 1.0. For p « + 1.0 the
product rule underestimates the actual system reliability by 657o.
Even for P = + .25 the underestimate is 15.57o-
3.3 Confidence Interval
A comprehensive discussion of the concepts and procedures in
deriving estimates of the parameters and confidence intervals for
the resulting reliability estimate is given in Chapters 7,8, and 10
of Lloyd and Lipow Ll_L We shall consider three sampling plans which
are most likely to be utilized in obtaining the failure data;
(1) testing N items until all fail, (2) testing N items until r < M
-14-

fail, and (3) testing N items for time t and observing r, the number
o
of failures. In each case the underlying distribution is exponential,
3o3.1 Testing N items independently until all fail
In this case, a sample of N items are put on test and the test
is concluded when all have failed. The times to failure t, ,• . . . , t ,
i n
each measured from the time the item was "turned on", are recorded.
The intended life of the item is t, and it is required to demonstrate
the reliability with confidence level ( 1 - v)
.




It can be shown LlJ that the function C s 2 N S/a has the chi-square
a
distribution with 2N degrees of freedom. Hence a lower confidence
limit on R may be derived from the expression
P [2 N 4Va > X2 2N.1.-Y" 1 = 1_Y (3 " 1?)
This lower confidence limit, denoted by L , is
L = exp (-t C X2
2N<1.J/2N t) (3=18)
For the case of two independent exponential distributions fY (x)
and f (y) , if we define the ratio of the parameters as s = b/a then,
Y
from (3, 1.2) , we can denote the reliability as
R(t) - exp (-t (s+l)/sa). (3.19)
-15=

Since C 2 n a/a has the chi-square distribution with 2 n degreeaax x
of freedom and C, * 2 n b/b has the chi-square distribution with
b y
2 n degrees of freedom, let us define C , = 2 n a/a + 2 n b/b.
y a,b x y
Then, by the reproductive property, C , has the chi-square distri-
3 « D
bution with 2 n + 2 n degrees of freedom. If we substitute b s a
x y
we get
C ,- 2 (n sa+n d)/s a
a,b x y
J






Hence a lower confidence limit for R is
i~7 X3.21]
L = exp »t(x+l)^
2(nx+ny ) 8 i„^
/z(z
1-7/ ^
sa + n b)
with confidence level 1 - Y»
(3.22)
3.3.2 Testing N items until r < N fail
In this case a sample of N items are put on test and the test
is concluded when some predetermined number r ^ N have failed. The
times to failure t, , . ... t are recorded where each to is measured
1 r 1
from the time the item was "turned on". There arises the consideration
of the immediate replacement of failed items. If replacement is used,
the number on test is always N, whereas in the nonreplacement case,
the number of items on test eventually drops to N - r + 1.
-16<

It can be shown LlJ that in either the replacement or non-
replacement case the quantity (2 r a M)/a has the chi-square dig-r
, N
tribution with 2r degrees of freedom, where a1
r,N
Y t + (N-r) t
r
1 = 1
Hence the procedures and results derived in section 3. 3.1 can be
directly applied, and we observe that
L = exp ^2r § \.rJ2T \^\ (3.23)
is the lower confidence limit on R(t) in the univariate case at
confidence level 1 - V. Similarly, for the case of two independent
exponential distributions a lower confidence limit on R(t) is
L = exp -t(S+l)(*
2
2 <rx+ry) , ^I/^^Vh (3.24)
at confidence level 1 - y.
3.3„3 Testing N items until time t
o
In this case we test N items for a predetermined time t = We
o








(t) = ~ £ exp <-t/a) ^ t £ t (3. 2.'
where A = 1 - exp (-t /a) . This is a density function since when
integrated over the range of t the result is unity and fT (t) is non-
negative. The MLE of a is then given by
*
=




hence an estimate of the reliability is
|(t) - exp (-t/t). (3.27)
In order to obtain a confidence interval, we note that the
random variable r has a binomial distribution with parameters N
and p 1 - exp (~t /a) « A. Hence we see that
L - (1 - ot (r) )
t7t
o (3.28)
where 0/ (r) is the solution of I,
(
.Ln-r, r+lJ = 6 and I (a,b) is
the incomplete beta function tabulated by Karl Pearson.
For the bivariate case the procedures are extended in the






R(t) - exp C-t (1/fi + 1/fi ) ]. (3o29;
x y
Returning to our previous example, if we were to test 5 items
of each component and we estimated the parameters as a = 975 and
A
b 1050 then a 957„ lower confidence limit on R(t) would be
L = exp (-500 ( X2 20i$5)/lQl25) = .53585 (3.30)
for the independent case. As a possible approach to a solution to
18-

the dependent case we might try a procedure such as this: (i) obtain
the independent confidence limit as above, (ii) by using one of the
standard procedures derive an estimate for P, (iii) find Z^(t) at t/a
using the value of R and (iv) add algebraically this £R(t) to L ,
3 | D
to obtain the final estimator- No claims are made as to the accuracy
of this method, it is merely suggested as a possible means of ob-
taining a bound on reliability in the face of known correlation
3o4 Approximating the Effect
If we examine the reliability difference function defined in
section 3.2 and use the notation of eq. (3*12), we may rewrite eq„ (3.
as
l-exp(-t/a)-exp(«tA)+exp(^/a-tA) ° Cj«AR(t)=4yQexp(~t/a~t/b)
By regrouping the terms slightly, we can put this into the form
AR(t)=4y0exp(~t/a) (l-expC-t/a)] exp(~t/b) ( l~6xp(~t/b)) (3«32)
and we see immediately that this is merely 4*p times the product of
the component reliabilities and their unreliabilities for -.25 £ p ^ .25,.
As a check if we let t/a - .5 and t/b .2.5 and p - «25 then
^R(t) - .04111 which checks with the result in Table 3„04 for t/a - .5
and s - 2. This was to be expected since in this particular case the




For a two component serial system the effect of correlation on
system reliability is greatest at t/a = .69315 when the parameters
are equal and the maximum £R(t) is .0625 for p = .25 and .2500 for
P 1.0. When the parameters are unequal, the point of maximum
effect due to correlation varies directly as the ratio of the
parameters. For the restricted bivariate distribution the maximum
£R(t) is less than one fourth of that for the case P = 1 for values
of s other than one, and this is likely due to the bivariate dis-
tribution used.
Lower confidence limits have been defined for the independent
case under three sampling plans. For the dependent case an "ad hoc"
procedure is suggested.
3.6 Description of Graph Format
At the end of this section and the succeeding sections are located
the figures referred to in the text. These figures are presented in
a standard format except for the axis scaling. This is indicated by
the legend directly under the figure title. The following example
illustrates the notation used.
Example 3.2
An axis scaling legend of X AXIS SCALE - 2.00 E + 02
Y AXIS SCALE = 1.00 E - 02
is to be read as "the X AXIS is marked off in units of 2.00 X 10 and
the Y AXIS is marked off in units of 1.00 X 10" ". A general legend
would read "the X AXIS is marked off in units of A X 10 " and be
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In this section we shall develop a discrete bivariate dis-
tribution based on a general class of joint distributions. We
shall take as marginals the geometric distribution and then evolve
a relation from which the reliability of a two component system may
be determined. Using this relation we shall then examine the
effect on the reliability resulting from various values of correlation
between the two components.
To investigate the effect of interdependence of two components
when the probability of successful operation of a component follows
a discrete distribution, a model applicable to "power turn-ons" was
used. In this model the number of power- turn-ons prior to the first
failure is considered a random variable, X. It is assumed that the
probability of a success (ie, a switch functions properly, a relay
opens, etc.) is a constant, p. The probability of a failure, q, is
then (1-p). The reliability at k PTO's R(k) , is then defined as the
probability of at least k successes before the first failure. The
random variable X then follows a geometric distribution: pY (x) s p q
A.




(see Appendix A. 2)
P
x
(x) = P [l>X ] = £ v\ = 1 - p**1 (4.1)
-33=

The reliability of the component, ie, the probability that the random
variable X will equal or exceed some constant, k , is given by
o
R(kQ ) = P[x^k ] = 1 - P[x-kQ »l]*l-[l- p
k
°] = p* Uo2)
In order to study two components, each having a probability dis-
tribution as defined above, a joint distribution, having identical
but not necessarily independent, geometric distributions as marginals,
was needed. Such a joint distribution is not unique but a class of
such functions was determined by D. J. G. Farlie L2J in order to
compare various correlation coefficients. (This investigation will
consider only the product moment correlation coefficient, which is
the more well known of the various types).
The joint mass function:











x = 0, 1, 2, oo °
y = Q, 1, 2, • • •




(2) E £ PvyCx^y) = 1
x=0 y=0 AX




Also it can be seen that when v * the joint distribution reduces
to the product of the marginal distributions. Therefore, this
p (x,y) does meet the conditions for a discrete bivariate dis~
A. I
tribution function.
To determine the functional relation between the constant v in
p (x,y) and the product moment correlation coefficient, P, the
defining equation for P was used.
p = e [x>y]-s[x ] e[y] (4.4)
Using p 1 for the parameter of the first component, ie, the
component characterized by the random variable X, and p, for the
parameter of the second component, the value of the correlation
coefficient, p , was determined as:
P= Y * (4.5)
(i+p-l) (l+p2 )
(calculations are shown in Appendix A. 2)
From this relationship it can be seen that the values of p vary
from when p or p.. are zero to a maximum of -r when p, = p., 1.
Now since -1 ^ v ^ 1, which implies that ~\ £ p ^ \, and hence this
joint distribution function is satisfactory as a method by which to
examine the effects on the reliability of the components having a
correlation within this range.
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With this joint mass function, an equation for the reliability
R(k ) P LX ^ k , Y ^ k J, was developed (see Appendix A. 2). Using
the previously developed relation between p and v, the reliability
as a function of the correlation is:
ko ko ,y0(HPi)(Hp2 )R
o
(k
o) = Pi P2
°+
Vp^
K - 2k.hV] fe^] U.6)
If it is assumed that the product rule holds, then the system









The difference between the two reliabilities, ^(k ), is then
the difference R (k ) -R. (k ).
2 V o 1 o
4.2 System Reliability
To study the reliability difference the functional relation for




Us ing eq. 4.8 and assuming p. p„ , the derivative with respect
to k of ZiR(k ) was set equal to zero in order to determine the value
of k at which the function attained a relative maximum (development








For p .999 this gives a k for maximum difference of 693. Taking
the mean life of a component as •*- and taking the ratio of k to
this mean life, gives k /p/q .693 *" .7. Note that for the case
of the bivariate exponential the corresponding point was t/a .69 315
That is, the ratio of t, the point at which the effect on reliability
due to correlation is a maximum, to a, the mean life of a component,
is constant and is approximately equal to .7.
This relation, (4.8), was programmed using FORTRAN language and
the CDC 1604 computer, and is tabled in Tables 4.01 through 4.15.
It can be seen that £&(k ) is monotone increasing in P, and
hence the value of the reliability will be increased when p is
positive and will be decreased when p is negative. All tables are
computed for only positive values of p but because of the symmetry,
the values are also good for negative P; that is
C^R(k
Q ,
- P) - - ^R(kQ , P) ].
There is a separate table for each combination of values of p 1
and p , for values . 995( . 001) . 999 . Tables were made for values of
k from 25(25)1000 and for p of .05(.05).25. The ratio of p to p
is designated by s and is shown for each table. Only values of
P
1
^ p„ are used since for any particular case the component having
the smaller value of p may be designated 1.
-37-

Using the tabulated values, curves were plotted (utilizing the
CDC 1604 computer) for p = .995 and p£ - . 99 5 (.001) .999 , each graph
depicts the five values of the correlation coefficient, p. It can
be seen that the magnitude of the effect increases as the value's* of
the parameters approach a single value and reaches a maximum, when
p 1 p„ , of .062494 for p - .25. Notice that this maximum value is
approximately .25 p, which is p times the maximum effect due to
correlation. (Maximum effect given by Lloyd and Lipow [l] ).
There is an interesting association between the value of k at
which the maximum occurs and the "mean" of the system. If we define





Pl + P2 \
and if k is the point at which the effect is maximum, then the ratio
k /m is constant and has the approximate value .7. For the case
where p = p the ratio has already been shown to hold (note that for
that case the mean just defined does in fact reduce to the mean of
a component).
Example 4.1
As another example, if we take p = .997, p ? = .999, then m 499
Now from Table 4.03 it can be seen that for all values of p the




If we take the case where p = .995, p2 .998, then k
= 284
and from Table 4.06 £R(k) is maximum when k = 200, this gives
k/m - .704.
This was done for all values of p.. and p. which are tabled and
the value of k/m was in each case .7 + .01.
This relationship might be useful for design purposes in deter-
mining the component parameter values which would best utilize an
enhancing interaction between two components, or conversely, spec-
ifying parameter values away from these if the interaction is
degrading to the reliability.
4.3 Confidence Interval
To determine a confidence interval for the reliability, the
independent model was used to first obtain a confidence interval when
there is no interaction. The method used is that given in Lloyd
and Lipow [l] page 226. Although other methods are available, see
Buehler Ell], Steck [l3], and Madansky [ 14], there seems to be no
generally accepted best method and therefore the procedure used was
picked because of the ease with which it could be applied.




and the quantity N (1 - P) F.
-39-

Where N, is the number of trials of the i component and f. is the
number of failures of the same component, N is the minimum N,. The
m i
number, F, is then considered to be the number of system failures in
N trials of the system. With these as arguments the graphs given
in [l] page 498 - 502 are utilized to obtain a lower confidence limit
for any chosen confidence coefficient y.
Example 4.3
If we take N N
£
1000, y . 95, f - = f
£
1 , k = 50, then
$ - (.999)° (.999) - .998001, N - 1000, F - 2. There results a 95%
m
lower confidence limit on P of .994. Now since the reliability at
k 50 is given by
R(50) - ( ?1 p2 )
5° (4.12)
and a lower confidence limit on (p. p~) is given by the lower confi-
dence limit P; then if R is a lower confidence limit on R, the 957«







Bounds on £R(k) for all values of p are + .25 (For proof of this
statement see L 1 J page 223) and the limit is attained only when
P J 1. Since p is, however, not known but must be estimated, there
would also be a confidence interval associated with the estimate.
A lower confidence limit on R(k) for the dependent model could
then be given by
ft(k) = R - .25 (4.14)
-40-

For Example 4.3 the 95% L. C. L. on R(k) would then be ft (50) - .74-. 2 5 - .49
If, however, it were definitely known that p was positive, then the
A
L. C„ L. , R(k) would be .74 since in that case any effect due to correl-
ation would be enhancing.
It is recognized that such an L. C. L. on the reliability would
not be "good11
,
in the sense of shortest interval, and that perhaps
a much better technique could be found.
4.4 Approximating the Effect
Looking at the relationship obtained for AR(k ) given by equation
(4.8) and examining it part by part, we see that:
p(l +p1 )(l fp2 )
V*l P2
up (4.15)
for values of p and p close to 1
Taking the next part of equation (4.8)
p - p - P (1 - P ) (4.16)
It can be seen that this is the product of the reliability
and the unreliability. Now since the third part of (4.8) is of the
same form as the second part, an approximation for the difference
function can be given by:
AR(k
Q )
= 4 p Pl
k









Notice that this is 4 p times the product of the reliability and the
unreliability of each component.
Example 4.4
As an example of the use of this approximate method, let p
1
p 9
» .999 and p .25, k 100. Then using the approximation
equation (4.17), the reliability difference is : Z&(k ) = .007523.




As another example where this time p ^ p. , let p.. .995,
p_ .998, k 200 and p = .10. For this case the approximation
yields £R(k ) .020568. Using Table 4.06, a value of AR(k ) =
.020543 is obtained.
It can thus be seen that as a fast approximation the method
suggested by equation (4.17) does yield good results.
4.5 Summary
In this section a jointly discrete distribution, a bivariate
geometric, was developed from a large general class of distributions.
It was shown that the particular distribution does in fact meet the
requirements for a probability distribution function, however, no
claim is made to its being unique. Using this distribution the
effect of correlation was examined for a limited range of values of
the product moment correlation coefficient. Specifically the dif-
ference between the reliabilities when using an estimated correlation
-42-

coefficient and when the independent model is assumed, was examined.
Values of the reliability difference were computed and are tabulated.
A graphical comparison is presented and indicates (1) that the max-
imum reliability difference occurs when the parameters are equal, (2)
that the value of the maximum when P .25 is . 25(.25), which is in
agreement with the known maximum of .25 for P = 1
, (3) that the ratio
k "k
k /m is essentially constant and equal to .7, k being the point at
which the maximum effect occurs and m the mean life of the system.
A good approximation to the reliability difference can be
obtained by the approximate method, ie , four times the estimate of
the correlation coefficient times the product of the reliability
and the unreliability of each component.
A procedure for obtaining a lower confidence limit for the
reliability of a two component serial system is presented, however
its usefulness is doubtful since it is in no way optimal. No
better technique could be found although it is believed continued




TABLE OF GEOMETRIC RELIABILITY DIFFERENCES
Pl= .995 P2 = .999 S= .996






























































































































































































































































TABLE OF GEOETRIC RELIABILITY DIFFERENCES
Pl= .996 P2 = .999 S= .997




















































































































































































































































TABLE OF GEOMETRIC RELIABILITY DIFFERENCES
Pl= .997 P2= .999 S= .998


























































































































































































































































TABLE OF GEOMETRIC RELIABILITY DIFFERENCES
Pl = .998 P2 = .999 S= .999





















































































































































































































































TABLE OF GEOMETRIC RELIABILITY DIFFERENCES
Pl= .999 P2 = .999 S=1.0C0





























































































































































































































































TABLE OF GECNETRIC RELIABILITY CIFFERENCES
P1= .995 P2= .998 S= .997






























































































































































































































































TABLE OF GEOMETRIC RELIABILITY DIFFERENCES
Pl= .996 P2 = .996 S= .998






































































































































































































































































TABLE OF GECPETRIC RELIABILITY DIFFERENCES
Pl= .997 P2= .998 S= .999















































































































































































































































































TABLE OF GEOMETRIC RELIABILITY DIFFERENCES
P1= .998 P2 = .998 S=1.000









































































































































































































































































TABLE OF GEOMETRIC RELIABILITY DIFFERENCES
Pl= .995 P2 = .997 S= .998







































































































































































































































































TABLE OF GEOMETRIC RELIABILITY DIFFERENCES
Pl= .996 P2= .997 S= .999
K RH0=.C5 .10 .15 .20 .25
















































































































































































































































TABLE OF GECPETRIC RELIABILITY DIFFERENCES
P1= .997 P2= .997 S=1.000

















































































































































































































































































TABLE OF GEOMETRIC RELIABILITY DIFFERENCES
Pl= .995 P2= .996 S= .999































































































































































































































































TABLE OF GECVETRIC RELIABILITY DIFFERENCES
P1= .996 P2 = .996 S=1.0C0


























































































































































































































































TABLE OF GEOMETRIC RELIABILITY DIFFERENCES
Pl= .995 P2 = .995 S=1 .000
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As an extension of the two cases just considered we shall now
investigate a system wherein the components that go to make up the
system are continuous and discrete in nature. A simple example
could be the operating life of an aircraft jet engine wherein the
operating life depends on the number of starts as well as the total
running time it accumulates. We may consider the starting function
as a discrete random variable, specifically the geometric distri-
bution, and the running time as a continuous random variable,
specifically the exponential distribution.
With marginal density functions fv (x) * — exp (-x/a) andX a
y
f (y) = p (1-p) we again utilize the theory previously employed to






0<x <«, y = 0s 1, 2 9 3> a o o
With the familiar restriction that -1 ^ v £ 1 the function f (x,y)
is shown in Appendix A. 3 to satisfy all the requirements of a joint
density function, ie , its sum over the range is unity, it is non-
negative and its marginals are indeed the original density functions
that went to make it up. The correlation coefficient is evaluated
64-

and found to be
p = vVp/^Cl + p) (5.2)
where -1 £ v £ 1 and ^ p £ 1.
It is again evident that the correlation is restricted to the
range -.25 £ P ^ .25. In the applications we shall consider, the
value of p will generally be very high, between ,990 and 1.000. For
this range we see that the value of p is very nearly equal to v/4.
This implies that for highly reliable items the correlation is
completely specified by the constant v. Hence we shall consider the
quantity v * 4 p for most computations. Tables 5.01 through 5.10
were computed using exact values.
5.2 System reliability
The system reliability is a function of the component reliabil-
ities and can be expressed as
R(t,k) = P[x=?t, YSkj (5.3)
The reliability function is evaluated in Appendix A. 3 and the resul-
tant expression for the system reliability is





The system reliability is seen to reduce to the product of the
component reliabilities in the independent case wherein v 0, as
was to be expected.
To establish a quantitative measure, of the effect of correlation
on the system reliability a reliability difference function was
defined as the difference between the system reliability when P
and that when p r 0. This function is denoted by £R(t,k) and is
expressed as
AR(t,k) = v p
k
exp(-t/a)[l-exp(-t/a)l (l-pk ) (5.-5)
The reliability difference is seen to be a linear function of the
correlation. This function has been extensively tabled in terms of
the ratio of the total life to the mean life of the components. These
are denoted by t/a and k/m in Tables 5.01 to 5.10. Further, the
difference function is plotted in Figs. 5.1 and 5.2 and is seen to
vary with k/m and is a maximum of .0625 at k/m «s .693 for P " .25
and t/a *.7. This is in excellent agreement with previous results
for the exponential and geometric cases.
5.3 Confidence Limits
The subject of deriving confidence limits for the reliability
function defined above was considered beyond the scope of this
thesis and was omitted. However, it is evident that this problem




5.4 Approximating the Effect
It is interesting to note that in the event that p is close to
one the reliability difference function can be approximated very
closely by the product of the component reliabilities and their
unreliabilities times 4 p. That is, for p °" 1 :
AR(t,k) = Up exp(-t/a) [l-exp(~t/a)l pk (l-pk )„ (5*6)
5.5 Summary
The bivariate density function derived from geometric and
exponential marginals gives results consistent with those found
in the previous two sections. Significantly, maximum effects of
correlation on system reliability occurred for k/m .7 in all
cases and the extremum occurred when both k/m and t/a were about .7.

























































JOINT EXFCNENTIAL, GEOMETRIC RELIABILITY CIFFERENCES
100 A=NEAN OF EXP DIST M=MEAN OF GECP CIST







































































































































































































































































TABLE OF JOINT EXPONENT I AL, GE CVETRIC RELIABILITY DIFFERENCES
T/A= .100 A=MEAN CF EXP DIST y=MEAN OF GECM CIST























































































































































































































































































































TABLE OF JOINT EXPONENT I AL, GE CPET R IC RELIABILITY DIFFERENCES
T/A= .200 A=MEAN CF EXP CIST M=MEAN OF GECM CIST
K/M RHO=.05 .10 .15 .20 .25
5.0251 .0002C .00039 .00059 .00078 .CCC98
4,7739 .00025 .00050 .00075 .00101 .00126
4.5226 .00032 .00064 .CC097 .00129 .00161
4.2714 .00041 .C0083 .00124 .00165 .CC206
4.0201 .00053 .00106 .00159 .00211 .00264
4.0161 .00053 .00106 .C0159 .00212 .00265
3.8153 .00064 .C0129 .00193 .00258 .00322
3.7688 .00066 .C0135 .00203 .00270 .00338
3.6145 .00076 .00157 .00235 .00313 .00392
3.5176 .00086 .00172 .C0259 .00345 .CC431
3.4137 .00095 .00190 .00255 .00380 .00476
3.2663 .0011C .00220 .00329 .00439 .00549
3.2129 .00115 .00231 .C0346 .00461 .CC577
3.0151 .00139 .C0279 .00418 .00558 .CC697
3.0120 .0014C .00279 .00419 .00558 .CC698
3.0090 .0014C .00280 .CC419 .00559 .00699
2.8586 .00161 .00322 .00483 .00644 .00806
2.8112 .00169 .00337 .00506 .00675 .CC843
2.7638 .00176 .00353 .00529 .00706 .00882
2.7081 .00185 .00371 .CC556 .00741 .00927
2.6104 .00203 .00406 .00609 .00812 .01016
2.5577 .00213 .00426 .00639 .00852 .01065
2.5126 .00222 .00445 .00667 .00889 .01112
2.4096 .00244 .00488 .00731 .00975 .01219
2.4072 .00244 .00488 .00732 .00976 .C122C
2.2613 .00276 .00557 .00835 .01114 .01392
2.2568 .00279 .00558 .00837 .01116 .01395
2.2088 .00291 .00583 .00874 .01165 .C1U57
2.1063 .00316 .00636 .00954 .01272 .01591
2.0101 .00346 .00692 .01038 .01383 .01729
2.0080 .00346 .00692 .01038 .01385 .01731
2.0040 .00347 .00694 .01040 .01387 .01734
1.9559 .00361 .00723 .01084 .01445 .01807
1.9038 .00377 .00754 .01131 .01508 .01885
1.8072 .00406 .00817 .01225 .01633 .02042
1.8054 .00409 .00817 .01226 .01635 .02043
1.8036 .00409 .00818 .01227 .01636 .02045
1.7588 .00425 .00849 .01274 .01699 .02123
1.7034 .00443 .00885 .01328 .01770 .02213
1.6550 .0046C .00919 .01379 .01839 .02298
1.6064 .00477 .00954 .01431 .01909 .02386
1.6032 .00478 .00955 .01433 .01911 .02389
1.5075 .00513 .01026 .01539 .02053 .02566
1.5045 .00514 .01027 .01541 .02055 .02568
1.5030 .00514 .01028 .01542 .02056 .02570
1.4056 .0055C .01101 .01651 .02202 .02752
1.4028 .00551 .01102 .01653 .02204 .02755
1.3541 .00569 .01138 .01708 .02277 .02846
1.3026 .00586 .01176 .01764 .02352 .02940

















TABLE CF JCINT EXPONENT I AL, GE CVETR IC RELIABILITY DIFFERENCES
T/A= .200 A=MEAN CF EXP CIST M=PEAN OF GEOP CIST
K/M RHO=.05 .10 .15 .20 .25
1.2048 .00624 .01248 .01872 .02496 .03119
1.2036 .00624 .01248 .01872 .02496 .03120
1.2024 .00624 .01249 .01873 .02497 .03122
1.1022 .00659 .01318 .01976 .02635 .03294
1.0532 .00675 .01349 .02024 .02699 .03374
1.0050 .0069C .01379 .C2069 .02758 .03446
1.0040 .0069C .01379 .02069 .02759 .03448
1.0020 .00690 .01380 .02070 .02760 .03450
1.0010 .0069C .01380 .02070 .02760 .03450
.9510 .00704 .01408 .02112 .02815 .03519
.9027 .00716 .01432 .02148 .02863 .03579
.9018 .00716 .01432 .02148 .02864 .03580
.9009 .00716 .01432 .02148 .02864 .03580
.8509 .00726 .01453 .02179 .02905 .03632
.8032 .00734 .01468 .02203 .02937 .03671
.8016 .00734 .01469 .02203 .02937 .03672
.8008 .00734 .01469 .02203 .02938 .03672
.7538 .0074C .01479 .02219 .02959 .03698
.7523 .0074C .01479 .02219 .02959 .03698
.7508 .0074C .01480 .02219 .02959 .03699
.7014 .00742 .01484 .02226 .02968 .03710
.7007 .00742 .01484 .02226 .02968 .03710
.6507 .00741 .01481 .02222 .02963 .03703
.6024 .00735 .01470 .02206 .02941 .03676
.6018 .00735 .01470 .02205 .02940 .03676
.6012 .00735 .01470 .02205 .02940 .03675
.6006 .00735 .01470 .02205 .02940 .03675
.5506 .00725 .01449 .02174 .02898 .03623
.5025 .00709 .01418 .02127 .02835 .03544
.5010 .00709 .01417 .02126 .02834 .03543
.5005 .00708 .01417 .02125 .02834 .03542
.4514 .00686 .01372 .02059 .02745 .03431
.4505 .00686 .01372 .02058 .02744 .03430
.4016 .00656 .01313 .01969 .02626 .03282
.4008 .00656 .01312 .01969 .02625 .03281
.4004 .00656 .01312 .01968 .02624 .03280
.3504 .00618 .01236 .01854 .02471 .03089
.3009 .0057C .01141 .01711 .02282 .02852
.3006 .0057C .01140 .01711 .02281 .02851
.3003 .00570 .01140 .01710 .02280 .02850
.2513 .00512 .01024 .01536 .02049 .02561
.2503 .00511 .01023 .01534 .02046 .02557
.2008 .00441 .00882 .01323 .01765 .02206
.2004 .00441 .00882 .01322 .01763 .02204
.2002 .00441 .00881 .01322 .01763 .02203
.1505 .00356 .00713 .01069 .01425 .01781
.1502 .00356 .00712 .01068 .01424 .C178C
.1002 .00256 .00512 .00767 .01023 .01279
.1001 .00256 .00511 .00767 .01023 .01278











TABLE CF JOINT EXFCNENT I AL, GE CNETRIC RELIABILITY CIFFERENCES



























































































































































































































































































































TABLE OF JOINT EXPONENT I AL, GE CNETRI C RELIABILITY CIFFERENCES
T/A= .300 A=MEAN CF EXP CIST V=MEAN OF GECM CIST



























































































































































































































































































































TABLE OF JOINT EXPONENT I AL, GE CNETRIC RELIABILITY DIFFERENCES
T/A= .4C0 A=MEAN OF EXP CIST M=MEAN OF GEOM CIST























































































































































































































































































































TABLE OF JOINT EXPONENT I AL
,
GEOPETR IC RELIABILITY DIFFERENCES
T/A= .400 A=MEAN OF EXP DIST N=NEAN OF GEO* CIST





























































































































































































































































































































TABLE OF JOINT EXPONENT IAL ,GE CME TRI C RELIABILITY CIFFERENCES
T/A= .500 A=MEAN OF EXP CIST M=PEAN OF GEOM CIST






























































































































































































































































































































TABLE OF JOINT EXPONENT I AL ,GECMETR IC RELIABILITY DIFFERENCES
T/A= .500 A=MEAN OF EXP DIST M=PEAN OF GECV OIST















































































































































































































































































































































TABLE OF JOINT EXPONENT I AL, GEOMETRIC RELIABILITY DIFFERENCES
T/A= .600 A=MEAN OF EXP DIST M=VEAN OF GECM DIST
K/V RH0=.05

































































































































































































































































































































TABLE OF JOINT EXPONENT I AL.GECMETR IC RELIABILITY DIFFERENCES
T/A= .600 A=VEAN OF EXP CIST M=VEAN OF GECM DIST



























































































































































































































































































































TABLE OF JOINT EXPONENTIAL, GECMETR IC RELIABILITY DIFFERENCES
T/A= .700 A = VE/*N CF EXP CIST V = VEAN OF GECN CIST




























































































































































































































































































































TABLE OF JOINT EXPONENT I AL,GECMETR IC RELIABILITY DIFFERENCES
T/A= .700 A=VEAN CF EXP CIST M=NEAN OF GECM CIST































































































































































































































































































































TABLE OF JOINT EXPONENT I AL, GECMETR IC RELIABILITY DIFFERENCES
T/A= .800 A=PEAN CF EXP DIST M=^EAN OF GECN CIST

























































































































































































































































































































TABLE OF JOINT EXPONENT I AL,GE CMETR IC RELIABILITY DIFFERENCES
T/A= .800 A=PEAN OF EXP DIST M=MEAN OF GECM CIST
K/M RHO=.05 .10 .15 .20 .25
1.2048 .01040 .02080 .03120 .04161 .05201
1.2036 .01041 .02081 .03122 .04162 .C52C3
1.2024 .01041 .02082 .03123 .04163 .052CM
1.1022 .0109e .02197 .03295 .04393 .C5M92
1.0532 .01125 .02250 .03375 .04500 .05625
1.0050 .01150 .02299 .03449 .04598 .05748
1.0040 .01150 .02300 .03449 .04599 .05749
1.0020 .01150 .02301 .03451 .04601 .05751
1.0010 .01151 .02301 .03452 .04602 .05753
.9510 .01173 .02347 .03520 .04694 .05867
.9027 .01193 .02387 .03580 .04774 .05967
.9018 .011914 .02387 .03581 .04775 .05968
.9009 .01194 .02388 .03581 .04775 .05969
.8509 .01211 .02422 .03633 .04844 .06055
.8032 .01224 .02448 .03672 .04896 .06120
.8016 .01224 .02449 .03673 .04897 .06121
.8008 .012214 .02449 .03673 .04897 .06122
.7538 .01233 .02466 .03699 .04933 .06166
.7523 .01233 .02466 .03700 .04933 .06166
.7508 .01233 .02467 .03700 .04933 .06167
.7014 .01237 .02474 .03711 .04948 .06185
.7007 .01237 .02474 .03711 .04948 .06185
.6507 .01235 .02470 .03704 .04939 .06174
.6024 .01226 .02451 .03677 .04903 .06128
.6018 .01226 .02451 .03677 .04902 .06128
.6012 .01226 .02451 .03677 .04902 .06126
.6006 .01225 .02451 .03676 .04902 .06127
.5506 .01208 .02416 .03624 .04832 .06040
.5025 .01182 .02364 .03545 .04727 .05909
.5010 .01181 .02363 .03544 .04725 .05907
.5005 .01181 .02362 .03543 .04725 .05906
.4514 .01144 .02288 .03432 .04576 .05720
.4505 .0114»4 .02287 .03431 .04574 .05718
.4016 .01095 .02189 .03284 .04378 .05473
.4008 .01094 .02188 .03282 .04376 .05470
.4004 .010914 .02188 .03282 .04375 .05469
.3504 .01030 .02060 .03090 .04120 .05150
.3009 .00951 .01902 .02853 .03804 .04755
.3006 .00951 .01901 .02852 .03803 .014754
.3003 .00950 .01901 .02851 .03802 .04752
.2513 .008514 .01708 .02562 .03415 .04269
.2503 .00853 .01706 .02558 .03411 .04264
.2008 .00735 .01471 .02206 .02942 .03677
.2004 .00735 .01470 .02205 .02940 .03675
.2002 .00735 .01469 .02204 .02939 .03673
.1505 .005914 .01188 .01782 .02376 .02970
.1502 .005914 .01187 .01781 .02374 .02968
.1002 .00426 .00853 .01279 .01706 .02132
.1001 .00426 .00853 .01279 .01705 .02131













TABLE OF JCINT EXPONENT I AL
,
GECVETRIC RELIABILITY DIFFERENCES
T/A= .900 A=MEAN CF EXP DIST M=MEAN OF GECM CIST

























































































































































































































































































































TABLE OF JOINT EXFCNfcNT
I
AL f GECMETR IC RELIABILITY DIFFERENCES
T/A= .900 A=MEAN OF EXP DIST M=PEAN OF GECV CIST
K/M RH0=.C5 .10 .15 .20 .25
1.2048 .0101*4 .C2028 .03043 .04057 .05071
1.2036 .01015 .02029 .030M4 .04058 .C5C73
1.2024 .01015 .02030 .030U5 .04060 .05075
1.1022 .01071 .02142 .03213 .04284 .05355
1.0532 .01097 .02194 .03291 .04388 .05484
1.0050 .01121 .02242 .03363 .04484 .05605
1.0040 .01121 .02242 .03364 .04485 .05606
1.0020 .01122 .02243 .03365 .04487 .05608
1.0010 .01122 .02244 .03366 .04488 .05609
.9510 .0114*4 .02289 .03433 .04577 .05721
.9027 .01 16*4 .02327 .03491 .04655 .05819
.9018 .0116*4 .02328 .03492 .04656 .05820
.9009 .0116*4 .02328 .03492 .04656 .C582C
.8509 .01181 .02362 .03542 .04723 .05904
.8032 .01194 .02387 .03581 .04774 .05968
.8016 .01194 .02388 .03581 .04775 .05969
.8008 .01191* .02388 .03582 .04776 .05969
.7538 .01202 .02405 .03607 .04810 .06012
.7523 .01203 .02405 .03608 .04810 .06013
.7508 .01203 .C24C5 .03608 .04810 .06013
.7014 .01206 .02413 .03619 .04825 .C6C31
.7007 .01206 .02413 .03619 .04825 .06031
.6507 .0120*4 .02408 .03612 .04816 .C6C2C
.6024 .01195 .02390 .03586 .04781 .05976
.6018 .01195 .02390 .03585 .04780 .05975
.6012 .01195 .02390 .03585 .04780 .05975
.6006 .01195 .02390 .03585 .04780 .05975
.5506 .01178 .02356 .03534 .04712 .05889
.5025 .01152 .02305 .03457 .04609 .05762
.5010 .01152 .02304 .03456 .04608 .05760
.5005 .01152 .02303 .03455 .04607 .05759
.4514 .01116 .02231 .03347 .04462 .0557E
.4505 .01115 .02230 .03345 .04461 .05576
.4016 .01067 .02135 .03202 .04269 .05336
.4008 .01067 .02134 .03200 .04267 .05334
.4004 .01067 .02133 .C32CC .04266 .05333
.3504 .0100*4 .02009 .03013 .04018 .05022
.3009 .00927 .01855 .02782 .03709 .04636
.3006 .00927 .01854 .02781 .03708 .04635
.3003 .00927 .01854 .02780 .03707 .04634
.2513 .00833 .01665 .02498 .03330 .04163
.2503 .00832 .01663 .02495 .03326 .04156
.2008 .00717 .01434 .02151 .02869 .03586
.2004 .00717 .01433 .02150 .02867 .03583
.2002 .00716 .01433 .02149 .02866 .03582
.1505 .00579 .01158 .01738 .02317 .02896
.1502 .00579 .01157 .01736 .02315 .02894
.1002 .00416 .CC832 .01248 .01663 .02079
.1001 .00416 .00831 .01247 .01663 .02078


















TABLE CF JOINT EXPONENT I AL, GE CPETRIC RELIABILITY DIFFERENCES
T/A=1.000 A=MEAN CF EXP DIST *=MEAN OF GECV CIST
K/M RHO=.05 .10 .15 .20 .25
5.0251 .00031 .C0061 .00092 .00123 .CC15M
4.7739 .00039 .CC079 .00118 .00158 .CC197
4.5226 .00C51 .00101 .00152 .00202 .00253
4.2714 .00065 .00129 .00194 .00259 .003214
4.0201 .00083 .00166 .00248 .00331 .CCUIU
4.0161 .00083 .00166 .C02«49 .00332 .00415
3.8153 .00101 .00202 .00303 .00404 .CC505
3.7688 .00106 .00212 .00317 .00423 .00529
3.6145 .00123 .00245 .00368 .00491 .CC61M
3.5176 .00135 .00270 .00405 .00540 .00675
3.4137 .00149 .00298 .00447 .00596 .CC745
3.2663 .00172 .00344 .00516 .00688 .00860
3.2129 .00181 .00361 .00542 .00723 .00904
3.0151 .00218 .00437 .00655 .00874 .01092
3.0120 .00219 .00438 .00656 .00875 .010914
3.0090 .00219 .00438 .CC657 .00876 .01095
2.8586 .00252 .C05C5 .00757 .01010 .01262
2.8112 .0026U .00528 .00793 .01057 .01321
2.7638 .00277 .00553 .00830 .01106 .01383
2.7081 .0029C .00581 .00871 .01162 .01452
2.6104 .00318 .00637 .00955 .01273 .01591
2.5577 .00334 .00667 .01001 .01334 .01668
2.5126 .0034E .00697 .010*45 .01394 .01742
2.4096 .00382 .00764 .01146 .01528 .01910
2.4072 .00382 .00765 .01147 .01530 .01912
2.2613 .00436 .00873 .C13C9 .01745 .02182
2.2568 .00437 .00874 .01312 .01749 .02186
2.2088 .00456 .C0913 .01369 .01826 .02282
2.1063 .0049E .00997 .01495 .01994 .021492
2.0101 .00542 .01084 .01626 .02168 .02710
2.0080 .00542 .01085 .01627 .02170 .02712
2.0040 .00543 .01087 .01630 .02173 .02717
1.9559 .00566 .01132 .01699 .02265 .02831
1.9038 .00591 .01181 .01772 .02363 .02953
1.8072 .0064C .01280 .01920 .02559 .03199
1.8054 .0064C .01281 .01921 .02561 .03202
1.8036 .00641 .01282 .01922 .02563 .0320U
1.7588 .00665 .01331 .01996 .02662 .03327
1.7034 .00694 .01387 .02081 .02774 .03U68
1.6550 .0072C .01441 .02161 .02881 .03601
1.6064 .00748 .01495 .02243 .02990 .03738
1.6032 .00749 .01497 .02246 .02994 .037U3
1.5075 .008014 .01608 .02412 .03216 .014020
1.5045 .00805 .01610 .02415 .03220 .04025
1.5030 .00805 .01611 .02416 .03221 .04027
1.4056 .00862 .01725 .02587 .03450 .014312
1.4028 .00863 .01727 .02590 .03453 .04316
1.3541 .00892 .01784 .02676 .03568 .04460
1.3026 .00921 .01843 .02764 .03685 .0U607








TABLE CF JOINT EXPONENT IAL, GE CVETR I C RELIABILITY DIFFERENCES
T/A=1.000 A=MEAN CF EXP CIST M=MEAN OF GECV CIST
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To show fyy(x,y) is a density functions
must shows (1) f£y(x,y)—0
CD O0
//(2) f f^Cx.yJdx dy = 1XT






fn (x,y) = -^ e
~(x/a^/b )l + v(l^2e"x/a)(l»2e^/b)
(1) with a»0, b»0, -12v*l, x>0? and y>0
it can be seen that -1^1 - 2e"x/aSl
since o:22e~x' a :^2
therefore since -l^v—
1
-12r(l - 2e"x/a )(l - 2e-3r/b)=l
and 1 + v(l -2e~x/a )(l - 2e^/b )2:0
-92-

now JL e~^a + y/b)so
ab





-ig e-CVa + y/b)|i + v(l^2e^/a ) ( 1^2e-y/b j >0
//(2) / [ fYY(x,y)dx dy = x/a + y/b) 1 + v(l - 2e"x/a )
(1 - 2e"y/b lix dy
--
-^JW-ax/c"*/adx^-yAdr + -4y "aB '/e^a (l_2e-x/a )dx re-y/b (l^2e^/b }dy
«. CO
look at -i- f e~x/adx ? -i- f e~y/bdy
4




look at i-f e"x/a (l - 2e~x/a )dx
let u = (1 -2e"
x/a
) then du = -§" e"x/a
and for x = 0, u = lj for x-*<» , u = -1
hence
a
s ' U-2e ' jdx
1 21 1






Then E(xy) = / fxy fyy.(x 5y)dx dy
CO OD f" CO
E(xy) = ff e"
x/a
dx f 7 e"y/bdy+v [|Wa (l~2e"-«/a)dx
o o o
/Ilook at / ^ e ' dxj integrating by parts
where u = x/a du = - dx dv = e™x/adx v = -a e^x/a
a
™7 CD
then f 2 e~x/adx = ®(-a e-*/a)f - f. a e~x/adx/a a /a
x/a e~x/adx = + a = a similarly fy/b e^Ady = b
Also, if ve expand the second tern we get
fx/a e"x/adx ~ f 2x/a e"2x/adx
and if we substitute 2/a for 1/a in the integration by parts , we
obtain / 2x/a e~'" ' dx = a/2
Hence from
E(
-y) = fx/a e~x/adx f y/b e~^/bdy+v fx/a e~x/rdx - f2








i- f e^Cl^e^Jdy = + f 2 u du = £ = o
Therefore
ao eo
T f"%(^y) dx dy = 1-1 + v [o«OJ
13)
(l-2e~y/b )dx
= -1- e-y/b fe~x/adx + e-y/b (l-2e-y/b ) /e-x/a(i-2e-x/a)dx
ab J ao J
o a
= Jg e-^Ca) +
-fe e-y/
b(l-2e-yA) (o)
hence f f^x^dx = -jL e"^ = fv(y)
o
similarly f%(x,y) dy =
-J~ e~
x/a = fx(x)
To evaluate the correlation coefficients
We knou: E(x) = a, E(y) = b, (Y = a s (Y = b
* y
and D - *LS±Z*i2l.Mll

we obtain
E(xy) = ab + v (-§- '•%) = ab ( 1 + v/4)
Therefore
P
ab (1 + v/4.) - a«b
a b
P= vA
Since Ivl ^ 1 then ipl ^ V4
To derive the reliability functions
<X> CO
R(t) = P [x>t, y>t] = f rfH(x,y;dx dy
t t









using similar techniques as for the previous integrations we obtain





1 + v ( 1.e
-Va )(l_>e.t/b }
j
To derive the reliability difference functions
Rj (t) = e
-(t/a+t/b) [l + v(l-e-t/a ) 0_3-t/b )
]
% (t) = e tVa + Vb)
hence since AR(t) = R2 (t) - R-, (t) then
AR(t) = v e-(Va + t/b) (x . e-t/a ) ( 1 . e~t/b)
.R(t) = 4pe*(t/a + ^b) (1 _ e-t/o )(l _ Q-t/b)
To find the point where AR(t) is a maximum with respect to t/as
let a = b so that





- = Up[-2 e"2t/a (l»e»t/a)2+ 2e-2t/a (l^-t/a)e-t/^ )
hence - (l-e^/a) + e-t/a = 0j e-t/a = -1 =
t/a
max






To show that ]T p q = 1 - p"
x=0
x




= qfz p - L p
x=k-»l
7.
notei 2^ p = .—A- geometric series and converges
x=0 1-P













r i k+i < , .
q [T5 - p 1 1 +
r i k+i s ii
q b^
- p k\
p + p + p^ * ° °
teq | »A. - pP
k+1
1—pJ














xKL, the product ^T * -rr~ can be shownJ by multiplying the
series expansions, to be
= 1 + 2 x + 3x* + l&? +2 /v3 •••
(1-x)'
if we multiply both sides by x we obtain












To show that f-j^AXyy) is a probability mass function
v/hen

















(x) = 1 - p
xH
fv (y) = F^q My) = 1 - py+i
with U<p<l q = l-p O^v^l





(3) E fTY(x»y) = M^ * Z fyy(x?y) = Mx )
x=0 ^ X y^O
AI X








1-hr [l-SpfV^i l-2P/+1~P/q2 jj




1 :? P + 1 2 2
*pX(p + 1) 2 2
0-1 If pX(p + 1) -1^2-1
1>1- px(p + l) *: - l
then calling
[1 - p* -p,*] [1 - p^l - P/ ] = Nx S,
it can be seen that
1 2T Nx % =r - 1
Therefore
1 + v H
x
U'y — since -1 < v ^ 1 also















2 (1 + v ux %) >
(2)
To show that the bivanate geometric distribution sums to 1






= 1 - p
:,x+l
fr(y) = pyq Fy (y) = 1 - p
y+1
OD oo






PlVa^fPl^lf1- ^Oa^-p^J p/q2 [l-2p/+1-payq2j
•&i\ S p/^[J^V^wV]
-Pn 2y+19 2 42
2y 2
• P2 V]] (A)
looking at this term by term
CO 00










<X>Zx _ v 2x+l v 2x 2p q - 2 L p q-Lp q
x=0 x=0 x=0
l-2pqE(p2 )X -q2 E(p2 )X
x=0 x=0
= 1 - 2pq —i q2 1 since p2 •* 1
i—au.- q





Therefore putting these values into equation (A) gives
Z £ *ry(x,y) = 1*1 + v 0-0 = 1
x=0 y=0
CO






£ f^w) = I PiXqi P2yq2 + v
x=0 x=0
Zr x 2x+l _ 2xn 21Pi ^l-^Pl ql"Pl ql J
v—nL






(b) I \ P\ - ap2* 1^ - p2V1 =o
x=0 L








It can be seen that by a similar argument
CO
I fxvUs y) = fx <x >
y=0
To compute E(x,y) and p
00 00
E(x,y) = £ I xy fjyfoy)
x=0 y=0
from equation (A) and the equation proceeding it
104.-

x=0 y=0 ^ U-0 L
I , [p/vW^WV] j W
looking at this term by term
oo X£ x pXq = q [ xp'
x=0 x=0




I x [p*q - J^q - P2V]
x=0 L J
V x ^ 2x+l r- 2x 2s L xpq-22, xp q-L"
oo
x=0 x= x=0
= JL-2pq [x(p2 )X -q2 E4p2 )X
q x=0 x=0




£ X fpX<l - 2P?X+1q - P2V]
x=0 L










q(l+p) 2 (Up) 2
p(l+p)2 - 2p3 - qp2
q(Hp)2





























Making use of Lemna 1
•106-





no\; using the defining equation for p ie.
P-
E(x,y) - E(x) E(y)
gives
P =




















To compute R(k )
CO CO















now fY(^) -pqX , Fx(x) = 1 - p
x+]





E Pi Qi Z P/ q2 '
x=k -1 y=kn
2
V ... x 2x+i 2x 2 x\ 2pi v2?! qrpi qi pi qi
E 2pV~2p 2y+Vp *q 2~P7
.y=k 2
M2 ^2 ^2 ^2 H2 ^2 H2
]
looking at this term by term
-108=

OO COEx r-"p q = q L ko ko+1 k +2 , .,[p +p + p +
kD r 2qp 1 + p + p + p3 + oe *]
q p L p = q p "—" -




q -p2X+1q -p^ q2 -pXq
X=k
x=kr
x ,,£> 2x+l V 2x 2pq-2^ p q ~ L p q
x-k. x=k




p ° - 2pq —
~

























(Up) p^- p2ko (l+p)
1 + p
Ivq 2k „ kor koVp^> - p o ~ p u^ - p °;
Therefore putting these values back into equation for R(k )j>
and using the corresponding terms for y, gives















If we call this R2 (k ) and call R-,(k ), the reliability obtained




then the difference, which we shall call AR(kQ ) becomes








now putting it in terms of P gives
tupi).(Hfe)








To determine the value of k at which AR(kQ ) is maximum






if we take the case p-, = p? then
AROc^v^.p2^]
we seek the derivative of this with respect to kQ
(v is independent of k )







P ° - P
°
= 2 v (p
k
°-p2ko)(pkoin p - 2p2k°ln p)




setting this equal to zero and solving for k











o ~p2ko)(pk )_ 2p2k ) = o










kQ In p = 2 k In p
k = 2 k
o o
••• K =
arid it can be seen that this is a minimum point.








k In p = In 2 + 2k In p
kQ (in p — 2 In p) = In 2
•112-
















JOINT EXPONENTIAL, GEOMETRIC DISTRIBUTION
To show that f-vy(x,y) is a probability function
when
fE (x,y) = fx(x) fY(y)[l+v (2F (x)-l).(2F (y)-l)]
where
f_(x) = — e"^ 8 0<x 0<a<c*o
x a
fv (y) = p
y
q y = o, i, 2, ••• , o<P<i





f (x')dx» = 1 - e°x/a
F
y (y)




/ <, —x/a y(x,y) = — e ' pJ q 1 +
-x/a
v [2(1 - e~
X




Since f^^y) is a continuous function over a countably infinite
nuiiber of points, is.
f
3C+0
f (x,y) dx has a value at integral values of y only
AX





(x,y) dX = <
otherwise
Then to evaluate fjy(x,y) over its entire domain we must look at
an infinite sum of such integrals.








(3) E f^Cx^y) = fx(x) ,y=o
















~X/a l fl .rJ+1[l-2e-a ][l p^
-^]
In Appendix A.l it was shown that
- 121 - 26^*21
and in Appendix A, 2 that




1 + v [l - 2e~x/a
]
[l - pm - p7] -
,-a«/a:now since e ' r^O
a
and prq2r0























e (l-2e ' )dx
x=0
= (1) (1) + v [o-o] = 1
calculations follow,
oo









to show* 21 y
p q = 1
y=o




















+ a e-^3 j = -a[o-lj + a [o-l] = a-a =
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to shows Y. P^q^1 - 2P - P
5
'<0 - °
L p q - 2 L p q ~ X, p q
y=0 y=0 y=0
= q 2pq 2- P ~ q L P
i - p y=o y=o








= 1 - 2pq 5 - q2 H 2 ?









1+p 1 + p
-2p - a - p)
i + p









(3) To show £ f-Jxjy) = f (x)
y=0 XY
CO




l+v [2(l-e-«/a ) - l]
[2(l-py+1)^q-l]]
-x/a r* y , f -x/a/, -x/a 1
= e 2- P<1 + v e ' (l-2e **
a y=0 L J
[E/qd-^-Zq)]
Ly=o J
but ue hrr.ve already shown, in Appendix A. 2, that
£ P*q = 1
y=o
and that
£ Pyqd - /Vq) = E f pyq - 2p2y% - p2yq2 ] = o
y=o y=0 L J
hence
E ***<**) = — e"Va (l) + v fe"
x/a
(l - 2e-Va } ]
M
y=0 ** a L J L J
—x/ a „ / \














































q = f (y)
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To calculate E(x,Y ) and p
Here i/e must again look at an infinite sun of integrals of











E(x,y) = £ yp^q T-lx • */«** + v fix e ^Cl-oe^dx

















dv = e dx
then du = dx
a
/-x/a,





-x/a x -x/al / -x/a 1dx = a e^ - / - ae * —









= lin(-e-x/a(x+a)l] = lin l-e-B/a (B+a)+e°/a(o+a))
Jo 3—«> Jo D-^-oo1 '
-e ' (x+a) [
l *-<»





























— e * dx =
a







e dx — /- e "^ dx
a J a
first integral is a (from above)
2 1

























looking at £ J pyq
y=o
making use of Ler.i a 1, Appendix 2, \i& see that
£ yp^" = since lph= 1
y=0 (l~p)
hence
CO P PQ P P
E y p^q = q £ y p = ci 3 = ~ ~ —
jpO " y=0 (l-pr (l-p)k-p) ' 1-p q
a?
now look at £ (-2 y p2y+1 q)
y=o
2 „ 3
a? p~ -2 p q
=
-2 pq I y(p2 )y = - 2 pq TJ = - J~
y=o (l- P2 ) (1-p2 ) U-P2 )
- 2 p
3 q - 2p3




00 « „ oo ^ p~ -q^p












Therefore ]T y pyq U - 2py+1 - p7q)
y=0
CD
E y Pyq - a£ y p
2y+1




p(l+p)2 - 2p3 - qp2
q(Hp)2
p(l+2p+p2 ) - 2p3 - (1-]3)P2
q(Hp)2






Therefore putting these values into equation for E(x, y) gives








To find expression forO
We have E(x ) = a, E(y) = , 0, = a, (^ = '
q q
and p =
E(x,Y) - E(x) E(Y)
hence
P =












To evaluate R(t,k) and determine AR(t,k)
R(t,k) = P [X>t, Y>k]
y=k / Vx'y)





R(t,k) = / e~
X/a










— e dx = - e v
•t/a
-colooking at ,*
— e^x/a/, ? -x/ax, _ /__ e
~x/adx -
CO




from above ,first integral is e ' a substituting for — in above
a a
CD









r 7 r 7. f k. k+1 + k+2 , ...1
y=k y=k
= q p










Z PyqU - sp^1 - p^q)
y=k










p - 2pq " 2 " « J"1 - p 1 - P*
k
P -
~ 2k+l /-, , ^2k
2p vi - p; p













k k+1 2k+l 2k k, nj_, 2k/- . >p + p - p - p p (1+p) - p- (1+p)
1 + p (1+P)
= P
k
- P^ = Pk (1 - Pk )
Therefore putting these values into equation for R(t,k) gives
R(t,k) = e*"t/a pk + v
J
e-Va(;L - e-Va ) • pk (1 ~ pk)
R(t,k) = e-Va pk I* ! + v (1 _ e~t/a)(i _ pk } l
calling this RjCtjk) and defining R1(t,k) as
Ri(t,k) = e"t//a pk (product rule)
Then if AR(t,k) = R
2 (t,k) - R1 (t,k)
AR(t,k) = v e-*/* p
k (1
-e-
t/a )(l _ pk }
or in terms ofP
AR(t,k) =
2p(l+p)
e-Vapk (1 . e-t/a )(1 ^ p
k
)
J
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