We consider the problem of outputting succinct encodings of lists of generators for invariant rings. Mulmuley conjectured that there are always polynomial sized such encodings for all invariant rings. We provide simple examples that disprove this conjecture (under standard complexity assumptions).
Introduction
In complexity theory, one often encounters search problems of the following nature: find a set of efficiently computable functions F which possess a desirable property P. Some instances of such problems appear in derandomization, such as the search of pseudorandom generators; in proof complexity, such as the search of polynomials certifying the unsolvability of a system of polynomial equations; and in the efficient construction of seeded extractors, where the search is for a set of functions with the property that for any large enough minentropy source as the input, the output of a large fraction of the functions is close to being uniformly distributed. Once we are faced with such problems, two natural questions are: how do we represent property P? How do we encode the functions F , or the outputs of such functions F ? Answers to such questions can draw important connections among many areas of mathematics and computer science.
In algebraic complexity, there are several problems which fit the description above, and we term them algebraic search problems. An algebraic search problem asks for a collection of polynomials with a certain desired property. Let us illustrate this with an example from algebraic proof complexity: in Nullstellensatz-based proof systems, one is given a set of multivariate polynomials g 1 , . . . , g r over an algebraically closed field F and variables x = (x 1 , . . . , x n ), and one wants to decide whether the system of polynomials g 1 (x) = g 2 (x) = · · · = g r (x) = 0 has a solution over F. A fundamental result of Hilbert tells us that the system has no solution if and only if there is a set of polynomials F = {f i } r i=1 such that i f i g i = 1. Thus, to prove that the set of polynomials g 1 , . . . , g r does not have a solution, we need to find a set F which has the property that i f i g i = 1 (and this corresponds to our property P). If we encode the polynomials g 1 , . . . , g r as algebraic circuits and demand the polynomials f 1 , . . . , f r to be also given as algebraic circuits, we obtain the Ideal Proof System [GP14] , which can be described as follows: we ask for an algebraic circuit C with n+r inputs such that C(x 1 , . . . , x n , g 1 , . . . , g r ) = 1 with the property that C(x 1 , . . . , x n , 0, 0, . . . , 0) = 0. In [GP14] the authors show that super polynomial lower bounds in this proof system implies arithmetic circuit lower bounds (i.e., VP = VNP), which remains a long standing open problem in complexity theory. Other great examples in proof complexity (with different encodings of the polynomials in F ) are the original Nullstellensatz proof system, Polynomial Calculus, and Positivestellensatz 1 for SOS.
In this paper, we consider a new flavor of algebraic search problems arising from the Geometric Complexity Theory (GCT) program. These new algebraic search problems have deep roots in invariant theory and algebraic geometry (see [Mul17] ), and important connections and consequences to problems in optimization, algebraic complexity, non-commutative computation, functional analysis and quantum information theory (see [GGOW16, GGOW18, BFG + 18]). We believe that a better understanding of these search problems will likely result in fundamental advances in the aforementioned areas.
The GCT program was proposed by Mulmuley and Sohoni (see [MS01, MS08] ) as an approach (via representation theory and algebraic geometry) to the VP vs. VNP problem (a central problem in arithmetic complexity which is a natural analog of the celebrated P vs. NP problem). Despite some negative results 2 , the GCT program has found a new lease of life with the new set of alluring conjectures arising from the algebraic search problems in computational invariant theory. Further progress was made in providing evidence for these conjectures, by establishing them for special cases (see for example, [Mul17, GGOW16, IQS18, FS13, DM17b, DM18, DM17a] ).
An important algebraic search problem in computational invariant theory is as follows: given a group action, describe a set of generators for the invariant ring. Unfortunately, the number of generators for an invariant ring is usually exponential. So, in order to get a computational handle on them, Mulmuley suggests in [Mul17] that we should look for a succinct encoding (defined below in Definition 1.2) using some auxiliary variables. One amazing feature of such a succinct encoding is that it would give efficient (randomized) algorithms for null cone membership and the orbit closure intersection problems. We will define these problems later, but here we are content to say that many important algorithmic problems such as graph isomorphism, bipartite matching, (non-commutative) rational identity testing, tensor scaling and quantum distillation are all specific instances (or arise in the study) of null cone membership and orbit closure intersection problems.
Mulmuley conjectures ([Mul17, Conjecture 5.3]) that there is always a polynomial sized succinct encoding for generators of invariant rings. The main goal of this paper is to (conditionally) disprove this conjecture. More precisely we give an example of an invariant ring (for a torus action) where the existence of such a circuit would imply a polynomial time algorithm for the 3D-matching problem, which is well known to be NP-hard. We also give another example (i.e., a tensor action) which makes it clear that no simple modification of the generators conjecture can hold.
Remark 1.1. Our results are not entirely detrimental to the core of the GCT program. The takeaway should really be that we need to consider the so called separating sets of invariants rather than generating sets of invariants (Mulmuley already suggests that this is sufficient). Unfortunately, separating sets have not been quite as well studied in invariant theory, and our results give motivation for both invariant theorists and complexity theorists to study them further.
We will now give a brief introduction to invariant theory.
1.1. Invariant Theory. Invariant theory is the study of group actions on vector spaces (more generally algebraic varieties) and the functions (usually polynomials) that are left invariant under these actions. It is a rich mathematical field in which computational methods are sought and well developed (see [DK15, Stu08] ). While significant advances have been made in computational problems involving invariant theory, most algorithms still require exponential time (or longer).
The basic setting is that of a continuous group 3 G acting (linearly) on a finite-dimensional vector space V = C m .
An action (also called a representation) of a group G on an m-dimensional complex vector space V is a group homomorphism π : G → GL(m), that is, an association of an invertible m × m matrix π(g) for every group element g ∈ G satisfying π(g 1 g 2 ) = π(g 1 )π(g 2 ) for all g 1 , g 2 ∈ G. To be precise, a group element g ∈ G acts on a vector v ∈ V by the linear transformation π(g). We will write g · v = π(g)v. Invariant theory is nicest when the underlying field is C and the group G is either finite, the general linear group GL n (C), the special linear group SL n (C), or a direct product of these groups and their diagonal subgroups.
Invariant Polynomials: Invariant polynomials are precisely those which cannot distinguish between a vector v and a translate of it by an element of the group, i.e., g · v. In other words, a polynomial function
Equivalently, invariant polynomials are polynomial functions on V which are left invariant by the action of G 4 .
Two simple and illustrative examples are • The symmetric group G = S n acts on V = C n by permuting the coordinates. In this case, the invariant polynomials are symmetric polynomials, and the n elementary symmetric polynomials form a generating set (a result that dates back to Newton). • The group G = SL n (C) × SL n (C) acts on V = M n (C) by a change of bases of the rows and columns, namely left-right multiplication: that is, the action of (A, B) sends X to AXB † . Here, det(X) is an invariant polynomial and in fact every invariant polynomial must be a univariate polynomial in det(X). In other words, det(X) generates the invariant ring. The above phenomenon that the ring of invariant of polynomials (denoted by C[V ] G ) is generated by a finite number of invariant polynomials is not a coincidence. The finite generation theorem due to Hilbert [Hil90, Hil93] states that, for a large class of groups (including the groups mentioned above), the invariant ring must be finitely generated. These two papers of Hilbert are highly influential and laid the foundations of commutative algebra. In particular, "finite basis theorem" and "Nullstellansatz" were proved as "lemmas" on the way towards proving the finite generation theorem! Orbits and Orbit-Closures: The orbit of a vector v ∈ V , denoted by O v , is the set of all vectors obtained by the action of G on v. The orbit-closure of v, denoted by O v , is the closure (under the Euclidean topology 5 ) of the orbit O v . For actions of continuous groups (like GL n (C)), it is more natural to look at orbit-closures. The null cone for a group action is the set of all vectors which behave like the 0 vector i.e. the 0 vector lies in their orbit-closure. Many fundamental problems in theoretical computer science (and many more across mathematics) can be phrased as questions about orbits and orbit-closures. Here are some familiar examples:
• Graph isomorphism problem can be phrased as checking if the orbits of two graphs are the same or not, under the action of the symmetric group permuting the vertices. • Geometric complexity theory (GCT) [MS01] formulates a variant of VP vs. VNP question as checking if the (padded) permanent lies in the orbit-closure of the determinant (of an appropriate size), under the action of the general linear group on polynomials induced by its natural linear action on the variables. • Border rank (a variant of tensor rank) of a 3-tensor can be formulated as the minimum dimension such that the (padded) tensor lies in the orbit-closure of the unit tensor, under the natural action of GL r (C) × GL r (C) × GL r (C). In particular, this captures the complexity of matrix multiplication.
Computational invariant theory.
It is natural to ask about the computational complexity of various invariant theoretic problems like, (1) (Generators) Output a list of generating polynomials for the invariant ring.
(2) (Orbit-closure intersection) Given two elements of the vector space, do their orbit-closures intersect? (3) (Null cone membership) Given an element of the vector space, does the 0 vector lies inside its orbit-closure? We won't get into the details of how the group is given and how the group action is described. It turns out that even for simple groups and group actions, the problems turn out to be interesting. These problems have been long studied and many algorithms have been developed in the invariant theory community [DK15, Stu08] . Mulmuley [Mul17] introduced these problems to theoretical computer science with the hope of making progress on the polynomial identity testing (PIT) problem. Before describing the main conjectures in Mulmuley's paper, let us see what it even means to output a list of generating polynomials for an invariant ring. Typically the number of generating polynomials can be exponential in the dimension of the group and the vector space. To get around this issue, Mulmuley introduced the following notion of a succinct encoding of the generators of an invariant ring (which in fact applies to any collection of polynomials).
Definition 1.2 (Succinct encoding of generators). Fix an action of a group G on a vector space V = C m . We say that an arithmetic circuit C(x 1 , . . . , x m , y 1 , . . . , y r ) succinctly encodes the generators of the invariant ring if the collection of polynomials formed by evaluating the y-variables, {C(x 1 , . . . , x m , α 1 , . . . , α r )} α 1 ,...,αr∈C are all invariant polynomials which form a generating set for the invariant ring.
Remark 1.3. In the definition above, the size of the succinct encoding is given by the size of the circuit C(x 1 , . . . , x m , y 1 , . . . , y r ), which is measured by the bit complexity of the constants used in the computation of C as well as the number of gates of the computation graph of C.
Conjecture 1.4 (Mulmuley). Suppose G is a connected reductive algebraic group 6 (over C) of dim n, and suppose it acts algebraically on an m-dimensional vector space V by linear transformations. Then there is a poly(m, n) sized succinct encoding for some set of generators for the invariant ring.
Once again, note that in the above, the succinct encoding being polynomial sized (in n, m) simply means that the number of auxiliary variables, the size of the circuit and the total bitsize of all the rational constants used in the circuit are all polynomial in n, m. Mulmuley requires the circuit family to be uniformly computable by a polynomial time algorithm, but we will see that even this weaker conjecture is false (under standard complexity assumptions).
To understand Mulmuley's motivation for the conjecture, let us see what it means for the problems of orbit-closure intersection and null cone membership. By definition, invariant polynomials are constant on the orbits (and thus on orbit-closures as well).
A remarkable theorem due to Mumford says that the converse is also true (for a large class of groups including the ones we discussed above).
Now suppose one had a succinct encoding C(x 1 , . . . , x m , y 1 , . . . , y r ) for action of a group G on V = C m . Due to Mumford's theorem, the orbit-closures of vectors v 1 and v 2 intersect iff the two polynomials C(v 1 (1), . . . , v 1 (m), y 1 , . . . , y r ), C(v 2 (1), . . . , v 2 (m), y 1 , . . . , y r ) are identically the same. These are instances of polynomial identity testing (PIT)! Thus if Conjecture 1.4 were true (and additionally the succinct encoding circuits were polynomial time computable), it immediately gives randomized polynomial time algorithms for the orbit-closure intersection and null cone membership problems. And this also gives us a nice family of PIT problems to play with. Perhaps the hope is that solving these PIT instances will result in development of new techniques which might shed a light on the general PIT problem. In fact, for the first few group actions that were studied in this line of work, simultaneous conjugation [Mul17, FS13] and left-right action [GGOW16, IQS18, DM17b] , for which there are polynomial sized succinct encodings of generators, the null cone membership problems correspond to PIT problems for restricted models of computation: read-once algebraic branching programs and non-commutative formulas with division. 7 Unfortunately, we prove that Conjecture 1.4 is false (under standard complexity assumptions). We want to emphasize that this only serves a first guiding light for Mulmuley's program of understanding the orbit-closure intersection problems and connections to PIT. To solve the orbit-closure intersection problems, one does not necessarily need the whole list of generators. One only needs a list of separating invariants which are collection S of invariant polynomials s.t. for any two vectors
It is possible that Conjecture 1.4 is true when the generating set is replaced by a set of separating invariants.
For our first counterexample, we analyze a simple (torus) action on 3-tensors. ST n denotes the group of n × n diagonal matrices with determinant 1.
Then any set of generators for the invariant ring cannot have a polynomial sized (in n) succinct encoding, unless NP ⊆ P/poly.
Clearly the above result disproves Conjecture 1.4.
Corollary 1.7. Conjecture 1.4 is false, unless NP ⊆ P/poly.
We give another counterexample. This counterexample is intended to illustrate that any obvious modification of Conjecture 1.4 would likely fail as well.
(1) Homogenous invariants only exist in degrees that are multiples of n.
(2) There is exactly one homogenous invariant (upto scalar multiples) of degree n (the lowest possible degree).
(3) The unique homogenous invariant of degree n is VNP-hard.
Moreover, as a consequence of the above, any set of generators for the invariant ring cannot have a polynomial sized (in n) succinct encoding, assuming VP = VNP. (1) Are there polynomial sized succinct encodings for separating invariants or, even simpler, invariants defining the null cone? Perhaps the first non-trivial example is the natural action of G = ST n × ST n × ST n on V = C n ⊗ C n ⊗ C n . Here a tensor T is in the null cone iff there exists vectors x, y, z ∈ R n s.t. x i + y j + z k > 0 for all (i, j, k) ∈ supp(T ) 8 and i x i = j y j = k z k = 0 (by the Hilbert-Mumford criterion). Is there a polynomial sized circuit C((z i,j,k ), y 1 , . . . , y r ) s.t. C(T, y 1 , . . . , y r ) is identically zero (as a polynomial in the y-variables) iff T is in the null cone? (2) For the natural action of SL n × SL n × SL n on V = C n ⊗C n ⊗C n , it is not even clear if there exists one invariant which has a polynomial sized circuit. Either produce such an invariant or prove that all invariants are hard to compute. (3) Are there polynomial time algorithms for the orbit-closure intersection and null cone membership problems? The analytic approach pursued in the papers [GGOW16, BGO + 17, AZGL + 18] seems the most promising approach towards getting such algorithms.
(4) More broadly, invariant theory is begging for its own complexity theory and connecting it with ours. This includes finding reductions and completeness results, and characterizations/dichotomies about hard/easy actions. An example of a completeness reduction is the reduction from all quiver actions to the simple left-right action [DW00, DZ01, SVdB01, DM17b, GGOW18]. Also the papers [Mul17, GGOW16, IQS18, FS13, DM17b, DM18, DM17a], as well as the current paper, are trying to identify easy and hard problems in invariant theory.
Preliminaries
In this section we establish notation and we formally state basic facts and definitions which we will need in later sections.
Definition 2.1 (3-dimensional matching [Kar72] ). The 3-dimensional matching problem is defined as follows:
, representing the edges of a tripartite, 3-uniform hypergraph. Output: YES, if there is a set of hyperedges W ⊆ U such that |W | = n and no two elements of W agree in any coordinate (that is, they form a matching in this hypergraph). NO, if there is no such set.
Theorem 2.2 (NP-completeness of 3-dimensional matching [Kar72] ). The 3-dimensional matching problem is NP-complete.
2.1. Basic facts from algebraic complexity. We now give basic facts that from algebraic complexity which we will use in the next sections. The next proposition shows that homogeneous components of low degree of an arithmetic circuit can be efficiently computed, with a small blow-up in circuit size and without the use of any extra constants. This proposition was originally proved by Strassen in [Str73] and its proof can be found in [SY + 10, Theorem 2.2]. The next theorem, proved by [AB03, Theorem 4.10] gives us a randomized polynomial time algorithm to test whether an algebraic circuit of polynomial size, with rational coefficients, is identically zero. Another randomized algorithm easily follows from [Sch79, Lemma 2], when adapted for polynomials with rational coefficients.
Theorem 2.4 (PIT for poly-sized circuits [AB03] ). Let P (x) ∈ Q[x] be a polynomial over the variables x = (x 1 , . . . , x n ), with each variable x i having degree bounded by d i , and whose coefficients are rationals with bit complexity bounded by B. If P (x) is given as an arithmetic circuit of size s, then there exists a randomized algorithm running in time poly(n, s, log(B), 1/ǫ) and using O ( n i=1 log(d i ) + log(B)) random bits which tests whether P (x) is the identically zero polynomial and errs with probability at most ǫ if P (x) is not the identically zero polynomial.
Hardness of GENERATORS for torus actions
Let C * denote the multiplicative group consisting of all non-zero complex numbers. A direct product T = (C * ) n is called a torus, and is clearly an abelian group. Tori are important examples of reductive groups -any abelian connected reductive group is a torus! It is often the case that it is easier to understand tori in comparison with more general (non-abelian) reductive groups. Invariant theory is no different, see for example [DK15, Weh93] . We also point to [DM19, Proposition 3.3] for an elementary linear algebraic description of the invariant ring for torus actions. Conjecture 1.4 already fails in this well behaved setting. In this section, we will prove Theorem 1.6, which we restate below for convenience.
Theorem 3.1. Consider the natural action of G = ST n × ST n × ST n on V = C n ⊗ C n ⊗ C n , where an element (a, b, c) ∈ G acts on a tensor u ∈ V as follows: ((a, b, c 
Any set of generators for the invariant ring of this action cannot have a polynomial sized (in n) succinct encoding, unless NP ⊆ P/poly.
Proof. Suppose that the natural action above has a set of generators with a polynomial sized succinct encoding. Thus, there is an arithmetic circuit C(x, y) of size s = poly(n), where x = (x ijk ) n i,j,k=1 is the set of variables corresponding to V and y = (y 1 , . . . , y r ) is the set of auxiliary variables, with r = poly(n). Moreover, from the definition we also have that the constants used in the computation of C(x, y) are rational numbers with bit complexity bounded by b = poly(n). Therefore, C(x, y) ∈ Q[x, y].
By considering the circuit C(x, y) as a circuit whose constants are in Q[y] and whose variables are only the x variables, that is, a circuit in Q[y][x], Proposition 2.3 tells us that there exists a homogeneous circuit C n (x, y), over the x variables, of degree n, size O(n 2 s) whose constants are a subset of the constants 9 used in the circuit C(x, y). In particular, C n (x, y) can be written in the following way:
where N n (x) is the set of all monomials of degree n over the variables x and f a (y) are polynomials on the variables y of degree at most 2 s , as the circuit C has size at most s. In Proposition 3.2 below, we will show that the invariants of minimum degree of our action are in degree n, and these are spanned by the (maximum) 3-dimensional matching monomials. Thus, if a monomial of degree n is invariant under our action, it must be the case that this monomial corresponds to a 3-dimensional matching. As C n (x, y) must only compute invariant polynomials, this in turn implies that equation (1) is actually of the following form:
(2)
where M n (x) is the set of all 3-dimensional matching monomials over the variables x.
We will now show that the existence of the circuit C n (x, y) implies that NP ∈ P/poly. For that purpose, we will show that given C n (x, y) one can solve the 3-dimensional matching problem in P/poly. Let H be a tripartite 3-uniform hypergraph, whose edges are given by a subset E ⊆ [n] × [n] × [n]. We can associate to this graph the tensor v ∈ V where v ijk = 1 if hyperedge (i, j, k) ∈ E and v ijk = 0 otherwise. Note that H has a 3-dimensional matching of size n if and only if at least one of the 3-dimensional matching monomials does not vanish on our tensor v. This last condition is equivalent to the fact that the circuit C n (v, y) does not compute the zero polynomial (as we know that the span of the set {C n (x, α)} α∈C r is the same as the span of all 3-dimensional matching monomials). Thus, to solve the 3-dimensional matching problem in P/poly it is enough to give a randomized polynomial time algorithm for testing whether C n (v, y) is the zero polynomial or not. 10 Since C n (v, y) is a circuit of poly(n) size with rational constants of bit complexity poly(n), it computes a polynomial P (y) with rational coefficients having bit complexity at most exp(n) and degree at most exp(n). This is the setting in which Theorem 2.4 applies, giving us the desired randomized polynomial time algorithm. This concludes our proof modulo Proposition 3.2, which we will now turn our attention to.
In the following proposition, we denote the symmetric group on n letters by S n .
Proposition 3.2. The maximum 3-dimensional matching monomials n i=1 x iσ(i)τ (i) , where σ, τ ∈ S n , span the invariants of degree n of the natural action of G = ST n × ST n × ST n on V = C n ⊗ C n ⊗ C n . Moreover, there are no invariants of degree less than n for this action.
Proof. Since each monomial is mapped to a constant times the monomial, it is easy to see that a subset of monomials generate the invariants. Thus, to prove the above proposition, it is enough to prove that the invariants of minimum degree are of degree n, and that these invariants are spanned by the matching monomials. Let us begin by proving that the invariants of degree n are spanned by the matching monomials.
Note that the natural action of G on V induces the following action on a variable x ijk :
where in the last equality we note that for any permutation σ ∈ S n (or τ ) we have 1 = n ℓ=1 a ℓ = n ℓ=1 a σ(ℓ) (and similarly for b and c). This proves that the matching monomials are invariant monomials of the natural G-action on V . Now, let us prove that no non-matching monomial of degree n is an invariant for this action. Let n m=1 x imjmkm be a non-matching monomial, where (i m , j m , k m ) ∈ [n] 3 . This implies that there exists some coordinate, say for instance the first coordinates, for which the set {i m } n m=1 is strictly contained in [n]. Equivalently, there is an element ℓ ∈ [n] such that ℓ ∈ {i m } n m=1 . W.l.o.g., we can assume that ℓ = 1. Thus, the action of a = (α n−1 , α −1 , . . . , α −1 ), b = c = (1, . . . , 1) on our monomial n m=1 x imjmkm is as follows:
(a, b, c) · n m=1
x imjmkm = α n−1 · n m=1
x imjmkm 10 It is enough to give a randomized polynomial time algorithm because we know that BPP/poly = P/poly. which proves that this monomial is not an invariant. This completes the proof that the matching monomials span the invariants of degree n. Now we are left with proving that there are no invariants of degree less than n. Note that if we have a monomial with degree less than n, we can represent it as d m=1 x imjmkm , where d < n and by the pigeonhole principle, we know that there exists ℓ ∈ [n] such that ℓ does not appear as a first coordinate entry in the set of tuples {(i m , j m , k m )}. Thus, analogously to the previous paragraph, we know that such monomials cannot be invariants of the natural action of G over V , therefore showing that no monomial of degree < n can be an invariant. This completes the proof.
Invariant theory for tensor actions
In this section, we will give yet another example of an group action on tensors for which any set of generating invariants are hard to compute, i.e., we will prove Theorem 1.8. Even though the previous section suffices to disprove Mulmuley's conjecture, this example illustrates something more. The feature of this group action is that the smallest degree invariants span a 1-dimensional space. In other words, upto scaling, we have a unique invariant of smallest degree. This unique invariant in the smallest degree is well known and goes by Pascal determinant or quantum permanent, which is already known to VNP-hard. The importance of this example is that such a unique invariant in the smallest degree is essential in any generating set. So, it is not even possible to give a generating set consisting of invariant polynomials that are easy to compute, even if we remove all restrictions on the size of the generating set.
The main focus of this section will be to show the fact that this unique invariant in smallest degree is the Pascal determinant/quantum permanent. This fact is not new, it has been observed before, see [Lan15] . Here we simply intend to give a rather self-contained proof as an attempt to familiarize the computer science community with some of the combinatorial aspects of the representation theory of the general linear group and the special linear group.
Let {e 1 , . . . , e n } denote the standard basis vectors for C n . Consider the tensor space V = C n ⊗ C n ⊗ C n ⊗ C n . The standard basis for this tensor space is given by
Let x i 1 ,i 2 ,i 3 ,i 4 denote the coordinate corresponding to e i 1 ,i 2 ,i 3 ,i 4 . Then the ring of polynomial
The action of G = SL n × SL n × SL n on C n ⊗ C n ⊗ C n ⊗ C n is given explicitly by
We want to focus on the invariants of degree n. To do so, we will consider C[V ] n , the space of polynomial functions of degree n on V , which inherits an action of G. Then, the invariants of degree n as precisely the polynomials in C[V ] n on which the action of G is trivial.
We will need some tools from representation theory. While these tools are well known, they may be unfamiliar to some readers, so we will briefly recall them. 4.1. Representation theory of SL n . An excellent introduction to this subject from a combinatorial perspective is Fulton's book ( [Ful97] ). A partition λ = (λ 1 , . . . , λ k ) of n is a (weakly) decreasing sequence of positive numbers λ 1 ≥ λ 2 ≥ · · · ≥ λ k > 0. For a partition λ = (λ 1 , . . . , λ k ), we call the number of parts k the length of the partition. We write λ ⊢ n to denote that λ is a partition of n. To each partition, we associate a Young diagram with it, and this is best addressed by an example. To the partition λ = (4, 2, 1), we associate the Young diagram .
For a partition λ, we denote by λ † the conjugate partition. In terms of Young diagrams, it corresponds to reflecting the diagram about y = −x. So, for λ = (4, 2, 1), we have λ † = (3, 2, 1, 1) whose Young diagram is .
Suppose W is an n-dimensional vector space, and let GL(W ) denote the general linear group. The group GL(W ) can be identified with GL n once you choose a basis, but we prefer to not choose a basis until really needed. The reason for this is that we will be working in (C n ) ⊗4 , and distinguishing the different tensor factors may be quite confusing.
Irreducible polynomial representations of GL(W ) are indexed by partitions of length ≤ n. To a partition λ (with l(λ) ≤ n), we denote by S λ (W ) the irreducible representation corresponding to λ. For λ = (d), we have S λ (W ) = Sym d (W ), the d th symmetric power of W , and for λ = (1, 1, . . . , 1) = 1 d , S λ (W ) = d (W ), the d th exterior power of W . For more general λ, S λ (W ) has a description in terms of Young tableau of shape λ, see [Ful97] for details. Moreover, note that S λ (W * ) = S λ (W ) * is the contragredient (or dual) representation of S λ (W ). Further, any action of GL(W ) can be restricted to the action of SL(W ), so every GL(W ) representation can be interpreted naturally as a SL(W ) representation.
Let us explain in a bit more detail the symmetric and exterior powers. Suppose W is a vector space with basis w 1 , . . . , w n . Then, Sym d (W ) is the vector space consisting of homogenous degree d polynomials in w 1 , . . . , w n . The action of GL(W ) is quite straightforward. For a monomial w 1 · · · w d , and a matrix A ∈ GL(W ), we have A·(w 1 · · · w d ) = Aw 1 ·Aw 2 · · · Aw d . Extending the action by linearity gives the GL(W ) action. In particular, observe that the polynomial ring C[w 1 , . . . , w n ] can be seen as ⊕ d∈Z ≥0 Sym d (W ), and is often written as Sym(W ) and called the symmetric algebra over W . Alternatively, Sym d (W ) can be defined as the subspace of tensors in W ⊗d that are symmetric. There is a natural action of S d (the symmetric group on d letters) on W ⊗d by permuting tensor factors. A tensor in W ⊗d is called symmetric if it is invariant under the action of S d , i.e., permuting tensor factors doesn't change the tensor.
The exterior power d (W ) on the other hand can be seen as the subspace of W ⊗d consisting of alternating tensors, i.e., if we swap two tensor factors, then the tensor changes by a sign. A basis for d (W ) is given by
Of particular interest is n (W ), which is just the 1-dimensional representation described by the determinant det : GL(W ) = GL n → GL 1 = C * . The reader should thus note that n (W ) as an SL(W ) representation is trivial.
The main formulas we need are Cauchy's formulas. The first is
and the second is
Remark 4.1. In the above formulas, we have to explain what we mean by '=' between two representations. A priori we should say the two sides are isomorphic, so we should write ∼ =.
However, we use = instead of ∼ = because these isomorphisms are canonical! In the rest of this section, whenever we write = between two representations, we will mean that they are canonically isomorphic. First, observe that SL(A * )×SL(B * )×SL(C * ) acts on A * ⊗B * ⊗C * ⊗D * = (A⊗B ⊗C ⊗D) * in the natural way, and hence we get an induced action on A ⊗ B ⊗ C ⊗ D and hence on Sym n (A ⊗ B ⊗ C ⊗ D).
Now, suppose
We need to know exactly one fact for this computation, i.e., for a partition λ ⊢ n, the invariants S λ (A) SL(A * ) = n (A) if λ = (1, 1, . . . , 1); 0 otherwise.
Further n (A) is 1-dimensional. We omit the proof, but briefly outline the basic idea. Unless λ = (1, 1, . . . , 1), S λ (A) is a non-trivial irreducible representation of SL(A * ) and hence has no invariants. When λ = (1, . . . , 1), then S λ (A) = n (A) = ( n (A * )) * is the dual representation of n (A * ), which we have already seen is the trivial representation for SL(A * ).
Now, let us get to the heart of the computation. This will use repeatedly Cauchy's formulas and the fact above. We have
Thus, we have
Hence, we get First, we observe that P = n (A)⊗ n (B)⊗ n (C)⊗ n (D) occurs in Sym n (A⊗B⊗C⊗D) with multiplicity 1 as a representation of G = GL(A) × GL(B) × GL(C) × GL(D). Thus, if we give any non-zero G-equivariant map from P ֒→ Sym n (A ⊗ B ⊗ C ⊗ D), then the image will be 1-dimensional, and hence precisely G-invariants.
To get such a non-zero map, we compose two maps
The second map is clear. Given any vector space W , there is a surjection W ⊗n → Sym n (W ) that is defined by sending w 1 ⊗ · · · ⊗ w n → w 1 . . . w n . The first map on the other hand is a little bit more interesting. For any n-dimensional vector space W , we have an SL(W )equivariant map n W ֒→ W ⊗n where w 1 ∧ w 2 ∧ · · · ∧ w n → σ∈Sn sgn(σ)w σ(1) ⊗ · · · ⊗ w σ(n) . Taking this map for W = A, B, C, D, and tensoring them together gives us the map P → A ⊗n ⊗ B ⊗n ⊗ C ⊗n ⊗ D ⊗n = (A ⊗ B ⊗ C ⊗ D) ⊗n A quick computation shows that the image of this map is spanned by σ,µ,π,ν∈Sn sgn(σµπν)(a σ(1) ⊗ b µ(1) ⊗ c π(1) ⊗ d ν(1) ) ⊗ · · · ⊗ (a σ(n) ⊗ b µ(n) ⊗ c π(n) ⊗ d ν(n) ).
Under the surjection (A ⊗ B ⊗ C ⊗ D) ⊗n → Sym n (A ⊗ B ⊗ C ⊗ D), this maps to σ,µ,π,ν∈Sn sgn(σµπν)x σ(1)µ(1)π(1)ν(1) · · · x σ(n)µ(n)π(n)ν(n) , which is the Pascal determinant/quantum permanent.
Proof of Theorem 1.8. To prove part (1), we observe that g = (ζ n I, I, I) ∈ G where ζ n is a primitive n th root of unity. Moreover, this acts on V by scalar multiplication by ζ n . This means that for all v ∈ V , the two vectors v and ζ n v are in the same orbit. Thus, for a (non-zero) homogenous polynomial to be invariant, it's degree must be a multiple of n in order to take the same value on v and ζ n v for all choices of v ∈ V .
In the above discussion, we showed that the degree n invariants is 1-dimensional, and spanned by the Pascal determinant/quantum permanent which we know is VNP-hard by [Gur04] . 11 This proves parts (2) and (3).
Remark 4.2. Indeed, let k be a fixed positive integer. Then consider the action of (SL n ) 2k+1 on (C n ) ⊗2k+2 that generalizes in the obvious way the setup of Theorem 1.8 (which is the k = 1 case). Then, once again non-zero homogeneous invariants exist only in degrees that are multiple of n, and the degree n invariants are 1-dimensional. The invariant spanning the degree n invariants can be seen as the alternating sum of (2k + 2)-D matchings. So, it must be hard to compute by a similar argument to the one in the previous section since the (2k + 2)-D matching problem is also an NP-hard problem. 
