Two new fixed polarity linear Kronecker transforms executed over GF(3) are introduced in this article. Both transforms are based on recursive equations using Kronecker products what allows to obtain simple corresponding fast transforms and very regular butterfly diagrams. The computational costs to calculate the new pair of transforms and their experimental comparison with ternary Reed-Muller transform have also been discussed for the purpose of using their error correcting properties that are useful in circuit testing and verification.
Introduction
The spectral or polynomial representation of a switching function may be obtained by expressing it in terms of an orthogonal basis. The most popular spectral representation of switching function is derived from discrete Walsh functions.
1−5 The discrete orthogonal functions are referred to as the basis functions when the spectral or abstract harmonic terminology is used and as monomials when the polynomial terminology is used. Such polynomial representations have extensive applications in coding theory as well as design of nonlinear filters. 1, 3 Spectral techniques based on Walsh, Haar, Arithmetic and Reed-Muller transforms have been used in digital logic design for more than thirty years. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] These techniques have been used for switching function classification, disjoint decomposition, identification of symmetries, parallel and serial linear decomposition, spectral translation synthesis (extraction of linear pre-and post-filters), multiplexer synthesis, threshold logic synthesis, state assignment and testing, and evaluation of logic complexity. [1] [2] [3] [4] [5] [6] 8, 9, [11] [12] [13] [14] [15] [16] The renewed interest in applications of spectral methods in design of VLSI digital circuits is caused by their efficiency in technology mapping problems 7 and in linear sifting of decision diagrams. 10 Extension of the linearly sifted decision diagrams called Function-driven Decision Diagrams (FDDs) based on using simple balanced (including nonlinear) Boolean functions has been proposed. 17 The experimental results shown in Ref. 17 suggest that FDDs can be more compact than linearly sifted decision diagrams. A new lossless data compression technique for images based on spectral and multiple-valued logic methods has been developed. 18 After image segmentation, patterns based on the simple multiple-valued input binary functions, basic Walsh, triangular, Reed-Muller weights and some other frequently occurring patterns are used to form a dictionary-based compression method. Other compression methods used in this scheme include minterm coding, coordinate date coding, k -variable Fixed-Polarity Reed-Muller expansion and the reference row technique.
18
Besides binary functions represented as disjunctive or conjunctive normal forms, some other types of discrete representations, such as multiple-valued functions, cube sets, EXOR-based, spectral and probabilistic formulas have to be dealt with.
7,14,15
Hence the number of different spectral transforms and diagrams have been introduced for those various representations. General formulae using basis logic functions to represent any Boolean function in arbitrary algebra was presented by Brown.
19
The latter applies to all binary logic circuits that are realized in GF(2) algebra and is called Linearly Independent (LI) logic.
The algebra of linearly independent transforms constructed on the basis of different two-valued Boolean functions has been developed together with the identification of those linearly independent expansions for which there exist fast forward and inverse transforms for efficient calculation of their spectral coefficients and hence finding the final hardware implementations. 20 Linear transforms and their corresponding polynomial expansions are important in the development of new transforms for spectral techniques used in representations of binary and multiple-valued functions. 4, 5, [14] [15] [16] 20, 21 In order to obtain an efficient linear transform, its transform kernel should be built progressively from smaller order kernels as building blocks. Hence the higher-level linear transforms evolve much more efficiently from simple kernels if there is a succession of stable intermediate connections. Kronecker product is a concept having its origin in group theory and has important applications in particle physics where it is known under the name of tensor product.
1-4,14-16
Many well-known spectral transforms (Reed-Muller, Arithmetic, Walsh etc.) are based on it and Kronecker product has been successfully applied in various fields of matrix and spectral theory. [1] [2] [3] [4] [14] [15] [16] The general Kronecker transform that is based on application of Kronecker product to basic matrix kernels was discussed in Refs. 5, 14 and 16. Such transformations are canonical even when various kernel transformation matrices are different and they are called hybrid transformations.
14 They form the bases of hybrid decision diagrams and are efficient in computation due to application of Good's theorem 5 in their calculations.
In the previous article, new linearly independent transforms based on recursive expansions performed over GF(3), i.e., the simplest multiple-valued case, have been proposed. 22 These previous tranforms are not based on Kronecker product and they 
Basic Definitions
Definition 1. Let T n be an N × N (N = 3 n ) matrix with columns corresponding to some switching ternary functions of n variables. If the sets of columns are linearly independent with respect to ternary Galois Field, then T n has only one inverse in GF(3) and is said to be ternary linearly independent. If T n is Linearly Independent (LI) in GF(3), then T n is a nonsingular square matrix with respect to GF(3) and has a unique inverse T
T represent a column vector defining the truth vector of a ternary function f (x n ) in a natural ternary ordering. If T n is an LI matrix of size N = 3 n defined by any LI set of n-variable ternary functions, then
where
T is the coefficient column vector for the particular transform matrix T n with inverse T −1 n over GF (3) . Then,
Definition 2. Let X be a matrix of size m × n and Y be a matrix of size p × q, then their ternary Kronecker product, denoted by Z = X ⊗ Y that is executed over GF(3) is a partitioned matrix Z of size (mp) × (nq) defined as the following equation, where all the matrix elements belong to set {0, 1, 2}.
Definition 3. The ternary linear Kronecker transform matrix of size 3 n × 3 n is created by applying n − 1 times ternary Kronecker product to basic transform kernels of size 3 × 3 where such basic ternary transform matrices are freely chosen and fulfill Definition 1.
Definition 4.
For arbitrary n, the ternary Reed-Muller transform is based on the following forward and inverse equations 4, 16, 21, 24 :
where "⊗ n−1 " represents Kronecker product applied n−1 times to either the matrix
in Eq. (5) with the additions and multiplications over GF(3).
Ternary Linear Kronecker Transforms
In this section, some new fast linear ternary transforms are presented. They are defined in terms of basic transformation kernels and expanded through the ternary Kronecker product.
In the following cases of expanding the linearly independent transform two matrix kernels are being used. The first basic matrix Ξ is defined as
and its inverse matrix is
The second basic matrix kernel is the basic Reed-Muller-Fourier matrix shown in Ref. 16 and defined as
Property 1. Let T n be the n-variable ternary transform matrix which is defined by the following formula:
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then its inverse matrix can be derived by
Proof. From Eq. (9), when n = 2,
then its inverse transform matrix T
−1 2
can be derived by
By induction, the proof of Eq. (10) is completed.
In this article a fast algorithm is introduced based on decomposition of partial transform matrices. 
From the above matrix decomposition, the butterfly diagram of the forward transform can be derived as shown in Fig. 1 for n = 3. The narrow and broad lines represent the values 1 and 2, respectively.
Another transform matrix that contains less nonzero elements and possesses some similar properties as T is also discussed. The symbol T is used to denote the new transform. For n = 1,
Generally, for n variables,
where the matrix Ξ is given in Eq. (6). 
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Property 2. The inverse transform matrix of T is given by the following equations,
where the matrix Ξ −1 is given in Eq. (7).
It is clear that the transform T has a more simply structure than the transform T. By using the similar fast decomposition algorithm, T can also be presented as the matrix product
(n) . Comparing with Example 1, B(n) = B(n), C(n) = C(n), but A(n) = A(n). A(n) is given by
Based on the above decomposition equation, Fig. 2 gives the forward butterfly diagram of the transform matrix T for n = 3.
Let T k n represent the k th polarity of the transform T n . For any number of variables, the following properties can be derived.
Property 3. The generalized fixed polarity linear ternary transform matrix T k n
can be recursively defined as
In general,
All the matrix elements in T k . For n = 1,
Transform T also has two properties similar to the corresponding Properties 3 and 4 of transform T.
For an n-variable ternary function f (x 0 , x 1 , . . . , x n−1 ), the k th polarity spectrum of the function f is denoted asf k . The following relation between original ternary functions f and its spectrum in any polarity k denoted by symbolf k is given by the following equation that is a generalized case of Eq. (2):
It should be noticed that the very same equation applies also to transform T presented by Property 3 and the only difference is that the inverse of transform T in k polarity must be used in the above equation in order to obtain its spectral coefficient vector.
Example 2. For ternary case, when n = 2 and polarity is 01 ,
Let us consider the ternary function F = [1 2 0 0 2 0 1 1 1] T . The fixed polarity spectra for this function based on the transform T are shown in Table 1 . It should be noticed that the original function has three zero elements and there are two cases of fixed polarity ternary expansions for which the generalized spectra have four zero elements. After searching all 3 n spectra of fixed polarity ternary ReedMuller transform, only one best Reed-Muller spectrum has four zero elements as shown in the rightmost column of Table 1 .
Computation Complexity
The computation costs of the transform matrices are based on their basic submatrices and their recursively defined structures. As shown in Figs. 1 and 2 , the two fast transforms T and T have very regular patterns for higher n. The total numbers of 2-place additions to compute T and T transforms of any n-variable ternary functions are
and
respectively. The numbers of multiplications required to compute T and T are depended whether the number of n-variable ternary functions is even or odd.
For odd variables,
For even variables,
Experimental Results
The two new Kronecker transform matrices have been implemented using Microsoft Visual C++ and run on PIII 500 MHz computer with 128 MB RAM. The benchmark functions have been modified to represent ternary functions instead of original MCNC and IWLS'93 binary benchmark functions, the translation from binary to ternary cases has been done by changing every 2 input (output) bits in binary files to an input (output) symbol in ternary files. If the number of input and/or output variables is odd, then a zero bit is added behind the binary cubes to make it even. For input (output), --is taken as -, 00 is taken as 0, 01 is taken as 1 and 10 is taken as 2, whereas 11 is not used (taken as 0) for ternary case. The two implemented Kronecker transform matrices as well as the well-known ternary multipolarity Reed-Muller (TRM) transform matrix given in Definition 4 have also been implemented and run on the Ternary Benchmark Functions (TBF). The experimental results of TRM will be used to compare with the results of the transforms T and T . The number of nonzero spectral coefficients for best polarity of the transform matrices T and T are shown in Table 2 together with the best polarity TRM transform for some ternary benchmark functions. It is clear that for most ternary benchmark functions, the two new transforms can provide significant better spectrum with fewer number of nonzero spectral coefficients. For example, for the ternary benchmark function alu4, the number of TRM coefficient is 1362, but the corresponding number of spectral coefficient of transform T is 52 (3.82% of 1362) while the result number of transform T is even better and only 39 (2.86% of 1362). From the obtained results it can be seen that the transform T can provides better results comparing with the results of T .
The calculation procedures of the two Kronecker transforms and ternary ReedMuller transform are programmed by very similar algorithm based on Kronecker product expansions. Table 3 shows the calculation times for the two Kronecker transforms and TRM transform for searching trough all 3 n polarities. It is obvious that two new Kronecker transforms always require less time to calculate than the time for calculating TRM transform due to their lower computational complexity.
Conclusion
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