Measuring independence and k-wise independence is a fundamental problem that has multiple applications and it has been the subject of intensive research during the last decade (see, among others, the recent work of Batu, Fortnow, Fischer, Kumar, Rubinfeld and White [11] and of Alon, Andoni, Kaufman, Matulef, Rubinfeld and Xie [2] ). In the streaming environment, this problem was first addressed by Indyk and McGregor [44]. In this model the joint distribution is given empirically by a stream of elements, and the goal is to measure the distance between joint and product distribution under L distance. Indyk and McGregor give elegant solutions for estimating pairwise independence under L 1 and L 2 norms. The question of estimating k-wise independence on a stream of tuples, instead of pairs, is of central importance in multiple applications, where data typically comes with multiple attributes, such as database entries, minute-to minute changes in stock prices in a financial portfolio, and so on. Indyk and McGregor state, as an explicit open question in their paper, the problem of whether one can estimate k-wise independence on k-tuples for any k > 2.
Introduction
The streaming model is an emerging area that has received considerable attention recently. Many important results have been discovered, including, among many others, the work by Alon, Matias and Szegedy [5] ; Arasu and Manku [6] ); Babcock, Datar, Motwani and O'Callaghan [8] ); Bar-Yossef, Kumar and Sivakumar [10] ; Bar-Yossef, Jayram, Kumar and Sivakumar [9] ; Bhuvanagiri, Ganguly, Kesh and Saha [14] ; Calders, Dexters and Goethals [16] ; Chakrabarti, Khot and Sun [17] ; Chang and Kannan [18] ; Charikar, Chekuri, Feder and Motwani [19] ; Charikar, O'Callaghan and Panigrahy [21] ; Coppersmith and Kumar [23] ; Cormode, Datar, Indyk and Muthukrishnan [25] ); Cormode, Korn, Muthukrishnan and Srivastava [26] ; Duller, Tamosevicius, Alonso and Kossmann [27] ; Ergun and Jowhari [28] . Feigenbaum, Kannan, McGregor, Suri and Zhang [29] ); Gal and Gopalan [31] ; Ganguly [32] ); Greenwald and Khanna [35] ; Grohe, Koch and Schweikardt [39] ; Guha and McGregor [37] , Guha, Mishra, Motwani and O'Callaghan [38] ; Hershberger and Suri [41] Indyk [43] ; Indyk and Woodruff [45] ; Koch, Scherzinger, Schweikardt and Stegmaier [48] ; O'Callaghan, Meyerson, Motwani, Mishra and Guha [52] ; Segoufin and Vianu [55] ; Sun and Woodruff [56] ; and Suri, Tth and Zhou [57] ; Tu, Liu, Prabhakar, Yao and Schroeder [58] .
Precise Problem Statement and Previous Techniques
To make our exposition more concrete, let us precisely define the notion of joint and product distributions. Let D be a stream of size m with elements p 1 , . . . , p m , where p i = (p i,1 , . . . , p i,k ) ∈ [n] k . D defines a distribution of random vector X = X 1 , . . . , X k as follows. A frequency of an element is defined as the number of times it appears in D. For p ∈ [n] k , let f (p) be the frequency of p and define
The set of all probabilities defines the distribution of X which is a joint distribution of the coordinates X 1 , . . . , X k . For j ∈ [k], we define the distribution of X j as follows. For s ∈ [n], let f j (s) be the number of times s appears in D as j-th coordinate:
and let the corresponding probability be:
For each p ∈ [n] k the difference between joint and product distributions is
.
Developing an algorithm in a streaming environment for estimating α with small memory and high precision is what we call an independence problem.
The second frequency moment is defined as F k = p∈D f 2 p . The celebrated sketching method, introduced by Alon, Matias and Szegedy [5] , allows efficient estimation of F 2 on general data streams. In this method, each element p ∈ [n] is associated with a random variable h p ∈ {−1, 1} and a sketch is defined as Y = ( p∈D h p ) 2 . It is easy to see that Y = ( p∈[n] h p f p ) 2 . Alon, Matias and Szegedy show that E(Y ) = F 2 and, if h are 4-wise independent, then E(Y 2 ) = O(E(Y ) 2 ). This type of the upper bound implies that the logarithmic number of independent sketches suffices to provide ǫ-approximation of F 2 with a small probability of error. Moreover, n instances of 4-wise independent variables h can be maintained with a logarithmic number of bits. This can be done by applying well-known tools (see e.g., the paper of Alon, Babai and Itai [3] ). Thus, the overall space required is polylogaritmic in n and m. It is worth noting that L 2 = √ F 2 , and thus L 2 can be estimated by this method as well. We refer readers to [5] for more detailed proofs.
The general idea of the classic Alon, Matias and Szegedy method above is to come up with a sketch such that
, where Q is a quantity of interest. Unfortunately, this method is not applicable, at least directly, to the independence problem. This is because the distance between joint and product distributions is not a frequency-based statistic. Consider, for instance, the case when (1, 1) does not appear in the stream, but (1, 2) and (3, 1) do. Thus, |P (X = 1, Y = 1) − P (X = 1)P (Y = 1)| = 0, but a sketch does not incorporate (1, 1), and therefore we cannot hope that even an expectation will give the desired distance.
For k = 2, Indyk and McGregor propose a novel method of "sketching sketches" for solving the independence problem for a stream of pairs. Rather than working with stream elements, they associate each coordinate with a random number. That is, every pair p = (i, j) ∈ [n] 2 , is associated with a product of random variables h i g j , such that the set {h i } n i=1 is 4-wise independent, {g j } n j=1 is 4-wise independent and {h i } n i=1 and {g j } n j=1 are independent. A critical observation that Indyk and McGregor make is that independence can be measured by combining three sketches, namely H = (p, * )∈D h p , G = ( * ,q)∈D g q and F = (p,q)∈D h p g q . The "sketching sketch" is then defined as Y = (F − HG) 2 . It is easy to compute the estimator in the streaming environment, and it is not hard to see that E(Y ) = α 2 .
There is an important difference between the sketches of Alon, Matias and Szegedy and those of Indyk and McGregor. While both sequences h and g are only weakly dependent, their products hg can be strongly dependent, in general. This introduces additional challenges in bounding the second moment. In particular, the dependency implies that E(Y 2 ) = E((F − HG) 4 ) contains some non-zero quadruples α p α q α s α t with non-equal p, q, s, t ∈ [n] 2 (note that in the sketch of Alon, Matias and Szegedy, these sums are canceled due to 4-wise independence). As a result, estimating the second moment becomes challenging. Indyk and McGregor solve this problem for k = 2 with an elegant geometric observation and leave k > 2 as an explicit open question.
Let us provide here a different, but equivalent, argument that illustrates the observations of Indyk and McGregor for k = 2 and shows the difficulty that arises for k > 2. In E(Y 2 ), each quadruple α p α q α s α t will appear with a factor E(h
. This expectation is non-zero only if each value appears an even number of times in the first and the second coordinates. Let us call such a quadruple "significant." Since p = q, they differ either on one or both coordinates. Each pair p, q that differs on both coordinates may participate in at most four significant quadruples. This is because we may pick s 1 from {p 1 , q 1 } and s 2 from {p 2 , q 2 }, but after that t is fixed. Thus, bounding such quadruples α p α q α s α t by α 2 p α 2 q + α 2 s α 2 t will result in a constant-factor increase of the final bound. Similarly, if p and q differ on one coordinate, it must be the case that either p, s or p, t differ on both coordinates. Thus, we can bound such quadruples either by α 2 p α 2 s + α 2 q α 2 t or by α 2 p α 2 t + α 2 s α 2 q . In summary, the sum over all significant quadruples can be bounded by
. Unfortunately, this argument does not work for k > 2. For instance, consider triples (1, 1, 1) and (1, 2, 2). It is easy to see that a quadruple of the form
. Also, this property is invariant under permuting p, q, s, t, namely p, s and p, t differ on two coordinates as well. Thus, bounding the quadruples by a sum of squares would result in an additional factor n, making the upper bound useless for our purposes. Therefore, different arguments are required to obtain a useful upper bound. This is exactly what we do in this paper.
Our Result and High-Level Ideas
It is well known that pairwise independence does not imply independence. Therefore, complex correlations cannot be captured by the methods of [44] , and it is important to study a more general case of k random variables. In this paper we study such a general case for the L 2 metric and answer affirmatively to the open question of Indyk and McGregor. Our method is a strong generalization of their method of "sketching sketches." Every q ∈ [n] is associated with k independent random variables h 1,q , . . . , h k,q . A tuple
The sketches for joint and product distributions are defined as
and can be effectively computed on streams. Our sketch is then defined as Y = (S j − S p ) 2 .
As mentioned above, bounding the second moment E(Y 2 ) is challenging even for k = 2. Our main technical contribution is a novel method for an analysis that we believe may be of independent interest. We depart from the geometric approach of Indyk and McGregor and instead use a somewhat delicate combinatorial argument. The main difficulty in the analysis is bounding the sums of quadruples; we overcome this by developing the following ideas:
• We observe that it is sufficient to consider only a subset A that consists of quadruples p, q, s, t with the following property. For any i ∈ [k], each value among p i , q i , s i , t i appears an even number of times. Further, A can be seen as a union of disjoint subsets A = ∪ k−1 i=0 A i , where A i consists of quadruples p, q, s, t that agree on exactly i coordinates.
• Our analysis is then concentrated on the combinatorial properties of A 0 . We split A 0 into subsets
, where B σ consists of quadruples such that p and q disagree on indexes from σ.
• The following properties of B are crucial for our analysis.
-First, any pair (p, q) may appear in the beginning of at most 2 k quadruples in B [k] . That is |{ p, q, * , * ∈ B [k] }| ≤ 2 k for any fixed p, q. This is true since, by the properties of A, s i must be chosen from the set {p i , q i }, and after that t i is fixed.
-Second, the sum over B [i] , k/2 ≤ i < k can be bounded by a sum over ∪ σ,|σ|>i B σ . This is achieved by a subtle rearrangement and counting arguments; we defer the details to the Section 2.
-Third, the general case of σ = [i] is reduced to [i] by permuting the vector and showing that the bound still holds.
-Fourth, we observe that p, q, s, t ∈ B σ , |σ| < k/2 implies p, s, q, t ∈ B σ , |σ| > k/2. Combining this observation with counting arguments, we bound the sum over all such σ, |σ| < k/2.
• As a result, we come up with an inductive argument that the sum over A 0 is bounded by 2 (k+1)(k+2) E(Y ) 2 . For A i , i > 0 we achieve similar results by fixing the portion of coordinates on which quadruples agree and repeating the arguments above.
• Finally, applying standard techniques, our bound of the second moment implies polylogarithmic approximation for constant k.
Main Theorem. Thus, we provide an (ǫ, δ)-approximation of the L 2 distance between joint and product distribution for k random variables. Our algorithm uses
memory bits, requires a single pass over the data and tolerates deletions. This result is stated formally in Theorem 3.2. We note that our memory bound has an exponential dependency on k; however this does not impact the bounds for constant k. To the best of our knowledge, our result is the first treatment that allows estimating k-wise independence under L 2 in the streaming model. In our recent paper [15] we address the problem of measuring pairwise and k-wise independence under L 1 norm. In [15] we use different methods which are not applicable to L 2 norm.
On the Importance of the L 2 Norm
One may argue that, for probability distributions, the L 1 norm is stronger then the L 2 norm (see e.g., [54] ) and thus we should study the L 1 norm instead. In spite of that argument, we claim that studying the L 2 norm (or its square) is a task of considerable importance.
Indeed, the L 2 norm is often sufficient for applications. There exist numerous examples of using the L 2 norm as a distance metric for probability distributions. For a discrete probability distribution, the selfcollision probability corresponds to an event of picking the same element when sampling the distribution twice. In other words, for a distribution vector V , the L 2 norm of V is a square of a self-collision probability i v 2 i . The notion of a self collision (or the L 2 norm) is extensively used in relevant literature. In their influential paper, Goldreich and Ron [33] explicitly employ the L 2 norm as distribution distance. Goldreich and Ron study the problem of testing if a given graph is an expander. One of their key results is the connection between the second eigenvalue of a graph and the distance between the distribution of a random walk and the uniform distribution. The distance is measured by the L 2 norm which is sufficient to achieve the results. The L 2 norm is used, e.g., by Czumaj and Sohler [22] ; Goldreich and Sudan [34] ; Kale and Seshadhri [46] and many others.
A popular measurement of error, mean square error, is, in fact, a squared L 2 distance between distributions. In this case, the distributions are given by two random variables, one representing some process and the second representing an approximation of the process. For data streams, this notion has been used, by Matias and Uriely [50] (among many others) who proved the optimality of their approximation for mean square error, i.e., the L 2 norm.
Roadmap and Notations
In Section 2 we define our sketch and analyze its properties. Section 3 explains how such a sketch can be constructed and used to estimate the L 2 distance; this section describes our main results. For the sake of brevity we often express the fact that p, q, s are distinct by the notation p = q = s. We stress that this (somewhat ambiguous) notation implies that p = s as well. Due to the lack of space, proofs of many auxiliary lemmas are omitted and can be found in the Appendix.
The Sketch
In this section we define our sketch and analyze its properties. We defer the discussion on how to compute such a sketch until Section 3. Let α ∈ R [n] k be a vector, and for each p ∈ [n] k denote its corresponding coordinate by α p ∈ R. The L 2 norm of α is defined as:
Here we assume that α is fixed and denote Q = α 2 . For i ∈ [n], j ∈ [k], let h i,j ∈ {−1, 1} be a random variable such that P (h i,j = 1) = 1 2 . We assume that {h j,i } i∈[n] are 4-wise independent for fixed j. We also assume that {h j 1 ,i } i∈[n] and {h j 2 ,i } i∈ [n] are independent for fixed j 1 = j 2 . In Section 3 we will explain how such functions can be maintained. For
The sketch Y is defined as follows:
Proof. We have
where the last equality follows from the fact that hs are independent for different js. Let j 0 ∈ [k] be such that p j 0 = q j 0 . It follows from 4-wise independence of {h j 0 ,i } i∈ [n] that
Proof.
Proof. We have
E(Y 2 ) = E   p∈[n] k α p H(p)   4 = p∈[n] k α 4 p + 4 1 p,q∈[n] k ,p =q α 3 p α q E H(p) 3 H(q) + 4 2 p,q∈[n] k ,p =q α 2 p α 2 q E H(p) 2 H(q) 2 + 4 2; 1; 1 p,q,s∈[n] k ,p =q =s α 2 p α q α s E H(p) 2 H(q)H(s) + 4 1; 1; 1; 1 p =q =s =t α p α q α s α t E [H(p)H(q)H(s)H(t)] .
It is easy to see that E H(p)
Finally, the last term is bounded by Lemma 2.5.
Definition 2.4.
Define A to be a set of all (ordered) quadruples p, q, s, t such that:
Lemma 2.5.
Proof. First, we show that
Indeed, fix a quadruple p, q, s, t ∈Ā such that p = q = s = t. Let j 0 ∈ [k] be the index for which the second condition of Definition 2.4 does not hold. Then at least one of elements p j 0 , q j 0 , s j 0 , t j 0 appears precisely once. Without loss of generality, assume that this element is p j 0 . Recall that, by the properties of h, the product
Moreover, it follows from the 4-wise independency and the fact that p i 0 appears once, that h j 0 ,p j 0 is independent of h j 0 ,q j 0 h j 0 ,s j 0 h j 0 ,t j 0 . Thus, we have:
which is zero. Thus, by the additivity property, the expectation overĀ is zero. It remains to bound the sum over A. Since H(p)H(q)H(s)H(t) = 1 for every p, q, s, t ∈ A, we have:
The correctness follows from Lemma 2.13.
The remainder of this section is devoted to proving Lemma 2.13. Let A i ⊆ A be a set of all quadruples that agree on exactly i coordinates. It is easy to see that A = k−1 i=0 A i and all A i s are disjoint. Below we estimate sums over each A i . We start with A 0 . Definition 2.6. For σ ⊆ [k], let B σ be a set of quadruples p, q, s, t ∈ A 0 such that
Definition 2.7.
1. Denote by a ⊥ b the case when a i = b i for all i.
2. Define by U j the set of all quadruples a, b, c, d such that
The following lemma follows directly from the definitions.
Lemma 2.8.
Proofs of the following technical lemmas can be found in the appendix. 
Lemma 2.10.
p,q,s,t ∈Bσ,|σ|<
Lemma 2.11.
Proof. By the definitions of A 0 , B σ and Lemmas 2.9 and 2.10:
Lemma 2.12. For any 0 < j ≤ k,
Proof. Let j be fixed and let σ ⊆ [k] be a subset of cardinality j. Define C σ as a set of all quadruples from A j such that ∀i ∈ σ, p i = q i = s i = t i . Then we have A j = σ C σ . We start with σ = [j]. For a fixed e ∈ [n] j , define a vector γ = γ(e) as a projection of α on the subset of coordinates that begin with e. That is, for a ∈ [n] k−j , γ a = α (e,a) . Let
Note that A j 0 is an analogy of A 0 on the coordinates [j + 1, k]. Therefore, repeating the proof of Lemma 2.11 (with k − j instead of k), we obtain for every e:
Thus:
For σ = [j] we repeat the arguments from Lemma 2.9.
Lemma 2.13.
Proof. From the fact that A = ∪ j A j and by using Lemmas 2.11 and 2.12, we have
Our Algorithm
In this section we present an approximation algorithm for α . Such an algorithm is obtained by combining several estimators from Section 2 and using standard techniques. Our algorithm is a strict generalization of the algorithm of Indyk and McGregor [44] . We start with a method to compute a single estimator from Section 2. First, note that the hs with the required properties can be generated using well-known methods (see e.g., [5] ). In particular, we can generate 4-wise independent set {h 1,i } i∈[n] using O(log n + log m) bits. Repeating this procedure k times, independently for each 1 < j ≤ k, we obtain independent sets {h j,i } i∈ [n] , such that each {h j,i } i∈[n] is 4-wise independent.
Our algorithm starts with allocating k + 1 variables, Z joint , Z 1 , . . . , Z k . All variables are initially equal to 0. Recall that elements of the data stream are of the form p = (p 1 , p 2 , . . . , p k ). Given current element p, it is easy to compute H(p) and h j,p j for each j ∈ [k]. Then the variables are updated as follows:
Lemma 3.1. Let α be a vector with coordinates
for any p ∈ [n] k . Let Y be the estimator for α defined in Section 2. Then the following equality holds:
P (X j = p j )h j,p j .
Therefore, 2. Λ uses O(2 (k+1)(k+3) 1 ǫ 2 log 1 δ c(k)(log n + log m)) memory bits. Proof. Recall that we denote Q = α 2 . By using Lemma 3.1, it is possible to construct a single estimator Y in one pass. Note also that the procedure requires O(k(log n + log m)) bits. By using Lemma 2.2, E(Y ) = Q, and by using Lemma 2.3, E(Y 2 ) ≤ Q 2 c(k), where c(k) = k(6 + 2 (k+1)(k+3) ). Repeating the standard arguments from [5] , it is sufficient to take an average of 1 ǫ 2 c(k) independent estimators to obtain an ǫ-approximation with probability bits. Note that, in fact, we need to approximate α = √ Q which is straightforward, given an approximation of Q.
Proof. Consider a quadruple p, q, s, t ∈ A 0 , such that p and q agree on more then half of the coordinates. Then, by definition of A 0 it is implied that p and s disagree on more then half of the coordinates. Thus, p, s, q, t ∈ ∪ σ,|σ|>k/2 B σ . The inequality follows from the fact that a transformation f : [n] 4k → [n] 4k , f ( p, q, s, t ) = p, s, q, t is a permutation and thus injective.
