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CHARACTER SHEAVES AND DEPTH-ZERO REPRESENTATIONS
ANNE-MARIE AUBERT AND CLIFTON CUNNINGHAM
Abstract. In this paper we provide a geometric framework for the study of characters
of depth-zero representations of unramified groups over local fields with finite residue
fields which is built directly on Lusztig’s theory of character sheaves for groups over
finite fields and uses ideas due to Schneider-Stuhler. Specifically, we introduce a class of
coefficient systems on Bruhat-Tits buildings of perverse sheaves sheaves on affine algebraic
groups over an algebraic closure of a finite field, and to each supercuspidal depth-zero
representation of an unramified p-adic group we associate a formal sum of these coefficient
systems, called a model for the representation. Then, using a character formula due
to Schneider-Stuhler and a fixed-point formula in etale cohomology we show that each
model defines a distribution which coincides with the Harish-Chandra character of the
corresponding representation, on the set of regular elliptic elements. The paper includes
a detailed treatment of SL(2), Sp(4) and GL(n) as examples of the theory.
Introduction
In their 1997 article in the Publications Mathe´matiques de l’Institut des Hautes E´tudes
Scientifiques, Peter Schneider and Ulrich Stuhler defined a functor from the category of
certain smooth representations over C of a connected reductive p-adic group G(Qp) to the
category of G(Qp)-equivariant coefficient systems of vector spaces over C and subsequently
obtained a new formula for the characters of such representations on the set of regular
elliptic elements of G(Qp).
In this article we restrict our attention to supercuspidal depth-zero representations and
consider a related construction. We pass from Qp to an unramified closure Q
nr
p and replace
the category of vector spaces over C by a triangulated category of ℓ-adic sheaf complexes.
This gives rise to a category of coefficient systems on the Bruhat-Tits building for G(Qnrp )
of ℓ-adic sheaves, with ℓ 6= p. Our category is equipped with parabolic restriction functors,
an action of G(Qnrp ), a notion of parabolic induction and an action of Frobenius; we use
all these to define Frobenius-stable admissible coefficient systems.
We then show that Frobenius-stable admissible coefficient systems are directly related to
ℓ-adic representations of p-adic groups. For example, we show there is a formal linear com-
bination of Frobenius-stable admissible coefficient systems (an element of a Grothendieck
group tensored with Q¯ℓ) canonically associated to each supercuspidal depth-zero repre-
sentation of G(Qp); we call this a model for the representation. We also show that each
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Frobenius-stable admissible coefficient system defines a distribution on the set of elliptic
elements of G(Qp). Finally, we show that the distribution associated to the model of a rep-
resentation coincides with the character of the representation on the set of regular elliptic
elements.
Although our focus here is on models for depth-zero supercuspidal representations, the
distributions associated to admissible coefficient systems themselves are very interesting.
In general, these distributions are neither orbital integrals nor characters of representations;
however, they appear to generalize the distributions in [Wal01].
We have recently found that admissible coefficient systems admit a geometric description:
they may be interpreted as objects in a triangulated category of ℓ-adic sheaf complexes
on the e´tale site of a rigid analytic space associated to the group GQp . However, since
the theory of derived categories of ℓ-adic e´tale sheaves on rigid analytic spaces over Qp is,
as far as the authors are aware, in some sense still under development, we have opted to
restrict ourselves to ℓ-adic e´tale sheaves on schemes over F¯p for the moment. While the
benefit of this decision is that we can provide a rigourous argument using ideas readily
available in the literature, the cost of this decision is that several arguments in this paper
are rather unpleasant due to the fact that we are essentially working with objects and mor-
phisms defined by local data. The rigid analytic perspective is also the point of departure
for expanding the scope of this paper to a larger class of admissible representations; in
particular, we view the present paper as the depth-zero part of a naiscent theory involv-
ing ℓ-adic sheaves on the e´tale site of a rigid analytic space which is compatible with the
theory of character sheaves, via vanishing cycles functors, on the reductive quotients (over
F¯p) of special fibres of affino¨ıd spaces formed from canonical integral models for parahoric
subgroups. In fact, that is where this story began, but the authors were surprised to find
that much of the depth-zero story could be told without rigid analytic geometry. Hence
this paper.
* * *
We now describe the sections and principal results of this paper in more detail.
In Sections 1 through 2, K denotes a field equipped with a non-trivial discrete valuation
such that K is strictly henselian and such that the residue field k of K is algebraically closed
with non-zero characteristic. We let G be a connected reductive linear algebraic group over
K satisfying a hypothesis described in Section 1.3. In Sections 1.2 through 1.6 we review
certain basic constructions associated to parahoric subgroups of the groupG(K). We denote
facets of the extended Bruhat-Tits building I(G,K) for G(K) by i, j, k or l. For each such
facet we consider a canonical integral model Gi such that Gi(oK) = G(K)i, where oK is
the ring of integers in K. We are particularly interested in the maximal reductive quotient
G¯i of the special fibre of Gi, which is a connected linear algebraic group over k because of
the conditions placed on G in Section 1.3. After recalling some important facts concerning
equivariant perverse sheaves in Section 1.7 we introduce cohomological parabolic induction
functors on these reductive quotients in Section 1.8. We then recall some important facts
concerning character sheaves in Section 1.9. In Section 1.10 we introduce a new category,
denoted D¯G, formed roughly by attaching the categories Dbc(G¯i; Q¯ℓ) using the Bruhat
order on facets of I(G,K), where Dbc(G¯i; Q¯ℓ) denotes the bounded derived category of
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constructible ℓ-adic e´tale sheaves on G¯i. See Definition 1.11 for the details. We end
Section 1 by defining an additive subcategory C¯G (See Definition 1.11) of D¯G. Admissible
coefficient systems are objects in this category with special properties.
In order to define admissible coefficient systems we first define cuspidal coefficient sys-
tems in Section 2. We begin by defining a cohomological parabolic restriction functor resGP
in Section 2.1. Then, we describe an action of G(K) on the category C¯G in Section 2.2 and
say that an object of C¯G is weakly-equivariant if its isomorphism class is fixed by the action
of G(K). A cuspidal coefficient system is, roughly, a weakly-equivariant simple object C of
C¯G such that resGPC = 0 for every proper parabolic subgroup P of G. Our first main result
is Theorem 2.11, which, together with Corollary 2.12, provides a complete description of
cuspidal coefficient systems in C¯G. We find that every cuspidal coefficient system may be
produced, in a manner similar to compact induction, from some cuspidal character sheaf
on the reductive quotient of the special fibre of the canonical integral scheme for a maximal
parahoric subgroup of G(K).
In Sections 3 we assume K is a maximal unramified extension of a p-adic field. Note that
such a field is strictly henselian and the residue field of that extension is an algebraic closure
of a finite field. In Section 3.3 we define a weakly-equivariant object indGPA associated
to any weakly-equivariant object A in C¯L, where L is the Levi component for P . Using
this we define admissible coefficient systems as those simple coefficient systems appearing
in indGPC for some parabolic subgroup P and some cuspidal coefficient system C (see
Definition 3.7).
In Sections Sections 4 through 6 we fix a p-adic field K1 and let K
nr
1 denote a maximal
unramified extension of K1. Thus, K
nr
1 plays the role of K above. Let GK1 be a connected,
quasi-split unramified linear algebraic group. Then GK1 ×Spec(K1) Spec (K
nr
1 ) is a split
connected reductive linear algebraic group over Knr1 and so we may let GK1 ×Spec(K1)
Spec (Knr1 ) play the role of G above.
The main idea of Section 4 is to use the action of the Galois group Gal(Knr1 /K1) on the
extended Bruhat-Tits building I(G,Knr1 ) to define a notion of (geometric) frobenius-stable
objects of C¯G; roughly, C ∈ objC¯G is frobenius-stable if its isomorphism class is fixed by
the action of Frobenius. See Proposition 4.2 for details. In the rest of Section 4 we briefly
revisit the main ideas from Sections 2 and 3 with this Galois action in mind.
Section 5 relates frobenius-stable admissible coefficient systems to depth-zero represen-
tations through the notion of a model for a representation; a model is an element of the
Q¯ℓ-vector space obtained by tensoring Q¯ℓ with the subgroup of the Grothendieck group for
D¯G generated by admissible coefficient systems (cf. Definition 5.3). Our second main result
is Theorem 5.4, which shows that every supercuspidal depth-zero representation admits a
model. In Section 5.3 we use the character formula of [SS97] to associate a distribution
to each admissible coefficient system. Our third main result is Theorem 5.6, which shows
that the distribution associated to a model of a depth-zero representation coincides with
the character of the representation, in the sense of Harish-Chandra, on the set of regular
elliptic elements of G(K1). In this way we suggest that the classification and character
theory of depth-zero supercuspidal representations may be studied through the theory of
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admissible coefficient systems. Section 6 applies the machinery of the paper to the groups
of p-adic points on SL(2) and Sp(4) in order to illustrate this suggestion.
In summary, the main features of this paper are:
• Theorem 2.11 and Corollary 2.12, where cuspidal coefficient systems are classified;
• Theorem 5.4, where models for supercuspidal depth-zero representations are con-
structed;
• Theorem 5.6, where we show that the distribution associated to a model of a
representation equals the character of that representation on the set of regular
elliptic elements;
• Section 6, where we give models for all supercuspidal depth-zero representations of
SL(2), Sp(4) and GL(n).
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1. Fundamental Notions
1.1. Fields and algebraic groups. Let K be a field equipped with a non-trivial discrete
valuation, let oK be the ring of integers of K and let k be the residue field of oK. We assume
that K is strictly henselian and that k is algebraically closed with non-zero characteristic.
Examples of such fields K include Qnrp (a maximal unramified extension of the field Qp of
p-adic numbers) and F¯p((t)) (formal Laurent series in t with coefficients from an algebraic
closure of a field with p elements). Note that K is neither complete nor locally compact.
Let G be a connected reductive linear algebraic group over K. We assume G splits over
K. Let G(K) be the group of K-rational points on G.1
1In Section 3 we apply the results of Sections 1 and 2 to the case when K is an unramified closure of a
local field with finite residue field. In Section 4 we fix the local field, denoted K1, and consider a form GK1
for G; thus, in Sections 4, 5 and 6, GK1 is a connected reductive algebraic group over the local field K1 and
GK1 splits over an unramified extension of K1.
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1.2. Integral models. The enlarged Bruhat-Tits building forG(K) will be denoted I(G,K).
Recall that I(G,K) is the product of the semi-simple Bruhat-Tits building for G(K) (the
building for the derived group) by a real affine space. We denote polyfacets of I(G,K) by
i, j or k and refer to these as facets.
For each facet i of I(G,K), the parahoric subgroup of Bruhat-Tits will be denoted G(K)i
(cf. [BT84, 4.6.28]). Let Gi denote the integral model of G associated to i by [BT84, 5.1.30,
5.2.1]; see also [Yu02, 7.3.1]. Thus, Gi is a smooth group scheme over oK equipped with
an isomorphism between the generic fibre of Gi and G such that Gi(oK) corresponds to
G(K)i under that isomorphism (cf. [Yu02, 7.2]). The special fibre of Gi will be denoted
G˜i; thus, G˜i = Gi ×Spec(oK) Spec (k). Then G˜i is a smooth connected affine group scheme
over k (cf. [Yu02, 7.2]). Although G˜i is reduced as a scheme, it need not be reductive as
a group scheme; let νi : G˜i → G¯i be the maximal reductive quotient of G˜i. Then G¯i is a
linear algebraic group over k which is both connected and reductive. In fact, G¯i is a closed
subscheme (over k) of G˜i, which is a closed subscheme of Gi. In summary, we have the
following commutative diagramme.
(1.1) G //

Gi

G˜i
oo

νi
// G¯i
ffxx
Spec (K) // Spec (oK) Spec (k)oo
Let ρi : Gi(oK)→ G¯i(k) denote the composition of the group homomorphism Gi(oK)→
Gi(k) defined by composition with the canonical map Spec (k) → Spec (oK), the identifi-
cation Gi(k) = G˜i(k), and the map of k-rational points G˜i(k) → G¯i(k) induced from νi.
Observe that ρi is a map of points; it is not a map of ringed spaces.
Example 1.1. Let G = SL(2)K; thus, the global sections of this affine scheme are
OG(G) = K[X11,X12,X21,X22]/(detX − 1),
where detX = X11X22 −X12X21 − 1. Let i = (01) be the maximal facet (grande cellule)
of the chamber corresponding to the Iwahori subgroup
G(K)(01) =
{(
h11 h12
h21 h22
) ∣∣∣ h11, h12, h22 ∈ oK; h21 ∈ pK
h11h22 − h12h21 = 1
}
.
In this case, G(01) is the affine oK-scheme with global sections
OG(01)(G(01)) = oK[X11,X12,X21,X22,X
′
21]/(detX − 1,X21 −̟X
′
21),
where ̟ is a generator for pK. (Of course, the scheme G(01) is independent of this choice.)
The isomorphism of the generic fibre of G(01) with G is given by Xnm 7→ Xnm, for
1 ≤ n,m ≤ 2. Since G(01) is a group scheme, OG(01)(G(01)) is a Hopf algebra; the co-
multiplication is given by Xnm 7→
∑
kXnk ⊗Xkm and X
′
21 7→ X
′
21⊗X12+X22⊗X
′
21. The
k-algebra of sections on the special fibre G˜(01) of G(01) is
OG(01)(G(01))⊗ k = k[X11,X12,X22,X
′
21]/(X11X22 − 1),
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with co-multiplication given by
X11 7→ X11 ⊗X11
X12 7→ X11 ⊗X12 +X12 ⊗X22
X ′21 7→ X
′
21 ⊗X11 +X22 ⊗X
′
21
X22 7→ X22 ⊗X22.
Evidently, G˜(01) is not reductive. The reductive quotient of G˜(01) is GL(1)k, and the map
ν(01) : G˜(01) → G¯(01) is induced from the inclusion
k[X11,X22]/(X11X22 − 1) →֒ k[X11,X12,X22,X
′
21]/(X11X22 − 1).
In this example, ρ(01) : G(01)(oK)→ G¯(01)(k) is given by
ρ(01)
(
h11 h12
h21 h22
)
= h¯11,
where h¯11 is the image of h11 under the canonical map oK → k.
Example 1.2. Continuing with G = SL(2)K, let (0) and (1) be the vertices in the closure
of the facet considered above. Let G(0) be the model for G with global section given by
OG(0)(G(0)) = oK[X11,X12,X21,X22]/(detX − 1).
As above, the isomorphism of the generic fibre of G(0) with G is the obvious one. On the
other hand, G(1) is the integral affine scheme with global sections
OG(1)(G(1)) =
oK[X11,X12,X21,X22,X
′
12,X
′
21]
(detX − 1,̟X12 −X ′12,X21 − πX
′
21)
,
where ̟ is a uniformizer for K. (As above, the scheme G(1) is independent of this choice.)
The isomorphism from the generic fibre of G(1) to G is determined by Xnm 7→ Xnm for
1 ≤ n,m ≤ 2. In both cases, the special fibre is SL(2)k; since this group scheme is reductive,
the maps ν(0) and ν(1) are identities.
1.3. Stabilizers. When the time comes to relate admissible coefficient systems to charac-
ters of depth-zero representations of p-adic groups we will see that it is natural to study
stabilizers of facets rather than parahoric subgroups. The stabiliser of any facet of I(G,K)
under the action of G(K) is a compact group (recall that I(G,K) refers to the enlarged
Bruhat-Tits building) which admits a canonical smooth integral model (cf. [Yu02, 9.3.2]).
However, in general, the maximal reductive quotient of the special fibre of this integral
model need not be connected, so we cannot use the theory of character sheaves as devel-
oped in [Lus85]. We therefore now impose a condition on the groups G that we study:
we assume that the stabilizer of each facet in I(G,K) is a parahoric subgroup, and fur-
ther that the reductive quotient of the special fibre of the canonical integral model of that
parahoric subgroup is connected, as an algebraic group over k; we also demand that the
same property hold for all cuspidal Levi subgroups of G (cf. Definition 2.13). When G
is simply connected, this condition is satisfied (cf. [Tit79, 3.5.2]); it also holds for general
linear groups and symplectic groups.
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Remarkably, Lusztig has recently extended the definition of character sheaves to the
disconnected group case so there is good reason to expect the main results of this paper
can be extended, mut.mut., to a larger class of groups.
1.4. Restriction between reductive quotients. Let i and j be facets of I(G,K) such
that i ≤ j in the Bruhat order. Let fi≤j : Gj → Gi be the morphism of group schemes over
oK obtained by extending the identity morphism idG in the category of group schemes over
oK (cf. [Lan96, 6.2]). By restriction to special fibres, this defines a morphism f˜i≤j : G˜j → G˜i
of group schemes over k, making the following diagramme commute.
(1.2) Gj
fi≤j // Gi
G˜j
OO
f˜i≤j
// G˜i
OO
In fact, this diagramme is cartesian. Let G˜i≤j denote the schematic image of f˜i≤j in G˜i.
Let G¯i≤j be the schematic image of G˜i≤j under νi and let νi≤j denote the restriction of νi
to G˜i≤j . Next, let
(1.3) f˜i≤j = hi≤j ◦ gi≤j
be the factorization given by the Isomorphism Theorem. The kernel of f˜i≤j, which equals
the kernel of gi≤j , is contained in the kernel of νj ; thus, gi≤j factors through νj to give a
map G˜i≤j → G¯j ; since the kernel of νi≤j is contained in the kernel of this new map, it too
factors, this time through νi≤j, thus defining ri≤j : G¯i≤j → G¯j . Notice that
(1.4) νj = ri≤j ◦ νi≤j ◦ gi≤j.
Let si≤j : G¯i≤j → G¯i be the obvious inclusion; this is an affine closed immersion. By
[Lan96, 9.22], si≤j : G¯i≤j → G¯i is a parabolic subgroup with Levi component G¯j given by
the reductive quotient map ri≤j : G¯i≤j → G¯j , which is a smooth projective map; we also
have G¯i = G˜i ×G¯i≤j G˜i≤j . In summary we have the following commutative diagramme, in
which the square on the bottom right is cartesian.
(1.5) G˜j
f˜i≤j //
gi≤j
  B
BB
BB
BB
B
νj

G˜i
νi

G¯j G˜i≤j
hi≤j
>>||||||||
νi≤j

G¯i
G¯i≤j
ri≤j
aaBBBBBBBB si≤j
==||||||||
Recall the derived category Dbc(G¯i, Q¯ℓ) of cohomologically bounded constructible ℓ-adic
sheaves with ℓ 6= p, introduced in [Del80, 1.1.1-1.1.5] and [BBD, 2.2.9, 2.2.14, 2.2.18] (cf.
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[SGA5, expose´s VI, V, XV]). We will follow the notational conventions of [BBD] regarding
derived functors.
Definition 1.3. Let i and j be facets of I(G,K) such that i ≤ j. Define res i≤j :
Dbc(G¯i; Q¯ℓ)→ D
b
c(G¯j ; Q¯ℓ) by
(1.6) res i≤j = ri≤j ! s
∗
i≤j (di≤j),
where (di≤j) denotes Tate twist by di≤j = dimker ri≤j.
Remark 1.4. Thus, res i≤j = res
G¯i
G¯i≤j
, where the right-hand side refers to the parabolic
restriction functor defined in [Lus85, Sect.3.8]. We will sometimes write res G¯i
G¯j
for res i≤j
to emphasize the fact that it is a functor from Dbc(G¯i; Q¯ℓ) to D
b
c(G¯j ; Q¯ℓ). It must be un-
derstood that the definition of the functor makes reference to a specific parabolic subgroup
of G¯i with Levi component G¯j . Note also that res i≤i is an identity functor.
Proposition 1.5. If i, j, k, l are facets of I(G,K) such that i ≤ j ≤ k ≤ l then there are
canonical isomorphisms of functors
res i≤j≤k : res j≤k res i≤j → res i≤k
such that the diagramme
res k≤l res j≤k res i≤j
res k≤l res i≤j≤k

res j≤k≤l res i≤j // res j≤l res i≤j
res i≤j≤l

res k≤l res i≤k
res i≤k≤l
// res i≤l
commutes.
Proof. Observe that i ≤ j ≤ k ≤ l implies there is an apartment containing all of i, j, k and
l. We begin by defining res i≤j≤k. Let ri≤j≤k : G¯i≤k → G¯j≤k and si≤j≤k : G¯i≤k →֒ G¯i≤j be
the pull-back of ri≤j : G¯i≤j → G¯j and sj≤k : G¯j≤k → G¯k with domain G¯i≤k; in particular,
(1.7) ri≤k = rj≤k ◦ ri≤j≤k
and
(1.8) si≤k = si≤j ◦ si≤j≤k.
See [Lan96, Prop.9.22] for the existence of such a pull-back. The situation is summarized
by the following diagramme, in which the square is cartesian and all triangles commute.
(1.9) G¯i≤k
si≤k



si≤j≤k|| ri≤j≤k ""
ri≤k

G¯i≤j
si≤j}}||
||
||
||
ri≤j
""E
EE
EE
EE
EE
G¯j≤k
sj≤k
||xx
xx
xx
xx
x
rj≤k !!C
CC
CC
CC
C
G¯i G¯j G¯k
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Observe that all maps r· are smooth projective and all maps s· are affine closed immersions.
To define res i≤j≤k we begin by observing that di≤k = di≤j + dj≤k and that Tate twists
commute with everything below. Thus,
res j≤k res i≤j = rj≤k! s
∗
j≤k (dj≤k) ri≤j ! s
∗
i≤j (di≤j)
= rj≤k! s
∗
j≤k ri≤j ! s
∗
i≤j (di≤k).
Applying the smooth base-change theorem for direct images with compact supports for
ℓ-adic sheaves (see [SGA4, Expose´ XVII, §5.2]) to the cartesian square in Diagramme 1.9,
it follows that the base-change natural transformation
(1.10) ϕi≤j≤k : s
∗
j≤k ri≤j ! → ri≤j≤k! s
∗
i≤j≤k
is an isomorphism of functors. Thus,
(1.11) rj≤k! s
∗
j≤k ri≤j ! s
∗
i≤j (di≤k)
rj≤k !ϕi≤j≤ks
∗
i≤j
(di≤k)

rj≤k! ri≤j≤k! s
∗
i≤j≤k s
∗
i≤j (di≤k)
is a natural isomorphism. Let ρi≤j≤k : rj≤k! ri≤j≤k! → ri≤k ! be the natural isomorphism
determined by Equation 1.7; these isomorphisms satisfy a cocycle condition (see [SGA4,
Expose´ XVII, Thm 5.1.8(a)(i)]). Likewise, let σi≤j≤k : s
∗
i≤j≤k s
∗
j≤k → s
∗
i≤k be the natural
isomorphism determined by Equation 1.8; these isomorphisms satisfy the analogous cocycle
condition. Now, the following diagramme commutes.
(1.12) rj≤k!ri≤j≤k!s
∗
i≤j≤ks
∗
i≤j(di≤k) ri≤k !s
∗
i≤j≤ks
∗
i≤j(di≤k)
ρi≤j≤ks
∗
i≤j≤k
s∗
i≤j
(di≤k)
oo
rj≤k!ri≤j≤k!s
∗
i≤k(di≤k)
rj≤k !ri≤j≤k !σi≤j≤k(di≤k)
OO
ri≤k!s
∗
i≤k(di≤k)
ri≤k!σi≤j≤k(di≤k)
OO
ρi≤j≤ks
∗
j≤k
(di≤k)
oo
Define res i≤j≤k by composing Diagramme 1.11 with Diagramme 1.12 in the obvious man-
ner. It is clearly a natural isomorphism as it is defined by composing natural isomorphisms.
Having defined res i≤j≤k we now turn to the remaining part of Proposition 1.5. Using the
same procedure as above, let rj≤k≤l : G¯j≤l → G¯j≤k and sj≤k≤l : G¯j≤l →֒ G¯j≤k be the pull-
back of rj≤k : G¯j≤k → G¯k and sk≤l : G¯k≤l → G¯l with domain G¯j≤l; in particular, rj≤l =
rk≤l ◦ rj≤k≤l and sj≤l = sj≤k ◦ sj≤k≤l. Likewise, let ri≤j≤k≤l : G¯i≤l → G¯j≤l and si≤j≤k≤l :
G¯i≤l →֒ G¯i≤k be the pull-back of ri≤j≤k : G¯i≤k → G¯j≤k and sj≤k≤l : G¯j≤l → G¯j≤k with
domain G¯i≤l; in particular, ri≤l = rj≤k ◦ ri≤j≤k ◦ ri≤j≤k≤l and si≤k = si≤j ◦si≤j≤k ◦si≤j≤k.
The situation is summarized by the top part (the upper twelve arrows) of Diagramme 1.13,
in which all squares are cartesian. As above, observe that all maps r· are smooth projective
and all maps s· are affine closed immersions. The bottom part (the lower six arrows) of
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Diagramme 1.13 is obtained by pushing-out, which is possible exactly because the maps r·
are smooth projective and all maps s· are affine closed immersions!
(1.13) G¯i≤lzz
si≤j≤k≤l
zz
ri≤j≤k≤l
$$ $$
G¯i≤kzz
si≤j≤k
zz
ri≤j≤k $$ $$
G¯j≤lzz
sj≤k≤lzz
rj≤k≤l
$$ $$
G¯i≤j{{
si≤j
{{ww
ww
ww
ww
w
ri≤j $$ $$I
II
II
II
II
I
G¯j≤kzz
sj≤k
zzuuu
uu
uu
uu
u
rj≤k
$$I
II
II
II
II
I
G¯k≤l
sk≤l
zzuuu
uu
uu
uu
u rk≤l
##G
GG
GG
GG
GG
G¯i
## ##
G¯jzz
zz $$ $$
G¯kzz
zz $$ $$
G¯l{{
{{
G¯i/G¯i≤j G¯j/G¯j≤k G¯k/G¯k≤l
The cocycle relation for the restriction functors is obtained by repeated application of
[SGA4, Expose´ XVII, Thm 4.4] to Diagramme 1.13. 
1.5. Parabolic restriction on the level of reductive quotients. In Section 2.1 we will
need the following consequence of Proposition 1.5. Let P ⊆ G be a parabolic subgroup with
reductive quotient L. We fix an imbedding of buildings I(L,K) → I(G,K) (cf. [Lan00]).
We will write iG for the image of a facet i of I(L,K) under this embedding. Let i be any
facet of I(L,K). Then L¯i is a Levi subgroup of G¯iG . By [Lan96, 9.22] there is a unique facet
iP in I(G,K) such that iG ≤ iP and L¯i = G¯iP and G¯iG≤iP is the schematic intersection of
G¯iG with P in GiG . (See Section 1.4 for the definition of G¯iG≤iP .)
Lemma 1.6. Let P be a parabolic subgroup of G with levi component L. With notation as
above, there is an isomorphism of functors
res Pi≤j : res jP≤iP res iG≤iP → res jG≤jP res iG≤jG
such that
res jP≤kP res iP≤jP res iG≤iP
res iP≤jP≤kP res iG≤iP //
res jP≤kP res
P
i≤j

res iP≤kP res iG≤iP
resP
i≤k

res jP≤kP res jG≤jP res iG≤jG
resP
j≤k
res jP≤kP

res kG≤kP res jG≤kG res iG≤jG res kG≤kP res iG≤jG≤kG
// res kG≤kP res iG≤kG
commutes for all facets i, j and k of I(L,K) such that i ≤ j ≤ k.
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Proof. As the notation perhaps suggests, the natural transformation res Pi≤j is defined using
Definition 1.3; specifically,
(1.14) res Pi≤j := res
−1
iG≤jG≤jP
◦ res iG≤iP≤jP .
This is clearly an isomorphism of functors. The property appearing in Lemma 1.6 follows
from Proposition 1.5. 
1.6. Conjugation. Let m : G ×G → G be conjugation over K. Recall that the Bruhat-
Tits building I(G,K) is equipped with an action of G(K) which we indicate by
G(K)× I(G,K) → I(G,K)
(g, i) 7→ gi.
We will also write ig for g−1i.
Fix an element g of G(K) and let m(g) : G → G be the morphism given by m(g)(h) =
m(g, h) for h ∈ G(K) (recall that k is algebraically closed, see Section 1.1). Fix a facet i and
recall that Gi and Ggi are smooth integral models of G. Since m(g)(Gi(oK)) = Ggi(oK), it
follows from the Extension Principle (cf. [BT84, 1.7]) that the isomorphism m(g) : G→ G
of group schemes over K extends to an isomorphism m(g)i : Gi → Ggi of group schemes
over oK. Restricting to special fibres, m(g)i defines an isomorphism m¯(g)i : G¯i → G¯gi of
reductive quotients. Restricting to case when g in an element of Gi(oK) we obtain a family
of isomorphisms
m¯(g)i : G¯i → G¯i
which together define conjugation m¯i : G¯i × G¯i → G¯i on the level of reductive quotients.
If h is an element of Gi(oK) then m¯i(ρi(h)) = m¯(h)i, with ρi as defined in Section 1.2.
Lemma 1.7. Let g be an element of G(K) and let i, j be facets of I(G,K) with i ≤ j.
Then there is an isomorphism of functors in Dbc(G¯gi; Q¯ℓ)
res gi≤j : res i≤j m¯(g)
∗
i
∼= m¯(g)∗j res gi≤gj
such that
res j≤k res i≤j m¯(g)
∗
i
res i≤j≤km¯(g)
∗
i //
res j≤k res
g
i≤j

res i≤k m¯(g)
∗
i
res g
i≤k

res j≤k m¯(g)
∗
j res gi≤gj
res g
j≤k
res gi≤gj

m¯(g)∗k res gj≤gk res gi≤gj m¯(g)∗
k
res gi≤gj≤gk
// m¯(g)∗k res gi≤gk
commutes for all facets i, j and k of I(G,K) such that i ≤ j ≤ k.
Proof. Observe that
(1.15) res i≤j m¯(g)i
∗ = ri≤j ! si≤j
∗ m¯(g)i
∗ (di≤j),
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by Definition 1.3. Now, consider the following commutative diagramme, where m¯(g)i≤j is
the isomorphism of special fibres obtained by restricting m¯(g)j to G¯i≤j .
(1.16) G¯i
m¯(g)i

G¯i≤j
si≤joo
ri≤j //
m¯(g)i≤j

G¯j
m¯(g)j

G¯gi G¯gi≤gjsgi≤gj
oo
rgi≤gj
// G¯gj
Since the left-hand square in Diagramme 1.16 commutes (by construction) we have the
following natural isomorphisms in D(G¯gi; Q¯ℓ).
(1.17) si≤j
∗ m¯(g)i
∗ ∼= (m¯(g)i ◦ si≤j)
∗=(sgi≤gj ◦ m¯(g)i≤j)
∗ ∼= m¯(g)i≤j
∗ sgi≤gj
∗
Applying the smooth base-change theorem for direct images with compact support for
ℓ-adic sheaves (see [SGA4, Expose´ XVII, §5.2], see also [Eke90, Thm 6.3 (c)]) to the right-
hand square in Diagramme 1.16 (which is indeed cartesian) it follows that the base-change
natural transformation
(1.18) ϕgi≤j : m¯(g)
∗
j rgi≤gj ! → ri≤j ! m¯(g)
∗
i≤j
is an isomorphism of functors. Since
(1.19) rgi≤gj ! sgi≤gj
∗ (dgi≤gj) = res gi≤gj ,
by Definition 1.3 again, we define res gi≤j by composing the isomorphisms appearing in
Equations 1.15, 1.17, 1.18 and 1.19 in the obvious manner. The property appearing in
Lemma 1.7 is now a direct result Proposition 1.5 (which in turn follows from [SGA4,
Expose´ XVII, §5]). 
1.7. Equivariant perverse sheaves. In this Subsection we discuss a fundamental result
concerning the category of equivariant perverse sheaves which plays a key role in the
definition of parabolic induction as a functor.
Let X be an algebraic variety over k and letMX denote the category of perverse sheaves
on X. Let m : P ×X → X be an action of a connected algebraic group on X over k. Recall
from [Lus84, §0] that a perverse sheaf F on X is equivariant if there is an isomorphism
(1.20) µF : m
∗F → pr∗F
in Dbc(P ×X; Q¯ℓ) such that e
∗µF = idF , where e : X → P ×X is defined by x 7→ (1, x)
and pr : P ×X → X is projection onto the second component. As observed in [Lus84, §0],
if F is an equivariant perverse sheaf, then there is exactly one such isomorphism µF .
Fix h ∈ P (k) and let ex : X → P ×X be the morphism determined by ex(y) = (x, y)
(recall that k is algebraically closed, see Section 1.1). Define
(1.21) µF (x) = e
∗
x−1 µF .
Set m(x−1) := m ◦ ex−1 . Then pr ◦ ex−1 = id and Equation 1.21 defines a family of
isomorphisms
(1.22) ∀x ∈ P (k), µF (x) : m(x
−1)∗ F → F,
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such that µF (1) = idF and
(1.23) m(x−1)∗ m(y−1)∗ F
m(x−1)∗µF (y) //

m(x−1)∗F
µF (x)

m((xy)−1)∗ F
µF (xy) // F
commutes, for all h, h′ ∈ P (k), where the left-hand arrow refers to the inverse of the
isomorphism in Dbc(P, Q¯ℓ) determined by the isomorphism of functors m((xy)
−1)∗ →
m(x−1)∗ m(y−1)∗. (We will use Equations 1.21, 1.22 and 1.23 in Section 2.2.)
We will also say that a morphism φ : F1 → F2 in MX is equivariant if F1 and F2 are
equivariant perverse sheaves and the following diagramme commutes.
m∗F1
µF1

m∗φ // m∗F2
µF2

pr∗F1
pr∗φ // pr∗F
Note that this definition makes implicit use of the uniqueness of the isomorphisms m∗F1 →
pr∗F1 andm
∗F2 → pr
∗F2 as above. Since idF is equivariant if F is equivariant and since the
composition of equivariant morphisms is equivariant, it follows that equivariant perverse
sheaves define a category, with morphisms as above, henceforth denoted MPX.
Proposition 1.8. Let f : X → Y be a locally trivial principal fibre space with group P
and suppose P is connected. Let FX be a perverse sheaf on X. Then FX is equivariant if
and only if FX ∼= f
∗[dimP ]FY for some perverse sheaf FY on Y .
Proof. (This result is presented in [Lus85, 1.9.3].) By the definition of a locally trivial
principal fibre space there is an open covering Y = ∪nYn and isomorphisms tn : f
−1Yn →
P ×Yn such that f is given locally by fn = pr◦ tn (so fn : f
−1Yn → Yn) and the action mX
of P on X is given locally by tn ◦mn = (mP × id)◦( id× tn) (so mn : P ×f
−1Yn → f
−1Yn).
To simplify notation slightly, let Xn denote f
−1Yn; also, let jn : Yn → Y and in : Xn → X
denote inclusions.
First, suppose FY is a perverse sheaf on Y . Let FX = f
∗[dimP ]FY . Since f is smooth
with fibres isomorphic to P (so the relative dimension of f is dimP ) and since P is geomet-
rically connected (recall that k is algebraically closed), it follows from [BBD, Prop 4.2.5]
that FX is a perverse sheaf. To show that FX is equivariant we must find an isomorphism
µ : m∗FX → pr
∗FX in D
b
c(P ×X; Q¯ℓ) such that e
∗µ = idFX , where e : X → P ×X is the
section defined by x 7→ (1, x). To see this, consider the restriction of m∗FX to P ×Xn:
(m∗FX)|P×Xn = ( id × in)
∗m∗f∗FY [dimP ]
∼= (f ◦m ◦ id× in)
∗FY [dimP ]
= (f ◦ in ◦mn)
∗FY [dimP ].
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On the other hand, the restriction of pr∗FX to P ×Xn is
(pr∗FX)|P×Xn = ( id × in)
∗pr∗f∗FY [dimP ]
∼= (f ◦ pr ◦ id× in)
∗FY [dimP ]
= (f ◦ in ◦ pr)
∗FY [dimP ].
Since f ◦ in ◦mn = f ◦ in ◦ pr, we have (m
∗FX)|P×Xn
∼= (pr∗FX)|P×Xn . Since ∪nP ×Xn
is an open cover for P ×X, this gives the isomorphism we seek.
Next, suppose FX ∈ objMX is equivariant; thus, FX ∈ objMPX. Let Fn denote the
restriction of FX to Xn. Since id × in satisfies the hypotheses of [BBD, Prop 4.2.5], it
follows that Fn is a perverse sheaf on Xn. Recall that m : P × X → X is given locally
by mn : P ×Xn → Xn, as above. Restricting the isomorphism µFX : m
∗FX → pr
∗FX to
P ×Xn yields the isomorphism µFn : m
∗
nFn → pr
∗Fn. Thus, Fn is an equivariant perverse
sheaf. Now, let vn : Yn → Xn be the section of fn : Xn → Yn corresponding to 1 ∈ P (k)
(so vn is the unique morphism of varieties such that (tn ◦ vn)(y) = (1, y)). Define
F ′n := v
∗
nFn[− dimP ].
Then F ′n ∈ objD
b
c(Yn; Q¯ℓ). By standard glueing arguments, the collection of F
′
n ∈ objD
b
c(Yn; Q¯ℓ),
as Yn ranges over the open cover of Y fixed above, uniquely determines an object FY of
Dbc(Y ; Q¯ℓ).
It remains to be shown that FY is a perverse sheaf. Again, we work locally. For each
such n,
f∗n[dimP ]F
′
n = f
∗
n[dimP ]v
∗
nFn[− dimP ]
∼= (vn ◦ fn)
∗Fn.
Let un : Xn → P×Xn be the section of mn : P ×Xn → Xn corresponding to 1 (so un is the
unique morphism of varieties such that ( id × tn) ◦ un ◦ t
−1
n (h, y) = (h, 1, y)). The domain
of u∗nµFn is u
∗
nm
∗
nFn
∼= (mn ◦ un)
∗Fn = Fn, since un is a section of mn; the codomain of
u∗nµFn is u
∗
npr
∗Fn ∼= (pr ◦ un)
∗Fn. Since pr ◦ un = vn ◦ fn, it follows that
u∗nµFn : Fn → f
∗
n[dimP ]F
′
n
is an isomorphism in Dbc(Xn; Q¯ℓ). By [BBD, Prop 4.2.5] and the fact thatMXn is stable in
Dbc(Xn; Q¯ℓ) under isomorphisms, it follows that F
′
n ∈ objMYn. By standard glueing argu-
ments, the collection of isomorphisms u∗nµFn ∈ morMXn, as Xn ranges over the open cover
of X fixed above, uniquely determines an isomorphism in HomDbc(X;Q¯ℓ)(FX , f
∗
n[dimP ]FY ).
From [BBD, Prop 4.2.5] it follows that FY ∈ objMY . This completes the proof of Propo-
sition 1.8. 
Proposition 1.9. Let f : X → Y be a locally trivial principal fibre space with group P and
suppose P is connected. Then f∗[dimP ] : MY → MPX is an equivalence of categories
and MPX is a thick subcategory of MX.
Proof. By [BBD, Prop 4.2.5] we know that f∗[dimP ] : MY → MX is full and faithful.
Let FY be a perverse sheaf on Y . From the proof of Proposition 1.8 we have seen that
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FX := f
∗[dimP ]FY is an equivariant perverse sheaf on X and that f
∗[dimP ]φ is an equi-
variant morphism inMX for each morphism φ in MY . Thus, f∗[dimP ] is a functor from
MY to MPX. Thus, f
∗[dimP ] :MY →MPX is full and faithful. Proposition 1.8 tells
us that this functor is essentially surjective. Thus, f∗[dimP ] is an equivalence. The last
clause of Proposition 1.9 follows from [BBD, 4.2.6]. 
1.8. Parabolic induction on reductive quotients. Let H be a reductive algebraic
group over k and let P be a parabolic subgroup of H with levi component L and unipotent
radical U . Let r : P → L denote the reductive quotient map and let s : P → H be
inclusion. Equip X := H × P with the P -action defined by p · (g, h) = (pg−1, php−1) and
let Y denote the quotient by this action. (This is a variety!) Consider the diagramme
(1.24) L X
aoo b // Y
c // H
where a(g, h) = r(h), b(g, h) = [g, h] and c[g, h] = ghg−1. Observe that a is smooth
with connected fibres of equal dimension dimH + dimU , which is therefore the relative
dimension of a. Observe that b is a locally trivial principal fibre bundle with group P ,
which is connected. Observe also that c is proper. Let F be an equivariant perverse sheaf
on L with respect to conjugation mL. It follows from [BBD, Prop 4.2.5] that a
∗[dim a]F
is a perverse sheaf on X. Moreover, since a is P -equivariant (with respect to the action
on X defined above and the action p · l = r(p)lr(p)−1 on L) and since F is P -equivariant
with respect to the action just defined on L, it follows that a∗[dim a]F is a P -equivariant
perverse sheaf on X. Let
(1.25) FX = a
∗[dima]F.
Since b : X → Y is a locally trivial principle fibre space with group P , and since P is
connected, it follows from Proposition 1.8 that there is a some perverse sheaf FY on Y
such that
(1.26) FX = b
∗[dimP ]FY .
Note that Proposition 1.8 tells us exactly how to construct the perverse sheaf FY . Define
(1.27) indHP F := c∗FY
(Since c is proper, this is equal to c!FY .) Notice that, a priori, ind
H
P F is an object of
Dbc(H; Q¯ℓ); we do not claim that this is a perverse sheaf.
Next, let φ be a morphism of P -equivariant perverse sheaves on L. Then a∗[dimH]φ is
a morphism of P -equivariant perverse sheaves on X (by [BBD, Prop 4.2.5] and arguments
as above). Using the equivalence of categories in Proposition 1.8 again, there is a unique
(given the choices made above) morphism φY of perverse sheaves on Y such that
φX = b
∗[dimP ]φY .
Let φX be that morphism. Define
indHP φ := c∗φY .
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Notice that indHP φ is an morphism D
b
c(H; Q¯ℓ). Thus, we have defined a functor
indHP :MLL→ D
b
c(H; Q¯ℓ).
In this paper we will use the above construction with H = G¯i, P = G¯i≤j (see Section 1.4)
and L = G¯j , where i and j are facets of I(G,K) and i ≤ j in the Bruhat order. In that
case we will denote the functor ind G¯i
G¯i≤j
by ind i≤j.
Lemma 1.10. Let g be an element of G(K) and let i, j be facets of I(G,K) such that i ≤ j.
There is an isomorphism of functors
ind i≤j m¯(g)
∗
j
∼= m¯(g)∗i ind gi≤gj
in the category of equivariant perverse sheaves on G¯j .
Proof. Work locally and use the construction appearing in the proof of Proposition 1.8. 
1.9. Character Sheaves. Let H be a connected reductive algebraic group over k. We
recall that a character sheaf is an irreducible perverse sheaf satisfying any one (and hence
all) of the conditions appearing in [Lus85, Prop.2.9]. We also remind the reader that an
irreducible perverse sheaf on H is admissible if it is an irreducible component of indHP F
for some parabolic subgroup P and some cuspidal perverse sheaf F on the levi component
L of P (see [Lus85, 7.1.10]) (Cuspidal perverse sheaves are defined in [Lus85, 7.1.1].) In
[Lus85, Th.23.1] it is shown that, under some extremely mild conditions on H (which are
satisfied if p ≥ 7, for example), these two classes of perverse sheaves coincide.
Regarding parabolic induction as defined in Section 1.8, if F is a character sheaf on L
then F is equivariant for the conjugation action (see [Lus85, Prop.2.18]), in which case
indHP F is defined. Moreover, in [Lus85, Prop.4.8] it is shown that if F is a character
sheaf on L then indHP F is a finite direct sum of character sheaves on H, and therefore
equivariant for the conjugation action on H. Thus, if F is a finite direct sum of character
sheaves on L then indHP F is a finite direct sum of character sheaves on H. From our
treatment of parabolic induction as a functor, we see further that if φ is an isomorphism in
the category of equivariant perverse sheaves on L and the domain and codomain of φ are
finite direct sums of character sheaves on L then indHP φ is an isomorphism in the category
of equivariant perverse sheaves on H. We will use this fact in Section 3.3.
In this paper we will use these facts with H = G¯i and P = G¯i≤j where i and j are facets
of I(G,K) with i ≤ j.
1.10. Categories. We may now introduce the main categories appearing in this paper.
Definition 1.11. Let D¯G denote the following category.
obj: An object A of D¯G is a family of objects{
Ai ∈ D
b
c(G¯i; Q¯ℓ) | i facet of I(G,K)
}
,
equipped with a family of isomorphisms{
Ai≤j ∈ HomDbc(G¯j ;Q¯ℓ)( res i≤jAi, Aj) | i ≤ j in I(G,K)
}
,
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such that Ai≤i = idAi for each facet i of I(G,K), and such that the diagramme
res j≤k res i≤jAi
res j≤kAi≤j //
res i≤j≤kAi

res j≤kAj
Aj≤k

res i≤kAi
Ai≤k
// Ak
is commutative for each triplet i, j, k of facets of I(G,K) such that i ≤ j ≤ k.
The isomorphism of sheaves appearing on the left-hand side of this diagramme is
determined by the isomorphism of functors appearing in Proposition 1.5.
mor: A morphism φ ∈ HomD¯G(A,B) in the category D¯G is a family{
φi ∈ HomDbc(G¯i;Q¯ℓ)(Ai, Bi) | i facet of I(G,K)
}
,
such that the diagramme
res i≤jAi
res i≤jφi //
Ai≤j

res i≤jBi
Bi≤j

Aj
φj
// Bj
is commutative for each pair i, j of facets of I(G,K) such that i ≤ j.
com: If u and v are morphisms in D¯G then the composition u ◦ v is defined in D¯G by
(u ◦ v)i = ui ◦ vi for each facet i of I(G,K).
id: For any object A, the identity idA : A → A is defined by ( idA)i = idAi for each
facet i of I(G,K).
Let C¯G denote the full subcategory of D¯G consisting of objects A ∈ objD¯G such that Ai
is a perverse sheaf for G¯i for each facet i of I(G,K). A coefficient system (for G) is an
object of C¯G.
2. Cuspidal coefficient systems
Let K, oK and k be as in Section 1. Likewise, let G be a connected reductive linear
algebraic group over K satisfying the conditions of Section 1 (and in particular, Section 1.3).
2.1. Parabolic restriction. Let P ⊆ G be a parabolic subgroup with reductive quotient
L. Recall the notation of Section 1.5.
Proposition 2.1. There is a canonical functor resGP : D¯G→ D¯L such that for each facet
i of I(L,K), ( resGPA)i = res iG≤iPAiG , considered as an object in D
b
c(L¯i, Q¯ℓ).
Proof. The functor is defined as follows. Let i and j be facets of I(L,K) with i ≤ j. For
any object A in D¯G, define
( resGPA)i := res iG≤iPAiG ,
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considered as an object in Dbc(L¯i, Q¯ℓ) using the identification G¯iP = L¯i; also define
( resGPA)i≤j := res jG≤jPAiG≤jG ◦ res
P
i≤jAiG ,
likewise considered as a morphism in Dbc(L¯j , Q¯ℓ) (see Lemma 1.6 for the definition of the
natural transformation res Pi≤j). For any morphism φ in D¯G, define
( resGPφ)i := res iG≤iPφiG ,
considered as a morphism in Dbc(L¯i, Q¯ℓ).
We must verify that resGPA is an object of D¯L (cf. Definition 1.11(obj)). Using the
definition above it follows that
( resGPA)i≤i = res iG≤iPAiG≤iG ◦ res
P
i≤iAiG ,
for all facets i of I(L,K). By Definition 1.11(obj), AiG≤iG = idAiG . From the definition of
res Pi≤j appearing in Lemma 1.6 we see that res
P
i≤i = id res iG≤iP . Thus,
( resGPA)i≤i = id( resG
P
A)i
.
Having shown that resGPA satisfies the first condition set out in Definition 1.11(obj), we
now turn to the second part of Definition 1.11(obj). Suppose i, j and k are facets of
I(L,K) with i ≤ j ≤ k. To show that resGPA satisfies the second condition appearing in
Definition 1.11(obj) we must show that the following diagramme commutes.
(2.1) res j≤k res i≤j( res
G
PA)i
res i≤j≤k( res
G
PA)i≤j

res j≤k( res
G
P
A)i≤j // res j≤k( res
G
PA)j
( resGPA)j≤k

res i≤k( res
G
PA)i ( resG
P
A)i≤k
// ( resGPA)k
To do this, we begin be recalling (from Section 1.5) that L¯i = G¯iP (likewise, L¯j = G¯jP
and L¯k = G¯kP ). Together with the definition of ( res
G
PA)i given in above, the top left-hand
corner of Diagramme 2.1 may be re-written as follows:
res j≤k res i≤j( res
G
PA)i = res jP≤kP res iP≤jP res iG≤iPAiG ,
and likewise for all the corners of Diagramme 2.1. Now, to show that Diagramme 2.1 com-
mutes, consider the diagramme below, in which the outer square is exactly Diagramme 2.1.
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(To save space we write res iGjG for res iG≤jG , etc...)
res jPkP res
iP
jP
res iGiPAiG

//
4. ))TTT
TTT
TTT
TTT
TTT
res jPkP res
jG
jP
AjG

2.
vvmmm
mm
mm
mm
mm
m
res kGkP res
jG
kG
res iGjGAiG
//

res kGkP res
jG
kG
AjG

res kGkP res
iG
kG
AiG
// res kGkPAkG
res iPkP res
iG
iP
AiG
3.
55jjjjjjjjjjjjjjj
// res kGkPAkG
1.
hhQQQQQQQQQQQQ
The inner square is the result of applying the functor res kGkP to the relevant form of the
commuting square appearing in Definition 1.11(obj), and therefore commutes, since A is
an object of D¯G. The arrow marked 1. is the identity. The arrow marked 2. is res Pj≤kAjG ,
so the right-hand square commutes by virtue of the definition of ( resGPA)j≤k; likewise, the
arrow marked 3. is res Pi≤kAiG , so the bottom square commutes by virtue of the definition
of ( resGPA)i≤k. The arrow marked 4. is res
P
j≤k res iG≤jGAiG ◦ res j≤k res
P
i≤jAiG and the top
and left-hand squares commute by Lemma 1.6. This, the outer square in the diagramme
above commutes. Therefore, Diagramme 2.1 commutes. This concludes the demonstration
that resGPA is an object in D¯L.
Suppose φ : A→ B is a morphism in D¯G and let i and j be facets of I(L,K) such that
i ≤ j. In order to show that resGPφ is a morphism in D¯L we must show that the following
diagramme commutes.
(2.2) res i≤j( res
G
PA)i
res i≤j( res
G
P
φ)i //
( resGPA)i≤j

res i≤j( res
G
PB)i
( resGPB)i≤j

( resGPA)j ( resG
P
φ)j
// ( resGPB)j
As above, we begin by translating this from a statement about morphisms of sheaves on
the reductive quotients of parahoric subgroups of L to a statement about morphisms of
sheaves on the reductive quotients of parahoric subgroups of G, where we will see that the
diagramme commutes. Thus, for example, the top arrow becomes
res i≤j( res
G
Pφ)i = res iP≤jP res iG≤iPφiG .
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Now, consider the diagramme below, in which the outer square is exactly Diagramme 2.2.
(To save space we write res iGjG for res iG≤jG , etc..., as above.)
res iPjP res
iG
iP
AiG
//

3.
((QQ
QQ
QQ
QQ
QQ
QQ
res iPjP res
iG
iP
BiG

4.vvmmm
mm
mm
mm
mm
m
res jGjP res
iG
jG
AiG
2.vvmmm
mm
mm
mm
mm
m
0. // res jGjP res
iG
jG
BiG
1.
((QQ
QQ
QQ
QQ
QQ
QQ
res jGjPAjG
// res jGjPBjG
The arrow marked 0. is res jG≤jP res iG≤jGφiG , the arrow marked 1. is res jG≤jPBiG≤jG and
the arrow marked 2. is res jG≤jPAiG≤jG ; thus, the bottom square is the result of applying
the functor res jG≤jP to the relevant form of the commuting square appearing in Defini-
tion 1.11(mor), and therefore commutes since φ is a morphism in D¯G. The arrow marked
3. is res Pi≤jAiG and the arrow marked 3. is res
P
i≤jBiG , so the upper square commutes
because res Pi≤j is a natural transformation. The left-hand triangle commutes by virtue of
the definition of ( resGPA)i≤j and likewise the right-hand triangle commutes by virtue of
the definition of ( resGPB)i≤j. Therefore, the outer square commutes. This concludes the
demonstration that resGP : D¯G→ D¯L is a functor. 
Let P → G be a parabolic subgroup containing Borel B and with Levi component (i.e.,
maximal reductive quotient) P → L. Let Q→ L be a parabolic subgroup containing B∩L
with Levi component Q → M . Let P ←֓ R → Q be a pull-back of P → L ← Q in the
category of group K-schemes. Then R→ G is a parabolic subgroup with Levi component
R→ L and R = QU , where U is the kernel of P → L.
Proposition 2.2. With notation as above, res LQ res
G
P
∼= resGR.
Proof. Proposition 2.2 is a consequence of Proposition 2.1 and Proposition 1.5. 
Remark 2.3. It was very important for us to keep track of the isomorphisms appearing
in Proposition 1.5 in order to have a good definition of D¯G and in order for us to define
parabolic restriction above. However, it is not important for us to keep track of the
isomorphism in Proposition 2.2, as we will see below.
2.2. Weakly-equivariant objects. In this Section we make extensive use of ideas and
notation introduced in Section 1.6.
Proposition 2.4. For each g ∈ G(K) there is a canonical functor from D¯G to D¯G such that
the image of A ∈ objD¯ under this functor is an object gA given by gAi := m¯(g
−1)∗i Ag−1i
for each facet i of I(G,K). We shall denote this functor by m¯(g)∗ : D¯G→ D¯G
Proof. Fix g ∈ G(K). For any A ∈ objD¯G, define gA ∈ objD¯G as follows: for each pair of
facets i, j of I(G,K) with i ≤ j,
gAi := m¯(g
−1)∗i Ag−1i
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and
gAi≤j := m¯(g
−1)∗jAg−1i≤g−1j ◦ res
g−1
g−1i≤g−1j
Ag−1i.
(Here, res g
−1
g−1i≤g−1j
refers to the natural transformation introduced in Lemma 1.7.) Like-
wise, for any φ ∈ HomD¯G(A,B) we define
gφ ∈ HomD¯G(
gA, gB) by
gφi := m¯(g
−1)∗i φg−1i,
for each facet i of I(G,K).
From the proof of Lemma 1.7, we see that res g−1i≤g−1iAg−1i = idm¯(g−1)∗i Ag−1i . From
Definition 1.11(obj) we see that Ag−1i≤g−1i = idAg−1i . Thus, using Proposition 2.4 we have
gAi≤i = m¯(g
−1)∗i Ag−1i≤g−1i ◦ res
g−1
g−1i≤g−1i
Ag−1i
= m¯(g−1)∗i idAg−1i ◦ idm¯(g−1)∗i Ag−1i
= idm¯(g−1)∗i Ag−1i ◦ idm¯(g−1)
∗
i Ag−1i
= id gAi ◦ id gAi
= id gAi .
Having shown that gA satisfies the first condition set out in Definition 1.11(obj), we now
turn to the second part of Definition 1.11(obj). Suppose i, j and k are facets of I(G,K)
with i ≤ j ≤ k; suppose also that g ∈ G(K) as above. To show that gA satisfies the second
condition appearing in Definition 1.11(obj) we must show that the following diagramme
commutes.
(2.3) res j≤k res i≤j
gAi
res i≤j≤k
gAi≤j

res j≤k
gAi≤j // res j≤k
gAj
gAj≤k

res i≤k
gAi gAi≤k
// gAk
Consider the following diagramme, in which the outer square is exactly Diagramme 2.3.
(To save space we have written res gigj for res gi≤gj , etc...)
res jk res i≤jm¯(g)
∗
iAgi

4.
))TTT
TTT
TTT
TTT
TTT
// res jkm¯(g)
∗
jAgj

2.vvnnn
nn
nn
nn
nn
n
m¯(g)∗k res
gj
gk res
gi
gjAgi
//

m¯(g)∗k res
gj
gkAgj

m¯(g)∗k res
gi
gkAgi
// m¯(g)∗kAgk
res ikm¯(g)
∗
iAgi
3.
55jjjjjjjjjjjjjjj
// m¯(g)∗kAgk
1.
hhQQQQQQQQQQQQQQ
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The inner square is the result of applying the functor m¯(g)∗k to the relevant form of the
commuting square appearing in Definition 1.11(obj), and therefore commutes. The arrow
marked 1. is the identity. The arrow marked 2. is res gj≤kAgj , so the right-hand square
commutes by virtue of the definition of gAj≤k; likewise, the arrow marked 3. is res
g
i≤kAgi,
so the bottom square commutes by virtue of the definition of gAi≤k. The arrow marked
4. is res gj≤k res gi≤gjAgi ◦ res j≤k res
g
i≤jAgi and the top and left-hand squares commute by
Lemma 2.5. This concludes the demonstration that gA is an object in D¯G.
Suppose φ : A→ B is a morphism in D¯G and let i and j be facets of I(G,K) such that
i ≤ j; also, fix g ∈ G(K). In order to show that gφ is a morphism in D¯G we must show
that the following diagramme commutes.
(2.4) res i≤j
gAi
res i≤j
gφi //
gAi≤j

res i≤j
gBi
gBi≤j

gAj gφj
// gBj
To do this, consider the diagramme below, in which the outer square is exactly Dia-
gramme 2.4. (To save space we have written res gigj for res gi≤gj, etc... , as above.)
res ijm¯(g)
∗
iAgi //

3.
((PP
PP
PP
PP
PP
PP
res ijm¯(g)
∗
iBgi

4.vvnnn
nn
nn
nn
nn
n
m¯(g)∗j res
gi
gjAgi
0. //
2.vvmmm
mm
mm
mm
mm
m
m¯(g)∗j res
gi
gjBgi
1.
((QQ
QQ
QQ
QQ
QQ
QQ
m¯(g)∗jAgj // m¯(g)
∗
jBgj
The arrow marked 0. is m¯(g)∗j res gi≤gjφgi, the arrow marked 1. is m¯(g)
∗
jBgi≤gj and the arrow
marked 2. is m¯(g)∗jAgi≤gj; thus, the bottom square is the result of applying the functor
m¯(g)∗j to the relevant form of the commuting square appearing in Definition 1.11(mor),
and therefore commutes since φ is a morphism in D¯G. The arrow marked 3. is res gi≤jAgi
and the arrow marked 3. is res gi≤jBgi, so the upper square commutes because res
g
i≤j is
a natural transformation. The left-hand triangle commutes by virtue of the definition of
gAi≤j and likewise the right-hand triangle commutes by virtue of the definition of
gBi≤j .
Therefore, the outer square commutes. This concludes the demonstration that gφ is a
morphism in D¯G. 
Lemma 2.5. Let A be an object in D¯G and let g, h be elements of G(K). Then g( hA) ∼= ghA
in D¯G.
Proof. By Proposition 2.4, for each facet i of I(G,K),
g( hA)i = m¯(g
−1)∗i m¯(h
−1)∗g−1i Ah−1g−1i
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and
ghAi = m¯((gh)
−1)∗iA(gh)−1i = m¯(h
−1g−1)∗iAh−1g−1i.
Let
φi : m¯(h
−1g−1)∗iAh−1g−1i → m¯(g
−1)∗i m¯(h
−1)∗g−1i Ah−1g−1i
be the canonical isomorphism. To prove the Lemma 2.5 we show that φ := (φi)i is a
morphism in D¯G; thus, we show that φ satisfies the condition of Definition 1.11(mor).
This follows from Lemma 1.7. 
Recall the hypothesis of Section 1.3. The fact that G¯i is a connected linear algebraic
group over an algebraically closed field allows us to apply the theory of character sheaves
from [Lus85] to G¯i. Suppose A is an object of D¯G such that Ai is a finite direct sum of
character sheaves for G¯i, for each facet i of I(G,K). By [Lus85, 2.18], Ai is an equivariant
perverse sheaf. For each x ∈ G¯i(k), let µAi(x) ∈ morD
b
c(G¯i; Q¯ℓ) be the isomorphism defined
by Equation 1.21 in Section 1.7.
Definition 2.6. An object A ∈ objC¯G is weakly-equivariant if the following conditions are
met.
(a) For each facet i of I(G,K), the perverse sheaf Ai is equivariant.
(b) There is a family of isomorphisms
µA = {µA(g) ∈ HomD¯G(
gA,A) | g ∈ G(K)}
such that µA(1) = idA and the diagramme
g( hA)

gµA(h) // gA
µA(g)

ghA
µA(gh)
// A
commutes, for all g and h in G(K). The arrow appearing on the left-hand side of
this diagramme is the isomorphism of Lemma 2.5.
(c) For each facet i of I(G,K) and for each g ∈ Gi(oK),
µAi(ρi(g)) = µA(g)i.
A morphism φ : A → B of weakly-equivariant objects of C¯G is itself weakly-equivariant if
the diagramme
(2.5) gA
µA(g)

gφ // gB
µB(g)

A
φ
// B
commutes for all g ∈ G(K).
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Lemma 2.7. Suppose A is weakly-equivariant. For each g ∈ G(K), the morphism µA(g) :
gA→ A is an isomorphism in D¯G, and
µA(g)
−1 = gµA(g
−1).
Proof. Using Definition 2.6(b), we have idA = µA(g) ◦
gµA(g
−1). Using the functorality of
conjugation yields
g−1( gµA(g
−1) ◦ µA(g)) =
1µA(g
−1) ◦ g
−1
µA(g)
= µA(g
−1g)
= idA.
Thus,
gµA(g
−1) ◦ µA(g) =
gidA
= id gA.
It follows that µA(g)
−1 = gµA(g
−1), as promised. 
2.3. Cuspidal coefficient systems. Recall the definition of the additive category C¯G
from Section 1.10. In particular, recall that objects of C¯G are called coefficient systems for
G.
Definition 2.8. A non-zero coefficient system C for G is cuspidal if it satisfies the following
conditions:
(a) Ci is a finite direct sum of character sheaves for G¯i, or 0, for each facet i of I(G,K).
(b) C is weakly-equivariant (see Definition 2.6).
(c) If C = A⊕B in C¯G and A and B are weakly-equivariant, then A = 0 or B = 0.
(d) resGPC = 0 for each proper parabolic Levi subgroup L ⊂ G.
Let A¯(0)G denote the set of cuspidal coefficient systems for G.
In this Section we give a complete description of the isomorphism classes in A¯(0)G.
Proposition 2.9. Let i0 be a vertex of I(G,K) and let F be a cuspidal character sheaf for
G¯i0 . There is a cuspidal coefficient system C for G such that Ci0 = F and Ci = 0 unless
i is in the G(K)-orbit of i0; moreover, up to a weakly-equivariant isomorphism, C is the
unique cuspidal coefficient system for G with these properties.
Proof. We begin by showing existence of C ∈ objC¯G with the properties claimed above.
Denote the G(K)-orbit of the vertex i0 in I(G,K) by O(i0). Consider the function G(K)→
O(i0) given by g 7→ gi0 and let i 7→ wi denote a normalised section of that function; thus,
wi0 = 1G(K) and for each i ∈ O(i0) the element wi of G(K) satisfies that wii0 = i. For each
facet i of I(G,K), define
(2.6) Ci :=
{
m¯(w−1i )
∗
i F, i ∈ O(i0),
0, otherwise.
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If i and j are facets of I(G,K) and i ≤ j then we define
(2.7) Ci≤j =
{
idCi , i = j,
0, otherwise.
We will show that Equations 2.6 and 2.7 define an object of C¯G. If i and j are not
facets in O(i0), or if i = j, then the diagramme in Definition 1.11(obj) is commutative
for trivial reasons. Thus, we suppose now that i or j is contained in O(i0) and i < j.
Since i0 is a vertex, it follows that i ∈ O(i0) and j 6∈ O(i0); therefore Cj = 0. Since
Ci is a cuspidal character sheaf (or 0) for each such facet i, and since G¯j is a proper
Levi subgroup of G¯i, it follows that res i≤jCi = 0. Thus, in all cases, Ci≤i = idCi and
res i≤j≤kCi ◦Ci≤k = Cj≤k ◦ res j≤kCi≤j for each triplet i, j, k of facets of I(G,K) such that
i ≤ j ≤ k. It is clear from these definitions that C is an object of D¯G (see Definition 1.11)
and that Ci0 = F . Since Ci is a perverse sheaf for every facet i, it follows immediately
that C is an object of C¯G (see Definition 1.11). We must now show that C is cuspidal (see
Definition 2.8).
It is clear that C satisfies the condition appearing in Definition 2.8(a). In order to
demonstrate Definition 2.8(b) we define a family µC of isomorphisms in D¯G satisfying
the conditions of Definition 2.6. First, recall that a cuspidal character sheaf is strongly
cuspidal (cf. [Lus85, 7.1.6]). Using [Lus85, 7.1.1] and [Lus85, 7.1.5], observe that the
strongly cuspidal perverse sheaf F is G¯i-equivariant. For each x ∈ G¯i0(k), let
µF (x) : m¯i0(x
−1)∗F → F
be the isomorphism as in Equation 1.22. For each g ∈ G(K) and for each facet i of I(G,K)
in the G(K)-orbit of i0, define
(2.8) ki,g := w
−1
i gwig.
Then ki,g is an element of Gi0(oK), as we now show. By definition, i = wii0; thus, g
−1i =
g−1(wii0) = (g
−1wi)i0. On the other hand, g
−1i is a facet of O(i0) implies g
−1i = wg−1ii0.
Comparing these last two equations it follows that w−1i gwig ∈ G(K)i0 . (Note that here we
use the assumption onG described in Section 1.3.) Now, set k¯i,g = ρi0(ki,g) (cf. Section 1.2).
In order to define µC(g)i :
gCi → Ci we first suppose i ⊂ O(i0). Then
gCi = m¯(g
−1)∗ Cig
= m¯(g−1)∗ wigF
= m¯(g−1)∗ m¯(w−1ig )
∗ F.
Now, let
(2.9) m¯(g−1)∗ m¯(w−1ig )
∗ F ∼= m¯(w−1ig g
−1)∗i0 F
be the canonical isomorphism and note also that
m¯(w−1ig g
−1)∗i0 F = m¯(w
−1
ig g
−1wiw
−1
i )
∗
i0 F
= m¯(k−1i,g w
−1
i )
∗
i0 F.
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Let
(2.10) m¯(k−1i,g w
−1
i )
∗
i0 F
∼= m¯(w−1i )
∗
i0m¯(k
−1
i,g )
∗
i0 F
be the canonical isomorphism and consider the isomorphism
(2.11) m¯(w−1i )
∗
i0µF (k¯i,g) : m¯(w
−1
i )
∗
i0m¯(k
−1
i,g )
∗
i0 F → m¯(w
−1
i )
∗
i0F.
Since wiF = Ci, we let µC(g)i :
gCi → Ci be the composition of the isomorphisms above,
when i ⊂ O(i0). Otherwise, µC(g)i = 0.
It is clear that the family of morphisms µC(g)i ∈ morD
b
c(G¯i; Q¯ℓ) defined above, as i
ranges over all facets of I(G,K), defines a morphism µC(g) in D¯G (cf. Definition 1.11(mor)),
since
(2.12) µC(g)j ◦
gCi≤j = Ci≤j ◦ res i≤jµC(g)i,
for i ≤ j in I(G,K). We now show that the family of isomorphisms µC(g) ∈ morD¯G, as g
ranges over G(K), denoted µC , satisfies the conditions of Definition 2.6. If i is not contained
in the G(K)-orbit of i0 then these conditions are trivial. We now suppose, therefore, that i
is a facet of O(i0), whence µC(g)i =
wiµF (k¯
−1
i,g ). If g = 1, we have ki,g = ki,1 = w
−1
i wi = 1
and µF (1) = idF , so
µC(1)i =
wiµF (1)i
= wiidF i
= idwiF i
= idCi .
Applying the functor m¯(w−1i )
∗
i0
to Diagramme 1.23 with x = k¯i,g and y = k¯ig,h (see
Equation 2.8) yields the following commutative diagramme.
(2.13) m¯(w−1i )
∗
i0
m(k¯−1i,g )
∗ m¯(k¯−1ig,h)
∗ F
m¯(w−1i )
∗
i0
m(k¯−1i,g )
∗µF (k¯ig,h)
//

m¯(w−1i )
∗
i0
m(k¯−1i,g )
∗F
m¯(w−1i )
∗
i0
µF (k¯i,g)

m¯(w−1i )
∗
i0
m((k¯i,g k¯ig,h)
−1)∗ F
m¯(w−1i )
∗
i0
µF (k¯i,g k¯ig,h)
// m¯(w−1i )
∗
i0
F
The top arrow is wik¯i,gµF (k¯ig,h) while the right-hand side arrow is
wiµF (k¯i,g); thus, the
clockwise path is
wiµF (k¯i,g) ◦
wik¯i,gµF (k¯ig,h) =
wiµF (k¯i,g) ◦
gwigµF (k¯ig,h)
= wiµF (k¯i,g) ◦ m¯(g
−1)∗ wigµF (k¯ig,h)
= µC(g)i ◦ m¯(g
−1)∗ µC(h)ig
= µC(g)i ◦
gµC(h)i.
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On the other hand, the left-hand arrow is the canonical isomorphism, while the bottom
arrow is wiµF (k¯i,gk¯ig,h), and
wiµF (k¯i,g k¯ig,h) =
wiµF (ρi0(ki,gkig,h))
= wiµF (ρi0(w
−1
i gwigw
−1
ig hwigh))
= wiµF (ρi0(w
−1
i ghwigh))
= wiµF (k¯i,gh)
= µC(gh)i.
Thus, Diagramme 2.13 gives us the condition appearing in Definition 2.8(b).
To show that C satisfies the condition appearing in Definition 2.8(c), suppose C = A⊕B
in C¯G and that A and B are weakly-equivariant. Then, for each facet i, Ci = Ai ⊕ Bi in
the category of perverse sheaves for G¯i. Since Ci = 0 unless i is in the G(K)-orbit of i0, we
have Ai = 0 and Bi = 0 unless i is in the G(K)-orbit of i0. Since F is a character sheaf,
it is irreducible, so Ci0 = Ai0 ⊕Bi0 implies Ai0 = 0 or Bi0 (recall that Ci0 = F ). Without
loss of generality, suppose Bi0 = 0. Since B is weakly-equivariant, this implies Bi = 0 for
each facet i in the G(K)-orbit of i0. Since Bi = 0 when i is not in the G(K)-orbit of i0
also, it follows that B = 0. Thus, C satisfies Definition 2.8(c).
We now consider the condition of Definition 2.8(d). Let P be a proper parabolic sub-
group P of G and let L be the reductive quotient of P . Let i be a facet of I(L,K).
From Proposition 2.1, we see that ( resGPC)i may be indentified with res iG≤iPAiG . Since
P is proper, iP is strictly greater than iG; thus, G¯iP is a proper levi subgroup of G¯iG .
Since F is a cuspidal character sheaf (and therefore strongly cuspidal) and A is weakly-
equivariant, it follows that AiG is either strongly cuspidal or 0; in either case, iG  iP
implies res iG≤iPAiG = 0. Thus, ( res
G
PC)i = 0. Since i was an arbitrary facet of I(L,K),
it follows that resGPC = 0. Thus, C satisfies Definition 2.8(d).
We now show uniqueness. Let A and B be cuspidal objects of C¯G such that Ai0 = F =
Bi0 and Ai = 0 = Bi unless i is in the G(K)-orbit of i0. Note that µA(k)i0 = µF (ρi0(k)) =
µB(k)i0 for k ∈ Gi0(oK) by Definition 2.8(b). Now, Ai0 = Bi0 implies Aw−1i i
= Bw−1i i
,
hence m¯(w−1i )
∗
i Aw−1i i
= m¯(w−1i )
∗
i Bw−1i i
, so wiAi =
wiBi for all facets i in the G(K)-orbit
of i0. Define φ : A→ B by
(2.14) φi =
{
µB(wi)i ◦
wiµA(w
−1
i )i i ⊂ O(i0)
id0 otherwise.
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We will now show that φ is an isomorphism in C¯G. Suppose i is a facet in the G(K)-orbit
of i0. First, using Equation 2.8 and Definition 2.6(b) (twice), we have
µA(g) = µA(wiki,gw
−1
ig )
= µA(wi) ◦
wiµA(ki,gw
−1
ig )
= µA(wi) ◦
wi
(
µA(ki,g ◦
ki,gµA(w
−1
ig )
)
= µA(wi) ◦
wiµA(ki,g) ◦
wiki,gµA(w
−1
ig )
= µA(wi) ◦
wiµA(ki,g) ◦
gwigµA(w
−1
ig ).
Thus,
µA(g)i = µA(wi)i ◦
wiµA(ki,g)i ◦
gwigµA(w
−1
ig )i
= µA(wi)i ◦ m¯(w
−1
i )
∗ µA(ki,g)w−1i i
◦ m¯(g−1)∗ wigµA(w
−1
ig )ig
= µA(wi)i ◦ m¯(w
−1
i )
∗ µA(ki,g)i0 ◦ m¯(g
−1)∗ wigµA(w
−1
ig )ig
= µA(wi)i ◦ m¯(w
−1
i )
∗ µF (ki,g) ◦ m¯(g
−1)∗ wigµA(w
−1
ig )ig.
Likewise,
µB(g)i = µB(wi)i ◦ m¯(w
−1
i )
∗ µF (ki,g) ◦ m¯(g
−1)∗ wigµB(w
−1
ig )ig.
Using Lemma 2.7 and the definition of φi we have
φi ◦ µA(g)i
= µB(wi)i ◦
wiµA(w
−1
i )i ◦ µA(wi)i
◦ m¯(wi)
∗µF (k¯i,g) ◦ m¯(g
−1)∗ w
−1
ig µA(w
−1
ig )ig
= µB(wi)i ◦ m¯(wi)
∗ µF (k¯i,g) ◦ m¯(g
−1)∗ w
−1
ig µA(w
−1
ig )ig.
On the other hand, using the work above and the definition of gφi we have
µB(g)i ◦
gφi
= µB(wi)i ◦ m¯(w
−1
i )
∗ µF (ki,g) ◦ m¯(g
−1)∗ wigµB(w
−1
ig )ig
◦ m¯(g−1)∗
(
µB(wig)ig ◦
wigµA(w
−1
ig )ig
)
= µB(wi)i ◦ m¯(w
−1
i )
∗ µF (ki,g)
◦ m¯(g−1)∗
(
wigµB(w
−1
ig )ig ◦ µB(wig)ig ◦
wigµA(w
−1
ig )ig
)
= µB(wi)i ◦ m¯(w
−1
i )
∗ µF (ki,g) ◦ m¯(g
−1)∗ wigµA(w
−1
ig )ig.
Thus,
(2.15) φi ◦ µA(g)i = µB(g)i ◦
gφi,
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for all facets i of I(G,K). This concludes the proof that φ : A→ B is a weakly-equivariant
morphism in C¯G. Since φ is clearly an isomorphism by Lemma 2.7, this concludes the proof
of Proposition 2.9. 
Definition 2.10. For any vertex i of I(G,K) and any cuspidal character sheaf F on G¯i,
let cindiF denote the cuspidal object of C¯G given by Proposition 2.9.
Theorem 2.11. If C is a cuspidal coefficient system for G then there is a vertex i0 of
I(G,K) and a cuspidal character sheaf F such that Ci0 = F and Ci = 0 unless i is in
the G(K)-orbit of i0. Moreover, this vertex i0 is unique up to G(K)-conjugation and F is
unique up to isomorphism in Dbc(G¯i0 ; Q¯ℓ).
Proof. If Ci = 0 for all vertices i of I(G,K), then C = 0 because each Ci≤j : res i≤jCi → Cj
is an isomorphism for each i ≤ j (see Definition 1.11). Since cuspidal coefficient systems
are non-zero (see Definition 2.8), that is not the case. Thus, there is some vertex i of
I(G,K) such that Ci 6= 0. Using Definition 2.8(a) we write Ci = ⊕mCi,m (finite direct
sum) where each Ci,m is a character sheaf. Let M be a proper Levi subgroup of G¯i. Using
[Lan96] we can identify the star of i in I(G,K) with the building for G¯i, so there is some
facet j in the star of i such that M = G¯j . Since M ⊂ G¯i is proper, i  j. Now, there is a
parabolic subgroup P with levi component L and a facet k of I(L,K) such that kG = i and
kP = j. Note also that kG  kP . By Definition 2.8(d), res
G
PC = 0. Thus, ( res
G
PC)k = 0
so res kG≤kPCkG = 0 so res i≤jCi = 0 so res
G¯i
MCi = 0. Thus, res
G¯i
MCi,m = 0, for each
m above. Since this argument applies to any proper levi subgroup M of G¯i, and since
character sheaves are equivariant, it follows that Ci,m is a cuspidal character sheaf. Thus
we have shown that if i is a vertex then Ci is 0 or is a finite direct sum of cuspidal character
sheaves for G¯i. Note that it follows immediately that Ci = 0 unless i is a vertex.
Now, let {i0, i1, . . . , id} be the vertices of a fundamental G(K)-domain in I(G,K); thus,
the convex hull of {i0, i1, . . . , id} is a chamber in I(G,K). For each such vertex in, we write
Cin = ⊕mCin,m, where Cin,m is a cuspidal character sheaf for G¯in . Consider
A := ⊕
n,m
cindinCin,m,
where 0 ≤ n ≤ d and 0 ≤ m ≤ dn runs over an index set corresponding to the irreducible
summands of Cin in the category of perverse sheaves on G¯in . Notice that Ain = ⊕mCin,m =
Cin = Cin for each vertex in above. Thus, Ain = Cin for each vertex in above and
Ai = Ci = 0 unless i is a vertex. Note also that A and C are both weakly-equivariant.
We now show that A ∼= C. Observe that A and C are weakly-equivariant and Ain = Cin
for every vertex in ∈ {i0, . . . , in}. For each such vertex in, let i 7→ w(n)i denote a normalized
section of g 7→ gin, as in the proof of Proposition 2.9; thus, i = w(n)iin for each vertex i in
the G(K)-orbit of in. Since the set of vertices in I(G,K) is partitioned into G(K)-orbits,
for each vertex i there is a unique vertex in such that i = w(n)iin. Let i be any vertex and
define φi : Ai → Ci by
φi = µC(w(n)i)i ◦ µA(w(n)i)
−1
i .
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This composition is defined since the codomain of µA(w(n)i)
−1
i is the domain of µA(w(n)i)i
which is w(n)iAi, and by Proposition 2.4,
w(n)iAi = m¯(w(n)
−1
i )
∗
iAw(n)−1i i
= m¯(w(n)−1i )
∗
iAin
= m¯(w(n)−1i )
∗
iBin
= m¯(w(n)−1i )
∗
iBw(n)−1i i
= w(n)iBi,
which is the domain of µC(w(n)i)i. Observe also that the domain of φi is indeed Ai since
the codomain of µA(w(n)i)i is Ai; likewise, the codomain of φi is indeed Bi since the
codomain of µC(w(n)i)i is Ci. If i is not a vertex, define φi = 0 (Recall that Ai = Ci = 0
unless i is a vertex.) To see that this defines a morphism in D¯G is it necessary to see
that the diagramme appearing in Definition 1.11(mor) commutes for all i ≤ j. But the
case i = j is trivial since Ai≤j = Ci≤j = 1 if i = j; the case i  j is equally trivial, since
Ai≤j = Ci≤j = 0 if i  j; Thus, φ is a morphism in D¯G. In fact, from the definition of
each φi is is also clear that φ is an isomorphism in D¯G. Since C¯G is a full subcategory
of D¯G and since the domain and codomain of φ are objects of C¯G it follows that φ is an
isomorphism in C¯G. (In fact, φ is weakly-equivariant.)
Since A ∼= C and C is cuspidal, it follows that A is also cuspidal. Since each cindinCin,m
is weakly-equivariant by Proposition 2.9, it follows from Definition 2.8(c) that cindinCin,m =
0 for all but one vertex in and for all but one index m. Let i0 be that vertex, set m = 0
and let F = Ci0,0. Then A = cindi0F . Now, A
∼= C implies C ∼= cindi0F , which completes
the proof of Theorem 2.11. 
Corollary 2.12. Let i0, i1, . . . , id be a set of representatives for the G(K)-orbits of vertices
in I(G,K). The isomorphism classes in A¯(0)G (see Definition 2.10) are parameterized by{
(in, F ) | 0 ≤ n ≤ d, F ∈
ˆ¯G
(0)
in
}
,
where ˆ¯G
(0)
in
denotes a set of representative for the isomorphism classes of cuspidal character
sheaves for G¯in (cf. [Lus85, 3.10]).
Definition 2.13. A Levi subgroup L ⊆ G is said to be a cuspidal Levi subgroup if there
is a cuspidal coefficient system for L; in other words, L is a cuspidal Levi subgroup of G if
A¯(0)L is non-empty (cf. Definition 2.8).
Example 2.14. The algebraic group GL(n)K admits only one cuspidal Levi subgroup,
up to conjugacy, and that is the split torus. The split torus GL(1)K in SL(2)K is also a
cuspidal Levi subgroup, as is SL(2)K itself, as we shall see in Section 6. The cuspidal Levi
subgroups of Sp(4) are described in Section 6.
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3. Admissible coefficient systems
Throughout Section 3 we assume K is a maximal unramified closure of a local field with
finite residue field. We note that such a field is strictly henselian and that the residue field
is an algebraic closure of the finite field. Let G be a connected reductive linear algebraic
group over K satisfying the conditions of Section 1.3.
Let σ : P → G be a parabolic subgroup with Levi component L. In Section 3.1 we define
a parabolic induction function indGP taking weakly-equivariant objects of C¯L to weakly-
equivariant objects of C¯G. It should be noted that, in constrast to parabolic restriction
indGP (Section 2.1), conjugation m¯(g)
∗ (Section 2.2), and Frobenius fr∗ (Section 4 below),
parabolic induction indGP is a function, not a functor. This is because we can only apply our
definition to weakly-equivariant objects in C¯L, and we have not constructed a category of
weakly-equivariant objects in C¯L. This is not to say that such a construction is not possible.
Note that we took pains in Section 1.8 to treat ind i≤j as a functor on the category of
equivariant perverse sheaves, not just a function, and we will use that improvement below.
However, the definition of weakly-equivariant objects, while built upon that of equivariant
perverse sheaves, is considerably less sophisticated and almost certainly not the correct
definition upon which to try to build a well-behaved category. Nevertheless, our parabolic
induction indGP , as a function, is all that is needed to define admissible coefficient systems
(see Definition 3.7 below) for the same reason that Lusztig’s parabolic induction – also a
function, not a functor – suffices to define character sheaves.
3.1. Parabolic subgroups. Let G → G/P be the cokernel of σ : P → G, let π : P → L
be canonical quotient map and let U →֒ P be the unipotent radical of P . For any facet j
of I(G,K), let Pj (resp. L
j , Uj) be the schematic closure of P (resp. L, U) in Gj . Then Pj
(resp. Lj, Uj) is a smooth integral model for P (resp. L
j, Uj). Since σ(Pj(oK)) ⊆ Gj(oK)
and π(Pj(oK)) ⊆ Lj(oK), it follows from the Extension Principle (cf. [BT84, 1.7]) that
σ : P → G and π : P → L and U →֒ P extend uniquely to oK-scheme morphisms
σj : Pj → Gj and πj : Pj → L
j and Uj → Pj such that the squares commute in the
following diagramme.
(3.1) G

P
σoo

π // L

Lj Pj
σjoo
πj // Gj
Definition 3.1. Let i be an arbitrary facet of I(G,K). LetDi(G,P,K) denote the elements
of the double coset space Gi(oK)\G(K)/L(K) represented by g ∈ G(K) with the following
properties, where Lig denotes the integral closure of L in Gig: L
ig is a smooth integral
model for L, Lig(oK) is a parahoric subgroup of L(K), and L¯
ig is a levi subgroup of G¯ig.
It follows from [Lan96, 9.22] that there is a unique facet igP in the star of ig such that
G¯ig
P
= L¯ig and G¯ig≤ig
P
coincides with the schematic intersection of P with G¯ig. Let i
g
L
denote the facet of I(L,K) such that Lig = Lig
L
. Notice that if g satisfies this condition
then so does hgl for all h ∈ Gi(oK) and l ∈ L(K).
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We begin by remarking that Di(G,P,K) is finite. First, notice that Gi(oK)\G(K)/P (K)
is finite. Thus, the image of Di(G,P,K) under the surjection
Gi(oK)\G(K)/L(K) → Gi(oK)\G(K)/P (K)
Gi(oK)gL(K) 7→ Gi(oK)gP (K)
is finite. Suppose now that g represents a double coset in Di(G,P,K). Then each element
in the pre-image of Gi(oK)gP (K) under the map above is represented by gu, for some u ∈
U(K). If gu represents an element of Di(G,P,K) then g and gu have the properties listed
in Definition 3.1. This implies u ∈ Uig(oK), in which case gu = hg for some h ∈ Gi(oK).
Thus, the intersection of the pre-image of Gi(oK)gP (K) with Di(G,P,K) is a singleton. It
follows that Di(G,P,K) is finite.
In order to define parabolic induction functors, we now begin the process of picking
specific representatives in G(K) for the double cosets appearing in Definition 3.1. We
begin by recalling some basic notions and establishing some notation. Let T be a maximal
K-split torus of G and let A(G,T,K) be the apartment for T . Let T0 be the Ne´ron
model for T and let W (G,T,K) be the associated affine Weyl group associated to the pair
(G(K), T0(oK)); that is, W (G,T,K) = N(K)/T0(oK), where N is the normalizer of T in G.
If i is a facet of A(G,T,K) let Wi(G,T,K) denote the stabiliser of i in W (G,T,K). Let
W˙ (G,T,K) be a set of representatives for W (G,T,K) contained in N(K) and chosen so
that vw is represented by v˙w˙ when the length of vw equals the length of v plus the length
of w (cf. [Mor93, 5.2]). Let W˙i(G,T,K) denote the subset corresponding to Wi(G,T,K).
Suppose i and j are facets of I(G,K) such that i ≤ j. Let di(G,P,K) (resp. dj(G,P,K))
be a set of representatives for the double coset space Di(G,P,K) (resp. Di(G,P,K)). The
map fi≤j : Gj → Gi (cf. Section 1.4) defines an inclusion of points Gj(oK) ⊆ Gi(oK) which
in turn defines a surjection
Gj(oK)\G(K)/L(K) → Gi(oK)\G(K)/L(K)
Gj(oK)yL(K) 7→ Gi(oK)yL(K).
If y ∈ dj(G,P,K) then y satisfies the conditions of Definition 3.1; in particular, Pjy →֒ Gjy
is projective. Now fiy≤jy induces Pjy →֒ Piy so Piy →֒ Giy is projective. The other
conditions appearing in Definition 3.1 are also satisfied, so y represents a double coset in
Di(G,P,K). Therefore, the surjection above restricts to a surjection
(3.2) Dj(G,P,K)→ Di(G,P,K)
which in turn defines
(3.3) dj(G,P,K)→ di(G,P,K).
Let x be the image of y under Equation 3.3. The fibre of Equation 3.2 above the double
coset represented by x is
(3.4) {Gj(oK)uxL(K) | u ∈ Gjx(oK)\Gix(oK)/(Gix(oK) ∩ L(K)} ,
which we now denote Dxi≤j(G,P,K). Observe that
(3.5) Gix(oK) ∩ L(K) = L
ix(oK) = Lix
L
(oK)
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and this is a parahoric subgroup of L(K). Recall also that ix ≤ ixP (see Definition 3.1).
Using the affine Bruhat Decomposition (cf. [Mor93, 3.22]) we find Dxi≤j(G,P,K) is in
bijection with
(3.6) Wjx(G,T,K)\Wix(G,T,K)/Wix
L
(L, T,K).
Following [Vig03, C.1.1] we find a unique element of minimal length, called a distinguished
element, in each double coset above, and let dxi≤j(G,P,K) be the elements of W˙ (G,T,K)
corresponding to distinguished elements representing the double coset space above. Thus,
there is a unique u ∈ di≤j(G,P,K)x such that ux = hyl, for some l ∈ L(K) and some
h ∈ Gj(oK). In fact, we can say much more, as Lemma 3.2 shows.
Lemma 3.2. Keep notation as above. There exists a collection of sets di(G,P,K), as i
ranges over all facets of I(G,K), consisting of representatives for the double coset spaces
Di(G,P,K), with the following properties:
(a) Let i and j be facets of I(G,K) with i ≤ j. If g ∈ dj(G,P,K) then ux = gl,
where x is the image of g under the map of Equation 3.3 and u is an element of
dxi≤j(G,P,K). Moreover, u and l (and x) are determined uniquely by g.
(b) Let i be a facet of I(G,K) and let g be an element of G(K). If y is an element
of dig(G,P,K) then there is unique x in di(G,P,K) and h in Gi(oK) such that
gy = hx.
Proof. Let i be a facet of A(G,T,K). Let di(G,P,K) be a set representatives forDi(G,P,K)
chosen from W˙ (G,T,K). Suppose i and j are facets of A(G,T,K) such that i ≤ j. Now,
then x, g and u are elements of W˙ (G,T,K) and g−1ux is contained in W˙ (L, T,K). Set
l = g−1ux; we now have
(3.7) ux = gl,
as promised. Now, let i be any facet of I(G,K). There is some z in G(K)/N(K) such that
i is contained in the apartment A(G,T z ,K). Since zi is a facet of A(G,T,K) we set
(3.8) di(G,P,K) = z
−1dzi(G,P,K).
If i′ ≤ j′ and j′ is a facet of A(G,T z ,K) then i′ is a facet of A(G,T z,K) also. Suppose
x′ ∈ dj′(G,P,K) and g
′ is the image of x′ under the map to di′(G,P,K). Set i = zi
′, j = zj′,
x = zx′ and g = zg′. Then z−1u′z is an element of di≤j(G,P,K) so set u = zu
′z−1. Then
ux = gl by Equation 3.7, so (zu′z−1)(zx′) = (zg′)l, so u′x′ = g′l, as desired.
The proof of part (b) is omitted. 
3.2. Local parabolic induction.
Definition 3.3. Let P be a parabolic subgroup of G with Levi component L. Let i be
any facet of I(G,K). Let g be an element of G(K) such that ig satisfies the conditions
appearing in Definition 3.1. Let ind
G¯ig
L¯ig
denote the functor from the category of equivariant
perverse sheaves whose objects are finite direct sums of character sheaves on L¯ig to the
category of equivariant perverse sheaves whose objects are finite direct sums of character
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sheaves on G¯ig given by ind ig≤ig
P
. For any B ∈ objC¯L we will write Big for Big
L
. Thus,
ind
G¯ig
L¯ig
Big = ind ig≤ig
P
Big
L
. (This is not a typo; observe that G¯ig
P
= L¯ig
L
.) Likewise for
morphisms in C¯L.
For j a facet of I(G,K), let Σj be the set of affine roots vanishing on j. Let l be a second
facet of I(G,K). We will denote by j ∧ l the facet of I(G,K) defined by Σj∧l = Σj ∩ Σl.
Lemma 3.4. Let i, j and l be facets of I(G,K) such that i ≤ j and i ≤ l. There is a
choice of representatives dij,l for Gi≤j(oK)\Gi(oK)/Gi≤l(oK) such that
res i≤j ind i≤lF ∼=
∑
x∈di
j,l
m¯(x−1)∗ ind jx≤jx∧l res l≤l∧jxF
and the diagramme
res j≤k res i≤j ind i≤lF
res i≤j≤k ind i≤lF

// res j≤k
∑
x∈di
j,l
m¯(x−1)∗ ind jx≤jx∧l res l≤l∧jxF

res i≤k ind i≤lF //
∑
x∈di
k,l
m¯(x−1)∗ ind kx≤kx∧l res l≤l∧kxF
commutes, for any character sheaf F on G¯l.
Proof. Recall that K is an unramified closure of a p-adic field. We choose a uniformizer
and, as in [Vig03, C.1.1], we find a unique element of minimal length, called a distinguished
element, in each double coset above, and let dik,l be the set of distinguished elements
representing the double coset space above. Then use [MS89, Prop 10.1.2] (which gives
considerably more information concerning the isomorphism above than [Lus85, Prop 15.2]).
Note that the proofs of [MS89, Prop 10.1.2] and [Lus85, Prop 15.2], while different, both
depend on the fact that k is the algebraic closure of a finite field. 
3.3. Parabolic induction.
Proposition 3.5. Let P be a parabolic subgroup G with Levi component L. If B is a
weakly-equivariant admissible object of C¯L then there is a weakly-equivariant object indGPB
of C¯G such that
( indGPB)i :=
∑
g∈di(G,P,K)
m¯(g−1)∗i ind
G¯ig
L¯ig
Big.
for each facet i of I(G,K).
Proof. We must begin by defining ( indGPB)i≤j for every i ≤ j in I(G,K).To that end, we
fix one such pair of facets and consider res i≤j( ind
G
PB)i.
res i≤j( ind
G
PB)i = res i≤j
∑
y∈di(G,P,K)
m¯(g−1)∗i ind
G¯ig
L¯ig
Big
=
∑
g∈di(G,P,K)
res G¯i
G¯j
m¯(g−1)∗i ind
G¯ig
L¯ig
Big.
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Let
(3.9)
∑
g∈di(G,P,K)
res G¯i
G¯j
m¯(g−1)∗i ind
G¯ig
L¯ig
Big
1.
∑
g∈di(G,P,K)
m¯(g−1)∗i res
G¯ig
G¯jg
ind
G¯ig
L¯ig
Big
be the isomorphism in MG¯j G¯j determined by the natural isomorphism
(3.10) res G¯i
G¯j
m¯(g−1)∗i
∼= m¯(g−1)∗i res
G¯ig
G¯jg
of Lemma 1.7. Now, since B is an object in C¯L it follows that Big = Big
L
is a finite direct
sum of character sheaves. Recall that L¯ig = G¯ig
P
. By Lemma 3.4 (MacKey’s formula for
character sheaves) we have an isomorphism
(3.11) res
G¯ig
G¯jg
ind
G¯ig
G¯
i
g
P
Big ∼=
∑
u∈dg
i≤j
(G,P,K)
m¯(u−1)∗ ind
G¯jgu
G¯
j
gu
P
res
G¯
i
g
P
G¯
j
gu
P
Big.
which defines
(3.12)
∑
g∈di(G,P,K)
m¯(g−1)∗i res ig≤jg ind
G¯ig
L¯ig
Big
2.
∑
g∈di(G,P,K)
m¯(g−1)∗i
∑
u∈dg
i≤j
(G,P,K) m¯(u
−1)∗j ind
G¯jgu
G¯
j
gu
P
res
G¯
i
g
P
G¯
j
gu
P
Big.
(Here we have used the notation of Lemma 3.2.) Let
(3.13)
∑
g∈di(G,P,K)
m¯(g−1)∗i
∑
u∈dg
i≤j
(G,P,K) m¯(u
−1)∗j ind
G¯jgu
G¯
j
gu
P
res
G¯
i
g
P
G¯
j
gu
P
Big
3.
∑
g∈di(G,P,K)
u∈d
g
i≤j
(G,P,K)
m¯((gu)−1)∗j ind
G¯jgu
G¯
j
gu
P
res
G¯
i
g
P
G¯
j
gu
P
Big.
be the isomorphism in determined by the natural isomorphism
(3.14) m¯(g−1)∗ m¯(u−1)∗ ∼= m¯((gu)−1)∗.
Since u ∈ Gjg(oK) we have Gjg = Gjgu; it follows that the integral closure of L in Gjg is
the integral closure of L in Gjgu, which we denote Ljgu
P
. Moreover, since i ≤ j we have
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Gi ⊇ Gj and Gig ⊇ Gjg. Also, Gig = G
gu
j , so it follows that the integral closure of L in G
g
i
is the integral closure of L in Ggui . Therefore,
(3.15)∑
g∈di(G,P,K)
u∈d
g
i≤j
(G,P,K)
m¯((gu)−1)∗j ind
G¯jgu
G¯
j
gu
P
res
G¯
i
g
P
G¯
j
gu
P
Big =
∑
g∈di(G,P,K)
u∈d
g
i≤j
(G,P,K)
m¯((gu)−1)∗j ind
G¯jgu
L¯jgu
res L¯
igu
L¯jgu B
igu.
By Lemma 3.2, for each g and u as above there is a unique h ∈ dj(G,P,K) and l = l
i
j(h)
such that gu = hl. Thus,
(3.16)∑
g∈di(G,P,K)
u∈d
g
i≤j
(G,P,K)
m¯((gu)−1)∗j ind
G¯jgu
L¯jgu
res L¯
igu
L¯jgu B
igu =
∑
h∈dj(G,P,K)
m¯((hl)−1)∗j ind
G¯jhl
L¯jhl
res L¯
ihl
L¯jhl
Bihl.
Now, the natural isomorphism
(3.17) m¯((hl)−1)∗ ∼= m¯(h−1)∗ m¯(l−1)∗
defines
(3.18)
∑
h∈dj(G,P,K)
m¯((hl)−1)∗j ind
G¯jhl
L¯jhl
res L¯
ihl
L¯jhl
Bihl
4.
∑
h∈dj(G,P,K)
m¯(h−1)∗ m¯(l−1)∗ ind
G¯jhl
L¯jhl
res L¯
ihl
L¯jhl
Bihl.
Lemma 1.10 gives
(3.19) m¯(l−1)∗ ind
G¯jhl
L¯jhl
∼= ind
G¯jh
L¯jh
m¯(l−1)∗
and therefore defines
(3.20)
∑
h∈dj(G,P,K)
m¯(h−1)∗ m¯(l−1)∗ ind
G¯jhl
L¯jhl
res L¯
ihl
L¯jhl
Bihl
5.
∑
h∈dj(G,P,K)
m¯(h−1)∗ ind
G¯jh
L¯jh
m¯(l−1)∗ res L¯
ihl
L¯jhl
Bihl.
Since B is an object of D¯L (see Definition 1.11(obj)) we have the isomorphism
(3.21) res L¯
ihl
L¯jhl B
ihl ∼= Bjhl
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which defines
(3.22)
∑
h∈dj(G,P,K)
m¯(h−1)∗ ind
G¯jh
L¯jh
m¯(l−1)∗ res L¯
ihl
L¯jhl
Bihl
6.
∑
h∈dj(G,P,K)
m¯(h−1)∗ ind
G¯jh
L¯jh
m¯(l−1)∗ Bjhl
Since B is weakly-equivariant (see Definition 2.6) and l ∈ L(K), we have the isomorphism
(3.23) Bihl ∼= Bih
which defines
(3.24)
∑
h∈dj(G,P,K)
m¯(h−1)∗ ind
G¯jh
L¯jh
m¯(l−1)∗ res L¯
ihl
L¯jhl
Bjhl
7.
∑
h∈dj(G,P,K)
m¯(h−1)∗ ind
G¯jh
L¯jh
Bjh.
Since this last expression is precisely, ( indGPB)j, composing the isomorphisms of Equa-
tions 3.9, 3.12, 3.13, 3.18, 3.20, 3.22, 3.24 defines an isomorphism
(3.25) ( indGPB)i≤j : res i≤j( ind
G
PB)i → ( ind
G
PB)j .
Now we must show that the family (( indGPB)i, ( ind
G
PB)i≤j)i,j satisfies the condition of
Definition 1.11(obj). Inspecting the isomorphisms appearing in the definition of ( indGPB)i≤j,
is clear that ( indGPB)i≤i = id( indGPB)i
, so we turn now to the second condition in Defini-
tion 1.11(obj). Let i, j and k be facets of I(G,K) and consider the following diagramme.
(3.26) res j≤k res i≤j( ind
G
PB)i
res i≤j≤k( ind
G
PB)i

res j≤k( ind
G
PB)i≤j // res j≤k( ind
G
PB)j
( indGPB)j≤k

res i≤k( ind
G
PB)k
( indGPB)i≤k // ( indGPB)k
In order to see that this diagramme commutes, it is sufficient to observe that each isomor-
phism appearing in the definition of ( indGPB)i≤j (and ( ind
G
PB)j≤k and ( ind
G
PB)i≤k) is
compatible with the restriction functors of Section 1.4. Fortunately, this work has already
been done in various lemmata, in anticipation of this need: for isomorphism 1. of Equa-
tion 3.9 use Lemma 1.7; for isomorphism 2. of Equation 3.12 use Lemma 3.4 and Lemma 3.2
(to see that dgi≤j = djgP≥jg≤i
g
P
); for isomorphism 3. of Equation 3.13 use Lemma 1.7; for
isomorphism 4. of Equation 3.18 use Lemma 1.7; for isomorphism 5. of Equation 3.20
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use Lemma 1.10; for isomorphism 6. of Equation 3.22 use Definition 1.11(obj); for iso-
morphism 7. of Equation 3.24 use Definition 2.6. Each of these arguments makes use of
Proposition 1.5! 
3.4. Transitive parabolic induction. Recall the notation of Proposition 2.2.
Proposition 3.6. Let P be a parabolic subgroup of G with Levi component L. Let Q be a
parabolic subgroup of L with Levi component M . Let R be a parabolic subgroup of G with
Levi component M . If C ∈ objC¯G is weakly-equivariant then
(3.27) indGP ind
L
QC
∼= indGRC.
Proof. To simplify notation, let B = ind LQC and let A = ind
G
PB. We fix a facet i of
I(G,K). Then
Ai = ( ind
G
PB)i
=
∑
x∈di(G,P,K)
m¯(x−1)∗i ind
G¯ix
P¯ix
P
BixP
=
∑
x∈di(G,P,K)
m¯(x−1)∗i ind
G¯ix
P¯ix
P
∑
y∈dix
P
(L,Q,K)
m¯(y−1)∗ix
P
ind
L¯ix
P
y
Q¯
(ix
P
)
y
Q
C(ix
P
)y
Q
.
Since Lix
P
= Lix and y ∈ L(K), it follows that Lix
P
y = L
ixy = Lixy
P
. Since T ⊆M ⊆ L, the
schematic closure of M in Lixy
P
is equal to the schematic closure of M in Gixy, and we have
Lix
P
y = Lixy
P
and M(ix
P
)y
Q
=Mixy
Q
. Using Lemma 1.10 we now have
∑
x∈di(G,P,K)
m¯(x−1)∗i ind
G¯ix
P¯ix
P
∑
y∈dix
P
(L,Q,K)
m¯(y−1)∗ix
P
ind
L¯ix
P
y
Q¯
(ix
P
)
y
Q
C(ix
P
)y
Q
=
∑
x∈di(G,P,K)
y∈dix
P
(L,Q,K)
m¯(x−1)∗i ind
G¯ix
P¯ix
P
m¯(y−1)∗ix
P
ind
L¯
i
xy
P
Q¯
i
xy
Q
Cixy
Q
=
∑
x∈di(G,P,K)
y∈dix
L
(L,Q,K)
m¯(x−1)∗i m¯(y
−1)∗ix
L
ind
G¯ixy
P¯
i
xy
P
ind
L¯
i
xy
P
Q¯
i
xy
Q
Cixy
Q
=
∑
x∈di(G,P,K)
y∈dix
L
(L,Q,K)
m¯((xy)−1)∗i ind
G¯ixy
P¯
i
xy
P
ind
L¯
i
xy
P
Q¯
i
xy
Q
Cixy
Q
.
Using Propositions [Lus85, 4.2], [Lus85, 4.8(b)] and [Lus85, 2.18(a)] we have
(3.28) ind
G¯ixy
P¯
i
xy
P
ind
L¯
i
xy
P
Q¯
i
xy
Q
Cixy
Q
= ind
G¯ixy
R¯
i
xy
Q
Cixy
Q
.
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Since ixyQ = i
xy
R , we have
(3.29) ( indGP ind
L
QC)i =
∑
x∈di(G,P,K)
y∈dix
L
(L,Q,K)
m¯((xy)−1)∗i ind
G¯xyi
R¯
i
xy
R
Cixy
R
.
Now, the canonical surjection fromDi(G,R,K)→ Di(G,P,K) defines a surjection di(G,R,K)→
di(G,P,K); the pre-image of x in di(G,P,K) is exactly dix
P
(L,Q,K). For each pair (x, y)
in Equation 3.29 there is a unique z in di(G,R,K) such that xy = hzm for h in Gi(oK)
and m ∈M(K). Thus, ixyR = i
z
Rm and∑
x∈di(G,P,K)
y∈dix
L
(L,Q,K)
m¯((xy)−1)∗i ind
G¯ixy
R¯
i
xy
R
Cixy
R
=
∑
z∈di(G,R,K)
m¯((hzm)−1)∗i ind
G¯izm
R¯iz
R
m
Ciz
R
m
=
∑
z∈di(G,R,K)
m¯(h−1)∗m¯(z−1)∗m¯(m−1)∗ ind G¯izm
R¯iz
R
m
CizRm
=
∑
z∈di(G,R,K)
m¯(h−1)∗m¯(z−1)∗ ind G¯iz
R¯iz
R
mCiz
R
.
Since C ∈ objD¯M and h ∈ Gi(oK) we have∑
z∈di(G,R,K)
m¯(h−1)∗m¯(z−1)∗ ind G¯iz
R¯iz
R
mCizR
∼=
∑
z∈di(G,R,K)
m¯(z−1)∗ ind G¯iz
R¯iz
R
Ciz
R
= ( indGRC)i.
In summary, we have shown that
(3.30) ( indGP ind
L
QC)i
∼= ( indGRC)i.
Now, as i ranges over all facets of I(G,K) these isomorphisms define an isomorphism in
C¯G (details omitted). 
3.5. Admissible coefficient systems. We now come to the main definition of Section 3.
Definition 3.7. An irreducible admissible coefficient system for G is a simple object of
C¯G which is a summand of indGPC in C¯G for some parabolic subgroup P ⊆ G with Levi
component L and some cuspidal coefficient system C for L (see Definition 2.8). We write
A¯G for the set of irreducible admissible objects in C¯G. An admissible coefficient system
for G is an object of C¯G which is a finite direct sum of irreducible admissible coefficient
systems.
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Remark 3.8. Observe that any cuspidal coefficient system (see Definition 2.8) is an irre-
ducible admissible coefficient system; thus, A¯(0)G ⊆ A¯G.
The adjective ‘admissible’ is surely one of the most over-used in mathematics, and our
use of it here suggests a lack of imagination. However, as we shall show in Section 5,
since our admissible coefficient systems form a bridge between certain admissible perverse
sheaves and certain admissible representations, we have elected to use the adjective here
also. Nevertheless, a word of caution is in order: admissible perverse sheaves are, by
definition, irreducible, while our admissible coefficient systems are not.
Examples of admissible coefficient systems are provided in Section 6.
4. Enters Frobenius
Let K1 be a p-adic field, let oK1 be the ring of integers of K1 and let Fq denote the residue
field for K1. Let K
nr
1 be a maximal unramified extension of K1 and let F¯q be the residue field
for Knr1 . As in Section 3 we note that K
nr
1 is strictly henselian and that F¯q is an algebraic
closure of Fq, which is a finite field. Fix an isomorphism Gal(K
nr
1 /K1)
∼= Gal(F¯q/Fq); this
determines a ‘lift’ frK1 ∈ Gal(K
nr
1 /K1) of the geometric Frobenius FrFq ∈ Gal(F¯q/Fq).
Let GK1 be a connected reductive linear algebraic group over K1 such that
(4.1) G := GK1 ×Spec(K1) Spec (K
nr
1 )
satisfies the conditions of Section 1. Then G is a connected reductive split linear algebraic
group over Knr1 which is defined over K1. In particular, since G is split it follows that
GK1 splits over an unramified extension of K1. Let G(K1) denote the group of K1-rational
points on G.
Since G is defined over K1, the Galois group Gal(K
nr
1 /K1) acts on I(G,K
nr
1 ), and
(4.2) I(G,K1) = I(G,K
nr
1 )
Gal(Knr1 /K1),
where I(G,K1) is the Bruhat-Tits building for G(K1).
4.1. Frobenius-stable coefficient systems. Let i be any facet of I(G,Knr1 ) and let Gi be
the associated oKnr1 -scheme, as in Section 1.2, and let Gfr(i) be the oKnr1 -scheme associated
to fr(i). The geometric Frobenius frK1 : K
nr
1 → K
nr
1 defines a isomorphism fri : Gi → Gfr(i)
of Knr1 -schemes which restricts to an isomorphism of special fibres, and factors through the
reduction quotient maps to an isomorphism of reductive quotients Fri : G¯i → G¯fr(i). Let
Fr∗i : D
b
c(G¯fr(i); Q¯ℓ)→ D
b
c(G¯i; Q¯ℓ) be the derived functor.
Lemma 4.1. Let i, j and k be facets of I(G,Knr1 ) with i ≤ j ≤ k. Then there is an
isomorphism of functors
res fri≤j : res i≤j Fr
∗
i → Fr
∗
j res fr(i)≤fr(j)
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such that
res j≤k res i≤jFr
∗
i
res i≤j≤kFr
∗
i //
res j≤k res
fr
i≤j

res i≤kFr
∗
i
res fr
i≤k

res j≤kFr
∗
j res fr(i)≤fr(j)
res fr
j≤k
res fr(i)≤fr(j)

Fr∗k res fr(j)≤fr(k) res fr(i)≤fr(j)
Fr∗k res fr(i)≤fr(j)≤fr(k)
// Fr∗k res fr(i)≤fr(k)
commutes.
Proof. The proof of Lemma 4.1 follows the lines of the proofs of Lemmas 1.6 and 1.7. In
particular, the isomorphism res fri≤j is defined by the base-change homomorphism and the
natural isomorphisms resulting from the construction of the derived functors Fr∗i , s
∗
i≤j and
ri≤j !. The proof of the lemma then follows from [SGA4, Expose´ XVII, §5.2]. 
Proposition 4.2. There is a unique canonical functor fr∗ : D¯G→ D¯G such that (fr∗A)i =
Fr∗i Afr(i) for each object A of C¯G and for each facet i of I(G,K).
Proof. The promised functor is given as follows. For A ∈ objD¯G and φ ∈ morD¯G, and for
any facet i and j of I(G,Knr1 ) such that i ≤ j, define
(fr∗A)i := Fr
∗
i Afr(i),
define
(fr∗A)i≤j := Fr
∗
j Afr(i)≤fr(j) ◦ res
fr
i≤jAfr(i)
and define
(fr∗φ)i := Fr
∗
i φfr(i).
To show that fr∗A is an object of D¯G when A is an object of D¯G, we must turn again
to Definition 1.11(obj). From the definition of res fri≤j in the proof of Lemma 4.1 (and the
fact that res i≤j = id) it is clear that res
fr
i≤iAfr(i) = idFr(i)∗Afr(i) . Thus,
(fr∗A)i≤i = Fr
∗
i Afr(i)≤fr(i) ◦ res
fr
i≤iFr
∗
iAfr(i)
= Fr∗i idAfr(i) ◦ idFr∗iAfr(i)
= idFr∗iAfr(i) ◦ idFr∗iAfr(i)
= id(fr∗A)i .
Having shown that fr∗A satisfies the first condition set out in Definition 1.11(obj), we now
turn to the second part of Definition 1.11(obj). Suppose i, j and k are facets of I(G,K)
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with i ≤ j ≤ k. We must now show that the following diagramme commutes.
(4.3) res j≤k res i≤j(fr
∗A)i
res i≤j≤k(fr
∗A)i≤j

res j≤k(fr
∗A)i≤j // res j≤k(fr
∗A)j
(fr∗A)j≤k

res i≤k(fr
∗A)i
(fr∗A)i≤k
// (fr∗A)k
To that end, consider the diagramme below, in which the outer square is Diagramme 4.3.
(To save space we have written res
fr(i)
fr(j) for res fr(i)≤fr(j) and A
fr(i)
fr(j) for Afr(i)≤fr(j), etc...)
res jk res
i
jFr
∗
iAfr(i)

//
4. ))SSS
SSS
SSS
SSS
SS
res jkfr
∗
jAfr(j)

2.
wwnnn
nn
nn
nn
nn
n
Fr∗k res
fr(j)
fr(k) res
fr(i)
fr(j)Afr(i)
//

Fr∗k res
fr(j)
fr(k)Afr(j)

Fr∗k res
fr(i)
fr(k)Afr(i)
// Fr∗kAfr(k)
res ikFr
∗
iAfr(i)
3.
55kkkkkkkkkkkkkkk
// Fr∗kAfr(k)
1.
ggPPPPPPPPPPPPP
To show that fr∗A satisfies the second condition appearing in Definition 1.11(obj) we must
show that the outer square commutes in Diagramme 4.3. The inner square is the result
of applying the functor Fr∗k to the commuting square appearing in Definition 1.11(obj)
applied to Afr(i), and is therefore commutative. The arrow marked 1. is the identity.
The arrow marked 2. is res frj≤kAfr(j), so the right-hand square commutes by virtue of
the definition of (fr∗A)j≤k; likewise, the arrow marked 3. is res
fr
i≤kAfr(i), so the bot-
tom square commutes by virtue of the definition of (fr∗A)j≤k. The arrow marked 4. is
res frj≤k res fr(i)≤fr(j)Afr(i) ◦ res j≤k res
fr
i≤jAfr(i) and the top and left-hand squares commute
by Lemma 4.4. This concludes the demonstration that fr∗A is an object in D¯G.
Suppose φ : A→ B is a morphism in D¯G. In order to show that fr∗φ is a morphism in
D¯G we must show that the following diagramme commutes.
(4.4) res i≤j(fr
∗A)i
res i≤j(fr
∗φ)i //
(fr∗A)i≤j

res i≤j(fr
∗B)i
(fr∗B)i≤j

(fr∗ A)j
(fr∗φ)j
// (fr∗B)j
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Consider the following diagramme, in which the outer square is Diagramme 4.4. (To save
space we have written res
fr(i)
fr(j) for res fr(i)≤fr(j) and A
fr(i)
fr(j) for Afr(i)≤fr(j), etc... , as above.)
res i≤jFr
∗
iAfr(i) //

3.
))SSS
SSS
SSS
SSS
SS
res i≤jFr
∗
iBfr(i)

4.uukkkk
kkk
kkk
kkk
k
Fr∗j res fr(i)≤fr(j)Afr(i)
0. //
2.uukkkk
kkk
kk
kkk
kk
Fr∗j res fr(i)≤fr(j)Bfr(i)
1.
))SSS
SSS
SS
SSS
SSS
Fr∗jAfr(j) // Fr
∗
jBfr(j)
The arrow marked 0. is Fr∗j res fr(i)≤fr(j)φfr(i), the arrow marked 1. is Fr
∗
jBfr(i)≤fr(j) and
the arrow marked 2. is Fr∗jAfr(i)≤fr(j); thus, the bottom square is the result of applying the
functor Fr∗j to the relevant form of the commuting square appearing in Definition 1.11(mor),
and therefore commutes since φ is a morphism in D¯G. The arrow marked 3. is res fri≤jAfr(i)
and the arrow marked 3. is res fri≤jBfr(i), so the upper square commutes because res
fr
i≤j
is a natural transformation. The left-hand triangle commutes by virtue of the definition
of (fr∗A)i≤j and likewise the right-hand triangle commutes by virtue of the definition of
(fr∗B)i≤j. Therefore, the outer square commutes. This concludes the demonstration that
fr∗φ is a morphism in D¯G. 
Definition 4.3. An object A of the category D¯G is frobenius-stable if there is an isomor-
phism α : fr∗A→ A in category D¯G.
Lemma 4.4. Let i and j be facets of I(G,Knr1 ) with i ≤ j. Let g be an element of G(K
nr
1 ).
Then
ind i≤j Fr
∗
j
∼= Fr∗i ind fr(i)≤fr(j),
and
m¯(g)∗i Fr
∗
gi
∼= Fr∗i m¯(fr(g))
∗
fr(i).
4.2. Parabolic restriction and frobenius.
Definition 4.5. Let LK1 ⊆ GK1 be a subgroup. Here, LK1 , GK1 and the inclusion are all
over K1. We say that LK1 ⊆ GK1 is an unramified twisted-Levi subgroup if there is a finite
extension K1
′ : K1 contained in K
nr
1 such that LK1′ ⊆ GK1′ is a Levi subgroup. Note that
this implies that there is a parabolic subgroup P defined over K1
′ such that LK1′ is the
maximal reductive quotient of PK1′ .
Note that an unramified twisted-Levi subgroup is not, in general, a Levi subgroup;
rather, an unramified twisted-Levi subgroup is a form of a Levi subgroup.
Proposition 4.6. Let P be a parabolic subgroup of G with Levi component L. Suppose
L is defined over K1 and LK1 ⊆ GK1 is an unramified twisted-Levi subgroup. Let A be an
object of D¯G. If A is frobenius-stable then resGPA is also frobenius-stable.
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Proof. Let α : fr∗A→ A be an isomorphism in category D¯G. Recall the definition of resGPφ
(see Proposition 2.1). Lemma 4.4 shows that resGPα is an isomorphism and therefore that
resGPA is frobenius-stable. 
4.3. Cuspidal coefficient systems revisited. In this section we briefly revisit Sec-
tion 2.3 and adapt Definition 2.8 and Theorem 2.11 to the present context.
Let i0 be a vertex of I(G,K1) and let F be a cuspidal character sheaf for G¯i0 equipped
with an isomorphism ϕ : Fr∗i0F → F in D
b
c(G¯i0 ; Q¯ℓ). Then there is an object B and
isomorphism β : fr∗GB → B in C¯G such that Bi0 = F , βi0 = ϕ. The proof follows the lines
of the proof of Proposition 2.9. For any vertex i of I(G,K1), cuspidal character sheaf F
on G¯i and isomorphism ϕ : Fr
∗
iF → F , we will write cind
G
G¯i
F and cindGG¯iϕ for the object
and morphism in C¯G promised above. Suppose C is a cuspidal coefficient system for G
and frobenius-stable. Then there is a vertex i0 of I(G,K1) and a frobenius-stable cuspidal
character sheaf F for G¯i0 such that C
∼= cindGG¯i0
F . The proof follows the lines of the proof
of Theorem 2.11.
4.4. Parabolic induction and frobenius.
Proposition 4.7. Let P be a parabolic subgroup of G with Levi component L. Suppose
L is defined over K1 and LK1 ⊆ GK1 is an unramified-twisted Levi subgroup. If B is a
cuspidal coefficient system for L then
(4.5) indGP fr
∗
LB
∼= fr∗G ind
G
PB.
Proof. Let i be a facet of I(G,Knr1 ) and consider ( ind
G
P fr
∗
LB)i. Using Proposition 3.5 and
Proposition 4.2 we have
( indGP fr
∗
LB)i =
∑
g∈di(G,P,Knr1 )
m¯(g−1)∗ ind
G¯ig
P¯
i
g
P
(fr∗LB)ig
P
=
∑
g∈di(G,P,Knr1 )
m¯(g−1)∗ ind
G¯ig
P¯
i
g
P
(fr∗LB)fr(ig
P
)
=
∑
g∈di(G,P,Knr1 )
m¯(g−1)∗ ind
G¯ig
P¯
i
g
P
Fr∗ig
P
B
fr(i)
fr(g)
P
,
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since L is defined over K1. Now,using Lemma 4.4 we have
∑
g∈di(G,P,Knr1 )
m¯(g−1)∗ ind
G¯ig
P¯
i
g
P
Fr∗ig
P
B
fr(i)
fr(g)
P
=
∑
g∈di(G,P,Knr1 )
m¯(g−1)∗ Fr∗ig
P
ind
G¯fr(ig)
P¯
fr(i)
fr(g)
P
B
fr(i)
fr(g)
P
=
∑
g∈di(G,P,Knr1 )
Fr∗i m¯(fr(g)
−1)∗ ind
G¯fr(ig)
P¯
fr(i)
fr(g)
P
B
fr(i)
fr(g)
P
= Fr∗i
∑
g∈di(G,P,Knr1 )
m¯(fr(g)−1)∗ ind
G¯fr(ig)
P¯
fr(i)
fr(g)
P
B
fr(i)
fr(g)
P
.
If Pig ⊂ Gig is projective then Pfr(i)fr(g) ⊂ Gfr(i)fr(g) is projective, since L is a K1-scheme, so
fr(g) represents an element of Dfr(i)(G,P,K
nr
1 ) (see Definition 3.1). Accordingly, there
is some h ∈ Gfr(i)(oKnr1 ) and l ∈ L(K
nr
1 ) such that fr(g) = hg
′l, for a unique g′ ∈
dfr(i)(G,P,K
nr
1 ) (see Definition 3.1 again). Thus,
Fr∗i
∑
g∈di(G,P,Knr1 )
m¯(fr(g)−1)∗ ind
G¯fr(ig)
P¯
fr(i)
fr(g)
P
B
fr(i)
fr(g)
P
= Fr∗i
∑
g′∈dfr(i)(G,P,K
nr
1 )
m¯((hg′l)−1)∗ ind
G¯fr(i)hg′l
P¯
fr(i)
hg′l
P
B
fr(i)hg
′l
P
= Fr∗i
∑
g′∈dfr(i)(G,P,K
nr
1 )
m¯(h−1)∗m¯(g′−1)∗m¯(l−1)∗ ind
G¯fr(i)xl
P¯
fr(i)
g′
P
l
B
fr(i)g
′
P
l
= Fr∗i
∑
g′∈dfr(i)(G,P,K
nr
1 )
m¯(h−1)∗m¯(g′−1)∗ ind
G¯fr(i)g′
P¯
fr(i)
g′
P
m¯(l−1)∗ B
fr(i)g
′
P
l
= Fr∗i
∑
g′∈dfr(i)(G,P,K
nr
1 )
m¯(h−1)∗m¯(g′−1)∗ ind
G¯fr(i)g′
P¯
fr(i)
g′
P
lB
fr(i)g
′
P
.
Since B is weakly-equivariant (cf. Definition 2.6) we have
Fr∗i
∑
g′∈dfr(i)(G,P,K
nr
1 )
m¯(h−1)∗m¯(g′−1)∗ ind
G¯fr(i)g′
L¯
fr(i)
g′
P
lB
fr(i)g
′
P
∼= Fr∗i
∑
g′∈dfr(i)(G,P,K
nr
1 )
m¯(h−1)∗m¯(g′−1)∗ ind
G¯fr(i)g′
P¯
fr(i)
g′
P
B
fr(i)g
′
P
.
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Since B is cuspidal (cf. Definition 2.8) we have
Fr∗i
∑
g′∈dfr(i)(G,P,K
nr
1 )
m¯(h−1)∗m¯(g′−1)∗ ind
G¯fr(i)g′
P¯
fr(i)
g′
P
B
fr(i)g
′
P
∼= Fr∗i
∑
g′∈dfr(i)(G,P,K
nr
1 )
m¯(g′−1)∗ ind
G¯g
′
fr(i)
P¯
fr(i)
g′
P
B
fr(i)g
′
P
= Fr∗i ( ind
G
PB)fr(i)
= (fr∗ indGPB)i.
The isomorphism of Proposition 4.7 is now found by arguments similar to those employed
in the proof of Proposition 3.5. 
Corollary 4.8. Let P be a parabolic subgroup of G with Levi component L. Suppose L
is defined over K1 and LK1 ⊆ GK1 is an unramified twisted-Levi subgroup. Let B be an
weakly-equivariant object equipped with an isomorphism β : fr∗LB → B in C¯L. Then ind
G
Lβ
defines an isomorphism fr∗G ind
G
PB → ind
G
PB in C¯G.
Proof. Let A = indGPB and let α = ind
G
Pβ. Since β : fr
∗
LB → B is an isomorphism in C¯L,
and since parabolic induction is a functor, it follows that α is an isomorphism. However,
the domain of α is indGP fr
∗
LB, rather than fr
∗
G ind
G
PB. Corollary 4.8 now follows directly
from Proposition 4.7. 
5. Supercuspidal depth-zero representations
Let the field extensions Knr1 : K1 and F¯q : Fq be as in Section 4; likewise, let GK1 be a
connected unramified linear algebraic group over K1 and let G denoted the group scheme
over Knr1 obtained by extension of scalars, as in Section 4.
Suppose now that i is fixed by the Galois action on the building. Using the principle of
e´tale descent we see that there is a smooth group scheme Gi/oK1 over oK1 such that: Gi/oK1
is an integral model of GK1 equipped with a oK1-rational structure, compatible with the
isomorphism of generic fibres, and such that Gi/oK1 (oK1) = G(K1)i (cf. [Lan96, 10.10]).
The special fibre G˜i/Fq of Gi/oK1 is a linear algebraic group and it defines a Fq-rational
structure for G˜i. Moreover, there is a maximal reductive quotient νi/Fq : G˜i/Fq → G¯i/Fq
(cf. Section 1.2) and it defines a Fq-rational structure for G¯i. Let ρi/K1 : Gi(oK1)→ G¯i(Fq)
be the canonical quotient (cf. Section 1.2).
5.1. Characteristic functions. Let A be a frobenius-stable coefficient system for G and
let α : fr∗GA → A be an isomorphism in C¯G. For each facet i of I(G,K
nr
1 ), α defines an
isomorphism αi : fr
∗
iAfr(i) → Ai in category D
b
c(G¯i; Q¯ℓ). If i is actually a facet of I(G,K1)
(so fr(i) = i) then Ai ∈ D
b
c(G¯i; Q¯ℓ) is frobenius-stable in the usual sense; in that case,
let χAi,αi : G¯i(Fq) → Q¯ℓ be the characteristic function associated to the pair (Ai, αi) (cf.
[Lus85, 8.4], for example).
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Proposition 5.1. Let A be a weakly-equivariant coefficient system for G and let α : fr∗A→
A be an isomorphism in C¯G. If i is a facet of I(G,K1) then
(5.1) ∀x ∈ Gi(oK1), χAgi,αgi(ρgi(gxg
−1)) = χAi,αi(ρi(x)),
for all g ∈ G(K1).
Let LK1 ⊆ GK1 be a twisted-Levi subgroup; so L := LK1 ×Spec(K1) Spec (K
nr
1 ) is a Levi
subgroup of G := GK1 ×Spec(K1) Spec (K
nr
1 ). Let P be a parabolic subgroup of G with
Levi component L. Let B be a frobenius-stable weakly-equivariant coefficient system for
L equipped with β : fr∗B → B and let A = indGPB equipped with α : fr
∗A → A as in
Corollary 4.8. For any facet i of I(G,Knr1 ) and g ∈ di(G,P,K
nr
1 ) let Ai(g) denote the
summand of Ai in D
b
c(G¯i; Q¯ℓ) given by
(5.2) Ai(g) := m¯(g
−1)∗i ind
G¯ig
L¯
i
g
L
Big
L
.
We will need the following result concerning characteristic functions of induced objects
in the proof of Theorem 5.4.
Proposition 5.2. With notation as above, suppose i is a facet of I(G,K1) and let di(G,L,K1)
denote the set of g ∈ di(G,P,K
nr
1 ) (cf. Definition 3.1) such that Gig is defined over oK1 .
Then
(5.3) ∀x ∈ G¯i(Fq), χAi,αi(x) =
∑
g∈di(G,P,K1)
χAi(g),αi(g)(x),
where the right-hand side is trivial if di(G,L,K1) is empty.
Proof. If g is an element of di(G,P,K1) then Ai(g) is itself frobenius-stable; more precisely,
the restriction of αi to Fr
∗
iAi(g), which we denote αi(g), is an isomorphism onto Ai(g). It
follows that
(5.4)
∑
g∈di(G,P,K1)
Ai(g)
is a frobenius-stable summand of Ai. For any g ∈ di(G,P,K
nr
1 ) we have fr(g) = hg
′l for a
unique g′ ∈ di(G,L,K
nr
1 ) with h ∈ Gi(oKnr1 ) and l ∈ L(K
nr
1 ) (cf. proof of Proposition 4.7).
Suppose g ∈ di(G,P,K
nr
1 ) and g 6∈ di(G,P,K1). Then G¯ig(Fq) = ∅. There are two
cases to consider: either g′ = g or g′ 6= g. In the first case, Ai(g) is a frobenius-stable
summand of Ai with χAi(g),αi(g) = 0, with αi(g) as above; it follows that the sum of such
Ai(g) is a frobenius-stable summand of Ai with trivial characteristic function. The sum
of the objects Ai(g) with g in the second case is also a frobenius-stable summand of Ai
with trivial characteristic function. However, in this case the summands Ai(g) are not
themselves frobenius-stable. In summary, we have
(5.5) ∀x ∈ G¯i(Fq), χAi,αi(x) =
∑
g∈di(G,P,K1)
χAi(g),αi(g)(x),
where the right-hand side is trivial if di(G,P,K1) is empty, as desired. 
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5.2. Models for representations. Let π : G(K1) → EndQ¯ℓ(V ) be an admissible rep-
resentation. For each facet i of the building I(G,K1), let Vi denote the Q¯ℓ-vector space
consisting of all v ∈ V for which π(h)v = v for each h ∈ Gi(oKnr1 ) such that ρi/K1(h) = 1.
We let
(5.6) πi : Gi(oK1)→ EndQ¯ℓ(Vi),
denote the compact restriction of π at i; that is to say, we let πi denote the representation
of the group Gi(oK1) on Vi defined by πi(h)v = π(h)v for h ∈ Gi(oK1) and v ∈ Vi. We
note that, for each x ∈ i, the group G(K1)i equals G(K1)x,0, where the latter is defined
in [MP96]. Moreover, the group of all h ∈ Gi(K1) such that ρi/K1(h) = 1 is exactly the
group G(K1)x,0+ , for x ∈ i (cf. [MP96] also). By [Vig97, Propn 1.1], G(K1)x,0+ equals
U
(0)
x , where the latter is defined in [SS97]. Thus the set of Q¯ℓ-vector spaces
(5.7) γ0(V ) = {Vi | i facet of I(G,K1)} ,
equipped with inclusions Vj →֒ Vi for i ≤ j, forms a G(K1)-equivariant coefficient system
of Q¯ℓ-vector spaces, in the sense of [SS97].
Now suppose π is a depth-zero supercuspidal representation. Then, for each facet i of
I(G,K1), the compact restriction πi factors through ρi/K1 to a representation
(5.8) π¯i : G¯i(Fq)→ EndQ¯ℓ(Vi);
that is, π¯i = πi ◦ ρi/K1 . If π is non-trivial, then, by the definition of depth-zero representa-
tions, the coefficient system γ0(V ) is non-trivial; in fact there is some vertex i0 of I(G,K1)
such that Vi0 6= 0.
Definition 5.3. Let K¯G denote the subgroup of the Grothendieck group for D¯G generated
by admissible coefficient systems for G (cf. Definition 3.7). Let π : G(K1) → AutQ¯ℓ(V )
be a depth-zero admissible representation. A model for π is an element
∑
n an[A
n] of
K¯G ⊗Z Q¯ℓ where each A
n is equipped with an isomorphism αn : fr∗An → An (so An is
frobenius-stable) such that
(5.9) ∀x ∈ G¯i(Fq),
∑
n
anχAni ,αni i(x) = trace π¯i(x),
for each facet i of I(G,K1).
Theorem 5.4. Supercuspidal depth-zero representations admit models; that is, for each
supercuspidal depth-zero representation π of G(K1) there is a some
∑
n an[A
n] ∈ K¯G⊗Z Q¯ℓ
and isomorphisms αn : fr∗An → An such that
(5.10) ∀x ∈ G¯i(Fq),
∑
n
anχAni ,αni (x) = trace π¯i(x),
for each facet i of I(G,K1).
Proof. Let π : G(K1) → AutQ¯ℓ(V ) be an irreducible supercuspidal representation. Since
π has depth-zero, there is a vertex i0 of I(G,K1) such that (Gi0(oK1), πi0) is a type of π.
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Moreover, since π is irreducible, we have πi = 0 unless i is contained in the G(K1)-orbit of
i0 in I(G,K1). By [Lus85, 25.1] and [Lus85, (10.4.5)], we may write
(5.11) trace π¯i0 =
∑
n
an χ
ind
G¯i0
Mn
Fn, ind
G¯i0
Mn
ϕn
,
where the sum is taken over cuspidal pairs (Mn, Fn) for G¯i0 (as defined in [Lus84, 2.4])
such that Mn is defined over Fq and where Fn is equipped with a fixed isomorphism
ϕn : Fr
∗
MnFn → Fn. Since π¯i0 is cuspidal, the scalars an are zero except when Mn is
anisotropic over Fq (cf. [Lus85, (15.2.1)]). We define En = ind
G¯i0
Mn
Fn and εn = ind
G¯i0
Mn
ϕn.
Let T n be a maximal Knr1 -split torus in G, defined over K1, such that the associated
apartment contains i0, and such that the image of T
n(Knr1 ) ∩Gi0(oK1) in Mn is the group
of Fq-rational points of an elliptic torus ofMn (the existence of T
n is guaranteed by [BT84,
end of the proof of prop. 5.1.10]). The torus T n is elliptic. Thus, the centralizer Ln of
T n in G is an elliptic Levi subgroup defined over K1 such that the image of I(L
n,K1)
under I(Ln,Knr1 ) → I(G,K
nr
1 ) is {i0}, and L¯
n
i0
= Mn. Now L
n
K1
is an elliptic unramified
twisted-Levi subgroup of GK1 . Let P
n be a parabolic subgroup of G with Levi component
Ln = LnK1 ×Spec(K1) Spec (K
nr
1 ).
Using Section 4.3, set
(5.12) Bn = cindL
n
L¯ni0
Fn and β
n = cindL
n
L¯ni0
ϕn.
Then
(5.13) Bni0 = Fn and β
n
i0 = ϕn.
Define
(5.14) An = indGPB
n.
Let
(5.15) αn : fr∗An → An
be the isomorphism given by Corollary 4.8. In order to prove Theorem 5.4 we now show
that
(5.16) ∀x ∈ G¯i(Fq),
∑
n
anχAni ,αni (x) = trace π¯i(x),
for each facet i of I(G,K1).
Consider the case i = i0. Notice that since i0 is contained in the image of the map
from I(Ln,Knr1 ) to I(G,K
nr
1 ), it follows that the schematic closure of L
n in Gi0 is L
n
i0
. If
g ∈ di0(G,P
n,K1) then Gi0g is defined over K1, so the schematic closure of L
n in Gi0g
is a parahoric subgroup of Ln defined over K1. Since L
n
K1
is elliptic there is exactly one
such parahoric subgroup, namely Lni0 , and di0(G,P
n,K1) is a singleton. Thus, g and 1
represent the same double coset in Di0(G,L
n,Knr1 ) (cf. Definition 3.1), so g = hl for some
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h ∈ Gi(oKnr1 ) and l ∈ L
n(Knr1 ). Using Lemma 4.4 we have
Ani0g = m¯(g
−1)∗i0 ind
G¯i0g
(P¯n)
(i0)
g
Pn
B(i0)gPn
= m¯((hl)−1)∗i0 ind
G¯i0hl
(P¯n)
(i0)
(hl)
Pn
B(i0)hlPn
= m¯(h−1)∗m¯(l−1)∗i0 ind
G¯i0l
(P¯n)li0
Bi0l
= m¯(h−1)∗ ind
G¯i0
P¯ni0
m¯(l−1)∗i0 Bi0l
= m¯(h−1)∗ ind
G¯i0
P¯ni0
lBi0 .
Moreover, since B is a weakly-equivariant object of C¯Ln and h ∈ Gi0(oKnr1 ) we have canon-
ical isomorphisms
m¯(h−1)∗ ind
G¯i0
P¯ni0
lBi0
∼= m¯(h)∗i0 ind
G¯i0
P¯ni0
Bni0
∼= ind
G¯i0
P¯ni0
Bni0 .
Finally, since
(5.17) P¯ni0 = L¯
n
i0 =Mn,
we have
ind
G¯i0
L¯ni0
Bni0 = ind
G¯i0
Mn
Fn = En,
by Equation 5.13. Since the isomorphisms just used are exactly those appearing in the
definition of αni0 (cf. Corollary 4.8), together with Proposition 5.2 we have
(5.18) ∀x ∈ G¯i0(Fq), χAni0 ,α
n
i0
(x) = χEn,εn(x).
By Equation 5.11 we now have
(5.19) ∀x ∈ G¯i0(Fq),
∑
n
anχAni0 ,α
n
i0
(x) = trace π¯i0(x).
This verifies Equation 5.16 in this case. Proposition 5.1 extends Equation 5.19, mut.mut.,
to all i in the G(K1)-orbit of i0.
If i is a facet of I(G,K1) which does not lie in the G(K1)-orbit of i0 then di(G,P
n,K1)
is empty, again since LnK1 is an elliptic twisted-Levi subgroup of GK1 , so Proposition 5.2
gives
(5.20) ∀x ∈ G¯i(Fq), χAni ,αni (x) = 0.
Gathering Equations 5.11, 5.19 and 5.20 gives Equation 5.16 in this case also.
Finally, consider the Q¯ℓ-vector space formed by taking the tensor product of the sub-
group K0(G¯i0) of the Grothendieck group of perverse sheaves on G¯i0 generated by character
sheaves of G¯i0 with Q¯ℓ (cf. [Lus85, 14.10]). Then
∑
n an[En] (summation as in Equa-
tion 5.11) is an element of K0(G¯i0) ⊗Z Q¯ℓ. Now, Equation 5.16 shows that
∑
n an[A
n],
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equipped with the isomorphisms αn, is a model for π, which completes the proof of Theo-
rem 5.4. 
5.3. Distributions associated to admissible coefficient systems.
Definition 5.5. Let G(K1)er denote the set of elliptic regular elements of G(K1). Let A
be an admissible coefficient system for G which is frobenius-stable with respect to α and
weakly-equivariant. Let χA,α : G(K1)er → Q¯ℓ be the function defined by
(5.21) χA,α(g) :=
∑
{i∈I(G,K1) | g∈Gi(oK1)}
(−1)dim iχAi,αi(ρi(g)).
We will refer to χA,α as the character of A.
Theorem 5.6. Let π : G(K1) → AutQ¯ℓ(V ) be a depth-zero admissible representation and
let Θπ be the character of π in the sense of Harish-Chandra. Let A be a model for π. Then
(5.22) Θπ(g) = χA,α(g),
for all g ∈ G(K1)er.
Proof. Since π is a depth-zero representation, there is a vertex i0 of I(G,K1) such that the
G(K1)-algebra V is generated by Vi0 . Thus, V is an object in category Alg
0G(Knr1 ) (cf.
[SS97]). Now [SS97, III.4.10] and [SS97, III.4.16] extend to any quasi-split reductive linear
algebraic group (cf. [Cou03, Cor.3.33]) so
(5.23) Θπ(g) =
∑
i∈I(G,K1), g∈Gi(oK1 )
(−1)dim itrace (g, Vi).
For g ∈ Gi(oK1), the trace trace (g, Vi) is the character of π¯i. By Definition 5.3 we have
trace (g, Vi) = χAi,αi(ρi(g)), which concludes the demonstration. 
6. Examples
Let K1 and K
nr
1 be as in Section 5.
6.1. SL(2). Let GK1 = SL(2)K1 . We now describe all frobenius-stable cuspidal coefficient
systems for each unramified twisted-Levi subgroup of GK1 . Table 1 records models for
all irreducible depth-zero supercuspidal representations of SL(2,K1); in this section we
describe the terms used in Table 1.
Up to conjugation over K1, there are four unramified twisted-Levi subgroups of GK1 :
the split torus SK1 , two unramified elliptic tori TK1 and T
′
K1
, and the group GK1 itself.
• Consider the split torus
SK1 =
{(
s1 0
0 s2
) ∣∣∣ s1s2 = 1
}
.
Set S = SK1 ⊗ K
nr
1 . All frobenius-stable cuspidal coefficient systems for S take
the form cindSS¯(0)
Lθ[1], where Lθ indicates a Kummer system on S¯(0) = GL(1)F¯q
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Table 1. Models for depth-zero supercuspidal representations of SL(2,K1)
Representation Model
πθ −Bθ
π+ −
1
2Bsgn +
1
2 (C
+ − C−)
π− −
1
2Bsgn −
1
2 (C
+ − C−)
π′+ −
1
2B
′
sgn +
1
2 (D
+ −D−)
π′− −
1
2B
′
sgn −
1
2 (D
+ −D−)
π′θ −B
′
θ
equipped with an isomorphism Fr∗Lθ → Lθ such that the characteristic function of
Lθ equals the character θ of GL(1,Fq). Define
A(θ) := indGS cind
S
S¯(0)
Lθ[1].
Using Definition 2.8 and Proposition 3.5 we see that
A(θ)(0) = ind
G¯(0)
T¯(0)
Lθ[1]
A(θ)(01) = Lθ[1]⊕ m¯(s(1))
∗
(01′)Lθ[1]
A(θ)(1) = ind
G¯(1)
T¯(0)
Lθ[1]
Observe that G¯(01) = G¯(01′) = T¯(0). The object A(θ) is simple in C¯G unless θ
2 = 1;
thus, in that case, A(θ) is an admissible coefficient system.
• All frobenius-stable cuspidal coefficient systems for
TK1 =
{(
x y
εy x
) ∣∣∣ x2 − εy2 = 1} ,
where ε ∈ oK1 is a fixed quadratic residue and a unit in oK1 , take the form
cindTT¯(0)
Lθ[1], where θ is a character of the finite group T¯(0)(Fq). Define
B(θ) := indGT cind
T
T¯(0)
Lθ[1].
The object B(θ), equipped with an isomorphism β(θ) : fr∗B(θ) → B(θ) induced
from φθ : Fr
∗Lθ → Lθ, provides our first non-trivial example of the phenomenon
described in Proposition 5.2. From Definition 2.8 and the definition of parabolic
induction on objects (cf. Proposition 3.5) we have
B(θ)(0) = ind
G¯(0)
T¯(0)
Lθ[1]
B(θ)(01) = m¯(z
−1)∗(01)Lθ[1]⊕ m¯(z
−1w)∗(01)Lθ[1]
B(θ)(1) = m¯(z
−1)∗(1) ind
G¯(1)z
T¯(1)z
Lθ[1],
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where TK1 = S
z
K1
and where w is a representative for the non-trivial element in the
Weyl group for S. (Recall that S is split.) Here, z is an element of G(K1
′), where
K1
′ is a quadratic extension of K1, not an element of G(K1), which represents a
class in H1(SK1 ,Gal(K
nr
1 /K1)); in other words, we view TK1 as a twist of S and
represent that twist by conjugation by z−1. Now, from Proposition 4.2 and the
definition of parabolic induction on maps (cf. Proposition 3.5) we have
β(θ)(0) = ind
G¯(0)
T¯(0)
φθ[1]
β(θ)(01) = m¯(z
−1)∗(01)φθ[1]⊕ m¯(z
−1w)∗(01)φθ[1]
β(θ)(1) = m¯(z
−1)∗(1) ind
G¯(0)
T¯(0)
φθ[1].
Therefore
χB(θ)(0),β(θ)(0) = χ ind
G¯(0)
T¯(0)
Lθ[1], ind
G¯(0)
T¯(0)
φθ [1]
χB(θ)(01) ,β(θ)(01) = 0
χB(θ)(1),β(θ)(1) = 0.
• Likewise, all frobenius-stable cuspidal coefficient systems for
T ′K1 =
{(
x ̟−1y
ε̟y x
) ∣∣∣ x2 − εy2 = 1} ,
where ̟ ∈ oK1 is a fixed uniformizer for K1, take the form cind
T
T¯ ′
(1)
Lθ[1], where θ
is a character of the finite group T¯ ′(1)(Fq). Define
B(θ)′ := indGT ′cind
T ′
T¯ ′
(1)
Lθ[1].
The object B(θ)′, equipped with an isomorphism β(θ)′ : fr∗B(θ) → B(θ)′ induced
from φθ : Fr
∗Lθ → Lθ provides another example of the phenomenon described in
Proposition 5.2. From Definition 2.8 and the definition of parabolic induction on
objects (cf. Proposition 3.5) we have
B(θ)′(0) = m¯(v
−1)∗(0) ind
G¯(0)v
T¯ ′
(0)v
Lθ[1]
B(θ)′(01) = m¯(v
−1)∗(01)Lθ[1]⊕ m¯(v
−1w)∗(01)Lθ[1]
B(θ)′(1) = ind
G¯(1)
T¯ ′
(1)
Lθ[1],
where T ′K1 = S
v
K1
and where w is a representative for the non-trivial element in the
Weyl group for S as above. Note that v is an element of G(Knr1 2), not an element of
G(K1), which represents a class in H
1(SK1 ,Gal(K
nr
1 /K1)). As above, from Propo-
sition 4.2 and the definition of parabolic induction on maps (cf. Proposition 3.5) it
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follows that
β(θ)′(0) = m¯(v
−1)∗(0) ind
G¯(1)
T¯ ′
(1)
φθ[1]
β(θ)′(01) = m¯(v
−1)∗(01)φθ[1]⊕ m¯(v
−1w)∗(01)φθ[1]
β(θ)′(1) = ind
G¯(1)
T¯ ′
(1)
φθ[1].
Therefore,
χB(θ)′
(0)
,β(θ)′
(0)
= 0
χB(θ)′
(01)
,β(θ)′
(01)
= 0
χB(θ)′
(1)
,β(θ)′
(1)
= χ
ind
G¯(1)
T¯ ′
(1)
Lθ[1], ind
G¯(1)
T¯ ′
(1)
φθ[1]
.
• Finally, there are exactly four frobenius-stable cuspidal coefficient systems for
GK1 =
{(
a b
c d
) ∣∣∣ ad− bc = 1} ;
they are
C± := cindGG¯(0)
F±
D± := cindGG¯(1)
F±.
The following facts are simple consequences of Definition 2.8:
C±(0) = F±
C±(01) = 0
C±(1) = 0,
and
D±(0) = 0
D±(01) = 0
D±(1) = F±.
We now describe all depth-zero supercuspidal representations of SL(2,K1). Let πθ denote
the representation obtained by compact induction from the Deligne-Lusztig representation
−R
G¯(0)
T¯(0)
(θ) of G¯(0)(Fq), where θ is a character of T¯(0)(Fq) in general position; likewise, let
π′θ denote the representation obtained by compact induction from the Deligne-Lusztig rep-
resentation −R
G¯(1)
T¯ ′
(1)
(θ) of G¯(1)(Fq), where θ is a character of T¯(1)′(Fq) in general position.
Next, let χ±0 denote the two cuspidal representations appearing in the Lusztig series for
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R
SL(2)
SU(1)(sgn), where sgn is the sign character of SU(1,Fq); let π± denote the representa-
tion obtained by compact induction from χ±0 on G¯(0)(Fq) and likewise let π
′
± denote the
representation obtained by compact induction from χ±0 on G¯(1)(Fq).
Although −B(θ) is a model for the depth-zero supercuspidal representation πθ (see
Table 1) this example illustrates how not to find models for representations. Consider the
coefficient system V for πθ in the sense of [SS97]. Even though V(01) and V(1) are both
zero, it does not follow that B(θ)(01) and B(θ)(1) are zero. As one sees from the proof of
Theorem 5.4, to make a model for a representation it is necessary to identify a type for
that representation. Observe that (G(0)(oK1),−R
G¯(0)
T¯(0)
(θ)) is a type for πθ and that
(6.1) −traceR
G¯(0)
T¯(0)
(θ) = χ
ind
G¯(0)
T¯(0),Lθ[1],
ind
G¯(0)
T¯(0)
φθ [1]
.
We remark that {π+, π
′
+, π−, π
′
−} is an L-packet and that {π(θ), π
′(θ)} is also an L-packet
when θ is in general position.
6.2. Sp(4). Let GK1 = Sp(4)K1 . We now describe all frobenius-stable cuspidal coefficient
systems for each unramified twisted-Levi subgroup of GK1 , as in Example 6.1. Using [Sri68]
and [Sri94] we produce models for all supercuspidal depth-zero representations Sp(4,K1)
and present the results in Tables 2, 3 and 4, in which ζ ∈ Q¯ℓ is a primitive fourth root
of unity such that ζ2 equals the quadratic residue of −1 in Fq. We now explain the other
terms appearing in these tables.
To begin, we fix a representation of Sp(4). Let θ : GL(4) → GL(4) be the involution
defined by θ(g) = J−1 tg−1J , where
(6.2) J =


0 0 0 1
0 0 −1 0
0 1 0 0
−1 0 0 0

 ,
and let G = Sp(4) be the subvariety fixed by θ.
We now consider cuspidal unramified twisted-Levi subgroups of GK1 . Up to conjugacy,
the group GK1 contains thirteen cuspidal unramified twisted-Levi subgroups: nine inner
forms of the torus GL(1)K1 × GL(1)K1 ; six inner forms of the Levi subgroup GL(1)K1 ×
SL(2)K1 ; and GK1 itself. The Levi subgroup GL(2)K1 is not cuspidal since it does not admit
any cuspidal coefficient systems.
• We begin with tori in G. Consider the split torus
TK1 =




t1 0 0 0
0 t2 0 0
0 0 t3 0
0 0 0 t4


∣∣∣ t1t4 = 1
t2t3 = 1

 .
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Table 2. Models for representations induced from G(1)(oK1)
Representation Model
π0 A4(θ1, θ2)
π1
1
2A4(θ, sgn)
−12
(
B+2 (θ)−B
−
2 (θ)
)
π2
1
2A4(θ, sgn)
+12
(
B+2 (θ)−B
−
2 (θ)
)
π3
1
4A4(sgn, sgn)
−14
(
B+2 (sgn)−B
−
2 (sgn)
)
−14
(
B+1 (sgn)−B
−
1 (sgn)
)
+14 (D
++ −D+− −D−+ +D−−)
π4
1
4A4(sgn, sgn)
+14
(
B+2 (sgn)−B
−
2 (sgn)
)
−14
(
B+1 (sgn)−B
−
1 (sgn)
)
−14 (D
++ −D+− −D−+ +D−−)
π5
1
4A4(sgn, sgn)
+14
(
B+2 (sgn)−B
−
2 (sgn)
)
+14
(
B+1 (sgn)−B
−
1 (sgn)
)
+14 (C++ − C+− − C−+ + C−−)
Table 3. Models for representations induced from G(0)(oK1)
Representation Model
π6 A7(θ1, θ2)
π7 A3(θ1, θ2)
π8
1
2A3(θ, sgn)−
1
2ζ
(
B+1 (θ)−B
−
1 (θ)
)
π9
1
2A3(θ, sgn) +
1
2ζ
(
B+1 (θ)−B
−
1 (θ)
)
π10 −
1
4A7(1)−
1
4A3(1)− ζ
1
2C
Table 4. Models for representations induced from G(2)(oK1)
Representation Model
π′6 A8(θ1, θ2)
π′7 A5(θ1, θ2)
π′8
1
2A5(θ, sgn)−
1
2ζ
(
B+2 (θ)
′ −B−2 (θ)
′
)
π′9
1
2A5(θ, sgn) +
1
2ζ
(
B+2 (θ)
′ −B−2 (θ)
′
)
π′10 −
1
4A8(1)−
1
4A5(1) − ζ
1
2C
′
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Let T = TK1 ⊗K
nr
1 . Each frobenius-stable cuspidal coefficient system for TK1 takes
the form
C0(θ1, θ2) := cind
S
T¯(0)
Lθ1 ⊠ Lθ2 [2],
where θ1 and θ2 are characters of T¯(0)(Fq). Here, Lθ is the Frobenius-stable Kummer
local system equipped with an isomorphism Fr∗Lθ → Lθ such that the characteristic
function χLθ of L equals θ. Define
A0(θ1, θ2) := ind
G
TC0(θ1, θ2).
Thus, A0(θ1, θ2) is an object C¯G(K1). If θ1 and θ2 are in general position, then
A0(θ1, θ2) is simple in C¯G, in which case A0(θ1, θ2) is admissible (see Definition 3.7);
in other words, if θ1 and θ2 are in general position then A0(θ1, θ2) is an admissible
coefficient system.
• Next, consider torus
T 1K1 =




x 0 0 y
0 t2 0 0
0 0 t3 0
εy 0 0 x


∣∣∣ x2 − εy2 = 1
t2t3 = 1

 .
Clearly, T 1K1 splits over a quadratic unramified extension of K1. Let T
1 = T 1K1⊗K
nr
1 .
Each frobenius-stable cuspidal coefficient system for T 1K1 takes the form
C1(θ1, θ2) := cind
T 1
T¯ 1
(0)
Lθ1 ⊠ Lθ2 [2],
where θ1 is a character of SU(1,Fq) and θ2 is a character of GL(1,Fq). Define
A1(θ1, θ2) = ind
G
T 1C1(θ1, θ2).
If θ1 and θ2 are in general position then A1(θ1, θ2) is an admissible coefficient
system.
• Next, consider the torus
T 2K1 =




x 0 0 ̟−1y
0 t2 0 0
0 0 t3 0
̟εy 0 0 x


∣∣∣ x2 − εy2 = 1
t2t3 = 1

 .
This also splits over a quadratic unramified extension. Let T 2 = T 2K1 ⊗ K
nr
1 .
Frobenius-stable depth-zero cuspidal character sheaves for T 2K1 take the form
C2(θ1, θ2) := cind
T 2
T¯ 2
(1)
Lθ1 ⊠ Lθ2 [2],
where θ1 is a character of SU(1,Fq) and θ2 is a character of GL(1,Fq). Define
A2(θ1, θ2) = ind
G
T 2C2(θ1, θ2).
If θ1 and θ2 are in general position then A2(θ1, θ2) is an admissible coefficient
system.
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• Next, consider the elliptic torus
T 3K1 =




x1 0 0 y1
0 x2 y2 0
0 εy2 x2 0
εy1 0 0 x1


∣∣∣ x21 − εy21 = 1
x22 − εy
2
2 = 1

 .
Let T 3 = T 3K1⊗K
nr
1 . The building for T
3(Knr1 ) in G(K
nr
1 ) is {(0)} and the reductive
quotient is T¯ 3(0)
∼= SU(1) × SU(1). Accordingly, each frobenius-stable depth-zero
cuspidal character sheaf for T 3 takes the form
C3(θ1, θ2) := cind
T 3
T¯ 3
(0)
Lθ1 ⊠ Lθ2 [2],
where θ1 and θ2 are characters of SU(1,Fq). Define
A3(θ1, θ2) = ind
G
T 3C3(θ1, θ2).
If θ1 and θ2 are in general position then A3(θ1, θ2) is an admissible coefficient
system.
• Likewise, consider the elliptic torus
T 4K1 =




x1 0 0 ̟
−1y1
0 x2 y2 0
0 εy2 x2 0
̟εy1 0 0 x1


∣∣∣ x21 − εy21 = 1
x22 − εy
2
2 = 1

 .
The building for T 4(K1) in G(K1) is {(1)}. Each frobenius-stable depth-zero cus-
pidal character sheaf for T 4K1 takes the form
C4(θ1, θ2) := cind
T 4
T¯ 4
(1)
Lθ1 ⊠ Lθ2 [2],
where θ1 and θ2 are characters of SU(1,Fq). Define
A4(θ1, θ2) = ind
G
T 4C4(θ1, θ2).
If θ1 and θ2 are in general position then A4(θ1, θ2) is an admissible coefficient
system.
• We also have the elliptic torus
T 5K1 =




x1 0 0 ̟
−1y1
0 x2 ̟
−1y2 0
0 ̟εy2 x2 0
̟εy1 0 0 x1


∣∣∣ x21 − εy21 = 1
x22 − εy
2
2 = 1

 .
The building for T 5(K1) in G(K1) is {(2)} and T¯
5
(2)/Fq
∼= SU(1)Fq × SU(1)Fq . Ac-
cordingly, each frobenius-stable depth-zero cuspidal character sheaf for T 5K1 takes
the form
C5(θ1, θ2) := cind
T 5
T¯ 5
(2)
Lθ1 ⊠ Lθ2 [2],
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where θ1 and θ2 are characters of SU(1,Fq). Define
A5(θ1, θ2) = ind
G
T 5C5(θ1, θ2).
If θ1 and θ2 are in general position then A5(θ1, θ2) is an admissible coefficient
system.
• Next, consider the torus
T 6K1 =




x y 0 0
εy x 0 0
0 0 u v
0 0 εv u


∣∣∣ xu− εyv = 1
xv − yu = 0

 .
Frobenius-stable depth-zero cuspidal character sheaves for T 6 take the form
C6(θ) := cind
T 6
T¯ 6
(1)
Lθ[2],
where θ is a character of T¯ 6(0)(Fq). Define
A6(θ) = ind
G
T 6C6(θ).
If θ is in general position then A6(θ) is an admissible coefficient system.
• Next consider the unramified elliptic torus
T 7K1 =




x1 x2 x3 x4
εx4 x1 x2 x3
εx3 εx4 x1 x2
εx2 εx3 εx4 x1


∣∣∣ x21 − 2εx2x4 + εx23 = 1
x22 − 2εx1x3 + εx
2
4 = 0

 .
The image of I(T 7,Knr1 ) →֒ I(G,K
nr
1 ) is {(0)}. Frobenius-stable admissible coeffi-
cient systems for T 7K1 take the form
C7(θ) := cind
T 7
T¯ 7
(0)
Lθ[2],
where θ is a character of T¯ 7(0)(Fq). Define
A7(θ) = ind
G
T 7C7(θ).
If θ is in general position then A7(θ) is an admissible coefficient system.
• Finally, consider the unramified elliptic torus
T 8K1 =




x1 x2 x3̟
−1 x4̟
−1
εx4 x1 x2̟
−1 x3̟
−1
̟εx3 ̟εx4 x1 x2
̟εx2 ̟εx3 εx4 x1


∣∣∣ x21 − 2εx2x4 + εx23 = 1
x22 − 2εx1x3 + εx
2
4 = 0

 .
The image of I(T 8,Knr1 ) →֒ I(G,K
nr
1 ) is {(1)}. Frobenius-stable admissible coeffi-
cient systems for T 8K1 take the form
C8(θ) := cind
T 8
T¯ 8
(1)
Lθ[2],
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where θ is a character of T¯ 8(1)(Fq). Define
A8(θ) = ind
G
T 8C8(θ).
If θ is in general position then A8(θ) is an admissible coefficient system.
• Let
LK1 =




t1 0 0 0
0 a b 0
0 c d 0
0 0 0 t4


∣∣∣ t1t4 = 1
ad− bc = 1

 .
Up to conjugation, the building for L(Knr1 ) has two polyvertices; these may be
identified with (0) and (1) in I(G,K1). Now L¯(0) and L¯(1) are each isomorphic to
GL(1) × SL(2), and the Frobenius-stable cuspidal character sheaves on GL(1) ×
SL(2) take the form Lθ ⊠K±[1], where θ is a character of GL(1,Fq) and K± is a
cuspidal character sheaf on SL(2)F¯q . (See Example 6.1.) Frobenius-stable cuspidal
character sheaves for LK1 take the form
C±0 (θ) := cind
L
L¯(0)
Lθ ⊠K±[1]
C±0 (θ)
′ := cindLL¯(1)
Lθ ⊠K±[1],
where θ is a character of GL(1,Fq). Define
B±0 (θ) := ind
G
LC
±
0 (θ)
B±0 (θ)
′ := indGLC
±
0 (θ)
′.
If θ is in general position, then B±0 (θ) and B
±
0 (θ)
′ are admissible coefficient systems.
• Next, consider the inner form
L1K1 =




a 0 0 b
0 x y 0
0 εy x 0
c 0 0 d


∣∣∣ x2 − εy2 = 1
ad− bc = 1

 .
Observe that L1(K1) = SU(1,K1) × SL(2,K1). Up to L
1(K1) conjugation, the
building for L1(K1) contains two polyvertices, which may be identified with (0) and
(1) in I(G,K1). Now L¯
1
(0)/Fq
and L¯1(1)/Fq are each isomorphic to SU(1)Fq ×SL(2)Fq ,
so we define
C±1 (θ) := cind
L1
L¯1
(0)
Lθ ⊠ F±[1]
C±1 (θ)
′ := cindL
1
L¯1
(1)
Lα ⊠ F±[1],
where α is a character of SU(1,Fq)× SL(2,Fq). Define
B±1 (θ) := ind
G
L1C
±
1 (θ)
B±1 (θ)
′ := = indGL1C
±
1 (θ)
′.
If θ is in general position, then B±1 (θ) and B
±
1 (θ)
′ are admissible coefficient systems.
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• Likewise, consider the elliptic unramified-Levi subgroup
L2K1 =




x 0 0 y̟−1
0 a b 0
0 c d 0
εy̟ 0 0 x


∣∣∣ x2 − εy2 = 1
ad− bc = 1

 .
Up to L2(K1) conjugation, the building for L
2(K1) contains two polyvertices, which
may be identified with (1) and (2) in I(G,K1). Define
C±2 (θ) := cind
L2
L¯2
(1)
Lθ ⊠ F±[1]
C±2 (θ)
′ := cindL
2
L¯2
(2)
Lθ ⊠F±[1],
where θ is a character of L¯2(2)(Fq). Define
B±2 (θ) := ind
G
L2C
±
2 (θ)
B±2 (θ)
′ := = indGL2C
±
2 (θ)
′.
If θ is in general position, then B±2 (θ) and B
±
2 (θ)
′ are admissible coefficient systems.
• Finally, we turn to the most interesting cuspidal Levi subgroup of G, which is G
itself. A fundamental G(Knr1 )-domain for I(G,K
nr
1 ) has three polyvertices, which
we denote (0), (1) and (2), with G¯(0)/Fq = Sp(4)Fq , G¯(1)/Fq = SL(2)Fq × SL(2)Fq
and G¯(2)/Fq = Sp(4)Fq . There is exactly one cuspidal character sheaf F0 on Sp(4)
while SL(2)F¯q × SL(2)F¯q admits four cuspidal character sheaves, being F± ⊠ F±
in the notation from Example 6.1; of these, only F+ ⊠ F+ is a cuspidal unipotent
character sheaf. Thus, by Corollary 2.12, the elements of A¯(0)GK1 are
C0 := cindGG¯(0)
F0
D++ := cindGG¯(1)
F+ ⊠ F+
D+− := cindGG¯(1)
F+ ⊠ F−
D−+ := cindGG¯(1)
F− ⊠ F+
D−− := cindGG¯(1)
F− ⊠ F−
C2 := cindGG¯(2)
F0.
This completes the list of all frobenius-stable cuspidal coefficient systems for each cus-
pidal unramified twisted-Levi subgroup of GK1 . Every depth-zero character sheaf for GK1
is a simple summand of an object of C¯GK1 produced by parabolic induction from of the
cuspidal coefficient systems listed above.
Each irreducible depth-zero supercuspidal representation of G(K1) is equivalent to a
representation obtained by compact induction from an irreducible cuspidal representation
of G¯(0)(Fq) or G¯(1)(Fq) or G¯(2)(Fq), so we begin by listing all irreducible cuspidal repre-
sentations of these finite groups. Consider the finite group Sp(4,Fq). Using notation from
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[Sri68] and [Sri94], each irreducible cuspidal representation of Sp(4,Fq) the appears in one
of the following families:
• the Deligne-Lusztig representation χ1 = R
Sp(4)
T1
(θ) where θ is a character of T1(Fq)
in general position;
• the Deligne-Lusztig representation χ4 = R
Sp(4)
T4
(θ) where θ is a character of T4(Fq)
in general position;
• the irreducible constituent ξ′21 of the Deligne-Lusztig virtual representation R
Sp(4)
T4
(θ×
sgn) where θ is a character of SU(1,Fq) in general position and sgn is the sign char-
acter of SU(1,Fq);
• the other irreducible constituent ξ′22 of the Deligne-Lusztig virtual representation
R
Sp(4)
T4
(θ × sgn);
• the cuspidal unipotent representation θ10.
With these conventions, and notation from Example 6.1, every irreducible depth-zero su-
percuspidal representation of G(K1) is equivalent to one of the following:
π0 = cInd
G(K1)
G(1)(oK1 )
(χ0 × χ0)
π1 = cInd
G(K1)
G(1)(oK1 )
(χ0 × χ
+
0 )
π2 = cInd
G(K1)
G(1)(oK1 )
(χ0 × χ
−
0 )
π3 = cInd
G(K1)
G(1)(oK1 )
(χ+0 × χ
+
0 )
π4 = cInd
G(K1)
G(1)(oK1 )
(χ+0 × χ
−
0 )
π5 = cInd
G(K1)
G(1)(oK1 )
(χ−0 × χ
−
0 ).
and
(6.3)
π6 = cInd
G(K1)
G(0)(oK1)
(χ1) π
′
6 = cInd
G(K1)
G(2)(oK1 )
(χ1)
π7 = cInd
G(K1)
G(0)(oK1)
(χ4) π
′
7 = cInd
G(K1)
G(2)(oK1 )
(χ4)
π8 = cInd
G(K1)
G(0)(oK1 )
(ξ′22) π
′
8 = cInd
G(K1)
G(2)(oK1 )
(ξ′22)
π9 = cInd
G(K1)
G(0)(oK1 )
(ξ′21) π
′
9 = cInd
G(K1)
G(2)(oK1 )
(ξ′21)
π10 = cInd
G(K1)
G(0)(oK1)
(θ10) π
′
10 = cInd
G(K1)
G(2)(oK1)
(θ10)
6.3. GL(n). Let G = GL(n). By Definition 3.7, every irreducible admissible coefficient
system is a summand of indGLC, where L is a Levi subgroup of G and C is a cuspidal
coefficient system (cf. Definition 2.8). Therefore, the first step in describing irreducible
admissible coefficient systems for G is to enumerate all Levi subgroups and all cuspidal
coefficient systems on those Levi subgroups. (cf. Definition 2.13.) Every Levi subgroup
of G is G(Knr1 )-conjugate to L
m, where m = [m1,m2, . . . ,mt] is a partition of n and
Lm =
∏t
k=1GL(mk)Knr1 . By Corollary 2.12, every cuspidal coefficient system on L
m is
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isomorphic to cindL
m
L
m
i
F , where i is a vertex of the building I(Lm,Knr1 ) and F is a cuspidal
character sheaf for L¯
m
i . Since the building for L
m is regular and all vertices are Lm(Knr1 )-
conjugate, we have L¯
m
i =
∏t
k=1GL(mk)F¯q . Thus, cuspidal character sheaves on L¯
m
i are
all of the form ⊠tk=1 Fk, where Fk is a cuspidal character sheaf on GL(mk)F¯q (cf. [MS89,
Lemma 5.4.1] for example). Since GL(mk)F¯q admits cuspidal character sheaves if and only
if mk = 1, it follows that L
m admits cuspidal coefficient systems if and only if m = [1m],
whence Lm is a Knr1 -split torus. Let T be a K
nr
1 -split torus (there is exactly one in G, up
to G(Knr1 )-conjugacy). From the discussion above we see that every cuspidal coefficient
system for T takes the form
(6.4) cindTT(0)L1 ⊠ L2 ⊠ · · ·⊠ Ln[n],
where (0) is the vertex of I(T,Knr1 ) and Lk is a Kummer local system on GL(1)F¯q for each
k = 1, . . . , n. Thus,
(6.5) indGTC = ind
G
T cind
T
T(0)
L1 ⊠ L2 ⊠ · · ·⊠ Ln[n].
is an admissible coefficient system for G.
We now suppose G = GL(n)K1 ×Spec(K1) Spec (K
nr
1 ), so GK1 = GL(n)K1 . Let SK1 be the
K1-split torus in GK1 and let TK1 be an inner form of SK1 . (Following our conventions, we
have T = TK1 ×Spec(K1) Spec (K
nr
1 ).) Then
(6.6) T
n
K1
=
t∏
k=1
ResKnk/K1GL(1)Knk ,
where n = [n1, n2, . . . , nt] is a partition of n and Knk is an unramified extension of K1 is
degree nk. For each k = 1, . . . , t, let
T nkK1 = ResKnk/K1GL(1)Knk .
Then
T¯ nk(0)/Fq = Resknk/FqGL(1)knk .
Let θk be a character of T¯
nk
(0)(Fq) and let Lθk be the Kummer local system on T¯
nk
(0) equipped
with an isomorphism Fr∗Lθk → Lθk in D
b
c(T¯
nk
(0) ; Q¯ℓ) such that χLθk = θk. Every frobenius-
stable cuspidal coefficient system for T n takes the form
(6.7) C
n
θ := cind
Tn
T
n
(0)
t
⊠
k=1
Lθk [n],
with θ = ⊗tk=1 θk a character of T¯
n
(0)(Fq), and every frobenius-stable irreducible admissible
coefficient system for G is a summand of
(6.8) A
n
θ := ind
G
TnC
n
θ .
If each character θk appearing in θ is in general position, in the sense of [DL76], then A
n
θ
is irreducible, and therefore an irreducible admissible coefficient system itself.
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One case is particularly important to us. If n = [n] we denote T n (resp. C
n
θ , A
n
θ ) by T
n
(resp. Cnθ , A
n
θ ). In this case
(6.9) T nK1 = ResKn/K1GL(1)Kn
is elliptic and θ is a character of GL(1,Kn). When θ is in general position, Aθ is an irre-
ducible admissible coefficient system. This case is sufficient for a description of the models
of all supercuspidal depth-zero representations, as one sees from the proof of Theorem 5.4.
Let π be an irreducible supercuspidal depth-zero representation of G(K1). Then there
is a non-trivial character χ of ZG(K1) with conductor ZG(K1)0 such that π is equivalent
to
(6.10) πχ,θ := cInd
GL(n,K1)
ZG(K1)GL(n,oK1)
(χ⊗ σ),
where σ is a representation of GL(n, oK1) = G(0)(oK1) produced by inflation from a cuspidal
irreducible representation σ¯ of GL(n,Fq) = G¯(0)(Fq). Thus, there is a character θ of T¯
n
(0)(Fq)
in general position such that σ¯ is equivalent to (−1)n−1R
G¯(0)
T¯n
(0)
θ.
Using this notation, the models for depth-zero supercuspidal representations of GL(n,K1)
are presented in Table 5.
Table 5. Models for depth-zero supercuspidal representations of GL(n,K1)
Representation Model
πχ,θ (−1)
n−1 indGTncind
Tn
Tn
(0)
Lθ[n]
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