A new approach to short-term forecasting is described, based on Bayesian principles. The performance of conventional systems is often upset by the occurrence of changes in trend and slope, or transients. In this approach events of this nature are modelled explicitly, and successive data points are used to calculate the posterior probabilities of such events at each instant of time.
1. INTRODUCTION 1.1. General IN THIS paper we describe a new method of short-term forecasting based on the use of Bayesian principles in conjunction with a multi-state data-generating process. The various states correspond to the occurrence of transient errors and step changes in trend and slope.
As the basis of the method we use a powerful result due to Kalman. 8 This is a general result from which a large number of useful forecasting models can be derived as special cases. Since the work described here was primarily undertaken to study the implications of the multi-state approach, a very simple basic model was adopted corresponding in scope roughly with the growth models of Holt, 7 Brown, 3 and the Box-Jenkins 2 A.R.I.M.A. models (0,1,1) and (0,2,2).
The main advantages of the proposed method are as follows:
(i) The system can recognize, and respond appropriately to, transient errors and sudden changes of trend and slope. (ii) The system is truly adaptive in both trend and slope, i.e. its sensitivity increases when changes occur (i.e. when uncertainty increases) and has a good response to transients. (iii) The system produces not merely a single-figure forecast but a joint parameter distribution, thus expressing the inherent uncertainty of the estimates of trend and slope. The last point raises the question of the decision taken as a result of the forecast. Obviously a forecast as such is not a decision, only a number; but to anyone with experience of the type of decisions that in many practical situations follow directly from the current forecast (stock movements, production scheduling, calculation of safety stocks and economic order quantities, for example), the distinction may seem rather fine.
Operational Research Quarterly Vol. 22 No. 4 In this paper the authors give no more than superficial consideration to the decision aspects of the problem, not through lack of interest but because it is felt that this is a completely different problem quite independent of and distinct from the problem of determining the distributions (uncertainities) of the parameter values of the process at any given time.
Basic model
Let: de= current demand, fLe = current trend value, f3e = current slope value, se =current seasonal factor.
Then the "basic" model used throughout is a generating process defined by:
where: This type· of model, in which both trend and slope are subject to continual random perturbations, has often been found useful in demand forecasting and it has been shown by Harrison 6 that, given a generating process of this type with constant variances, and ignoring the seasonal effect se, the optimal leastsquares predictor is exactly equivalent to Holt's system:
the smoothing constants A 1 , A 2 being functions of the variance ratio; Vy/V., VsfV•.
The method of Brown, 3 based on exponentially weighted regression, leads to a solution which is a special case of the Holt system, and the Box-Jenkins A.R.I.M.A. (2,0,2) process is also equivalent to Holt's method. The widespread use of these methods at the present time for short-term forecasting affords evidence of the general usefulness of the basic model equation (1.2.1).
