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C∗-ALGEBRAS OF MINIMAL DYNAMICAL SYSTEMS OF THE PRODUCT
OF A CANTOR SET AND AN ODD DIMENSIONAL SPHERE
KAREN R. STRUNG
Abstract. Let β : Sn → Sn, for n = 2k + 1, k ≥ 1, be one of the known examples of a
nonuniquely ergodic minimal diffeomorphism of an odd dimensional sphere. For every such
minimal dynamical system (Sn, β) there is a Cantor minimal system (X,α) such that the
corresponding product system (X × Sn, α × β) is minimal and the resulting crossed product
C∗-algebra C(X×Sn)⋊α×βZ is tracially approximately an interval algebra (TAI). This entails
classification for such C∗-algebras. Moreover, the minimal Cantor system (X,α) is such that
each tracial state on C(X × Sn) ⋊α×β Z induces the same state on the K0-group and such
that the embedding of C(Sn) ⋊β Z into C(X × S
n) ⋊α×β Z preserves the tracial state space.
This implies C(Sn)⋊β Z is TAI after tensoring with the universal UHF algebra, which in turn
shows that the C∗-algebras of these examples of minimal diffeomorphisms of odd dimensional
spheres are classified by their tracial state spaces.
0. Introduction
The classification programme for C∗-algebras aims to classify simple separable unital nuclear
C∗-algebras by their Elliott invariants, an invariant which can be assigned to any unital C∗-
algebra consisting of K-theory, the tracial state space, and a map which pairs the tracial state
space with the K0-group. The programme was initiated by George Elliott with his classification
of the approximately finite-dimensional (AF) C∗-algebras. He later conjectured that all simple
unital nuclear C∗-algebras should be classified by these invariants, that is, that an isomorphism
of Elliott invariants should be liftable to a ∗-isomorphism of C∗-algebras.
It is now known that the conjecture does not hold in full generality: various counterexam-
ples have been constructed of nonisomorphic simple separable unital nuclear C∗-algebras which
nevertheless are indistinguishable at the level of their Elliott invariants. A short explanation of
the failure of the conjecture can be attributed to the construction of the Jiang–Su algebra Z by
Xinhui Jiang and Hongbing Su [14]. The Jiang–Su algebra is a simple separable unital nuclear
C∗-algebra with no nontrivial projections that is infinite-dimensional yet has the same Elliott
invariant as C. The conjecture then predicts that for any C∗-algebra A which falls within the
scope of the programme we should have that A is Z-stable, that is, A ∼= A⊗Z. Counterexamples
thus far produced all show failure of Z-stability.
The study of C∗-algebras has long been influenced by the subject of dynamical systems. The
case where (X,α) is a minimal dynamical system is of particular interest to the classification
programme for C∗-algebras, as the crossed product C(X)⋊α Z is an elegant example of a simple
nuclear C∗-algebra. In the case of a minimal homeomorphism of a Cantor set, one has the
striking classification result of Ian Putnam, Thierry Giordano and Christian Skau which shows an
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isomorphism of K-theory of the associated C∗-algebras implies the existence of a ∗-isomorphism
of the C∗-algebras themselves. Moreover, in this setting, isomorphisms of K-theory—hence also
∗-isomorphisms of C∗-algebras—imply topological strong orbit equivalence of the underlying
dynamical systems [12].
For spaces of higher dimension, classification becomes more complicated. While many of the
techniques used to tackle the examples coming from Cantor systems can be generalized to an
arbitrary infinite compact metrizable space X , the fact that X is no longer completely discon-
nected means that there are not necessarily many projections in the C∗-algebra. Nevertheless,
substantial progress has been made in this more general setting, for example [23, 7, 21, 22, 32].
A particularly wide-reaching result follows from the work of Andrew Toms and Wilhelm Winter
in [34, 33] (which uses a special case of a more general theorem found in [30]), where they give
classification for the class of C∗-algebras of minimal dynamical systems (X,α) of infinite finite-
dimensional metric spaces under the additional assumption that projections in the C∗-algebras
separate their tracial states.
The correspondence between tracial states on C(X) ⋊α Z and α-invariant Borel probability
measures on X means that the class covered by Toms and Winter’s classification includes those
C∗-algebras associated to uniquely ergodic minimal dynamical systems. However, notable exam-
ples of nonuniquely ergodic minimal dynamical systems have been constructed, and moreover,
the resulting C∗-algebras need not have projections separating tracial states. Perhaps the most
famous such examples come from minimal diffeomorphisms of n-spheres, with n ≥ 3 odd. In [9],
Albert Fathi and Michael Herman give an argument that proves the existence of uniquely ergodic
diffeomorphisms of Sn. Generalizing this result (based on the so-called “fast approximation-
conjugation” technique of Dmitri Anosov and Anatole Katok), Alistair Windsor shows that one
can construct a minimal diffeomorphism on Sn with any prescribed number (finite, countable or
continuum) of ergodic measures [35]. In all these cases, Alain Connes shows that the resulting
C∗-algebras have no nontrivial projections [3, Section 5]. Thus as soon as one has more than one
ergodic measure the associated C∗-algebras lie beyond current classification results.
Previous classification techniques for the C∗-algebras of minimal dynamical systems have used
a large C∗-subalgebra, originally introduced by Ian Putnam in [28], which, in a sense, breaks the
orbit of the homeomorphism at a single point in the underlying space. Let (X,α) be a minimal
dynamical system and u the canonical unitary implementing α in the C∗-algebra C(X) ⋊α Z.
For any point x ∈ X one defines a C∗-subalgebra C∗(C(X), uC0(X \ {x})) ⊂ C(X) ⋊α Z (that
is, the C∗-subalgebra generated by C(X) and uC0(X \ {x})). This subalgebra retains a lot of
information about C(X)⋊α Z while having a significantly more tractable structure.
In the case of the minimal Cantor systems, these subalgebras turn out to be AF algebras.
More generally, N. Christopher Phillips and Qing Lin show that for arbitrary minimal dynamical
systems of infinite compact metrizable spaces these subalgebras can be written as inductive
limits of so-called recursive subhomogeneous (RSH) subalgebras [24, Section 3]. In the case
where projections separate tracial states, then after tensoring C∗(C(X), uC0(X \ {x})) with the
universal UHF algebra Q, they are moreover tracially approximately finite-dimensional (TAF),
as defined by Huaxin Lin [16]. This is then shown to pass to C(X)⋊αZ and entails classification.
Unfortunately, this technique is so far insufficient in the case of the odd dimensional spheres.
For these examples, the invariant suggests that they should be tracially approximately interval
algebras (TAI) after tensoring with Q. Using the results of the author and Winter in [30], it
would be enough to show that the large C∗-subalgebra is TAI after tensoring with Q, as this
would then pass to the whole C∗-algebra. However, at present, showing that an approximately
RSH algebra is TAI after tensoring with Q requires certain restrictions which are unlikely to be
satisfied in this case [31].
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Let (Sn, β) be a minimal dynamical system as constructed by Windsor in [35]. In this paper,
instead of tensoring our C∗-algebra with a UHF algebra, we consider the related dynamical
system given by the product action with a minimal Cantor set. For a minimal system (Sn, β),
we show that we can find a minimal Cantor system (X,α) such that (X × Sn, α × β) is also
minimal. Instead of considering the large subalgebra given by breaking the orbit of α × β at a
point, we break the action at a fibre {x}× Sn. This subalgebra is TAI and we show this implies
the C∗-algebra C(X × Sn)⋊α×β Z is also TAI. Since the subalgebra breaks the orbit at a fibre,
most of the difficult work, such a Berg’s technique, takes place within the setting of the Cantor
minimal system (X,α). In this way, after taking the product with the Cantor system, the crossed
product is easier to handle. This entails classification of these product systems. The structure
of the arguments given are mostly based on the results of Huaxin Lin and Hiroki Matui’s work
on crossed products of minimal dynamical systems on (X × T) in [21, 22] as well as the work of
H. Lin and Phillips on orbit-breaking subalgebras in [23].
Furthermore, we are able to ensure that the embedding C(Sn) ⋊β Z →֒ C(X × S
n) ⋊α×β Z
preserves the tracial state space and that each tracial state in T (C(X×Sn)⋊α×β Z) induces the
same state onK0(C(X×S
n)⋊α×βZ). It then follows from [37, Theorem 4.2] that (C(S
n)⋊βZ)⊗Q
is in fact TAI. This implies classification, by tracial state spaces, for the C∗-algebras of minimal
diffeomorphisms of odd dimensional spheres constructed in [35]. That this should be true was
conjectured by Phillips [27, Conjecture 4.7].
Finally, we provide some discussion about how these results might be extended from minimal
dynamical systems (Sn, β) to more general systems (Y, β). Here the author would like to note
that after the paper became available as a preprint, H. Lin was able to use this technique and
some of the suggested generalisations to successfully cover further minimal dynamical systems
[20], indicating that the process of taking a product with a Cantor system has excellent potential
for further applications to the classification programme.
The author would like to thank Taylor Hines, Bhishan Jacelon, Snigdhayan Mahanta and
Wilhelm Winter for helpful discussions, and the referee for pointing out an error in the initial
version. Part of this work was carried out while the author was a Postdoctoral Fellow at the
Fields Institute in Toronto, Canada.
1. Breaking the orbit at a fibre
1.1 Let (X,α) be a Cantor dynamical system and C(X) ⋊α Z the associated C
∗-algebra with
canonical unitary u. A Kakutani–Rokhlin partition is a family of nonempty clopen subsets of
X , index by a finite subset V , denoted
P = {X(v, k) | v ∈ V, 1 ≤ k ≤ h(v)},
satisfying the following:
(i) P partitions X ,
(ii) for every v ∈ V and k = 1, 2, . . . , h(v)− 1 we have α(X(v, k)) = X(v, k + 1).
The clopen subset R(P) := ∪v∈VX(v, h(v)) is called the roof set of P (see [13]).
If y ∈ X then, as shown in [28] (see also [4, Section VIII.6] for the construction), we may find
a sequence (Pk)k∈N of Kakutani–Rokhlin partitions, Pk = {X(k, v, j) | v ∈ Vk, j = 1, . . . , hk(v)}
where the union generates the topology of X and such that the roof sets R(Pk) are nested
decreasing clopen sets shrinking to the singleton {y}. Such a partition is used to show that
C∗(C(X), uC0(X \ {y})) ∼= lim−→Ak
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where the Ak are AF algebras given by
Ak = ⊕v∈VkMhk(v)(C(Xk,v,hk(v))).
1.2 In what follows, n will always be an odd number with n ≥ 3.
Let α : X → X and β : Sn → Sn be homeomorphisms and consider the product homeomor-
phism α× β : X × Sn → X × Sn given by
α× β(x, y) = (α(x), β(y)).
We will denote
A = C(X × Sn)⋊α×β Z.
Let u denote the canonical unitary implementing α× β, that is, the unitary u satisfying ufu∗ =
f ◦ (α× β)−1 for every f ∈ C(X × Sn). Note that we have canonical embeddings
C(X)⋊α Z →֒A
and
C(Sn)⋊β Z →֒A.
1.3 For a clopen subset Y ⊂ X , we denote
AY = C
∗(C(X × Sn), uC0((X \ Y )× S
n)).
Proposition: Let y ∈ X. Then A{y} is an inductive limit of AH algebras with no dimension
growth.
Proof: The proof is similar to [21, Proposition 3.3 (1)] after replacing T with Sn, based on [28,
Section 3] (also [4, Section VIII.6]). For every k ∈ N, let
Pk = {X(k, v, j) | v ∈ Vj , j = 1, . . . , hk(v)},
be Kakutani-Rokhlin partitions corresponding to the minimal Cantor system (X,α) such that
the roof sets
R(Pk) =
⋃
v∈Vj
X(k, v, hk(v))
shrink to the singleton {y} and the union of Pk generate the topology on X . Let
Ak = C
∗(C(X × Sn), uC0((X \R(Pk)× S
n).
Since the roof sets shrink to {y}, we have
A{y} = lim−→Ak.
For i, j ∈ {1, . . . , hk(v)} define e
(k,v)
i,j = u
i−j1X(k,v,j)×Sn . It is straightforward to check that by
the choice of the partition, each e
(k,v)
i,j ∈ Ak. One checks that the e
(k,v)
i,j satisfy the relations of
matrix units and as in [28, Section 3], the C∗-subalgebra
C∗(e
(k,v)
i,j , {(f, 1Sn) | f |X(k,v,j) ∈ C})
∼=Mhk(v)
is finite-dimensional. Furthermore,
⊕v∈Vk ⊕
hk(v)
j=1 e
(k,v)
i,i Ake
(k,v)
i,i
∼= ⊕v∈Vk ⊕
hk(v)
j=1 C(X(k, v, j)× S
n),
hence Ak is a direct sum of homogeneous C
∗-algebras with topological dimensional most n whence
A{y} = lim−→Ak is an AH algebra with no dimension growth.
1.4 Proposition: Suppose that α : X → X and β : Sn → Sn are minimal homeomorphisms.
Then the K-theory of A is given by
Ki(A) ∼= Z⊕K0(C(X)⋊α Z)
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for i = 0 and i = 1, where
K0(C(X)⋊α Z) ∼= C(X,Z)/{f − f ◦ α
−1 | f ∈ C(X,Z)}.
Proof: By the Ku¨nneth Theorem for tensor products, we have
K0(C(X × S
n)) ∼= C(X,Z), K1(C(X × S
n)) ∼= C(X,Z).
Since n is odd and β : Sn → Sn has no fixed points, its degree is deg(β) = (−1)n+1 = 1 [26,
Exercise V.1.3] thus β is homotopic to the identity map by the Hopf Theorem [26, Theorem
V.2.1]. It follows that the homeomorphism α × β induces the map αi on the Ki(C(X × S
n))
given by αi(f) = f ◦α for f ∈ C(X,Z). The Pimsner–Voiculescu six term exact sequence is
C(X,Z)
id−α0 // C(X,Z)
ι0 // K0(A)

K1(A)
OO
C(X,Z)
ι1
oo C(X,Z).
id−α1
oo
Let f ∈ ker(id−αi), where i = 0 or 1. Then f(x) = f ◦ α(x) for all x ∈ X . Since α is minimal,
this implies that f is constant, thus ker(id−αi) ∼= Z. We also have C(X,Z)/{f − f ◦ α
−1 | f ∈
C(X,Z)}) ∼= coker(id−αi). Since Z = ker(id−αi+1) is free abelian, Ki(A) = coker(id−αi) ⊕
ker(id−αi+1), that is,
Ki(A) ∼= Z⊕K0(C(X)⋊α Z)
for i = 0 and i = 1.
2. Existence of minimal product homeomorphisms
We now restrict to the case that α× β is a minimal homeomorphism. Starting with a minimal
homeomorphism β : Sn → Sn it is not necessarily the case that the product α × β will be
minimal, even if α is itself a minimal homeomorphism. The next result establishes that such an
α indeed exists and moreover can be chosen to be uniquely ergodic.
The fact that an odometer system would suffice was suggested by Taylor Hines, who, at the
same time as the writing of following proposition, also provided the author with a very similar
proof. This result is probably known, but we couldn’t find a reference so include the proof
here.
2.1 Recall that an odometer is a minimal Cantor system defined as follows: Let (mi)i∈N be a
sequence such that 2 ≥ mi divides mi+1. Then there are homomorphisms Z/mi+1 → Z/mi
given by congruence modulo mi and the resulting inverse limit lim←−Z/mj is a Cantor set. The
odometer action is given by α(x) = x + 1; it is minimal and equicontinuous (see, for example,
[6]).
A minimal dynamical system (Y, γ) is called totally minimal if γk : Y → Y is minimal for
every k ∈ N [5, II.5.4]. If β : Sn → Sn is minimal, then it is totally minimal. This follows from
the fact that for any minimal dynamical system (Y, γ) and any k, there is a partition of Y into
mutually disjoint clopen minimal γk-invariant subsets [5, II.9.6.7]. Since Sn is connected, this
implies there is only one nonempty βk-invariant subset, namely Sn.
Proposition: Let β : Sn → Sn be a minimal homeomorphism. Then there is a uniquely ergodic
minimal homeomorphism α : X → X such that the homeomorphism α× β : X × Sn → X × Sn
is minimal.
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Proof: We show that β is disjoint from any odometer, that is, for any odometer system (X,α)
the product system (X × Sn, α × β) is minimal. Let (lim←−Z/mj , α), mj ∈ N, mj divides mj+1,
j ∈ N, be an odometer system.
Set a metric d onX×Sn and let dX and dSn be the restrictions toX and S
n, respectively.
Suppose (x0, y0) ∈ X × S
n. We will show that the orbit of (x0, y0) is dense in X × S
n. Let
ǫ > 0 and (x, y) ∈ X × Y . Since α is equicontinuous, there is a δ > 0 such that dX(x
′
0, x0) < δ
implies dX(α
m(x′0), α
m(x0)) < ǫ/2 for every m ∈ N. Take j sufficiently large to find elements
x′0, x
′ ∈ Z/mj such that
dX(x0, x
′
0) < δ and dX(x, x
′) < ǫ/2.
Since Z/mj is finite, there is a k ∈ Z such that α
k(x′0) = x
′. Since βmj is minimal, there is l ∈ N
such that
dSn(β
lmj (βk(y0)), y) < ǫ.
Then we have
d((α× β)lmj+k(x0, y0), (x, y)) < d((α
lmj+k(x0), β
lmj+k(y0)), (x, y))
= max{dX(α
lmj+k(x′0), x) + ǫ, ǫ}
= max{dX(α
lmj (x′), x′) + ǫ, ǫ}
= ǫ.
2.2 Proposition: Let y ∈ X and let α × β : X × Sn → X × Sn be minimal. Then A{y} is
simple.
Proof: For a straightforward direct proof, one may proceed as in [23, Proposition 2.5] after
replacing each instance of X with X × Sn and U ⊂ X with U × Sn. Alternatively, the result
follow as in [21, Proposition 3.3 (5)] by regarding A as groupoid C∗-algebras generated by the
orbit equivalence relation, A{y} the groupoid C
∗-algebra generated by a dense subequivalence
relation and applying [29, Propostion 4.6].
3. Tracial states
3.1 Proposition: Let α× β : X × Sn → X × Sn be a minimal homeomorphism where (X,α)
is an odometer system. Then every tracial state τ ∈ T (A) comes from the product of the unique
tracial state τ0 ∈ T (C(X)⋊α Z) and a tracial state τ1 ∈ T (C(S
n)⋊β Z).
Proof: It is obvious that τ0 ⊗ τ1(f ◦ (α× β)
−1) = τ0 ⊗ τ1(f) for every f ∈ C(X × S
n), so that
τ0 ⊗ τ1 ∈ T (A), but we need to show that every tracial state must be of this form. Since tracial
states correspond to (α × β)-invariant probability measures, it suffices to show that every such
measure on X × Sn comes from a product measure.
Let µ be an (α × β)-invariant Borel probability measure on X × Sn. Define µ0 and µ1 by
µ0(B) = µ(B × S
n) for every Borel set B ⊂ X and µ1(B) = µ(X × B) for every Borel set
B ⊂ Sn. Then µ0 and µ1 are Borel probability measures on X and S
n respectively. It is easy to
seen that µ0 is α-invariant and that µ1 is β-invariant.
Consider the measure-preserving dynamical systems (X,µ0), (S
n, µ1) and (X × S
n, µ). Since
β is totally minimal and (X,α) is an odometer, it follows from [6, Lemma 12.3] that (X,µ0) and
(Sn, µ1) are disjoint as measurable dynamical systems, that is, µ = µ0 × µ1 (cf. [11]).
3.2 Proposition: Let α× β : X × Sn → X × Sn be a minimal homeomorphism where (X,α)
is an odometer system. Then K0(C(X×S
n)⋊α×β Z) = Z⊕C(X,Z)/{f − f ◦α
−1} has the strict
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ordering from the second coordinate and every tracial state τ ∈ T (C(X × Sn) ⋊α×β Z) induces
the same state on K0(C(X × S
n)⋊α×β Z).
Proof: Since dim(X) = 0 it follows that H1(X,Z) = 0 [25, Lemma 35-3]. Since H1(Sn,Z) = 0
as well, from the Ku¨nneth Theorem we get H1(X × Sn,Z) = 0. In this case, to determine the
range of a state τ∗ induced by any tracial state τ ∈ T (A) it is enough to determine the range
of τ∗ on K0(C(X × S
n)) [2, Corollary 10.10.6]. By the previous proposition, every τ ∈ T (A)
is of the form τX ⊗ τSn where τX is the unique α-invariant tracial state on C(X) and τSn is a
β-invariant tracial state on C(Sn).
By [27, Example 4.6], the range of any (τSn)∗ is Z and any two τSn , τ
′
Sn are homotopic via the
map t 7→ [(1− t)τSn + tτ
′
Sn ]∗. Thus the range of τX ⊗ τSn is τX(K0(C(X ×Z))) = τX(K0(C(X))
and since the order of K0(A) is determined by the states (for example, since A is Z-stable)
it follows that the order on K0(A) is determined by the second coordinate. Finally, for any
two τSn , τ
′
Sn , we clearly have τX ⊗ τSn homotopic to τX ⊗ τ
′
Sn by the above. It follows that
(τX ⊗ τSn)∗ = (τX ⊗ τ
′
Sn)∗.
3.3 Proposition: Let α × β : X × Sn → X × Sn be a minimal product homeomorphism. Let
y ∈ X and let u denote the canonical unitary in A = C(X × Sn) ⋊α×β Z. Then every tracial
state τ ∈ T (A{y}) satisfies
τ(f ◦ (α× β)−1) = τ(f)
for every f ∈ C(X × Sn).
In particular, the map τ → τ ◦ ι is a bijection between T (A) and T (A{y}).
Proof: The proof is the same as the proof of [21, Proposition 3.3 (4)] upon replacing T with
Sn.
4. Main results
In this section, we will show that the C∗-algebras of the homeomorphisms of Sn constructed
by Windsor can be embedded into a simple unital tracially approximately interval algebra in a
trace-preserving way. Let us briefly recall the definition for tracially approximately S, where S
is a given class of unital C∗-algebras.
4.1 Definition: (cf. [15, 8]) Let S denote a class of separable unital C∗-algebras. Let A
be a simple unital C∗-algebra. Then A is tracially approximately S (or TAS) if the following
holds.
For every finite subset F ⊂ A, every ǫ > 0, and every nonzero positive element c ∈ A, there
exist a projection p ∈ A and a unital C∗-subalgebra B ⊂ pAp with 1B = p and B ∈ S such
that:
(i) ‖pa− ap‖ < ǫ for all a ∈ F ,
(ii) dist(pap,B) < ǫ for all a ∈ F ,
(iii) 1A − p is Murray–von Neumann equivalent to a projection in cAc.
The C∗-algebra B is in the class I of interval algebras if it is of the form
B =
N⊕
n=1
C(Xn)⊗Mrn
for some N ∈ N \ {0}, where Xn = [0, 1] or Xn is a single point, and rn ∈ N \ {0}, 0 ≤ n ≤
N .
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4.2 We now restrict to the case of homeomorphisms β : Sn → Sn that can be written as the
limit of a sequence (Ti)i∈N of homeomorphisms such that Ti : S
n → Sn has period Mi, each Mi
divides Mi+1, and
sup
t∈Sn
j=1,...,Mi
|βj(t)− T ji (t)| → 0 as i→∞.
In particular, this holds for the nonuniquely ergodic homeomorphisms constructed by Windsor
[35, Lemma 5].
Lemma: There is an odometer system (X,α) such that the following holds:
For any y ∈ X, any ǫ > 0, any N0 ∈ R+, and any pair of finite sets FX ⊂ C(X), FSn ⊂ C(S
n)
there are M > N0 ∈ N and y ∈ U ⊂ X a clopen subset and a partial isometry w ∈ A{y} such
that
(i) α−M (U), . . . , α−1(U), U, α(U), . . . , αM (U) are pairwise disjoint
(ii) w∗w = 1U×Sn and ww
∗ = 1αM(U)×Sn ,
(iii) ‖wa− aw‖ < ǫ for every a ∈ {f ⊗ 1Sn | f ∈ FX} ∪ {1X ⊗ f | f ∈ FSn}.
Proof: By the assumption on β, we have a sequence (Mj)j∈N ⊂ N with Mj dividing Mj+1 and
corresponding periodic homeomorphisms Tj : S
n → Sn with period Mj , j ∈ N.
Let (X,α) be the odometer system corresponding to the sequence (Mj)j∈N (which exists since
Mj divides Mj+1). In this case, we may write a particular element x ∈ X = lim←−Z/Mj as
x = (xj)j∈N ⊂ Πj∈N Z/Mj such that xj+1 = xj mod Mj .
Let y = (yj)j∈N ⊂ X .
Following the construction at the beginning of [28, Section 6], we can find an approximation of
Ai ⊂ A{y} by choosing increasingly fine Kakutani-Rokhlin partitions in X , as in Proposition 1.3.
In this case, the roof sets Zi ⊂ X are given by the cylinder sets Zi = {x ∈ X | xj = yj , 0 ≤ j ≤ i}
and the single first return time to Zi is Mi. The matrix units from Proposition 1.3 are then
given by ek,l = u
k−l1αl(Zi)×Sn , k, l = 1, . . . ,Mi.
By assumption on β there is a strictly decreasing sequence of positive numbers (ǫi)i∈N with ǫi →
0, such that for every t ∈ Sn we have dSn(β
Mi(t), t) < ǫi for every t ∈ S
n, or correspondingly,
we have that dSn(β
Mi(β−Mi(t)), βMi (t)) < ǫi for every β
−Mi(t) ∈ Sn.
Let δ > 0 be sufficiently small so that dX(x, x
′) < δ implies |f(x) − f(x′)| < ǫ/4 for every
x, x′ ∈ X and every f ∈ FX .
By the assumptions on β as a limit of periodic homeomorphisms together with the choice of
the odometer (X,α), by going sufficiently far out in the sequences of periods {Mi}i∈N, we can
find M > N0 such that
dX(α
M (y), y) < δ/4,
and so that dSn(t, β
−M ) is sufficiently small to have
‖f ◦ β−M − f‖ < ǫ/2,
for every f ∈ FSn .
By continuity of αM there is a clopen set U ⊂ X containing y of the form {x ∈ X | xj =
yj , 0 ≤ j ≤ k} for some k ∈ N such that
dX(α
M (x), x) < δ/2 for every x ∈ U.
Shrinking U if necessary, we may furthermore assume that U, α(U), . . . , αM (U) are pairwise
disjoint and dX(x, x
′) < δ/4 for every x, x′ ∈ U and x, x′ ∈ αM (U).
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Again by our assumptions on β, as remarked above, for sufficiently large i we may arrange
dSn(t, β
Mi(t)) is sufficently small so that
‖f ◦ β−M ◦ βMi − f ◦ β−M‖ = sup
t∈Sn
|f ◦ β−M ◦ βMi(t)− f ◦ β−M (t)| < ǫ/2
for every f ∈ FSn . By increasing i if necessary, we may also arrange that the roof set of the i
th
Kakutani–Rokhlin partition Zi ⊂ U .
Analogously to [28, Section 6], define w1 ∈ A{y} by
w1 = e1,Mi +
Mi∑
k=2
ek,k−1
= 1α(U)×Sn(1α(Zi)×Snu
1−Mi + u1(X\Zi)×Sn).
Note that w∗1w1 = 1U×Sn and w1w
∗
1 = 1α(U)×Sn .
Also, for f ∈ FSn , we have
w1(1X ⊗ f)w
∗
1 = 1α(Zi) ⊗ f ◦ β
−1 ◦ βMi + 1α(U\Zi) ⊗ f ◦ β
−1.
For 2 ≤ m ≤M , define wm ∈ A{y} by
wm = u1αm−1(U)×Sn .
Put
w = wMwM−1 · · ·w1.
Then it is easy to check that w∗w = 1U×Sn and ww
∗ = 1αM (U)×Sn .
For f ∈ C(Sn) we have
w(1X ⊗ f)w
∗
= 1αM (Zi) ⊗ f ◦ β
−M ◦ βMi + 1αM ((U\Zi) ⊗ f ◦ β
−M ,
so for f ∈ FSn ,
‖w(1X ⊗ f)− (1X ⊗ f)w‖ = ‖w(1U ⊗ f)w
∗ − 1αM (U) ⊗ f‖
= ‖f ◦ β−M − f‖+ ǫ/2
< ǫ.
Now let f ∈ FX . Then |f(x) − f(x
′)| < ǫ/4 for every x, x′ ∈ Zi by choice of U . Thus, since
Zi is clopen in X , we can approximate f by f˜ ∈ C(X) which is constant on Zi, equal to f on
X \ Zi, and satisfies ‖f − f˜‖ < ǫ/4. Furthermore, since d(α
M (x), x) < δ/2 for every x ∈ U and
both U and αM (U) have width less than δ/4, we may assume that ‖f˜ |U − f˜ |αM (U)‖ < ǫ/2. Since
f˜ is constant on Zi we have w1f˜w
∗
1 = f˜ ◦ α
−1 and therefore,
‖wf ⊗ 1Sn − f ⊗ 1Snw‖ = ‖wf˜ ⊗ 1Sn − f˜ ⊗ 1Snw‖+ ǫ/2
= ‖wf˜ |U ⊗ 1Snw
∗ − f˜ |αM (U) ⊗ 1Sn‖+ ǫ/2
< ‖f˜ ◦ α−M1αM(U) − f˜ |αM (U)‖+ ǫ/2
< ‖f˜ |U − f˜ |αM (U)‖+ ǫ/2
< ǫ.
4.3 Lemma: Let β : Sn → Sn be as above. There is an odometer system (X,α) such that the
following holds:
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Let y ∈ X. Then, for any finite subset F ⊂ A = C(X × Sn)⋊α×β Z and any ǫ > 0, there is a
projection p in A{y} such that
(i) ‖pa− ap‖ < ǫ for all a ∈ F ,
(ii) dist(pap, pA{y}p) < ǫ for all a ∈ F ,
(iii) τ(1A − p) < ǫ for all τ ∈ T (A).
Proof: The proof is similar to [23, Lemma 4.2]. Let ǫ > 0. We may assume F is of the
form
F = G ∪ {u}
where G := GX ∪ GSn and GX , GSn are finite subsets of C(X)
1 and C(Sn)1 respectively.
Let M0 ∈ N such that π/(2M0) < ǫ/4.
By Lemma 4.2 applied to ǫ/4,M0+1, and the finite subsets
⋃M0
m=0 u
mGXu
−m and
⋃M0
m=0 u
mGSnu
−m,
we find M ∈ N with M >M0 + 1 and a clopen set U ⊂ X containing y such that
α−M0(U), α−M0+1(U), . . . , U, α(U), . . . , αM (U)
are all disjoint, and a partial isometry w ∈ A{y} satisfying w
∗w = 1U×Sn := q0 and ww
∗ =
1αM (U)×Sn := qM , and
‖wf − fw‖ < ǫ/4 for all f ∈
⋃M0
k=0 u
kGu−k.
Let
R > (M +M0 + 1)/min(1, ǫ).
Shrinking U if necessary, we may may assume that
α−M0(U), α−M0+1(U), . . . , U, α(U), . . . , αR(U)
are pairwise disjoint. To apply Berg’s technique, we only need the sets αm(U) for−M0 ≤ m ≤M ,
however we require R to be larger in order to satisfy property (iii) of the lemma.
Define projections qm = 1αm(U)×Sn = u
mq0u
−m. This gives us pairwise orthogonal projections
in A{y} for which conjugation by u is the shift.
We now perform Berg’s technique to splice along the pairs of indices (−M0,M −M0), (−M0+
1,M−(M0−1)), . . . , (0,M) to obtain a loop of lengthM where conjugation by u is approximately
the cyclic shift.
For t ∈ R, define
v(t) = cos(πt/2)(q0 + qM ) + sin(πt/2)(w − w
∗),
which has matrix representation given by
v(t) =
(
cos(πt/2) − sin(πt/2)
sin(πt/2) cos(πt/2)
)
.
For each t ∈ R, is a unitary in the corner (q0 + qM )A{y}(q0 + qM ).
For 0 ≤ k ≤M0 define
wk = u
−kv(k/M0)u
k.
Each wk ∈ A{y} for 0 ≤ k ≤ M0. The proof of this is the same as in the proof of [23, Lemma
4.2].
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Estimating the matrix entries we get
‖v((k + 1)/M0)− v(k/M0)‖
≤ 2| cos(π(k + 1)/2M0)− cos(πk/2M0)|+ 2| sin(π(k + 1)/2M0)− sin(πk/2M0)|
= 2π/2M0| sin(ξ1)|+ 2π/2M0| cos(ξ2)|, for some ξ1, ξ2 ∈ (k, k + 1)
≤ 2π/M0
< ǫ/2.
From this it follows that
‖uwk+1u
∗ − wk‖ ≤ ‖v((k + 1)/M0)− v(k/M0)‖ < ǫ/2.
For 0 ≤ m ≤M −M0 define em = qm and for M −M0 ≤ m ≤M define projections
em = wM−mq−(M−m)w
∗
M−m.
It is straightforward to check that the two definitions agree for eM−M0 and that e0 = eM .
For 1 ≤ m ≤M −M0 conjugating em−1 by u gives
uem−1u
∗ = uqm−1u
∗ = qm = em
and for conjugation of eM we have
ueMu
∗ = ue0u
∗ = uq0u
∗ = q1 = e1.
When M −M0 ≤ m ≤M we have
‖uem−1u
∗ − em‖
= ‖uwM−(m−1)q−(M−(m−1))w
∗
M−(m−1)u
∗ − wM−mq−(M−m)w
∗
M−m‖
= ‖uwM−(m−1)u
∗q−(M−m)uw
∗
M−(m−1)u
∗ − wM−mq−(M−m)w
∗
M−m‖
≤ ‖uw∗M−(m−1)u
∗ − w∗M−m‖+ ‖uwM−(m−1)u
∗ − wM−m‖
= 2‖uw∗M−(m−1)u
∗ − w∗M−m‖
< ǫ.
Hence conjugation of the em by u is approximately a cyclic shift.
By the definition of em, 1 ≤ m ≤M , it is clear that each em ∈ A{y}. Set
e =
∑M
m=1 em and p = 1− e.
Then p is a projection in A{y}.
We now show that p satisfies (1)− (3) with respect to the set F .
We have
‖p− upu∗‖ = ‖
∑M
m=M−M0+1
uem−1u
∗ − em‖
The terms in the sum are pairwise orthogonal and have norm less than ǫ, hence ‖p− upu∗‖ < ǫ,
proving (1) for u. Also, we have p ≤ 1− q0 = 1− 1U ∈ A{y} so that pup ∈ A{y}, showing (2) for
u.
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For f ∈ G we have ‖wukfu−k − ukfu−kw‖ < ǫ/4 and therefore
‖wkf − fwk‖
= ‖ukv(k/M0)u
−kf − fukv(k/M0)u
−k‖
= ‖ sin(πk/(2M0))(w − w
∗)u−kfuk − u−kfuk sin(πk/(2M0))(w − w
∗)‖
= 2‖wu−kfuk − u−kfukw‖
< ǫ/2.
Thus
‖pf − fp‖
= ‖
∑M
m=M−M0+1
(wM−mq−(M−m)w
∗
M−mf − fwM−mq−(M−m)w
∗
M−m)‖
< max
mM
‖wM−mq−(M−m)w
∗
M−mf − wM−mq−(M−m)fw
∗
M−m‖+ ǫ/2
< ǫ.
Since f ∈ C(X × Sn) we have that pfp ∈ pA{y}p. This shows (1) and (2) for G.
For (3), we have
τ(1 − p) =
∑M
m=1 τ(em) =
∑M
m=1 τ(q0) < M/R < ǫ.
for every τ ∈ T (A).
4.4 Lemma: Let A be a simple unital C∗-algebra with strict comparison. Suppose that for every
finite subset F ⊂ A, every ǫ > 0, and every nonzero positive c ∈ A, there exists a projection
p ∈ A and a simple unital C∗-subalgebra B ⊂ pAp which is TAI, satisfies 1B = p and
(i) ‖pa− ap‖ < ǫ for all a ∈ F ,
(ii) dist(pap,B) < ǫ for all a ∈ F ,
(iii) 1A − p is Murray–von Neumann equivalent to a projection in cAc.
Then A is TAI.
Proof: By [17, Theorem 3.2] A has property (SP) and by assumption, strict comparison. After
noting this, the proof is essentially the same as that of [23, Lemma 4.4] and [30, Lemma 4.5],
replacing the C∗-subalgebra of tracial rank zero (respecively TAS) with the TAI C∗-subalgebra
B, and replacing the finite-dimensional (respectively in the class S) C∗-subalgebra with a C∗-
subalgebra from the class I.
4.5 Theorem: There is an odometer system (X,α) such that C(X×Sn)⋊α×βZ is TAI.
Proof: Set A := C(X × Sn) ⋊α×β Z. Let ǫ > 0 and nonzero c ∈ A
1
+ be given. Again we may
assume F is of the form
F = G ∪ {u}
where G := GX ∪ GSn and GX , GSn are finite subsets of C(X)
1 and C(Sn)1 respectively.
Since A is Z-stable [33, Theorem B], A has strict comparison [36, Theorem 3.1]. Thus we need
only verify the conditions of Lemma 4.4.
Let y ∈ X and use Lemma 4.3 with respect to F and ǫ0 = min{ǫ,minτ∈T (A) τ(c)} to find a
projection p ∈ A{y}. Let B = pA{y}p. Since pA{y}p is a simple AH algebra with no dimension
growth it is TAI [17]. We have satisfied (i) and (ii) of Lemma 4.4 by the choice of p. Since
τ(1 − p) < ǫ0 for every τ ∈ T (A), condition (iii) follows from strict comparison.
We are now able to use the above to apply [37, Theorem 4.2] which entails classification of the
minimal dynamical systems of odd dimensional spheres constructed by Windsor.
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4.6 Corollary: Suppose β1, β2 : S
n → Sn are minimal homeomorphisms as in 4.2. Then
A := C(Sn)⋊β1 Z
∼= C(Sn)⋊β2 Z =: B if and only if T (A)
∼= T (B).
In particular, this holds if β1 and β2 come from the constructions given in [35].
Proof: By the above, there are minimal Cantor systems (X,αi) such that C(S
n)⋊βi Z embeds
in a trace-preserving way into C(X × Sn)⋊αi×βi Z, i ∈ {1, 2}. Moreover, (τi)∗ = (τ
′
i)∗ for every
tracial state τi ∈ T (C(X × S
n)⋊αi×βi Z), i ∈ {1, 2}.
By Theorem 4.5, C(X × Sn) ⋊αi×βi Z is TAI, thus by [37, Theorem 4.2] C(S
n) ⋊βi Z) ⊗Q is
TAI, where Q denotes the universal UHF algebra. Since A and B satisfy the UCT, classification
up to Z-stability by Elliott invariants follows from [18, Corollary 11.9]. Since dim(Sn) < ∞,
both A and B are Z-stable [33, Theorem B] (or [34, Theorem 0.2]). It follows from [27, Example
4.6] that A and B have isomorphic K-theory, thus the Elliott invariant collapses to the tracial
state space.
5. Outlook
A close look at the method of proof suggests that one can generalize to other minimal systems
of the form (X × Y, α × β) with X a Cantor set. The particular requirements of β : Sn → Sn
are that it is totally minimal and that β is a limit of periodic homeomorphisms in the sense of
4.2.
Total minimality holds at least for any connected space Y . In fact, one does not need total
minimality, but rather only requires that (Y, β) is disjoint from some odometer system (X,α);
in this case α× β will be minimal and T (C(X × Sn) ⋊α×β Z) ∼= T (C(S
n) ⋊β Z). This will hold
in other situations, for example, if (Y, β) is weakly mixing [11, Theorem II.3].
The restriction that β is a limit of periodic homeomorphisms in the sense of 4.2 will be the case
if β, for example, is constructed by the “fast approximation-conjugation” technique as initiated
in [1] (using [1, 3.1] with [10, Lemma 3.7], provided the periods of the periodic homeomorphisms
increase quickly enough).
Otherwise, observe that the structure for β is only required in two places in Lemma 4.2. First,
it is used to find the unitary w required for Berg’s technique. One should be able to get around
this by showing approximate unitary equivalence of the maps φ1, φ2 : C(S
n) → q0A{y} ⊗ Q q0
given by φ1(f) = v
∗uMq0fq0u
−Mv and φ2(f) = q0fq0, where v is the unitary which comes from
Berg’s technique applied only to the Cantor minimal system, that is, vq0v
∗ = qM . This is the
technique applied in [21, 22]. Since q0A{y} ⊗ Q q0 is TAI, there are various results of H. Lin
which may be applied (see, for example, [19]). Secondly, we have the technical requirement that
‖f ◦ βM − f‖ can be made small for every f in the given finite subset, which at present is more
difficult to remove. Nevertheless, it appears the result will hold in greater generality.
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