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Abstract
Noise pollution is becoming an increasing concern in many urban regions all over
the world. An important step in fighting and mitigating noise pollution is its
quantification. Wireless sensor networks (WSNs) can potentially help with these
efforts, as they enable the simultaneous and continuous gathering of data over
wide geographic regions. The need to replace batteries however makes the main-
tenance of such physically very large networks impractical. As an alternative
to batteries, noise-sensing WSNs could also be powered by energy harvesting.
While energy-harvesting WSNs have been demonstrated before, utilizing energy
harvesting for powering noise-sensing WSNs still pose a significant challenge be-
cause of application’s unique requirements, such as a high power consumption
profile for extended periods of time. In this thesis, we address four key areas of
research necessary on to make energy-harvesting noise-sensing WSNs possible
and, more importantly, practical to use in large-scale settings. The first key area
that we address is that of new and emerging energy storage technologies, and how
current algorithms and infrastructures must be modified to take advantage of
them. The second key area is that of currently-accepted technical requirements,
and their assessment on whether they would indeed lead to the attainment of
long-term goals. The third key area is that of test methodologies for energy-
harvesting designs, and how they should be modified to facilitate validation of
results between researchers. The final key area is that of techniques and algo-
rithms for future capabilities that energy-harvesting noise-sending WSNs will or
can have, and how we should prepare for them, even though they may not yet
exist. We provide research to support all four key areas in this work and provide
concrete examples for each.
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CHAPTER 1
Motivation and introduction
1.1 Motivation
Noise pollution is becoming an increasing concern in many urban regions all over
the world (for example, [73]). An important step in fighting and mitigating noise
pollution is its classification and quantification. Efforts being made towards
this goal include cellphone applications that measure noise and noise-related
legislation (such as the European Union’s Environmental Noise Directive [33]
and the New York City Noise Code [95]).
WSNs can potentially help with these efforts, as they enable the simulta-
neous and continuous gathering of data over wide geographic regions. Several
WSNs for noise pollution monitoring have already been demonstrated.
The first is the work presented in [129] and [130], which features an extension
board for the TelosB [123] WSN node that enables it to perform noise sensing.
The extension board carries out not just noise sensing, but the output metric
computation as well. The board is demonstrated to be accurate within 2 dB
when compared to a professionally calibrated sound level meter (SLM). How
data from a network of their nodes can be collected is presented in [35].
Another noise-sensing system, this time based on the CiNet node [42], is pre-
sented in [43]. Similar to the work presented in [129], the system is demonstrated
to be accurate within 2 dB. The networking and communication component of
the system is presented in [44].
While the two studies previously mentioned solely concentrate on producing
measurements in dB, the work presented in [21] and [69] uses a fuzzy-logic-based
method for inferring subjective noise annoyance. The system is based on a Sun
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SPOT [96] WSN node.
WSN nodes (including those in the aforementioned studies) however, are
usually powered by batteries which have to be frequently replaced. The length
of time between battery replacements depends on the energy demand of the
application: for those nodes that have energy-intensive sensors, or do lots of
routing, this can be days, while for nodes that have simple sensors with very
small duty cycles, this can be many months. The task of replacing these bat-
teries on a regular basis makes the maintenance of such networks difficult.
As an alternative to batteries, WSNs can also be powered through energy
harvesting. Several energy-harvestingWSNs have been demonstrated [115][131][139];
nevertheless, despite these past successes, creating an energy-harvesting WSN
for noise pollution monitoring is not straightforward. The difficulty lies in the
nature of the data being gathered. While a temperature-sensing WSN can prob-
ably take a reading every minute and not lose accuracy, to measure noise, sound
samples have to be taken. The human ear can hear frequencies of up to 20,000
Hz - to be able to digitally reconstruct a human-audible signal without miss-
ing any frequency component, samples should then be taken at the rate of the
Nyquist frequency, or around 40,000 Hz. Sampling at such a high frequency is
highly energy consuming, and the processing of the data gathered is challenging
to implement on resource-constrained motes.
Because the advantages of energy-harvesting WSNs are apparent and numer-
ous (not just in urban areas, but arguably even more so in remote deployment
locations), a significant amount of theoretical work has been done on what it
will take to get such systems working.
[59][58][49] introduces the concept of energy neutral operation, a mode wherein
the node only consumes what energy it harvests from the environment, thus re-
sulting in an infinite lifetime. They provide a theoretical framework for deriving
the required battery size and initial battery charge for energy neutral operation,
given power supply and power consumption functions. Using the framework as
a basis, a low complexity power management algorithm is also derived. The
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algorithm first makes predictions about future energy supply based on past ob-
servations. Duty cycles are then assigned to slots. Depending on whether the
actual harvested energy is higher or lower than the level predicted, the duty
cycle assigned to the application for a given slot is then adjusted.
[9] surveys the main approaches to energy conservation in WSNs. They
classify approaches into three categories: duty-cycling techniques, data-driven
techniques, and mobility-based techniques. These, especially the first two, can
be thought of as the ‘levers’ or ‘knobs’ available to a power management algo-
rithm to control the power consumption of a node.
[3] surveys techniques for energy management in WSNs with energy-hungry
sensors. They note that most energy management techniques focus on managing
the energy consumption of the radio (communication system), as it is usually
assumed that data acquisition and processing consume significantly less energy
than communication. They point out that this assumption does not hold true in
many real world applications. They identify two main approaches for reducing
and controlling sensor energy consumption: duty cycling and adaptive sensing.
Duty cycling consists of activating a sensor for only a limited period of time,
and having it in an inactive state for most of the time. Such is also the strategy
employed for reducing energy consumption in radios. Adaptive sensing, on the
other hand, consists of changing the operation of the sensor based on the current
state of the quantity being measured or entity being monitored. They note that
in energy harvesting systems, the system can also take into account the energy
level of the system along with the state of the environment being monitored.
Despite the progress that has already been made on the theory, significant
challenges still remain in the creation of energy-harvesting noise-sensing WSNs
that can practically satisfy the requirements of urban sensing efforts.
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1.2 Introduction/Preliminaries
1.2.1 Wireless sensor networks: Areas of application
The past few years have seen the proliferation of research on different aspects
of wireless sensor networks (WSNs): these include mote design [123], network
protocols [52], and placement algorithms [135], to mention a few. With their
capability of gathering geographically wide-spread data at relatively minimal
(and falling) cost, WSNs have also enabled other studies. Ecologists, environ-
mentalists and field biologists have particularly benefited from WSNs, as they
enable them to observe phenomena previously unobserved due to inaccessibility
of sites (rain forests, or glaciers) or mobility of targets being observed (as is
the case with highly mobile animals, such as zebras) [124] [142]. Notable exam-
ples of WSNs for environmental or animal monitoring include Sensorscope [50]
and ZebraNet [163]. WSNs have also found significant application in the field
of agriculture. Different subfields within agriculture (and different crops) have
different needs, leading to widely different technical requirements and designs.
Sensors found in agricultural WSNs range from those that are found elsewhere in
other applications (for example, temperature or humidity sensors), to those that
are highly specific to agriculture (soil moisture sensors and phosphate sensors,
for example). Studies demonstrating how WSNs can be applied in agriculture
include [164] (plant nursery monitoring), [13] (vineyard monitoring) and [157]
(dynamic irrigation system for cotton crops). WSNs can also potentially have
applications in commercial logistics, as evidenced by CargoNet [68], which is a
platform for monitoring crates and cases for supply chain management. WSNs
might also someday find their way inside homes, as exemplified by the products
of Nest Labs [94]. While only a few Nest products are found in most installa-
tions, a network of Nest sensors can arguably be classified as a ‘wireless sensor
network’.
Another area where WSNs can make significant contributions is in the in-
creasing number of ‘smart city’ initiatives all over the world. While different
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organizations define ‘smart cities’ differently [12][25][41], almost all definitions
of ‘smart city’ agree that it will be a city that is more livable, sustainable, and
resilient than the urban spaces that we have today. This will be of paramount
importance as the percentage of world population that lives in urban areas con-
tinues to increase: currently at 50%, the World Health Organization estimates
that this percentage might reach up to 70% by the end of the century [116].
Although smart city initiatives are almost always multi-faceted, almost all em-
phasize the importance of information and communication technologies (ICT)
for them to achieve their goals. It is within this ICT scope that WSNs usu-
ally find their place, specifically filling the need to sense, measure and acquire
data [12]. WSNs are an integral part of an ‘intelligent infrastructure’ [25] and
a technology that ‘ensures equity, fairness, and realise a better quality of city
life’ [12].
While the usefulness of sensor networks in smart cities may be readily appar-
ent, it must be noted that they need not be wireless. Indeed, unlike in remote
areas, the presence of infrastructure readily solves some of the problems faced by
WSN deployments. Sensor nodes in an urban area, for instance, can be attached
to lamp posts and be configured to draw power directly from the energy grid.
Even the data gathered can possibly be sent to the base station through wires,
using technologies such as the Ethernet. Nevertheless, there are advantages to
sensors being untethered, including ease of deployment and reconfigurability.
Wireless sensor nodes can be positioned in such a way that their collective ef-
fectiveness can be maximized. WSN urban deployments face unique challenges
however, such as interference (since most transmit using the industrial, scientific
and medical or ISM band, which is also widely-used by consumer electronics)
and difficulty of maintenance. The latter is largely where this thesis makes a
contribution.
Sensor networks have already been demonstrated of being capable of sensing
parameters of interest in urban areas, including air pollution and temperature.
In this thesis, we focus on a specific aspect of urban sensing: the sensing of noise
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or sound levels.
1.2.2 Energy harvesting
Energy harvesting is the process of converting energy from the environment into
electricity. Energy harvesting is not exclusively used for wireless sensor nodes,
as they have actually been used for the generation of grid electricity for far
longer, providing an alternative to electricity generated from fossil fuels. Energy
harvesting or renewable energy sources have gained prominence as the world’s
supply of non-renewable fossil fuels (such as oil and gas) started to dwindle, and
because of their deleterious effects on the environment (for instance, climate
change) and harmful effects on human health (pollution).
Wireless sensor nodes can be powered through energy harvesting in several
ways. Energy sources that have been successfully demonstrated include motion
(vibration) [11], water flow [111], wind [18], heat [127], radio waves [158], and
solar energy.
Solar energy harvesting is the most commonly utilized energy harvesting
technology for WSNs, because of several reasons [60].
Firstly, solar energy harvesting is a mature technology and offers higher
efficiencies, especially when compared to technologies such as radio wave energy
harvesting or vibration harvesting.
Secondly, solar cells, which are used for harvesting solar energy, are cheap
when compared to its counterparts in other energy sources. Solar cells also
do not have moving parts, since it harvests energy through an electrochemical
process. This translates to lower maintenance costs. In comparison, water flow
and wind energy are harvested through an electromechanical process, and their
transducers (the device which converts from one energy form to another) tend
to be bulky.
Another factor that works in solar energy harvesting’s favour is that its
output is naturally Direct Current (DC), which is readily used by electronic
circuits. In comparison, water flow and wind energy have Alternating Current
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(AC) outputs, which have to be converted to DC before they can be used to
power electronic circuits. Frequently the output of a solar cell must be converted
to a proper voltage level before it can be used by electronic circuits. This is
facilitated by DC-DC converters. However, DC-DC converters are in general
simpler and cheaper than AC-DC converters.
It must be noted that for generating electricity for the electric grid, water
flow energy (or hydro-electric) and wind energy dominate solar energy in terms
of usage [32]. However, facilities for grid electricity generation are usually long-
term investments that last decades, thus enabling the costs to be amortized over
longer periods of time. In comparison, sensor nodes are generally envisioned to
be cheap or even disposable devices which are easily replaced and deployed in
large numbers.
Solar cell physics
Solar energy is harvested though solar cells, also known as photovoltaic (PV)
cells. Solar cells function through the photovoltaic effect. Here we give a nec-
essarily brief discussion of the photovoltaic effect. The physics of solar cells is
discussed in greater details in books on photovoltaic engineering such as [71]
and [109]. The aforementioned sources serve as our primary references for the
following discussion. Readers that want to delve even deeper into the physics
behind solar cell operation can consult literature on solid state devices such as
[140].
Most solar cells are made from semiconductor materials. Semiconductors
such as silicon have the characteristic that they are perfect insulators at absolute
zero temperature, but increasingly become conductors as the temperature is
increased.
Light consists of photons which carry energy (Equation 1.1):
E = h× v = h× c
λ
(1.1)
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where h is Planck’s constant (6.6 × 10−34Js), c is the speed of light (2.998
× 108ms ), v is the frequency of the photon in Hz, and λ is the wavelength of
light in meters.
Exciting the electrons in a semiconductor requires a certain amount of energy
called bandgap energy. When light strikes the semiconductor and the photons
contain energy equal to or greater than the bandgap energy, the electrons are
excited into a higher energy state. More specifically, electron-hole pairs are gen-
erated. However, this excitation of electrons cannot by themselves be harnessed
to power devices, as the holes and electrons immediately recombine. To generate
electricity, the movement of the electrons must somehow be guided.
Generating electricity from the electron-hole pairs require that the semicon-
ductors be doped. Doping is the process of adding small amounts of impurities
to the semiconductor so that it would have an excess of holes or electrons. De-
pending on the impurity added the semiconductor can be come p-type or n-type.
Boron is an example of element added to silicon to produce p-type semicon-
ductors, while the addition of phosphorus results in the production of n-type
semiconductors.
When p-type and n-type semiconductors are placed in contact, a junction
is formed. More importantly, since there is an excess of electrons on one side
of the junction and an excess of holes on the other side, there is a consistent
traffic of charge carriers across the junction. This consistent traffic leads to the
generation of a built-in electric field.
Returning to the case of light-generated electron-hole pairs, when the electron-
hole pairs are excited in the junction, the electrons are pushed by the built-in
electric field towards the n-type semiconductor and the holes towards the p-type
semiconductor. This results in an excess of charge carriers in each semiconduc-
tor type. The excess charge carriers then result in a voltage between the external
terminals of the material (attached to each semiconductor type). If an exter-
nal wire is connected between the terminals, current will flow from the p-type
semiconductor towards the n-type semiconductor, generating electricity.
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There are several types of junction that can be constructed, but all serve the
purpose of converting the electron-hole pairs liberated by energy from photons
to a flow of electrons between the device terminals.
The losses experienced (hence, efficiency) of a solar cell is affected by several
factors. The type of material dictates the bandgap energy, hence the light
frequency band from which it can harvest energy. The construction or geometry
of the device affects the overall resistance and how efficient the device is in
minimizing the number of recombinations that do not contribute the current
flow between the terminals.
Types of solar cells
Solar cells are generally classified according to the materials used in their con-
struction.
• Crystalline silicon [71]. Crystalline solar cells use materials that are
highly crystalline in structure. For silicon-based solar cells they are the
most robust and efficient. They are also the most energy-intensive in terms
of manufacturing. Their manufacturing process has significant similarities
with those of semiconductors used for microelectronics, but with less strin-
gent requirements when it comes to purity and clean-room handling.
• Thin film [71]. Thin film solar cells use materials that do not have highly
crystalline structures. They generally use less materials in their construc-
tion compared to their crystalline silicon counterparts. Their manufactur-
ing process is also simpler and less energy-intensive, resulting in a cheaper
product. They are however, also less efficient than crystalline silicon solar
cells. Contrary to what their name may suggest, thin film solar cells are
usually heavier than their crystalline silicon counterparts since the film
has to be encapsulated between two panes of glass, compared to crys-
talline silicon, which only uses a single pane. Thin film solar cells are not
exclusively made of silicon. Most thin film solar cells can be further classi-
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fied into amorphous silicon, cadmium telluride (CdTe), or copper indium
gallium selenide (CIGS) depending on the material they are made of.
• Emerging technologies [71][110]. It must be noted that other types of
materials can exhibit the photoelectric effect discussed, not just semicon-
ductors. Some organic materials can also generated electricity from inci-
dent light - although they work differently from the mechanism previously
discussed, relying on excitons and not simple electron-hole pairs. Such
devices are called Organic Photovoltaics, or OPVs. OPVs is very much an
active research area. Driving such efforts are their potentially lower man-
ufacturing costs compared to crystalline silicon or thin film solar cells, as
well as other desirable features such as flexibility and transparency. An-
other factor driving their development is their environmental friendliness.
The process of turning silicon into solar cells is not only energy-intensive
(hence expensive), it also involves several toxic chemicals. The presence
of toxic chemicals make the disposal of such devices challenging. In com-
parison, production of OPVs involve no such chemicals, and they can be
more readily disposed. Despite the promise of emerging solar cell tech-
nologies however, most of them remain at the research stage. Compared
to crystalline and thin-film solar cells, their efficiencies are lower and their
lifetimes are still significantly shorter.
1.3 Energy-harvesting noise-sensingWSNs: Key
areas of development
In this thesis, we propose that for energy-harvesting noise-sensing WSNs to
become a reality, designers, researchers and engineers will have to focus on four
key areas:
1. New and emerging energy storage technologies, and how current algo-
rithms and infrastructures must be modified to take advantage of them;
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2. A review of currently-accepted technical requirements, and an assessment
on whether they will indeed lead to the attainment of long-term goals;
3. Improvements in current methodologies, specifically methodologies in-
volved in testing designs;
4. A forward-looking view of the capabilities that a fully-functional system
will or can have, with the goal of creating techniques or algorithms that
will enable users to take advantage of them.
1.3.1 The key areas of development and the thesis struc-
ture
In the following, we expound on each of the key areas, and how they relate to
the overall structure and contribution of the thesis.
New and emerging energy storage technologies
A system like an energy-harvesting noise-sensing WSN utilizes inputs in ei-
ther knowledge or technology from several disciplines: computer science (algo-
rithms), electrical engineering (hardware design), chemistry (energy harvesting
and storage), mechanical engineering (acoustic transducers), psychology (noise
perception), and medicine (health effects of noise). Relevant progress in any
of the said fields have the potential of moving the field forward. Nevertheless,
most of the time, new technologies pose challenges of their own: while some
will work in a simple ‘plug and play’ fashion, directly replacing older equivalent
counterparts, most do not. For these technologies, integrating them into exist-
ing systems entail the creation of new methods or algorithms, or modification
of existing ones. It is therefore important that new technologies be evaluated
carefully rather than simply assuming that they will have an immediate posi-
tive impact on the overall system. It will also be worthwhile to extrapolate in
advance the implications of these new and upcoming technologies, so that algo-
rithms and operating systems can prepare for them in advance. In this thesis
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we identify thin film solid state batteries as a specific example of new and up-
coming energy storage technologies, and discuss how they can potentially help
in future energy-harvesting noise-sensing WSNs, along with the challenges or
problems that must first be solved before they attain that potential.
It has been noted that the field of energy storage has advanced at a pace
significantly slower than that of electronic computing devices. This has had
the effect of energy storage devices taking up most of the space or volume in
fully-integrated systems. Most energy-harvesting WSN nodes have relied on
either supercapacitors [78] or rechargeable batteries (either Li-ion [101] or NiCd
[97]) as energy storage devices. However, a new type of energy storage device is
emerging: thin film solid state batteries, primarily represented by the Cymbet
EnerChip [22]. Manufactured using semiconductor processing technologies, thin
film solid state batteries are smaller than their coin cell counterparts [79], can
handle more charge-discharge cycles than most rechargeable batteries [81], and
have very low leakage compared to supercapacitors [79]. They are also more eco-
friendly than supercapacitors or rechargeable batteries as they do not contain
hazardous substances and are easy to dispose of at the end of their life cycle
[82]. Despite these advantages however, a significant disadvantage of thin film
solid state batteries is their high internal impedance [80]. The high internal
impedance effectively puts a limit on the amount of current that can be drawn
from the battery over short periods of time. This in turn effectively forces the
node to duty cycle.
Traditionally, duty cycling has been done to conserve energy, prolong node
lifetime, and to adjust the node power consumption to the amount of energy
being harvested from the environment. When thin film solid state batteries are
utilized, the energy storage device imposes its own duty cycling requirements.
This hardware imposed-constraint (in contrast to energy-imposed constraint) is
potentially detrimental to system performance. In Chapter 2, we propose ways
of mitigating the said effect, both in the context of radio duty cycling (via LPL,
or Low Power Listening [104]) and the more general context of operations with
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high current draws (for example, sampling the microphone).
Review of currently accepted and prevalent requirements
Requirements and design goals have tremendous influence on the efforts being
made towards advancing energy-harvesting noise-sensing WSNs. As such, it
is worthwhile reviewing the requirements and design goals that researchers and
systems designers strive to follow. It should be assessed whether widely-accepted
technical requirements still faithfully correspond to the overall goal of the effort.
Most previous efforts in realizing energy-harvesting noise-sensing WSNs have
aimed towards measuring the continuous equivalent A-weighted sound level, or
LeqT, because most existing noise codes specify LeqT as their primary metric.
Nevertheless, our correspondence and interaction with domain experts have
made it clear to us that while LeqT is useful, it is not necessarily an adequate
metric, and there are certain aspects of noise as experienced by humans that it
misses. Such views are also well supported in technical literature [113].
In Chapter 3, we demonstrate that LeqT-measuring systems are challenging
to implement as energy-harvesting devices. We also propose an alternative
design that does not measure LeqT, but can still be useful in urban settings.
The alternative design is better-suited to being powered by energy harvesting
than designs geared towards measuring LeqT.
Test methodologies
The methodologies used in designing and testing energy harvesting-powered
systems must also be advanced if progress is to be made towards realizing energy-
harvesting noise-sensing WSNs. We note that there is no universal standard for
testing energy-harvesting WSN nodes in terms of software/algorithms (duty
cycle, etc.) and hardware parameters (choice of microcontroller, size of the
energy storage device, etc.). This makes verification and design comparison
difficult, if not impossible. As such, hardware and software parameters for
most designs are simply estimated, and the actual deployment serves as the test
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itself. The main problem with actual deployments is their non-repeatability.
By ‘repeatability’ we mean the ability to test different algorithms, parameters,
and hardware designs several times under similar energy-relevant conditions,
leading to fair and verifiable comparisons. Because actual deployments are non-
repeatable, if mistakes are made during the estimation of parameters, then it
will already be too late or too costly to change them. The test methodology that
comes closest to being a true predeployment methodology is the test utilized
in [63], where a TI eZ430-RF2500-SEH [153], with a newly designed power
management algorithm, is exposed to a lamp that is then manually turned on
and off. This is still not a satisfactory approach however, since solar panels can
be easily put in states they will never be in actual outdoor conditions.
In Chapter 4, a methodology for indoor testing actually-built solar-powered
WSN nodes (and networks of such nodes) is presented. The methodology is
based on insights from the field of photovoltaic cell design and astronomy. The
methodology enables repeatable tests and frees the tests that could be performed
from geographic and seasonal constraints. The test methodology is carried out
using a test apparatus which ‘simulates’ the effect of an astronomical theory-
predicted sunlight pattern (at a particular place and time) on a solar panel. A
generic design for such an apparatus is presented in Chapter 4, along with a
specific design which is used in the construction of an actual apparatus. A series
of experiments - the likes of which are important prior to an actual WSN de-
ployment - are carried out to demonstrate the potential of the test methodology
and implemented test apparatus.
Algorithms for future capabilities
Future fully-operational energy-harvesting noise-sensing WSNs can or will have
capabilities that we are simply not designing or taking account of at present.
None of the existing work for instance, has taken into account localization or
identification of noise sources. Absence of interest and research in the area may
be justified, since most previous work has dealt with single nodes and not fully-
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deployed networks of such nodes. Nevertheless, a deployed energy-harvesting
noise-sensing WSN can potentially perform noise source localization, provided
that the nodes are fitted with directional microphones. The network then ef-
fectively becomes a directional sensor network, and the problem, one of target
identification or localization. In Chapter 5, we present heuristic algorithms
(both centralized and distributed) for orienting directional sensor networks in
such a way that both the number of targets covered and their identifiabilities are
taken into account, and maximized. These algorithms can be readily applied
to noise-sensing WSNs (provided that they are fitted with directional micro-
phones), enabling them to localize or identify noise sources.
1.3.2 The remainder of the thesis
Specific contributions to each of the four areas are discussed in Chapters 2-
5. Because of the diversity of the areas and for increased readability, related
and possible future work are also discussed in Chapters 2-5, after the specific
contributions. Chapter 6 concludes the thesis.
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CHAPTER 2
New and emerging energy storage technologies: Mitigating
hardware-imposed duty cycling constraints
2.1 Overview
New and emerging energy storage technologies can potentially help in improving
the performance of energy-harvesting WSNs (not just those designed for noise-
sensing). Some of these technologies however cannot be readily adopted without
first modifying existing algorithms or introducing new techniques, as doing so
may actually end up hindering, instead of helping, performance.
In this chapter, we provide a specific example of such a technology with thin
film solid state batteries, primarily represented by the Cymbet EnerChip [22].
As mentioned in Chapter 1, thin film solid state batteries offer the advantages of
smaller form factor, lower leakage, and more charge-discharge cycles, compared
to most rechargeable batteries. However, thin film solid state batteries also
impose additional constraints on the duty cycle that can be adopted by the WSN
node. This additional constraint is potentially detrimental to performance. In
this chapter, we present techniques that minimize or counteract such an effect.
2.2 Introduction and motivation
One of the biggest issues in wireless sensor networks is energy. The issue is
even more critical in energy-harvesting wireless sensor networks, which usually
have access to energy supply that is intermittent or orders of magnitude lower
than that of batteries. In non-energy harvesting WSNs, energy conservation
translates to longer lifetimes (or intervals between battery replacements) while
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in energy-harvesting WSNs, energy conservation and management are at times
crucial for the system to operate at all.
A common strategy for conserving energy in WSNs is duty cycling, wherein
the radio (and sometimes, along with other components) is regularly turned on
only for a small period of time, after which it goes back to an inactive state.
The duty cycle of a system has generally been considered to be a function of
the energy supply. In systems powered by energy harvesting, the duty cycle
depends on the amount of energy that can be harvested from the environment,
desired lifetime for the system, and the energy consumption. Rarely discussed
in the literature however, are the limitations imposed on the duty cycle by
the energy storage device. As will be discussed, certain types of energy stor-
age devices place limitations on the duty cycle achievable, independent of the
three aforementioned factors. Such limitations can have performance-limiting
consequences.
In this chapter we discuss the implications of such storage device-imposed
limitations both when what is being duty cycled is the radio and other com-
ponents with similarly high energy consumption. We also discuss ways of mit-
igating the effects of the said limitations on performance. A recurring theme
in this chapter is how the limits can be frequently derived or calculated using
computational-analytical methods, but the limits produced by these methods
are frequently conservative. The limits derived by the computational-analytical
methods can then be ignored up to a certain extent, leading to better perfor-
mance for the system. The real and absolute limits can be derived via empirical
methods, but experimentation is tedious and labour-some. Nevertheless, the
system itself can be designed to empirically derive the limits automatedly, thus
leading to better performance, and not requiring human intervention.
We note that in this work in general we are trying to increase the duty cycle
that an energy harvesting-powered WSN node can have, since higher duty cycles
translate to more or longer (more informative) sensor readings.
Chapter 2.3 discusses the components and physical setup that will be used
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in this chapter (and some chapters that will follow). Chapter 2.4 elaborates on
how certain types of energy storage devices place limitations on the duty cycle.
Chapter 2.5 discusses how the radio (and communication) is affected by the
said limitations, and what can be done to maximize the performance of systems
affected by the said limitations. The case for generic components (not just the
radio) that have significant energy consumption is covered in Chapter 2.6.
2.3 Physical setup
For our work, we use the ultra-low-power wireless sensor module (‘mote’) TelosB
[123]. TelosB was designed at UC Berkeley with three goals in mind: minimal
power consumption, ease of use, and increased software and hardware robust-
ness. It uses a 16-bit Texas Instruments MSP430 microcontroller [51][151] and a
2.4 GHz IEEE 802.15.4 compliant RF transceiver Chipcon CC2420 radio [155].
The TelosB motes that we use for this work were manufactured by Advanticsys
[1] and marketed as CM5000 motes. Our TelosB motes run TinyOS, or Tiny
Microthreading Operating System [47][103].
For the energy harvesting component of our setup, we utilize the CBC-
EVAL-09 [23]. The CBC-EVAL-09 is an evaluation kit manufactured by Cym-
bet Corporation (Elk River, MN, USA). It features several energy-harvesting
transducers, along with the EnerChip EP CBC915 Energy Processor [83] and
the EnerChip CBC51100 100 µAh solid state battery module (with two Ener-
Chip CC CBC3105 [22] solid state batteries connected in parallel).
The EnerChip EP CBC915 Energy Processor [83] serves as an interface be-
tween the transducers and the energy storage device. It employs advanced
maximum power point tracking algorithms, constantly matching the output
impedance of the energy-harvesting transducers, thus ensuring high-efficiency
energy conversion. The EnerChip EP CBC915 Energy Processor also facili-
tates communication with the microcontroller, providing information such as
state-of-charge estimates and a calibration function.
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2.4 The energy storage device and the duty cy-
cle
The amount of current that can be drawn from an energy storage device is lim-
ited by the device’s internal impedance. To compensate for this, a capacitor is
usually inserted between the energy storage device and the load. This capacitor
is also called the boost capacitor. In this section, ‘boost capacitors’ will also
sometimes be referred to as simply ‘capacitors’. It must be noted that since
the electrical charge has to be transferred from the energy storage device to the
capacitor, it is still impossible to supply a high level of current to the load for
indefinite periods of time.
For the same level of current draw, a longer draw period will necessitate
using a larger capacitor to store a greater amount of electrical charge from the
primary energy storage device. However, a larger capacitor also takes longer to
charge - therefore, the intervals between current draws, which we also call charge
time, will also increase.
The relationship between the capacitor size, the level of current draw (in
milliamperes), the length of the current draw, and the interval between draws
can be derived analytically and computed: for instance, the energy storage
system that we utilized for our work, the EnerChip CC CBC3105 [22], specifies
through an application note [80] a formula for determining the capacitor size
needed for supporting a specified level of current draw for a specified length of
time. We state this in Equation 2.1. The equation for RLoad, which is a variable
in Equation 2.1, is defined in Equation 2.2. Equation 2.1 and Equation 2.2’s
variables are defined in Table 2.1. For variables whose values remain constant
across different computations, their values are specified in Table 2.2.
C = tDraw
RLoad × ln(VMaxVMin )
(2.1)
RLoad =
Vout(average)
Ipulse
(2.2)
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Table 2.1: Equation 2.1 - Equation 2.4 variables
Variable Description
C capacitance of external capacitor in parallel
with the battery
tDraw length of time that the current will be drawn
RLoad load resistance
VMax final capacitor voltage that must be attained
before next current draw
VMin initial voltage when charging begins
tCharge capacitor charge time
RBat battery resistance
VChg applied charging voltage on the capacitor
Vout(average) average voltage across the load during
the current draw
Ipulse level of current draw (in Amperes)
Table 2.2: Equation 2.1 to Equation 2.4 variables and values
Variable Value
VMax 3.8 V
VMin 1.8 V
RBat 7000 ohms
VChg 4.1 V
Vout(average) 3.4 V
20
2. New and emerging energy storage technologies: Mitigating hardware-imposed
duty cycling constraints
The formula for the charge time of a given specific capacitor is also given
by [80], and is stated here in Equation 2.3. Equation 2.3’s variables are also
defined in Table 2.1.
tCharge = −RBat × C× ln
(
VMax − VChg
VMin − VChg
)
(2.3)
Solving Equation 2.1 and Equation 2.3, for example, a system utilizing a
5,000 µF capacitor should be able to support a current draw of 20 mA for 210
ms with a charge time of 45 s.
Defining duty cycle as the proportion of time the system is awake or active
in a cycle, we now have Equation 2.4
dutycycle = tDrawtDraw + tCharge
(2.4)
Substituting Equation 2.1 and Equation 2.3:
dutycycle =
RLoad × lnVMaxVMin
RLoad × lnVMaxVMin − RBat × ln
VMax−VChg
VMin−VChg
(2.5)
It must be noted that the only variable defined by the load which appears in
Equation 2.5 is RLoad. Referring to Equation 2.2, only Ipulse determines the duty
cycle of the system. The capacitor, in particular, does not figure in Equation 2.4.
A larger capacitor will enable a longer draw time, but its ratio to the sum of
the charge time and the draw time (the total period) will always be the same.
In some applications, the length of the current draw may be user-definable.
An example of such a load will be the microphone. To have a longer draw
time, we may opt for a larger capacitor, but the interval between draws will
proportionately increase as well. In other applications, the length of the current
draw is already defined. An example of such a load is a radio which has to
send a packet to a receiver which is duty cycling using low-power listening (LPL
[104]). If the wake-up interval of the receiver has already been decided or set,
the designer has no choice on the size of the capacitor that must be installed on
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the sender.
Traditionally, duty cycling is seen as a necessity imposed by the limited
amount of harvested energy. As can be seen in Equation 2.5 however, the
hardware (through the energy storage device) imposes its own cap on the duty
cycle feasible. It is interesting to note that neither the capacity of the energy
storage device nor the solar panel output figures in Equation 2.5. Therefore,
using larger batteries or larger solar panels will not help in increasing the limit
imposed by Equation 2.5.
It must be noted that the level of current that can be drawn from any energy
storage device is limited both in magnitude and duration. However the internal
impedance of ‘traditional’ energy storage device as NiCd rechargeable batteries
or supercapacitors are usually so low that they can support high levels of current
draw (higher than that which most WSN nodes usually require) for durations
effectively limited only by the amount of charge stored in them. As such, they
do not impose any constraints on the duty cycling of the systems they power.
2.5 Mitigating performance degradation due to
hardware-imposed duty cycling constraints
in radio communications
TinyOS, an operating system for WSN motes, comes with the low-power listen-
ing (LPL [104]) protocol as its default duty cycling mechanism for the radio.
As the name implies the mechanism is mainly listener-centric: provided that a
receiver can tolerate certain delays between packet generation and packet re-
ception, LPL can result in orders of magnitude less power consumption - on the
receiver side.
LPL works by having the receiving node wake up every time a wake-up in-
terval elapses and sample the channel for a short period of time. Upon detecting
activity in the channel, the node stays awake for a bit longer; if not then the
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node goes back to sleep, only to awaken again after another wake-up interval
has elapsed. If the activity in the channel is due to another node sending to the
duty cycling node, the duty cycling node will further stay awake to receive the
packet.
LPL is designed to asynchronously operate; hence, a sending node does not
know when a duty cycling receiving node will wake up. Thus, to ensure that it
will find the receiving node awake, upon starting a send operation, it will try to
repeatedly attempt to send the packet until the packet is acknowledged by the
receiver or a time interval equivalent to the receiving node’s wake up interval
elapses, whichever comes first. A send attempt consists of a packet transmission
followed by a period in which the sender waits for an acknowledgement from
the receiver. Each attempt is separated from each other by a relatively short
back-off period. Acknowledgements are sent by the receiver upon successfully
receiving the packet. Upon receiving an acknowledgment, the sender will stop
attempting to send the packet in a unicast operation. In a broadcast operation,
since there are several receivers which could be waking up at different periods in
time, the sender will keep attempting the sends until a time period equivalent to
the longest receiver wake-up interval among the set of wake-up intervals of the
intended receivers has elapsed (it is assumed that this value has been properly
set by the application developer in the sender beforehand).
LPL operation is shown in Figure 2.1. In Figure 2.1, the first attempt of
the sender failed (since the receiver was still sleeping when it occured) while the
second attempt succeeded.
From Figure 2.1, it is apparent that while a greater wake-up interval results
in greater energy savings for the receiver, it results in potentially greater en-
ergy consumption per send operation for the sender. In the diagram, a longer
wake-up interval can potentially result in a longer A-labelled section, ultimately
depending on when the send operation started and when point B will occur.
If we assume that the sender mote is utilizing an energy storage device with
high impedance (such as that discussed in Chapter 2.4), for the same level of
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Figure 2.1: LPL operation. CH SMPL - channel sampling; LPL BO - LPL
back-off; PKT TX - packet transmission; ACK WAIT - waiting for acknowl-
edgement; PKT RX - packet reception; ACK TX - acknowledgement trans-
mission. Durations not drawn to scale.
current draw, a longer draw period will necessitate using a larger capacitor to
store a greater amount of electrical charge from the primary energy storage
device (Equation 2.1). However, a larger capacitor also takes longer to charge;
therefore the intervals between current draws will also increase (Equation 2.3).
In a sender-receiver pair that is using LPL and an energy storage device
with high impedance, there is a dependency between the wake-up interval of
the receiver and the capacity of the boost capacitor interfacing the sender and
its energy storage device. The sender will not be able to support any arbitrary
value chosen by the receiver as a wake-up interval - the maximum receiver wake-
up interval which can be supported by the sender depends on the size of the
sender’s boost capacitor. The boost capacitor should be able to supply current
that can drive the radio for the duration of the receiver wake-up interval (as the
sender radio will have to be kept on for this long during a worst case scenario;
referring to Figure 2.1, this corresponds to when the sender starts sending just
as the receiver has gone to sleep). By the same token, the size of the boost
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capacitor also affects the sender mote’s sending rate, or the send interval, since
the boost capacitor has to be charged. In summary, a larger boost capacitor
enables a sender to support longer wake-up intervals on the receiver side, but
decreases the sender’s sending rate.
In order to optimize the operation of a WSN (or even just a sender-receiver
pair), it is important for designers to understand and take into account the
relationship between these three values (the capacitor size, the receiver wake-
up interval, and the sender send interval). To derive the three values, one can
utilize Equations 2.1-2.3.
To test the accuracy of the values derived using these equations, we conduct
two experiments. In the first experiment, we set up an actual send-receive pair
with the sender being powered by an energy harvesting system interfaced to
the mote with a 5000 µF capacitor. The send interval is set to 45 seconds, and
the wake-up interval of the receiver is set to different values ranging from 100
milliseconds to 1000 milliseconds. We allow the setup to run for a time period
that permits 20 packets to be transmitted. The number of packets successfully
transmitted versus the receiver time intervals are shown in Figure 2.2. As can
be seen in the figure, as expected, after a certain point the sender mote is no
longer able to transmit any packets to the receiver. Datalogger and oscilloscope
readings indicate that at sufficiently long enough receiver wake-up intervals,
the sender mote actually restarts. This is because all the charge in the ca-
pacitor is drawn by the node and the voltage across the capacitor drops below
the point required to power the mote (around 2.7 V). However, the maximum
receiver wake-up interval that the sender mote is able to support is shown to
be beyond the computed value of 210 milliseconds, indicating that the value
derived through computation is overly conservative. That the equations give
conservative values is not surprising; Equations 2.1-2.3 are based on equations
from electronic and circuit devices theory. While the mathematical models for
electrical and electronic components can be quite accurate, they do not always
perfectly predict circuit behaviour. Some of the parameters provided by the
25
2. New and emerging energy storage technologies: Mitigating hardware-imposed
duty cycling constraints
datasheet and used as inputs to the equations are probably highly conservative
estimates as well, ensuring that the outputs of the equations will always work.
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Figure 2.2: Actual transmission test, receiver wake up interval varied. Send
interval is 45 seconds.
For the second experiment, we utilize the same physical setup, but instead
of varying the receiver wake-up interval, the send interval is varied from 0 to 45
seconds, and the receiver wake-up interval is constantly set to 200 milliseconds.
We allow the setup to run for an interval of time that is sufficient for 26 packets
to be sent. Part of the results are plotted in Figure 2.3. As expected, at very
short send intervals, the sender is not able to send any packets at all. This can
be attributed to the node trying to draw charge from an insufficiently charged
capacitor, inducing the capacitor voltage to drop, and inducing a restart. How-
ever, the sender is able to successfully send packets consecutively at a send
interval that is significantly lower than the theoretical minimum of 45 seconds.
Again, the value given by the computation is overly conservative.
It is important that accurate limits for the receiver wake-up interval and
send interval be used if the utility of the system is to be maximized. A longer
receiver wake-up interval translates to more energy savings for the receiver, so
it is important that the accurate supportable limit of the sender be known. A
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Figure 2.3: Actual transmission test, send interval varied. Receiver wake-up
interval is 200 ms. All results beyond 15 seconds are equal or very close to
100%.
shorter send interval translates to more readings that can be done by the sender,
and finer temporal granularity for the data gathered.
All these motivate the work done in this subchapter. Our experiments show
that the computational method gives overly conservative values for the receiver
wake-up interval and send interval. Experiments (such as the ones that produced
Figure 2.2 and Figure 2.3) are accurate, but are obviously cumbersome and
labour-intensive to perform. As an alternative to manual experimentation, we
create two protocols which will enable a mote to determine through autonomous
experimentation the maximum receiver wake-up interval that it can support.
The first protocol is based on a client-server architecture, while the second
protocol enables the node to determine the limit by itself. We note that both
protocols try to find the assumed receiver wake-up interval for which the sender
will shutdown or restart - we take the sender shutting down or restarting as
the ultimate indicator of the assumed receiver wake-up interval no longer being
supportable.
In the protocol based on the client-server architecture, one node (the server)
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observes another (the client) as it tries out different assumed wake-up intervals.
The technique has the advantage of being able to define supportability in terms
of the Packet Reception Ratio (PRR). It must be noted that the PRR is depen-
dent on how many packets are used to measure it. The more packets that are
used in measuring the PRR, the more accurate it is, but the more energy- and
time-consuming the measurement process is. To discern the most cost-effective
number of packets, the protocol is tested with different measurement window
sizes. We define the ‘measurement window size’ or simply ‘window size’ as the
number of packets sent as a set when testing a wake-up interval value.
An obvious weakness of the technique is the need for another node: this may
not be feasible in setups where the node has no neighbours, as is the case in
networks where data is pulled or muled out of isolated sensor nodes. Even if
the node wanting calibration has a neighbour, the technique requires that the
neighbour must not be duty cycling for it to be able to act as a server. Thus,
this technique is of limited use in a purely energy harvesting wireless sensor
network.
The second protocol relies on non-volatile memory to enable a node to au-
tonomously (without the assistance of another node) determine the maximum
wake-up interval that it can support. Non-volatile memory is used in calibration
by having the mote store the wake-up interval that was just successfully tested.
If the node fails to shutdown after a calibration loop (the sequence of repeated
sends at a single wake-up interval value), the wake-up interval that was just
tested is stored in the non-volatile memory, and a test commences for a longer
wake-up interval. Once the node restarts, it will then check the non-volatile
memory, which will now contain the longest wake-up interval value that was
successfully tested.
In both protocols, we would refer to the process of determining the maximum
receiver wake-up interval that a node can support as a calibration process.
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Table 2.3: Commands and events, client side
Command/Event Command/Event name Description
command calibratewakeupinterval called to start
calibration process
command getpendingcalibration called to get results
from server
event novolunteers signalled when
no server volunteered
event calibrationfinished signalled when
calibration finished
successfully
event result_received signalled to indicate
result of calibration
2.5.1 Methodology
Throughout the experiments, the EVAL-09 board is continuously exposed to
light of 1300 lx+ in brightness. The light is supplied by a General Electric
240 V 60 W bulb, with the brightness controlled with a Transcension SDC-
6 6-channel DMX controller connected to a Soundlab Dimmer Pack. Before
running any experiment, the system is also exposed to the light source for 50
minutes, the approximate time it takes to charge up the EnerChip, according
to the datasheet [23].
2.5.2 Client-server architecture-based protocol: Descrip-
tion
The client-server architecture-based protocol is implemented through two TinyOS
components to which user level applications can wire to. The two components
are EHCalibrate for the client-side functionality, and EHCalibrateSERVER, for
the server-side functionality. The commands and events associated with EHCal-
ibrate are tabulated in Table 2.3, while those for EHCalibrateSERVER are tab-
ulated in Table 2.4.
EHCalibrate has two commands associated with it: calibratewakeupinterval,
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Table 2.4: Commands and events, server side
Command/Event Command/Event name Description
command startserving called when the mote
wants to start
acting as a server
command stopserving called when the mote
wants to stop
acting as a server
Table 2.5: Input parameters, calibratewakeupinterval
Parameter Description
sendinterval send interval to use
lowerbound shortest receiver wake-up interval value to test
upperbound longest receiver wake-up interval to test
resolution increment steps when changing interval under test
which starts the calibration process, and getpendingcalibration which fetches
the result of the calibration process from a server. calibratewakeupinterval
has four input parameters, tabulated in Table 2.5.
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Figure 2.4: Protocol operation diagram.
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Typical protocol operation is shown in Figure 2.4. A typical operation can
be thought of as having three phases:
1. PHASE 1. Protocol operation begins by having the client-side application-
level code call EHCalibrate’s calibratewakeupinterval command. The
client then broadcasts a packet requesting for server volunteers. Available
servers that will receive the request will then respond with a VOLUN-
TEER packet. The client will choose among the servers that volunteered,
and then send a destination-specific ACCEPTANCE packet. If no vol-
unteer responds to the REQUEST packet, EHCalibrate will signal the
novolunteers event.
2. PHASE 2. Shortly after sending the ACCEPTANCE packet, the client
starts sending out the actual calibration packets to the chosen server. Af-
ter sending a specific number of packets, the assumed receiver wake-up
interval is incremented by the value specified through the input variable
resolution (see Table 2.5), and a new set of packets is sent again. The pro-
cess is repeated until the client node shuts down or until the upper bound
value specified in the calibratewakeupinterval command is reached. If
the latter happens, EHCalibrate signals the calibrationfinished event.
While the client is sending the calibration packets, the chosen server just
receives the packets and takes note of the assumed receiver wake-up inter-
val at which the packets are being sent (the value is also contained in the
calibration packet). In normal LPL operation, upon receiving the packet,
the receiver (the server in our case) sends an acknowledgement so that
the sender (the client in our case) will cease sending. For our protocol, we
configure the motes to operate without acknowledgements. This ensures
that the client will always attempt to send a packet for a period of time
that is equivalent to what it assumes the server’s wake-up interval is. Ide-
ally, the motes will operate without acknowledgement while calibrating,
but utilize acknowledgements for all other send operations. Another way
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this can be implemented is by having the client node broadcast the cali-
bration packets. If the client broadcasts the calibration packets however,
the other servers that were not chosen must be configured to ignore the
calibration packets.
Our earlier experiments showed that PRR degradation due to overly long
receiver wake-up interval values is not abrupt: this can also be seen in
Figure 2.2. To make sure that a certain receiver wake-up interval value
is indeed perfectly supportable by the client, the server requires that all
packets in a set be successfully transmitted before it considers the receiver
wake-up interval as ‘supportable’.
3. PHASE 3. The third phase is initiated by having the client application
code call EHCalibrate’s getpendingcalibration command. It is rec-
ommended that the application code call this upon boot-up, so that the
results of the calibration can be collected after a client node shutdown.
After a getpendingcalibration command is called, the client broadcasts
a FETCHRESULT packet. A server that receives the FETCHRESULT
packet then checks its buffer to determine whether it has recently cali-
brated the client. If it has, it will then send a RESULT packet containing
the highest supportable wake-up interval value that it observed. Recep-
tion of the RESULT packet at the client side will then trigger the sig-
nalling of the result_received event, with a validity flag of TRUE.
If after a certain period of time the client receives no RESULT packet,
result_received will still be signalled, but the validity flag will have a
value of FALSE.
It must be noted that it is not necessary for the client node to shutdown
during the calibration process for the protocol to work. Indeed, there
are cases wherein the client does not shutdown but some of the values
(in particular the higher ones) in the range that it tested were no longer
supportable. Due to the server’s strict requirement that all packets must
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be successfully transmitted for a receiver wake-up interval value to be
considered ‘supportable’ (see PHASE 2), the protocol will still be able to
detect this. We therefore recommend that the user-level application call
getpendingcalibration after a calibrationfinished is signalled. This
will certainly result in a result_received being signalled later on. The
client application code can then compare the result from the server with
the upper bound of the range it just tested. If they are equal, then the
entire range is supportable and the application code may opt to test a
higher range of values. If they are not equal then the maximum support-
able receiver wake-up interval is within the range and was detected by the
server.
We note that the client-server architecture-based protocol will only work in
a setup with bidirectional links. It does not take into account unidirectional or
intermittent links which become an issue when there is a significant distance
between the sender and the receiver. The presence of of unidirectional or inter-
mittent links can cause the server to have an erroneous count of packets that
the client is able to send without shutting down - the unreceived packets are
now possibly due to the channel being lossy or intermittent rather than the
assumed receiver (server) wake-up interval no longer being supportable by the
sender (client). To minimize the effect of unidirectional or intermittent links,
clients can be programmed to be able to choose servers that are closest to them,
or servers from which they can receive the strongest signals. WSN nodes can
measure signal strength through the Received Signal Strength Indicator (RSSI)
value that many radios make available with each packet received. Alternatively,
given that client would do most of the sending and the server most of the receiv-
ing, the RSSI reading on the server side can be taken into account instead of the
client side. In this scheme, each server will report (through the VOLUNTEER
packet) the RSSI reading it got upon receiving the REQUEST packet. The
client will then choose the server with the highest reported RSSI value. We em-
phasize however, that this scheme still does not protect the system against links
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going down temporarily, hence, the requirement that the links be bidirectional.
2.5.3 Client-server architecture-based protocol: Results
The client-server architecture-based protocol is tested using two nodes desig-
nated as client and server, wired to EHCalibrate and EHCalibrateSERVER,
respectively. The client application code is designed to immediately call the
getpendingcalibration command upon booting. This will result in a result_received
event being signalled. If the result from the event is not valid (as is the case if
it is the first time that the client is booting up), the application code then calls
the calibratewakeupinterval command.
Two things can happen after this point: either the calibration will cause
the node to shutdown, or it does not shutdown and the calibrationfinished
event is signalled.
In the former, the node will boot up again, but unlike before, result_received
will now have a valid value. The node will then proceed to use the result in
sending packets to a base station. The packets that it sends to the base station
also contain the calibration result value. This way, we are able to monitor what
the actual calibration result is, and whether it is effective (as will be evidenced
by the client being able to repeatedly send packets to the base station for a
continuous period of time).
If the node does not shutdown, the getpendingcalibration command is
called. This should result in a result_received event with a valid result value.
The node will compare the calibration result with the upper bound value it used
earlier when it called calibratewakeupinterval. If they are equal, the node
calls calibratewakeupinterval again, but with the lower bound and upper
bound values now incremented. If the two values are not equal, the node will
then proceed to use the result value in sending to the base station.
We test three capacitor values: 3000 µF, 4000 µF, and 5000 µF, and utilize
30 seconds as the send interval. We use a resolution of 50 ms, and the lower
bound and upper bound values are defined as 0 ms and 1000 ms, respectively.
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An important parameter of the protocol is the measurement window size. We
test four measurement window sizes: 2, 4, 6, and 8.
The results given by the calibration protocol, and the values given by the
computational method, are plotted in Figure 2.5. From Figure 2.5, it is apparent
that in all capacitor values tested, the actual receiver wake-up interval that can
be supported by the sender (client) is much greater than the value given by
Equation 2.3. Figure 2.5 also shows that the measurement window sizes tested
gave very consistent limit values - the results given by the different setups varied
by no more than a single resolution step for all capacitor values tested. Thus,
using a measurement window size of 8 holds no accuracy advantage over a
measurement window size of 2 or 4.
It is important that the measurement window size be minimized as much as
possible, as larger window sizes translate to longer calibration processes. This
means greater energy consumption and longer disruption of normal network
operation. The times taken by the experiment setups to finish are plotted in
Figure 2.6. Note that the times plotted in Figure 2.6 are greater than the actual
calibration times; they are actually the time elapsed between the connection of
the client node to the energy harvesting system and the reception of the base
station of the first post-calibration packet from the client node. Nevertheless,
the application-level code component is fairly constant across different setups,
thus the differences between the times plotted in Figure 2.6 are caused by the
calibration process (protocol-level component).
2.5.4 Mote-autonomous protocol: Description
The mote-autonomous protocol works by having the mote send out packets with
a specific assumed receiver wake-up interval. Every time it successfully finishes
the operation, it records the value of the just-tested wake-up interval in the
non-volatile random access memory (NVRAM), which is a flash memory for the
TelosB WSN node. After recording the value, a longer wake-up interval is then
tested. The process repeats itself until the node encounters a wake-up interval
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Figure 2.5: Maximum supportable wake-up interval values: theoretical vs ex-
perimental (measured by calibration protocol).
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Figure 2.6: Experimental times for different setups.
it can no longer support, and will thus induce it to shutdown and restart. After
booting up from a reset, the node can then read the NVRAM, which should
now contain the highest wake-up interval it was able to support. The protocol
is implemented through a TinyOS component to which user-level applications
can connect to, EHCalibrateSELFC. The commands and events associated with
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Table 2.6: Commands and events, client side
Command/Event Command/Event name Description
command calibratewakeupinterval called to start
calibration process
event calibrationfinished signalled when
calibration finished
successfully
Table 2.7: Input parameters, calibratewakeupinterval
Parameter Description
sendinterval send interval to use
lowerbound lowest receiver wake-up interval value to test
upperbound highest receiver wake-up interval to test
resolution increment steps when changing interval under test
Table 2.8: NVRAM variables, calibratewakeupinterval
Variable Description
valid (boolean) indicates whether other NVRAM variables
contain valid values
wakeupintervalvalue (integer) last wake-up interval value successfully tested
sendintervalvalue (integer) last send interval value successfully tested
EHCalibrateSELFC are tabulated in Table 2.6.
EHCalibrate has a single command associated with it: calibratewakeupinterval,
which starts the calibration process. calibratewakeupinterval has four input
parameters, tabulated in Table 2.7. Table 2.8 tabulates the variables stored in
the NVRAM.
Typical protocol operation is presented in Algorithm 1. Typical operation
can be thought of as having three distinct phases:
1. PHASE 1. Protocol operation begins by having the application-level
code call EHCalibrateSELFC’s calibratewakeupinterval command. The
protocol-level code then proceeds to read the NVRAM (Line 2), specifi-
cally checking for the value of the variable valid (Line 3). The variable valid
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indicates the validity of the variables contained in the NVRAM. The vari-
ables are considered valid if they are produced as the result of a calibration
process (hence, post-programming the initial value of valid is FALSE),
and if the variables were not read before (in a sense, the variables, which
contain the results of the calibration process, can only be ‘used’ once). A
value of TRUE for the variable valid indicates that a calibration was done
before, and valid values are contained in the other variables. If this is the
case, the value of valid is then changed to FALSE (Line 5), and the values
contained in the variables wakeupintervalvalue and sendintervalvalue (also
stored in the NVRAM) are read (Line 4) and relayed to the application-
level code through signalling the event calibrationfinished (Line 25).
A valid value of FALSE indicates that the node did not come from a
restart, and there are no valid values stored in the NVRAM. In such a
case, protocol operation then proceeds to PHASE 2.
2. PHASE 2. PHASE 2 begins by starting the radio (Line 8). After the ra-
dio is started, the variable current_wakeupinterval, which contains the
current wake-up interval value being tested, is set to the value of the lower
bound, specified when calibratewakeupinterval command was called
(Line 9). A full set of packets is then sent, separated by the specified send
interval (Lines 12-15). The number of packets in a set (the window size) is
a protocol parameter which will be tested later on to study its effect on pro-
tocol effectiveness. After a set is successfully sent, the value of the variable
valid in the NVRAM is set to TRUE (Lines 17-18), and the values of the
just-tested wake-up interval and send interval are written to the NVRAM
(Line 16). The variable current_wakeupinterval is then incremented
by the value of resolution (also specified when calibratewakeupinterval
command was called) (Line 19), and a new set is sent (Lines 10, 20).
PHASE 2 has two possible outcomes. In the first outcome, the node
restarts in the middle of sending a set, since the wake-up interval is
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no longer supportable. Provided that the application code will call the
calibratewakeupinterval command upon bootup, the maximum re-
ceiver wake-up interval value that is supportable can then be retrieved
from the NVRAM by PHASE 1 of the protocol. In the second outcome,
all the values specified in the calibratewakeupinterval lower bound-
upper bound range turn out to be supportable, and the node does not
shutdown or restart. In this case, protocol operation proceeds to PHASE
3.
3. PHASE 3. PHASE 3 begins by setting the value of the NVRAM vari-
able valid to FALSE (Lines 21-22). The radio is then turned off (Line 23),
and the event calibrationfinished is signalled (Line 25). Note that the
event calibrationfinished can now possibly be signalled by two con-
ditions: from PHASE 1, wherein it will contain the measured maximum
receiver wake-up interval, and from PHASE 3, wherein it simply indicates
that the entire range of values specified in the calibratewakeupinterval
command is supportable. To differentiate between the two cases, the event
calibrationfinished includes the variable fromprevious which is TRUE
when signalled by first phase of the protocol, and FALSE when signalled
by the third phase.
2.5.5 Mote-autonomous protocol: Results
We test the mote-autonomous protocol using a node running an application
wired to EHCalibrateSELFC. The application code is designed to immediately
call the getpendingcalibration command upon booting. The command can
cause the node to restart, after which the next call to getpendingcalibration
command will result in the signalling of the event calibrationfinished with
a valid calibration result. Alternatively, the node may not restart and the event
calibrationfinished would still be signalled, but with an invalid calibration
result. In this case, the application will call getpendingcalibration again, but
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Algorithm 1 Algorithm for mote-autonomous protocol
1: Inputs: sendintervalvalue; lowerbound; upperbound; windowsize; resolution
2: get copy of variable valid from NVRAM . start of Phase 1
3: if valid == TRUE then
4: get copy of variables wakeupintervalvalue and sendintervalvalue from
NVRAM
5: valid ← FALSE
6: update variable valid in NVRAM . end of Phase 1
7: else . start of Phase 2
8: start radio
9: wakeupintervalvalue ← lowerbound
10: while wakeupintervalvalue ≤ upperbound do
11: sentmsgs ← 0
12: while sentmsgs < windowsize do
13: send packet
14: sentmsgs ← sentmsgs + 1
15: end while
16: update variables wakeupintervalvalue and sendintervalvalue in
NVRAM
17: valid ← TRUE
18: update variable valid in NVRAM
19: wakeupintervalvalue ← wakeupintervalvalue + resolution
20: end while . end of Phase 2
21: valid ← FALSE . start of Phase 3
22: update variable valid in NVRAM
23: turn off radio
24: end if
25: signal calibrationfinished . end of Phase 3, called in Phase 1 if
flow does not proceed to Phase 2
with a higher range of wake-up interval values to test. The process will repeat
itself until a range is found which will cause the node to restart.
After getting a valid calibration result, the node will then proceed to use
the result in sending packets to a base station. The packets that it sends to the
base station also contain the calibration result value. This way, we are able to
monitor what the actual calibration result is, and whether it is effective (as will
be evidenced by the client being able to repeatedly send packets to the base
station for a continuous period of time).
We test three capacitor values: 3000 µF, 4000 µF, and 5000 µF, and utilized
30 seconds as the send interval. We use a resolution of 50 ms, and set the
lower bound and upper bound values as 0 ms and 1000 ms, respectively. An
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important parameter of the protocol is the measurement window size. We test
four measurement window sizes: 2, 4, 6, and 8.
3,000 3,500 4,000 4,500 5,000
100
200
300
400
500
Capacitance (µF)
R
ec
ei
ve
r
wa
ke
-u
p
in
te
rv
al
(m
il
li
se
co
n
d
s)
Theoretical
2 packets
4 packets
6 packets
8 packets
Figure 2.7: Maximum supportable wake-up interval values: theoretical vs ex-
perimental (measured by calibration protocol).
The results given by the calibration protocol, and the values given by the
computational method, are plotted in Figure 2.7. From Figure 2.7, it is apparent
that in all capacitor values tested, the actual receiver wake-up interval that can
actually be supported by the sender is much greater than the value given by
Equation 2.3. Figure 2.7 also shows that the window sizes tested mostly gave
very consistent limit values, differing only by a single resolution step. That is
generally the case except for the lowest capacitor value and small window sizes
tested. For instance, for the window size of 2 and the capacitor value of 3000 µF,
the measured receiver wake-up interval is only 50 ms, lower than the theoretical
value, and lower than that given by the other setups. For a window size of 4 and
the capacitor value of 3000 µF, the calibration process failed. Inspecting the
voltage and current readings from our datalogger, we find that this phenomenon
is due to the power consumption of the NVRAM writing process. The process
of writing to the NVRAM is energy-intensive, even more so than the packet
sending process at short receiver wake-up intervals. To illustrate, a section of
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the supply voltage readings while running an experiment is plotted in Figure 2.8.
Figure 2.8 shows the readings during the last send of a set (labelled A) and
the NVRAM write which follows it (labelled B). The NVRAM write actually
consumes more energy than the send itself. When the capacitor value is small,
the amount of charge contained in the capacitor is easily depleted. When the
window size is also small, the NVRAM writes are more closely spaced than
when the window sizes are bigger. Thus, the system is not given enough time
to charge the capacitor before the next NVRAM write. This causes the node to
shutdown during the NVRAM write process itself or during the succeeding set.
Thus, while the window size does not matter much when the capacitor values
are large, it is preferable to use larger window sizes for smaller capacitor values.
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Figure 2.8: Segment of voltage readings.
Nevertheless, it must be noted that in general the smallest functional window
size possible should be used, as larger window sizes translate to longer calibra-
tion processes, and thus longer disruptions to normal node or network operation.
The times taken by the experiment setups to finish are plotted in Figure 2.9.
Note that the times plotted in Figure 2.9 are greater than the actual calibration
times; they are actually the time elapsed between the connection of the node
to the energy harvesting system and the reception of the base station of the
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first post-calibration packet from the node. Nevertheless, the application-level
code component is fairly constant across different setups, thus the differences
between the times plotted in Figure 2.9 are caused by the calibration process
(protocol level component).
3,000 3,500 4,000 4,500 5,000
0
20
40
Capacitance (µF)
C
al
ib
ra
tio
n
tim
e
(m
in
u
te
s)
2 packets
4 packets
6 packets
8 packets
Figure 2.9: Experiment times for different setups.
2.5.6 Correctness of algorithms
The algorithms work and are correct since the since the shutdown is caused by
the sender draining charge from the boost capacitor for a duration (equivalent to
the receiver wake-up interval) longer than what the boost capacitor can supply,
given the size of the boost capacitor and the length of charge time. Provided
that the sender will keep on increasing its assumed receiver wake-up interval,
it will eventually come across a current draw duration that will induce it to
shutdown and restart. The crucial part is the how the sender will know post-
restart the value at which it restarted. This is where the two protocols differ. In
the client-server architecture-based protocol, the server listens in and remembers
the last wake-up interval being tested by the sender. It then tells the sender this
value upon request after the sender restarts. In the mote-autonomous protocol
the sender mote itself remembers the wake-up interval value by writing it to the
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non-volatile memory, and accessing the value after restarting.
We note that neither protocol will cause the participating nodes to be
trapped in a lockdown or uncertain state, as long that the assumptions re-
garding the links are met - specifically, the requirement that the links are bidi-
rectional. As previously mentioned, as long as the sender is set to repeatedly
try high receiver wake-up intervals as long as it has not shutdown,the limit of
the boost capacitor will eventually be reached, inducing a shutdown, and caus-
ing the protocol to proceed. As for the receiver (server) in the client-server
architecture-based protocol, there are moments where it has to wait for certain
messages from the sender (client) - for example, waiting for the ACCEPTANCE
message in Phase 1, or waiting from a CALIBRATION message from a sender
(client) that has already shutdown. However, these waits were coded to have
corresponding timeout mechanisms, ensuring that the receiver (server) will not
wait indefinitely. Should the timeout occur before the reception of the message
being waited for, the node proceeds to normal operation and terminates the
protocol.
2.5.7 Related work
In a general sense, our work is related to power management algorithms for
energy harvesting systems. Examples of such work include [162] and [134].
Such studies generally deal with the optimization of packet sending schedules
and packet sending rates. However, the approaches used in such work are usually
highly analytical in nature and rarely empirical. Thus, the results are rarely
directly (or immediately) applicable to real-world setups, as the abstractions or
idealizations needed to do such analyses leave out or misrepresent many aspects
of real systems.
More relevant to our work are the energy-efficient or energy-aware Medium
Access Control (MAC) protocols designed for WSNs. A significant number of
such work have been carried out through the years, and the reader will do well
to consult papers such as [34] for a more comprehensive discussion of the body
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of work available. Examples of such work include [62][46][54][61]. Such work are
usually very specific to a certain system - for example, [62] is specific to systems
that are powered through RF energy transfer - and thus not applicable to our
setup. Even those which are designed for general EH systems were usually tested
through simulations - that is, the protocol itself does not exist yet at a form
that can already be deployed. While simulations are arguably more realistic
than pure analyses, simulations still miss out on many aspects of real world
deployments. Moreover, some of the algorithms and protocols presented in such
papers may not even be implementable because of technical reasons (limited
node resources, for example) [45].
For these reasons, the closest work to ours are probably those of MAC pro-
tocols that were actually-implemented and designed for energy efficiency. Such
protocols are not necessarily designed for energy-harvesting systems, but oper-
ate efficiently enough (or can be configured to do so) so that system operation
while energy harvesting is possible.
It must be emphasized that we are not proposing a new MAC protocol, but
rather, we are proposing a way of how the default and widely-used TinyOS
MAC protocol or radio duty cycling scheme, when used with energy storage
devices like the Cymbet EnerChip, can be tailor-fitted for better performance.
Admittedly, a lot of MAC protocols incorporating improvements over TinyOS’
LPL in terms of energy efficiency are already available - these include LPL’s
counterpart in ContikiOS [29], ContikiMAC [28], WiseMAC [31], and X-MAC
[16]. All share LPL’s basic philosophy, but improves upon it by more precise
packet transmission timing (in the case of ContikiMAC), keeping a schedule
of possible receiver wake-up times (in the case of WiseMAC) and the use of a
packetizing radio (in the case of X-MAC). Using a slightly different philosophy
(receiver-initiated protocol instead of sender-initiated), we have [121] and [30].
Nevertheless, given the large existing userbase of TinyOS and the popularity of
LPL, we believe that our protocol can be of great use to the wider WSN com-
munity, particularly to those who intend to deploy functional energy-harvesting
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WSNs and want to use a well-documented and widely-used MAC protocol.
2.5.8 Summary
If maximum performance and utility are to be had from energy-harvesting WSNs
that utilize energy storage devices such as the EnerChip, it is imperative that
the maximum receiver wake-up interval that is supportable by the sender be
accurately determined. Our experiments show that computational methods give
overly conservative values. Manual experimentation is accurate but labour-
intensive. In this subchapter we present two protocols which allow nodes to
autonomously determine the said limit: one utilizes a client-server architecture,
while the other allows the nodes to derive the said limit mote-autonomously,
even without the help of other nodes. The protocols are shown to be effective and
robust, although for the mote-autonomous protocol the window size parameter
(number of sends used in the tests) must be carefully chosen when the boost
capacitor value is small. The protocols can be easily integrated into any user-
level application node.
Aside from saving man-hours, the protocols also have the additional advan-
tage of being usable while the network is already deployed in situ. Capacitors
have a limited lifespan and their capacitance change as they age; therefore,
the maximum supportable receiver wake-up interval of a sender also changes
over time. Without these protocols, nodes can possibly stop working as pre-
programmed values no longer fit the physical parameters they were set for.
With the regular use of the protocols, the nodes themselves can track such
changes and adjust the program parameters without any human intervention,
ensuring continued system functionality.
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2.6 Methods for computing charge time in multiple-
pulse load applications
In this subchapter, we extend the equations and methods given in Chapter 2.4 to
accommodate multiple current draws of varying kinds. We also discuss ways of
shortening the charge time (mainly by using an empirically-derived alternative
to the analytically-derived one), thus possibly improving the performance of a
system (as more current draws can be done within a given period of time).
For systems with only a single pulse component or only one component which
consumes a high level of current for an extended period of time, Equation 2.1
and Equation 2.2 will suffice in deriving the size of the capacitor needed. Equa-
tion 2.5 will then give the duty cycle of the system. For applications that have
two or more components that have significant current draws (or what we call
multiple-pulse load applications), however, Equation 2.1 and Equation 2.2 will
not suffice.
In the future, multiple-pulse loads will become more and more common in
wireless sensor network nodes as the sensors that are attached to motes grow,
not just in number but also in sophistication (for example, [87]). These multiple-
pulse load applications pose no problem for battery-powered systems since bat-
teries can supply high levels of current for long periods of time. For energy
harvesting-powered systems that use energy storage devices like the EnerChip
however, such multiple-pulse load applications will require a revision of Equa-
tion 2.1 and Equation 2.5 or the creation of new techniques that will ensure
continuous system operation. In summary, the problem is this: given multiple
pulse loads, executed in succession, with possibly differing levels of current draws
and draw length durations, what should be the size of the boost capacitor, and
what should the intervals (charge times) be between the pulse loads?
In this subchapter, we consider the case wherein there are two pulse loads in
the system. Nevertheless, all of the methods can be easily and readily extended
to accommodate three or more pulse loads.
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References will be made to small and large pulse loads. By this we mean with
respect to the size of the boost capacitors computed for each pulse load using
the method described earlier in Chapter 2.4. Pulse loads will also be referred to
simply as loads. Once again, since all capacitors involved in this subsection are
boost capacitors, all references to ‘capacitors’ should be taken to mean ‘boost
capacitors’. Figure 2.10 shows a diagram of the current draw of a system with
only a single type of load (small load). Figure 2.11 on the other hand shows
current draw of a system which only executes large loads. The current draw
times and charge times for both systems are assumed to be derived using the
method presented earlier.
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Figure 2.10: Diagram of current draw for a system with only a single type of
load (small load).
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Figure 2.11: Diagram of current draw for a system with only a single type of
load (large load).
For all the methods described, the capacitor of the larger load is utilized
(which easily answers the first part of the problem posed above). The larger
capacitor is utilized because it will accommodate both current draws. The
capacitor of the small load can possibly prove insufficient for the current draw
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of the large load, completely depleting it or dropping its voltage below the
minimum level required for system operation.
2.6.1 Methods for computing charge time in multiple-pulse
load applications
Lazy method
In the simplest of the four methods, the computationally-derived charge time
for the larger of the two loads (the one needing a larger capacitor) is simply
used for both loads. The method is guaranteed to work: since the charge time
is enough to recharge the capacitor after a large current draw, it will definitely
suffice for the smaller current draw. The main advantage of the method is its
simplicity, while its main disadvantage is the performance loss that comes with
it. The charge time of the larger draw is usually larger than that of the smaller
draw’s original charge time - thus, the overall duty cycle of the system will be
lower than what it will be if the two draws were simply concatenated. Since
the smaller draw does not deplete the capacitor as much as the larger draw, it
follows that the smaller draw can actually make do with a shorter charge time
- something which will be taken advantage of by another method. Figure 2.12
shows a diagram of the current draw of a system with alternating small and
large loads, with the charge times determined with the Lazy method.
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Figure 2.12: Diagram of current draw for a system with two types of loads, with
charge times determined by the Lazy method.
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Concatenation method
In this method, the two or more loads are simply concatenated, or executed in
sequence, each retaining its original, analytically-derived charge time. The rea-
son this method can work is primarily because of the inherent conservativeness
of the analytical method, and indeed, preliminary experiments have shown that
this method can work for certain combinations of loads. The main advantage
of this method is its simplicity: the computations necessary are exactly the
same as that of the single-load system, only performed several more times. The
disadvantage of this method is that it does not work for all load combinations:
when the loads are vastly different in magnitude, the capacitor may not have
enough time to be charged at a sufficiently high enough voltage level before the
next load manifests itself. Figure 2.13 shows a diagram of the current draw of a
system with alternating small and large loads, with the charge times determined
with the Concatenation method.
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Figure 2.13: Diagram of current draw for a system with two types of loads, with
charge times determined by the Concatenation method.
Aggressive analytical method
In this method, the analytical method is optimized to reflect the fact that while
there are now two different loads in the system, there is only one capacitor.
The value of the large load charge time will remain the same - although it will
now become the charge time after the execution of the large load and before the
execution of the small load. This is because the capacitor’s recovery time after
a large load should remain the same as before - it is the large load’s optimal
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capacitor size that is being used in the system after all. What will change and
be newly computed by this method is the charge time after the small load and
before the large load. To compute this:
1. Denote the tDraw and RLoad of the small load as tDrawSmall and RLoadSmall,
respectively, and denote the optimal capacitor size for the large load as
C, compute VMinSmall with
VMinSmall =
VMax
e
tDrawSmall
RLoadSmall×C
(2.6)
This is, in effect, the level at which the voltage across the capacitor will
drop to when the small load makes its current draw.
2. The tCharge for the small load (denoted as tChargeSmall) can then be computed
from Equation 2.3, using VMinSmall instead of VMin.
Figure 2.14 shows a diagram of the current draw of a system with alternating
small and large loads, with the charge times determined with the Aggressive
analytical method.
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Figure 2.14: Diagram of current draw for a system with two types of loads, with
charge times determined by the Aggressive analytical method.
Opportunistic method
All methods discussed so far focus on finding charge times that will enable
multiple-pulse load applications to function in an energy harvesting setting.
They have the advantage of ensuring predictability and uniformity in operation,
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as it is known exactly when the loads will be executed, and at what intervals.
There may be situations however, when predictability and regularity are not
strictly required - one can, for instance, be more concerned about getting as
many sensor readings as possible than getting such readings at perfectly defined
intervals. In such situations, all of the previous methods are disadvantaged in
their being conservative. This is also demonstrated in Chapter 2.5 (Figure 2.3).
Analytical methods are inherently conservative since they are designed to ensure
system operation across many conditions. For instance, the rate at which power
is supplied by the energy harvesting system actually varies from one time to
another: it is a function of the current light intensity applied to the solar panels
as well as the storage system’s state of charge. Nevertheless, when carrying
out computations for the analytical method, the value that must be assumed
is the minimum supply rate, or at most, the average. Thus, there are moments
where the system can actually support better performance (i.e., higher duty
cycles). When predictability and regularity are not strictly required, such extra
performance not being utilized can be considered as wasted performance.
To avoid such waste whenever possible, we propose a new method for charge
time determination. Instead of utilizing predetermined charge times for a load,
an opportunistic charge time is instead used: the system executes a load when-
ever possible, subject to the charge level of the capacitor. For this, we rely on
the MSP430’s supply voltage supervisor (SVS), which also has counterparts in
other microcontrollers. The SVS, when activated, continuously monitors the
level of the supply voltage of the microcontroller, and sets the SVSOP bit of the
8-bit SVSCTL register to 1 whenever it goes below a user-predefined value. The
enabling and disabling of the SVS, as well as the setting of the voltage threshold,
are likewise done by setting certain bits in the SVSCTL register. To implement
the method, the execution of the load must be gated or wrapped by another
code which activates the SVS and checks the SVSCTL register. The pseudocode
for such wrapping or gating, called Gated_Exec, is outlined in Algorithm 2.
The code is parameterized by two values: volt_limit and thresh_count.
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Algorithm 2 Wrapping/gating code for Opportunistic Algorithm
(Gated_Exec)
1: Inputs: volt_limit, thresh_count
2: threshold_exceeded = FALSE
3: threshold_exceeded_counter = 0
4: low_power_flag = 0
5: while threshold_exceeded_counter < thresh_count do
6: Delay(1s)
7: Enable SVS monitoring, define low voltage as volt_limit
8: Delay(10ms) . Allow SVS monitor to settle
9: From SVS register, set low_power_flag value
10: Disable SVS monitoring
11: if low_power_flag 6= 1 then
12: threshold_exceeded = FALSE
13: else
14: threshold_exceeded = TRUE
15: end if
16: if threshold_exceeded is TRUE then
17: threshold_exceeded_counter = threshold_exceeded_counter + 1
18: threshold_exceeded = FALSE
19: else
20: threshold_exceeded_counter = 0
21: end if
22: end while
23: Execute Load
Lines 5-22 comprise the main while loop of the code which prevents the exe-
cution of the load while conditions are not yet met, primary of which is the
threshold_exceeded_counter reaching thresh_count. Line 6 imposes a 1-s delay
between loop iterations. Line 7 enables the SVS and sets the voltage thresh-
old (defined by the user through volt_limit). Line 8 gives time for the SVS
to settle. In Line 9, the SVSOP bit of the SVSCTL register is checked, and
its value copied to low_power_flag. Line 10 disables the SVS between loop
iterations, to save power. Lines 11-15 check the value of the low_power_flag,
effectively converting it to a boolean variable threshold_exceeded. A value of
TRUE for threshold_exceeded indicates that the supply voltage has exceeded
that of the threshold. Lines 16-21 deal with determining the new value of
threshold_exceeded_counter: it is incremented by 1 if the threshold is exceeded
(threshold_exceeded is TRUE) and reset to 0 otherwise. The purpose of the
parameter thresh_count (to which threshold_exceeded_counter is compared) is
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to allow users to define a minimum amount of time by which the threshold
voltage level must be exceeded continuously before considering the capacitor as
sufficiently charged for load execution. This is important since the relationship
between capacitor voltage and its state of charge is not linear - the rise of capac-
itor voltage slows down during the latter stages of the charging process. Thus,
even if the threshold is set to a high value, it will not be prudent to immedi-
ately consider the capacitor as sufficiently charged just because its voltage was
observed to surpass the said threshold - this is especially true for capacitors of
significant size. Another use for this parameter is for rate control in routing
protocols such as directed diffusion [52]. In directed diffusion, a node on the
path to the sink may request upstream nodes to slow the generation of data or
packets because it can no longer handle the packet volume. The execution of
the actual load happens in Line 23, which will only be reached upon escaping
the loop embodied in Lines 5-22.
2.6.2 Testing the methods for computing charge time in
multiple-pulse load applications
To test the methods, we create a dual-pulse load application using LPL. The
mote alternates between two kinds of sends, the first (Load 1) sends to a re-
ceiver with a wake-up interval of 0.26 s, and the second (Load 2) sends to a
receiver with wake-up interval of either 0.63, 1.02, or 1.42 s, making for a to-
tal of three setups. The sends are configured as broadcasts, so the node upon
sending will attempt the send for as long as the amount of time specified by the
receiver wake-up interval - thus, the length of the receiver wake-up interval is
equivalent to the sender’s current draw length for that load. In contrast, when
doing acknowledgement-enabled unicasts, the sender will stop the send opera-
tion upon receiving an acknowledgement from the receiver, to save energy. The
analytically-derived capacitor sizes and charge times for the four loads (Load
1, Load 2A, Load 2B, and Load 2C) when each is considered in isolation are
tabulated in Table 2.9.
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Table 2.9: Load table
Draw length (s) Capacitor size (µF) Charge time (s)
Load 1 0.26 2,000 29.18
Load 2A 0.63 5,000 70.7
Load 2B 1.02 8,000 114.5
Load 2C 1.42 11,000 157
To test that the setups are working, all the packets are received by the base
station, which indicates packet reception through a terminal printout. The sys-
tem is powered by energy harvesting during the experiments, with the Cymbet
EnerChip fully charged beforehand. In each setup, the capacitor utilized is that
of the larger load: for example, in the Load 1-Load 2A setup, the capacitor used
is 5,000 µF. Each experiment is run for a period long enough so that 25 packets
from each type of send are sent by the mote.
All methods are tested on all three setups and found to be functional. For
the Opportunistic method, thresh_count is set to 1, and volt_limit is set to 3.35
V, for both loads. The application running on the mote is slightly modified for
the experiment used to test the Opportunistic method - to enable us to keep
track of the charge times, the length of the charge time preceding a send is sent
within the packet as payload. The length of the charge time can be determined
by the number of iterations of the loop embodied in Lines 5-22 of Algorithm 2.
To ensure that the system is in continuous operation (not restarting), each
packet also contains a sequence number that is regularly incremented after a
send operation.
For the Load 1-Load 2B setup, Figure 2.15 plots the opportunistically-
determined charge times for both loads, along with the charge times determined
by the Concatenation method.
It can be seen in Figure 2.15 that the opportunistically-derived charge times
vary across time, indicative of the constantly changing charge rate of the energy-
harvesting system. It must be noted that in the opportunistically-derived pair,
the charge time for the large load is always smaller than that of the small load,
in contrast with the analytically-derived pair. To understand this, one must
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Figure 2.15: Charge times: Opportunistic method vs Concatenation method.
remember our definition of charge time: it is the period of time before a current
draw (or active period). A small load is preceded by the large load, which draws
a significant amount of current from the capacitor. Thus, charging the capacitor
to an acceptable voltage level will take time. By the same token, the large load is
preceded by the small load, which relatively does not draw much current. There-
fore, it may be more prudent to compare the opportunistically-derived large load
charge time with the analytically-derived small load charge time, and vice versa.
Even when such comparisons are made however, the opportunistically-derived
values are still significantly smaller than the analytically-derived values. For
instance, the average opportunistically-derived charge time for the small load is
19.25 s, and the analytically-derived charge time for the large load is 114.5 s.
The duty cycles associated with each method for the three setups are nor-
malized against that of the Concatenation method and plotted in Figure 2.16
and Figure 2.17. Figure 2.16 plots the duty cycles associated with the three an-
alytical methods, while Figure 2.17 plots the average duty cycle measured when
the Opportunistic method is used. The data for the Opportunistic method is
plotted separately since its numbers are significantly larger than that of the
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other three.
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Figure 2.16: Normalized duty cycles, analytical methods.
1-2A 1-2B 1-2C
0
2
4
6
Load combination
N
or
m
al
iz
ed
du
ty
cy
cl
e
Figure 2.17: Normalized duty cycles, Opportunistic method.
Figure 2.16 shows the Lazy method and the Aggressive Analytical method
being inferior to the Concatenation method. This is to be expected. As already
mentioned, the Lazy method is guaranteed to work but has the drawback of
performance loss, which grows proportionately with the disparity between the
sizes of the small load and the large load. This too, is apparent when the results
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are compared across setups. The Aggressive Analytical method performs better
than the Lazy method, but still worse than the Concatenation method. The
Aggressive Analytical method is also guaranteed to work, but even with the
other charge time tailor-fitted for the voltage drop caused by the small load, the
value is still larger than that of its counterpart in the Concatenation method.
The voltage level from which the charge period has to recover is higher (because
the capacitor is larger), but the capacitor is now also more difficult to charge.
Figure 2.17 shows normalized data for the Opportunistic method. The Op-
portunistic method performs significantly better than all three other methods,
with the lowest in the three setups showing a 350% improvement over the Con-
catenation method. These results signify that if the requirements of perfect data
regularity and predictability can be relaxed, significantly more performance can
be had from the system.
2.6.3 Summary
We present and discuss several methods for computing charge times for energy-
harvesting nodes that run multiple-pulse load applications. We propose and test
an opportunistic method for use in cases where the requirement of predictability
and regularity in data generation can be relaxed. Our method is shown to
exhibit 350%-400% improvement over analytical methods when it comes to the
generated duty cycle. While the Opportunistic method is presented in the
context of multiple-pulse load applications, it can readily be applied to single-
pulse load applications.
It must be noted that the methods and protocols presented in Chapter 2.5
and this subchapter are not mutually exclusive. They actually work on different
parts of an operation cycle. The protocols from Chapter 2.5 ensure that receiver
wake-up interval is as long as it can be, resulting in energy savings for the
receiver. This is actually done by maximizing the current draw time at the
sender. The methods presented (specifically the Opportunistic method), on the
other hand, minimizes the charge time. A situation where both can be applied
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is when an energy-harvesting WSN node wants to send data that will not fit in
a single packet. The maximum receiver wake-up interval that can be supported
can be derived using the protocols in Chapter 2.5. The receiver can set its wake-
up interval to this value, maximizing its energy savings. The sender can then
opportunistically derive the charge time for each send, potentially resulting in
the multi-packet data getting sent faster.
59
CHAPTER 3
Technical requirements: Energy-harvesting noise-sensing
WSNs and the noise metric required by noise codes
3.1 Overview
In this chapter, we examine how currently-prevailing technical requirements
affect the design, performance, and applicability of energy-harvesting WSNs.
Specifically, we consider the noise measurement metric specified in many of the
currently-enforced noise codes (such as the European Union’s Environmental
Noise Directive [33] and the New York City Noise Code [95]), and how it affects
the applicability of low power or energy-harvesting WSNs to the problem of
noise pollution sensing. We empirically derive or demonstrate the limitations of
energy-harvesting WSN nodes as they carry out the noise code-compliant noise
sensing process and based on these limitations propose an alternative design or
architecture.
3.2 Introduction
As discussed in Chapter 1.1, WSNs can potentially help with noise measurement,
as they enable the simultaneous and continuous gathering of data over wide
geographic regions. This is in contrast to sound level meters (SLMs), which
are usually only deployed when investigating a noise-related complaint. Most
modern cellular phones have sensitive microphones, and this capability, when
coupled with the ability to geolocate (through GPS readings) and connect to
the Internet, opens up the possibility of ‘crowdsourcing’ the noise measurement
process. Nevertheless, WSNs still hold an advantage over crowdsourced noise
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measurements. In contrast to cellular phone readings contributed by users,
WSNs can provide data that is uniform (since the measurement devices will
be of the same type) and properly contextualized (since each node’s location
and orientation will be known). Such data can help in building noise maps,
a goal shared by many ‘smart city’ initiatives all over the world (for example,
[77]). However, the high energy requirement of the noise measurement process
exacerbates the difficulties associated with maintaining a WSN deployment,
since batteries will have to be frequently replaced. Powering noise-sensing WSNs
with energy harvesting can help alleviate or solve this problem.
Several noise-sensingWSN nodes have been demonstrated before [130][43][21].
Most of these studies utilize the same basic design for their nodes, with the
differences between them mainly in the networking algorithms and the node
(microcontroller) platform: that is, they sample and record the waveform, and
from the data, compute continuous equivalent A-weighted sound level, or LeqT.
This is primarily due to LeqT being the primary metric on which many of the
noise codes are based. None of the previous studies attempt to power their
system through energy harvesting.
Given the benefits that can be had from energy-harvesting noise-sensing
WSNs, it is important to determine whether they can be realised or imple-
mented, the level of performance that can be reasonably expected from them,
and their most likely limitations. To this end, we perform empirical analysis
on an implementation of the ‘traditional’ design while it is powered by en-
ergy harvesting. Our analysis reveals that noise sensing can be carried out in
energy-harvesting WSNs - however, because of the high energy requirements of
the noise measurement process, and the limited capabilities of low power WSN
nodes (especially with regard to the memory available), energy-harvesting noise-
sensing WSNs (at least as they are at present) will have difficulties meeting the
requirements specified in many of the currently-enforced noise codes. If some
requirements (specifically the requirement that the output noise metric be LeqT)
can be relaxed, an alternative design can be created that is more amenable to
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being powered by energy harvesting.
Noise codes intend to regulate noise pollution. However, what will be dis-
cussed in the following sections mainly concern sound loudness and sound pres-
sure levels. Technically, noise can simply be defined as ‘unwanted sounds’. What
qualifies as noise is highly subjective: what is noise for one person may not be
considered as such by another. A sound need not be loud to be considered noise;
however, there is widespread consensus among experts that very loud sounds
have adverse effects on human health and well-being [74]. As such, governments
(through noise codes) focus on this aspect of noise.
It must be noted however that ‘loudness’ itself is a psychological and sub-
jective measure. Technically, loudness is the ‘psychological correlate’ of the
physical strength (amplitude) of a sound [4]. A sound’s amplitude can be ob-
jectively defined with measures such as sound pressure levels (SPL, or simply
sound levels), although it does not solely define how human beings perceive the
strength of a sound. Human perception of sound strength is also affected by the
sound’s duration, bandwidth, and comprising frequencies. In this study, consis-
tent with most noise codes, we only consider the ‘sound pressure’ aspect of a
sound’s loudness (it must be noted however that most noise codes also take into
account how human beings perceive different frequencies differently by requiring
that readings be A-weighted).
In the following discussions, we will sometimes take the liberty of referring
to a sound’s SPL as its ‘loudness’. In most cases, the relationship will hold - a
sound with higher SPL will be perceived by a human being as being ‘stronger’
(hence louder) than one with lower SPL. Nevertheless, we emphasize that the
usage of the word in this context is somewhat loose and imprecise.
The remainder of the chapter is organized as follows. The next subchapter
(Chapter 3.3) discusses the ‘traditional’ sound level measurement process as car-
ried out by WSN nodes. This is followed in Chapter 3.4 by an empirical analysis
of a ‘traditional’ design implementation that is powered by energy harvesting.
Chapter 3.4 also surveys the capabilities and limitations of the said combina-
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tion. Chapter 3.4 provides the backdrop and motivation for the design decisions
made in Chapter 3.5. Chapter 3.5 presents an alternative to the usual node de-
sign or architecture, which, while non-compliant with existing noise codes, is
better-suited to being powered by energy harvesting.
3.3 Sound level measurement in WSNs
Sound is a mechanical wave which uses air as a medium. As the wave travels,
it induces pressure fluctuations which are then detected by the human ear, or
in mechanical/electronic devices, a transducer. Greater energy in the wave
translates to bigger pressure fluctuations, which humans then experience as
the loudness of a sound. The human ear is an extremely sensitive device: the
difference between the smallest and biggest pressures that the human ear can
sense, vary by 12-13 orders of magnitude. Representing such a huge range can
be cumbersome in the linear scale, so sound pressure level is usually defined in
a logarithmic scale, with the unit of decibels [113] [14].
Lp(t) = 10× log10(
p2RMS(t)
p2ref
)(dB) (3.1)
In Equation 3.1, Lp(t) is the instantaneous sound pressure level (SPL) of a
sound, while pRMS(t) is the root mean square (RMS) of the pressure. pref is the
standard reference pressure set at 20 µPa. 20 µPa is conventionally set as the
minimum pressure detectable by the human ear.
pRMS(t) is not truly instantaneous since the RMS has to be computed over a
period of time. While the length of time over which the RMS must be computed
is not standard, it must at least be equal to or longer than the period of the
lowest frequency being measured. In a discrete-time system, assuming that
p(i) is the pressure measured at the sampling instance i and N is the number
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of samples over which we are making the RMS computation, we have
pRMS =
√√√√ 1
N
N−1∑
i=0
p2(i) (3.2)
While the length of time for the RMS computation can be adjusted, what
is usually used in measuring noise levels over extended periods of time is LeqT,
or the time-averaged sound level. LeqT is taken from the average of successive
pRMS values. Again, assuming a discrete-time system and N as the number
of pRMS values taken over the time for which LeqT is being computed, we have
Equation 3.3 [113]:
LeqT = 10× log10
(
1
N
N−1∑
i=0
pRMS2(i)
p2ref
)
(dB) (3.3)
For the microcontroller of the node to be able to calculate Equation 3.2, p
should be in a form that is digital in nature: the pressure waveform therefore
has to go through transformations. Firstly, there is the microphone/transducer,
which senses the pressure fluctuations in the air using a thin membrane. The
physical fluctuation of the membrane induces voltage fluctuations. The voltage
fluctuation induced by the pressure fluctuation is defined by the microphone
sensitivity, denoted by S in Equation 3.4 [7]:
S = 20× log10
(
E× p0
Eref × p
)
(dB) (3.4)
Eref is conventionally set to 1 V while p0 is set to 1 Pa. E is the resulting
voltage swing when pressure changes by p. With S defined (through a datasheet,
for example), E can be easily derived from Equation 3.4.
The output of the microphone is a continuous voltage waveform. In most
noise-measuring systems, the microphone output is also A-weighted, meaning
its frequency components are attenuated or amplified to match how the human
ear perceives different frequencies (since the human ear does not perceive fre-
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quencies equally [36]). The voltage waveform is also usually preamplified using
an operational amplifier (op-amp)-based active amplifier before being processed
by the microcontroller’s analog-to-digital converter (ADC). The ADC samples
the voltage waveform in discrete time steps and discretizes the voltage level into
binary integers. The output of the ADC is a stream of binary integers, which
are then stored in the microcontroller’s memory. Two parameters define the
operation of the ADC: the sampling rate and the word width. A higher sam-
pling rate translates to a more faithful representation of the original signal. The
word width is the number of bits available for representing the sampled value.
For instance, if the word width is only two bits, the ADC will only be able to
differentiate between four levels (since 22 = 4). If the continuous voltage values
vary between 0 and 1 V, values between 0 and 0.25 V will be encoded as 00 and
values higher than 0.25 V but no higher than 0.5 V will be encoded as 01, etc.
The output of the ADC can already be processed by the microcontroller’s
CPU and used as input to Equation 3.2. While Equation 3.2 requires the sound
pressure level, the ADC output will suffice as an input. Barring the precision
loss introduced by the ADC, the relationship between the integer value and the
original pressure level is linear: the output can be scaled later. Alternatively, the
programmer can also choose to convert the ADC output into its Pa equivalent
before having the CPU do the computation. The downsides of this approach are
the extra computational steps and the need for floating point numbers, which
are not supported by all microcontroller platforms.
3.4 Noise-sensing in WSNs: Survey of capabili-
ties and limitations
In this subchapter, we evaluate the challenges related to measuring sound levels
on a WSN node augmented with Commercial-Off-The-Shelf (COTS) or ‘almost-
COTS’ components. The design we use in this work is not necessarily optimal
or better than those used in previous studies. Instead of being optimized or
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specialized, we believe that our system is representative of a generic noise-
pollution monitoringWSN node design - because of this, the lessons learned from
our experiments are easily applicable to other designs. Aside from evaluating
node-level capabilities and limitations, we also evaluate the prospect of having
the system powered by energy harvesting.
It must be noted that in our experiments, we focus on capabilities and limi-
tations not covered or discussed by previous studies on noise-sensing WSNs. In
particular, we focus on aspects that are related to the prospect of having the
system powered by energy harvesting. As such, we focus less on often-discussed
and well-explored metrics, such as the accuracy of the dB readings produced by
noise-sensing WSN nodes.
3.4.1 Methodology and physical setup
The node platform we utilize is the TelosB [123], running TinyOS.
For the energy harvesting component of our setup we utilize the CBC-EVAL-
09 [23].
For sound-sensing, we use the electret microphone breakout board (Model
BOB-09964) manufactured by Sparkfun [102]. The output of the microphone
is preamplified by an inverting amplifier based on the OPA344 operational am-
plifier [152], with the gain permanently set to 100. The microphone model in
the breakout board has a sensitivity (S) of -46 dB, and Signal-to-Noise Ratio
(SNR) of 58 dB. The microcontroller of the TelosB, the TI MSP430, has several
12-bit ADC channels. The microphone’s output is connected to one of these
ADC channels.
Our sound pressure level measurements are taken using a professionally-
calibrated Casella CEL-240 sound level meter (SLM) [75], while our voltage
and current readings are taken with a PicoLog1216 datalogger [99].
The algorithm that we utilize in computing the loudness of a sound is pre-
sented in Algorithm 3. The algorithm takes the output of the ADC, stores them
in array readings (Line 4) and computes the RMS (Lines 7-10). It must be noted
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that 2048 must be subtracted from each element of the array readings (Line 8)
because of the VCC2 offset in the output of the microphone. Algorithm 3 also
specifies the possible entities which can perform a specific computation step
(node or base station, Lines 3, 5, and 12). This is in recognition of the fact that
many of the steps need not be done on the node itself. For instance, the node
can just take the ADC samples, transmit them to the base station, and have the
base station do the remainder of the processing. Since the base station usually
possesses computational power that is orders of magnitude higher than that of
the node, it will be able to perform the computations faster than the node can.
Nevertheless, oﬄoading all the computations to the base station may not be a
practical solution since it will entail transmitting all the ADC samples from the
node to the base station. Depending on the sampling rate and the time win-
dow considered, the ADC may produce hundreds to thousands of samples. The
packet size utilized by the node is limited in size, thus transmitting all samples
will take several packets. The transmission of such packets is time-consuming
and energy-intensive, thus processing the samples locally will usually end up
being the more cost-effective option for the node.
Algorithm 3 Algorithm for RMS computation
1: Inputs: arraysize
2: Output: total
3: . node:
4: take arraysize ADC samples using DMA, store in array readings
5: . node/basestation:
6: processed ← 0
7: while processed < arraysize do
8: accumulator ← accumulator + (readings[processed]− 2048)2
9: processed ← processed + 1
10: end while
11: subtotal ← accumulatorprocessed+1
12: . basestation:
13: total ← √subtotal
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3.4.2 Experiments and results
Electret microphone board capabilities
In the first experiment, we test the capabilities of the electret microphone board.
The board is powered by a variable power supply set to 3 V. We use a variable
power supply instead of the energy harvesting system, since in our preliminary
experiments, the energy harvesting power supply tends to become unstable when
directly connected to the microphone board. This is because the energy har-
vesting power supply utilizes interfacing capacitors, and duty cycling has to be
carried out to ensure that the capacitors are regularly charged from the Ener-
Chip batteries. Such a function can be carried out by the node, but not by the
microphone board alone. The datalogger records the output of the microphone.
The experiment consists of exposing the microphone to increasing sound
levels to detect the maximum SPL that it can detect. A sound level meter
situated near the microphone enables us to monitor the SPL of the sound the
microphone is exposed to. Figure 3.1 plots the readings from the microphone
board as it is exposed to a 1000 Hz tone of increasing volume.
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Figure 3.1: Microphone output range test, supply = 3 V.
As indicated in the Figure 3.1, the microphone board produces voltage
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swings that increase in amplitude along with the tone volume up until the 93-94
dB range. Beyond this level, the voltage swing no longer increases in amplitude.
The voltage swing at 93-94 dB and beyond is already equivalent to the supply
voltage level. Thus, the microphone electret board, when powered by 3 V, can
only differentiate between sound pressure levels that are lower than 93 dB.
93 dB as an upper bound does not suffice for a noise pollution monitoring
system, especially one that aims to help in the enforcement of noise codes such as
the European Union’s Environmental Noise Directive [33]. Nevertheless, there
are solutions to such limitations. It must be noted that the main source of the
93 dB limit is not the microphone itself, but the preamplifier which amplifies the
signal coming from the microphone. The preamplifier in the electret breakout
board is an op-amp-based inverting amplifier. The output of op-amp-based
amplifiers can only swing between the levels of its supply voltages V+ and V-
(also called rails). For the op-amp in the microphone board, V- is 0 V (GND)
and V+ is 3 V (in our case). It is not that the microphone output can no
longer swing higher when the sound pressure level is higher than 93 dB; rather,
the microphone signal, post-amplification, ends up being higher than 3 V, and
thus can no longer be properly produced by the amplifier (when this happens,
the output is said to have clipped). The simplest way therefore to extend the
microphone board range beyond 93 dB is to lower the gain of the preamplifier.
Doing so will decrease the output resolution of the microphone board, but it will
allow the system to extend the range of its detectable or differentiable SPLs. A
rather ingenious solution to the same problem is actually implemented in [43],
where the preamplifier is designed to have two modes, a high gain mode and a
low gain mode. The mode is digitally selectable, and the switching is decided
and carried out by the node microcontroller. The switching decision is made
depending on the ADC readings: once clipping is detected in the ADC readings,
the gain is decreased; when the ADC readings are below a certain threshold,
the gain is increased. It must be noted however, that the upper bound cannot
be indefinitely increased by simply decreasing the preamplifier gain. While the
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microphone board upper bound is currently limited by the preamplifier gain,
the microphone itself has a theoretical maximum input SPL specified in the
datasheet (110 dB).
The SPL upper bound detectable by the microphone can also be analytically
derived. This is done by
1. dividing the rail width (3 V in our case) by the product of the microphone
sensitivity (S) and the preamplifier gain
2. using the quotient from the previous step as input to Equation 3.1
The SPL upper bound as a function of the preamplifier gain is plotted in
Figure 3.2. The theoretical upper bound for our current preamplifier gain is
109.5 dB, almost a match to the theoretical absolute limit imposed by the
microphone. We attribute the disparity between our experimentally-derived
limit and the analytically-derived limit to the deviation of the microphone from
the datasheet specifications, and the fact that the microphone has a non-zero
output even when it is detecting no sound (this is demonstrated later).
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Figure 3.2: Upper bound and lower bound of detectable SPL values as a function
of preamplifier gain.
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Microcontroller ADC capabilities
In the second experiment we test the capability of the microcontroller’s 12-bit
ADC. The experiment consists of having the ADC sample the microphone board
output and then sending the readings to a desktop computer. The ADC is set
to sample at 10,000 Hz, using direct memory access (DMA). In Algorithm 3,
this corresponds to having the node ADC do just the sampling and having
the base station do the remainder of the processing. There is, however, the
significant difference that in this experiment, the node transmits the packets to
the base station via a USB cable rather than via radio, as the case will be in an
actual implementation. We also do not make the base station perform the RMS
computation, instead simply using it to collate the readings so that we can see
whether the ADC is performing well enough for us to be able reconstruct the
signal.
The first limitation we come across while doing the experiment has nothing
to do with the ADC per se, but with the memory size of the microcontroller. We
utilize DMA in getting the readings; essentially, we pass an array to the ADC
via a TinyOS command. The array is then returned to the user application
containing the readings. Due to the node being limited in memory, the largest
array that we can create for the readings only has around 4000 elements (each
of which is a 16-bit word) in size. This means that the longest reading that we
can get at any one time will only consist of 4000 samples: at a sampling rate
of 10,000 Hz, this translates to 0.4 seconds. After 0.4 seconds, the readings will
have to be processed, which will cause a gap in the sample stream.
The second limitation is the settling time required by the ADC when it is
first turned on: our readings indicate that at the current setting that we employ,
the first readings of the ADC are erroneous - of the first 4000 readings, the first
3000 readings are unstable and inaccurate (Figure 3.3).
To see whether the original signal is recoverable from the ADC output, we
expose the microphone to tones of different volumes (again, a 1000 Hz tone is
used), and then plot the readings produced by the ADC. To make sure that the
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Figure 3.3: Plot of ADC readings.
ADC has settled, we only utilize the last 1000 of the 4000 readings. The plots
are presented in Figure 3.4.
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Figure 3.4: Plot of ADC readings, different dB levels.
Figure 3.4 shows that from the output of the ADC, the original signal is
actually reconstructible, and the microphone-ADC block can differentiate be-
tween different acoustic dB levels. The waveforms are successfully reconstructed
for all dB levels except that of 100 dB, where there are continuous readings of
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values 4095 and 0. This is not a limitation of the ADC per se, but that of
the microphone (as previously discussed). The ADC and the microphone share
common supply voltages and thus, GND is mapped by the ADC to 0 while 3 V
is mapped to 4095, the highest unsigned integer value representable by 12 bits.
Microcontroller computational capabilities
In our third experiment, we test the computational capabilities of the node. We
have the node perform all the steps in Algorithm 3 which the node can perform,
and have it send the result to the base station via radio. The system is powered
through energy harvesting, although the experiments are carried out inside the
laboratory and the light for the solar panels is supplied by a lamp.
Every 90 seconds, the application running on the node takes samples, does
the computations, and transmits the computed value to the base station. The
ADC is run at a sampling rate of 10,000 Hz, and only the last 1000 samples
are utilized in each reading. For the radio transmissions, the node and the base
station employ duty cycling via LPL. The base station is set to have a wake-up
interval of 0, meaning it is always awake. Thus, the radio of the node is turned
off most of the time, and consumes energy for a very brief period of time when
transmitting.
The computation results sent by the node to the base station while exposed
to sounds of different sound levels are plotted in Figure 3.5. Note that we take
four readings at each sound level.
As can be seen in Figure 3.5, the output of the node computation tracks the
sounds’ SPL. It must be noted that Figure 3.5 shows that the output tracks the
SPL even at the 100 dB level - that is, it still shows increased readings. This
is interesting since the two previous experiments have demonstrated that the
system can only accurately discern values up to the 93-94 dB level. This can be
explained by taking into account in detail how the computational steps which
the node carries out to produce the output. When the SPL exceeds 93-94 dB,
the output of the microphone is clipped, and this in turn leads to consecutive
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Figure 3.5: Node-computed RMS, energy harvesting-powered.
ADC readings of 0 and 4095 (Figure 3.4, 100 dB). As the SPL gets higher and
higher, the clipped regions increase, and so does the number of consecutive
4095 readings. This, in turn, leads to a higher sum, which translates to a higher
computation output.
There is another limitation which is not demonstrated by our experiment,
but is apparent in the system specifications. Each array element is produced
by the 12-bit ADC, and is stored in a 16-bit variable. The largest output
of the subtraction-squaring operation (Algorithm 3, Line 8) occurs when the
output of the ADC is at the extremes, 0 or 4095 - which will give 4,194,304 (or
4,190,209). This will no longer fit in a 16-bit variable, which can only store up
to 65,535. We therefore store the result directly in a 32-bit accumulator. The
largest unsigned integer which a 32-bit word can store is 4,294,967,295. Dividing
4,294,967,295 by 4,194,304 gives 1023. This means that to remove the possibility
of overflow, the number of elements being summed should not exceed 1023. Of
course, the case where the all 1023 elements have the value 4,194,304 will only
occur when the microphone output is constantly clipped. In most cases, more
than 1023 elements can probably be summed without inducing overflow, even if
there is some clipping in the microphone output (such as in Figure 3.4, 100 dB).
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However, in the absence of any other analytical method for deriving an upper
bound for the ‘safe’ number of elements which can be summed, we deem 1023
as a conservative limit worth following.
Figure 3.5 also reveals another limitation of the system, this time regarding
the minimum SPL which can be detected.
It is apparent from Figure 3.5 that even when no sound is fed to the micro-
phone, it still produces an output. This is due to the inherent noisiness of the
microphone, defined by its Signal-to-Noise Ratio, or SNR. All microphones have
a noise floor, also called Equivalent Input Noise (EIN). Below the EIN level, the
microphone cannot differentiate between an input sound and its own internal
noise. Thus, for a sound to be detected by a microphone, its SPL must be above
that of the microphone’s EIN. The EIN can be derived from the SNR by sim-
ply subtracting the SNR from 94 dB (assuming that the SNR is conventionally
measured). The microphone that we use has an SNR of 58 dB, and therefore
has an EIN of 36 dB.
Nevertheless, while the EIN defines the lower bound SPL for the microphone,
the overall system lower bound is affected by other components such as the
preamplifier gain, and the width of the ADC. The effect of the preamplifier gain
has already been discussed. The ADC width affects the lower bound because for
a change in voltage to be detected by the ADC, it must change by an increment
high enough to be detected by the ADC. The minimum increment is defined
by the width of the ADC. In our case, since the supply is 3 V and the width
is 12-bits, the minimum change in voltage level must be 0.0007324218 V (3
V/4096). It is therefore not enough for a sound to go beyond the EIN of 36 dB,
it must also cause the voltage output to change by at least 0.0007324218 V to
be detectable. The minimum dB level above the EIN required for a sound to
be detectable can be computed by
1. dividing 0.0007324218 V by the product of the microphone sensitivity (S)
and the preamplifier gain
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2. computing the Pa equivalent of the EIN via Equation 3.1
3. using the quotient from first step as input to Equation 3.1, but with the
value from the previous step as reference (denominator) value instead of
pref
The SPL lower bound as a function of the preamplifier gain is also plotted
in Figure 3.2. At the preamplifier gain value that we use (100), the system
lower bound is 1.3 dB higher than the EIN, or 37.3 dB. It is apparent from
Figure 3.2 that increasing the preamplifier gain improves the system SPL lower
bound: however, the gain can not be indefinitely increased, since values below
36 dB are no longer valid. The same way that the microphone input SPL limit
defines the absolute upper bound, the microphone EIN defines the absolute
lower bound.
There are, however, two other ways of getting as near to the EIN as possible
aside from adjusting the preamplifier gain. Firstly, a more sensitive microphone
can be used (higher S). Secondly, a wider ADC can be used. A wider ADC
with the same supply voltage will require a voltage increment smaller than
0.0007324218 V. Both are not feasible options for us in this work, but they are
things worth considering for someone designing a similar system from scratch.
Energy harvesting
In our final experiment, we investigate how the system will perform when pow-
ered by energy harvesting. The setup in the previous experiment is already
powered by energy harvesting, but in a controlled environment (i.e., inside the
laboratory). For this experiment, we deploy the node outdoors and have it pow-
ered by actual sunlight. For this we utilize a custom-built weatherproof test rig
for outdoor testing solar-powered WSN nodes, nicknamed the Ice Cream Tub.
An internal view of the Ice Cream Tub is shown in Figure 3.6, while an external
view is shown in Figure 3.7.
The experiment is run for 24 hours, from 09:00 of June 22, 2013, to 09:00 of
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CBC-EVAL-09
Boost cap. board
TelosB
Figure 3.6: Ice Cream Tub (microphone not attached), internal view.
Solar panels
Figure 3.7: Ice Cream Tub, external view.
June 23, 2013. The weather for those days is mainly sunny with slight showers
during the midday of June 22. The node transmitted its results to a base station
located roughly 150 m away, in a slightly higher elevation.
Before deployment, the energy storage device of our system is first fully
charged by exposing the solar panels to 1300 lx+ light for an hour inside the
laboratory - 55 minutes is roughly the exposure time needed for the system to
reach full charge according to the datasheet [23]. We use the same application
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as in the previous experiment.
To see how the system is affected by environmental factors, another node
(which we call the observer node) is deployed inside the Ice Cream Tub. The
observer node is powered by batteries, and reports the readings of its onboard
Hamamatsu S1087 light sensor [84] to the base station. The observer node is
positioned beside the energy harvesting-powered node’s solar panel, so the read-
ings made by the observer node closely reflects the intensity of the light which
the solar panel receives. The readings of the oberver node are also wirelessly
transmitted to the base station.
The light intensity recorded by the observer node throughout the day, and
the number of packets received by the base station from the solar-powered node,
are plotted in Figure 3.8. It must be noted that we also have the actual RMS
readings from the solar-powered node, but do not consider it relevant for two
reasons: firstly, our deployment area is generally quiet, and secondly, the Ice
Cream Tub does not have any port hole for the microphone (so it is inside the
enclosure for the entire experiment).
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Figure 3.8: Light sensor readings from observer node, number of packets received
from solar-powered node.
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The first observable feature of the light sensor readings in Figure 3.8 is how
well it reflects a typical British day in mid-June. The long daylight hours are
apparent (the experiment is held just a day after the summer solstice) - as the
light sensor’s readings only zeroed roughly between 21:00 of June 22 and 04:00
of June 23. It is also apparent from Figure 3.8 that the performance of the
system, at least when it comes to generating and sending packets, is closely tied
to the amount of sunlight available. Despite the energy storage device being
fully charged before the deployment, the number of packets generated and sent
by the node drops down to zero in the middle of the night. An interesting
feature of Figure 3.8 is the lag between the two plots - a number of packets
are still successfully sent by the node to the base station roughly an hour after
sunset; likewise, it took some time after sunrise before the transmissions resume.
The first represents the system purely living off the energy stored in the energy
storage device; the second represents the system charging up to a certain level
first before being able to power the node.
The observed behaviour is to be expected, as the energy storage device we
utilized is extremely limited in size (only 100 µAh). Even if the node receives
enough surplus energy, it does not have enough capacity to store it. We verify
that this is the case with our energy storage device by fully charging the EVAL-
09 indoors (without load) and then removing the solar panel. The EVAL-09
is then connected to the node, which is not able to remain operational for 7
hours. In such cases, simply increasing the energy storage capacity will enable
the node to continue operating through the night.
It must be noted however that not all shutdowns can be attributed to the
insufficient capacity of the energy storage device. It is entirely possible that
the energy storage device can store enough energy for night time operation,
but not enough energy is harvested during the daytime. In such cases, the
power consumption of the node must be decreased so that the harvested energy
suffices for continuous operation. Controlling the power consumption of a node
in response to the harvested energy from the environment is facilitated by the
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power management algorithm. Adjusting a node’s power consumption can be
carried out in several ways, including duty cycling, changing sensor sensitivity,
etc. The options available to a power management algorithm depend both on the
node’s hardware and the software it is running. Power management algorithms
are further discussed in Chapter 3.5.2.
3.4.3 Summary
We successfully demonstrate that measuring sound loudness is possible with
an energy harvesting-powered WSN. Nevertheless, the system has several sys-
tem limitations imposed by different components at different parts of the RMS
computation process. These limitations, along with their causes and possible
solutions, are tabulated in Table 3.1.
We believe that the greatest limitation of the current system is not specified
in Table 3.1: the inability to continuously take in readings. The limitation is
brought about by the confluence of several factors specified in Table 3.1: Firstly,
there is the limited memory which requires the program to process the readings
every 4000 samples; Secondly, there is the limited number of array elements
which can be summed with the assurance that no overflow will occur; Finally,
there is the need for energy harvesting-powered systems to duty cycle. It is a
serious limitation especially when considered in light of what most noise codes
require. For example, the European Union’s Environmental Noise Directive [33]
requires perfectly continuous readings as it, in essence, sets its standards by
RMS averages taken over an entire day or night. In comparison, the system
tested in Section 3.4.2 is only able to take in readings constinuously for 0.4
seconds.
Despite the shortcomings of the current system (which includes its non-
implementation of A-weighting), the fact that it can measure sound loudness
while being powered by energy harvesting is already promising. The system
is assembled from ‘almost-COTS’ components, and implements absolutely no
power management. With customization (for instance, in the areas of preampli-
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fier gain control, storage, and power management algorithm), we are certain that
the range and capabilities of the system can improve. Nevertheless, it canot be
denied that significant challenges have to be overcome before energy-harvesting
noise-sensing WSNs can attain performance sufficient enough for them to be
useful in the implementation of currently-existing noise codes.
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Table 3.1: Summary of limitations uncovered in the empirical analysis
Limitation Cause Possible solution(s)
Limited range, only up to 93-94 dB Microphone board output clips Dynamically adjustable preamplifier gain
First 3000 samples unusable ADC settling time Lower sampling rate, better microcontroller
Only 1000 samples can be summed Limited word width Better microcontroller
Sound must be louder than 37.3 dB Microphone characteristic, Better microphone or better microcontroller
to be detectable limited ADC width
Generation and transmission ceases Not enough capacity for energy received, Larger storage capacity and/or power management
during the night or not enough energy received
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3.5 Energy-harvesting noise sensing WSN node:
An alternative design
In this subchapter, we present a node extension design which will enable a node
to detect noise while being powered by energy harvesting, specifically, solar en-
ergy harvesting. The design offers several advantages over the design tested in
Chapter 3.4, overcoming some of the limitations surveyed in the empirical anal-
ysis carried out in the previous subchapter. While the design does not conform
with the standards of measure utilized by any of the existing noise codes, such
a network can still be immensely useful in many urban settings. In terms of
administration, our design makes for a relatively low-cost and low-maintenance
system, something that may not be currently achievable with WSNs that are
designed to comply with existing noise codes.
3.5.1 Design
Design rationale
While most of the previous work that involve sound sensing has done so by
recording the sound waveform [130][43][21], we opt for an approach that is cen-
tered on a peak detector, for the reasons cited above. This means that our
system does not produce SPL values, but the peak level of sound recorded
within a period of time. Technically, what is recorded by the system is the peak
voltage amplitude induced by the microphone (and preamplifier) within a period
of time. However, the voltage swing produced by the microphone is proportional
to the sound SPL, so it is representative of the sound level. Such information is
insufficient for the requirements of most existing noise codes, but as discussed,
such information, combined with an energy-harvesting or (non-rechargeable)
battery-free operation feature, will suit noise sensing in many urban settings.
Our decision to adapt a peak detector-based design is also motivated by the
limited capabilities of the TelosB [123] - in Chapter 3.4, we demonstrate how
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at 10,000 Hz sampling rate, the limited memory space of the MSP430 [51][151]
microcontroller only enables continuous sampling of up to 0.4 s. In comparison,
for many systems that monitor LeqT, pRMS is usually computed over 1-s intervals
[74]. It must be noted that LeqT can still be computed despite this limitation
because the 1-s sampling interval is not standard, and the ADC can be simply
be activated again for another set of readings. There will potentially be a gap
between the sets of readings (which will be a function of the microcontroller
processing speed), but even that can be minimized by parallelizing processing
and sampling using direct memory access (DMA). Even with DMA however,
two problems still remain. Firstly, the need to compute the RMS of the samples
every 0.4 s will consume a lot of energy over time. Secondly, and more signif-
icantly, the number of such readings that can be accumulated will be severely
constrained by the amount of space - it must be noted that space is one of
the factors that contributed to the 0.4 s limit in the first place. This can be
alleviated by shorter sampling windows (i.e., shorter sampling sequences) or by
frequently sending data to the sink. The former, however, will negatively affect
the accuracy of the readings, while the latter will be costly in terms of energy.
In comparison, a peak detector-based system does not record the waveform
at all and only generates a digital reading at the end of a sampling period. A
significantly larger number of readings can then be stored, resulting in greater
flexibility in how and when such readings are processed. For example, assuming
that time bounds requirements are met, readings can be accumulated so that
several are sent to the base station in a single packet. The timing of sending
can also be dynamically set to coincide with periods of high energy generation,
helping to keep the system in energy-neutral operation. Alternatively, the packet
sent can be externally triggered, with the data pulled out of the node by a
mobile sink or data mule. Such options are simply very limited or not available
in systems that are severely constrained in the amount of data that they can
store.
It must be noted that a peak detector-based design does not necessarily
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consume less power than a design which carries out wave sampling. The system
unfortunately still has to duty cycle, meaning it cannot be in the active state all
of the time. Ways of alleviating this limitation will be discussed later. While the
ADC is no longer continuously active and sampling the microphone at a high
frequency, a new sub-circuit is added to the system, one which continuously runs
during the active part of the operation cycle. Our measurements show that the
power consumption of the sub-circuit is at par with (or just slightly smaller
than that of) an ADC at a high-frequency sampling operation. Nevertheless,
the flexibilities afforded by a peak detector-based system gives significantly more
options for power management algorithms which can lead to energy savings in
the long run.
Basic design
For our work, we use the ultra-low-power wireless sensor module (‘mote’) TelosB
[123], described in Chapter 2.3. For the energy-harvesting component of our
setup, we utilize the CBC-EVAL-09 [23], also previously described in Chap-
ter 2.3.
For the sensor design, we utilize an ADMP401 MEMS microphone [6]. Com-
pared to conventional electret microphones, MEMS microphones offer the ad-
vantage of minimal size, lower power usage, and a better signal-to-noise ratio
(SNR) [8]. The microphone output is preamplified by an op-amp-based invert-
ing amplifier with a gain of 100. The preamplified output is then fed into a
peak detector circuit with a load-isolated storage capacitor. This peak detector
design is more suited for long hold times than the simpler single op-amp-based
alternative. The details of the peak detector design are discussed in detail in
[38][20][138]. The output of the peak detector is connected to ADC channel 0
of the TelosB, where it is sampled at the end of a sensing period. All three
operational amplifiers (op-amps) in the design are OPA344s [152].
To facilitate duty cycling, the supply lines of the microphone, the preampli-
fier, and the peak detector are gated by the high-side switch ADP194 [5]. The
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ADP194 is digitally controlled by the TelosB using a digital I/O pin. During the
sensing period, the Enable pin of the ADP194 is set to HIGH by the TelosB,
enabling the current to flow to the microphone, the preamplifier, and the peak
detector.
The design also features a MAX323 [92] digital switch, which provides a
digitally switched line between the storage capacitor and a discharge resistor
(whose other end is connected to the ground). The switch is added since the
sudden surge of power to the peak detector causes it to have an overshot output
in the beginning of a sampling period. To return the output to its normal
level, a ‘corrective discharge’ is carried out by connecting the capacitor to the
discharge resistor for a few milliseconds. Like the ADP194, the MAX323 is
digitally controlled by the TelosB using a digital I/O pin.
The schematic of the expansion board (which contains the microphone,
preamplifier, and peak detector) is shown in Figure 3.9.
Design parameters - sensing side
The first design parameter that we need to derive is the value of CCh, or the
size of the storage capacitor. The storage capacitor stores the voltage that
corresponds to the maximum loudness of sound that has been observed within
an active period. It is connected directly to the ADC port of the microcontroller,
which samples the voltage level of the storage capacitor at the end of an active
period. The storage capacitor is discharged after sampling so that it can start
at a very low level in the next active period. It must be noted that the storage
capacitor is different from the boost capacitor, the value of which will also be
derived in a later subsection. The size of the storage capacitor depends on the
charging speed required of the system, which in turn depends on the desired
sound frequency range covered by the detector. The maximum rate at which
the voltage across the storage capacitor can change is either
dVCh
dt = SR1 (3.5)
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Figure 3.9: Design schematic.
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or
dVCh
dt =
IOmax
CCh
, (3.6)
whichever is smaller [38]. The values of SR1 and IOmax, or the slew rate and
short-circuit current of OP-AMP 2 in Figure 3.9, are specified by the datasheet
[152] as 0.8Vµs and 15 mA, respectively. The value of CCh is then dependent
on the desired rate of voltage change. To derive this, we assume a maximum
sound frequency of 10,000 Hz and require the system to be able to swing from
the quiescent level to the upper rail (a 1.5 V swing) within a single cycle. A
maximum frequency of 10,000 Hz is chosen for the initial design because most
of the frequencies to which the human ear is sensitive can be found below 10,000
Hz [36]. Referring to Figure 3.10, assuming that VSwing ≈ VAmplitude and t1 ≈ t2,
we can simplify the computation of dVChdt as
dVCh
dt =
VSwing
2× t1 (3.7)
x
f(x)
t2
t1
VSwing
VAmplitude
f(x) = sinx
Figure 3.10: Diagram demonstrating simplifying assumptions adopted for pa-
rameter computation of CCh size.
Taking into account that t1 is
1
10000
4 , Equation 3.7 gives
30,000V
s , which is
smaller than SR1. This means that the speed is supportable by the operational
amplifier subject to the correct CCh value. Substituting this value into Equa-
tion 3.6 and solving for CCh gives us 0.5 µF.
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Ideally, the output of the peak detector should remain stable until a higher
peak than the previous is seen in the input. In reality, the peak detector output
decays over time due to leakage current (an effect called voltage droop [38]).
The rate of discharge of the storage capacitor is
Voltage droop = IlkCCh
, (3.8)
where Ilk is the leakage current. There are five sources of leakage current,
namely: capacitor leakage, printed circuit board leakage, op-amp leakage, diode
leakage, and reset switch leakage.
With the exception of op-amp leakage and diode leakage, all components of
Ilk are difficult to quantify. Diode leakage is negligible since we use an ultra-low-
leakage diode in the design. That leaves the op-amp leakage or the input bias
current of the op-amp, which the datasheet gives as 10 pA maximum. Thus,
Ilk = 10 pA. Using Equation 3.7 and the value derived for CCh, this gives us a
voltage droop of 0.00002Vs .
The voltage droop simply gives the rate at which the output of the peak
detector decays over time. The actual decrease in the output depends on how
much time has elapsed since the peak value is stored by the circuit. Since we
do not know the exact time at which the peak detector stores a new peak value,
this introduces uncertainty in the output. This output is further affected by the
length of the active period (which is dictated by the duty cycle, to be discussed
later). Since the microcontroller does not sample the peak detector output until
the end of an active period, the longer the active period, the more opportunity
there is for the inaccuracy of the peak detector output value to increase - this
is especially true for peak values that are recorded very early on in the active
period.
89
3. Technical requirements: Energy-harvesting noise-sensing WSNs and the noise
metric required by noise codes
Design parameters - power supply side
The equations defining the relationships between the charge time, the current
draw length, the size of the boost capacitor and the duty cycle are presented
and discussed in Chapter 2.4.
As already mentioned in Chapter 2.4, duty cycling is traditionally seen as
a necessity imposed by the limited amount of harvested energy. As implied
by Equation 2.5 however, the hardware itself imposes a cap on the duty cycle
feasible. It is interesting to note that neither the storage size nor the solar panel
output figures in Equation 2.5. Therefore, using larger batteries or larger solar
panels will not help in solving the limit imposed by Equation 2.5.
If higher duty cycles than that imposed by Equation 2.5 are desired or
needed, a possible solution will be to co-locate several sensor nodes. Enough
nodes should be co-located so that the temporal coverage required is satisfied.
If, for example, Equation 2.5 imposes a limit of 25% and 100% duty cycle is
required, four nodes should be co-located, with the nodes taking turns in being
active. The primary challenge in this solution will be the tight synchronization
that will be required of the co-located nodes, and its main disadvantage will be
the cost. A schematic for node co-location is shown in Figure 3.11.
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Figure 3.11: Node co-location schematic.
Another possible solution will be to use one node with several energy-harvesting
systems, each with its own solar panel and energy storage device. Upon deple-
tion, the node will simply switch energy-harvesting systems, allowing the pre-
viously used system to recharge. As with the previous example, if there is a
25% limit, but a 100% duty cycle is required, four energy-harvesting systems
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will now be required. This will be less costly than the previous solution, and
no synchronization will be needed, but there is the challenge of ensuring that
the multiplexed power supply will be able to provide a supply level that is sta-
ble enough for continuous system operation. To the best of our knowledge,
switched or multiplexed power supplies have never been used before in the con-
text of overcoming duty cycle limitations in WSN nodes. The closest previous
work is [118], where different subsystems in an embedded system are allowed to
be powered simultaneously by different energy sources in an attempt to maxi-
mize energy harvesting efficiency. The schematic for node co-location is shown
in Figure 3.12.
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Figure 3.12: Power supply multiplexing schematic.
It must be noted that node co-location and power supply multiplexing only
change the upper limit imposed by the physical system with regard to the max-
imum duty cycle achievable. The actual achieved duty cycle is still a function
of the harvested energy and the energy usage pattern of the application. The
amount of harvested (and stored) energy is affected by the node’s location,
harvesting efficiency, solar panel size, and storage capacity. The energy usage
pattern of an application is usually tailored to the energy state of the system
and the environment by power management algorithms. Power management
algorithms are discussed next.
The microphone, preamplifier, and peak detector portion of our circuit are
measured to have a collective current draw of 0.8 mA, translating to a duty
cycle of 9.9%. We choose the boost capacitor size of 11,000 µF for a draw
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time of 10.05 s and charge time of 91.0 s. We believe that such values give
an acceptable trade-off between the length of the draw time and the interval
between the draws.
3.5.2 Power management
For an actual deployment to function, the nodes need a power management al-
gorithm. The power management algorithm manages the power consumption of
the system, ensuring that system operation stays stable and functional despite
variations in harvested energy. An obvious task for the power management al-
gorithm will be adapting the system operation to the diurnal cycle, making sure
that enough energy is harvested during the day so that the system remains func-
tional even at night. The choice of power management algorithm will depend
on several factors: the application type, the network topology, and the hard-
ware available. We do not specify a specific algorithm since the node can be
used for different types of applications and different network topologies. We do,
however, discuss the factors that guide the choice and design of an appropriate
power management algorithm.
Application type
Strictly speaking, a power management algorithm is any algorithm which changes
an aspect of the system to meet energy constraints. What aspect is actually
changed can vary from one algorithm to the next. For systems that regularly
sample a single sensor, what is usually varied is the duty cycle. In [59], for
example, the algorithm takes into account the predicted energy that will be
harvested and assigns duty cycles to time periods called frames. The duty cycle
assignment ensures that the node only consumes what it harvests, resulting in
an infinite lifetime, or a mode of operation called energy-neutral operation. It
also makes provision for when the actual harvested energy deviates from the
predicted level, increasing the duty cycles in subsequent frames when more en-
ergy is harvested than predicted and reducing the duty cycles when less energy
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is harvested. A power management algorithm such as that featured in [59] will
be a possible good fit for systems that utilize our node, although modifications
are necessary. For example, [59] assumes that there is a utility level associated
with the duty cycle and that there is a maximum duty cycle beyond which the
utility will no longer increase. Even without an explicit consideration of utility
however, in our system, the hardware already explicitly imposes a limit to the
duty cycle. Such a limit will have to be taken into account when using the
algorithm in [59].
Other power management algorithms (such as [137]) assume that the pro-
cessor or microcontroller is capable of dynamic voltage and frequency scaling
(DVFS) and thus changes the speed of the processor or microcontroller in accor-
dance with the energy state of the system. This is not applicable to our system
since the microcontroller of the TelosB, like other low-power microcontrollers,
does not have the DVFS feature.
A node can also possibly change the sensor or set of sensors being used in
response to the energy state [3]. This is more applicable to nodes that use
multiple sensors, which is currently not the case in our prototype (although it
can be easily extended with other sensors; for instance, one can simply activate
one or more of the onboard sensors of the TelosB).
Application or task versioning [128] is also a possible power management
technique. In application versioning, the application running on the node changes
depending on the energy state. This, however, may not be applicable to storage
space-constrained systems like those used in WSNs.
Other algorithms facilitate power management by controlling the sequence
or start time of tasks [112]. Algorithms that belong to this family are more
suited for embedded systems that react to real-time events, rather than those
designed for regular data gathering.
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Network topology and configuration
The network topology and configuration also have an effect on the power man-
agement algorithm as it determines the additional tasks that a node has to do, in
addition to sensing and sending its own data. The tasks change the characteris-
tics of the application (for example, its periodicity) and the power management
techniques that are applicable.
Topology-wise, networks can be divided into two: single-hop networks and
multi-hop networks.
Nodes in multi-hop networks (except leaf nodes) have the additional task of
acting as a relay for other nodes - therefore, they do not just send messages,
but receive messages as well. How much energy is spent on this task depends
largely on the number of other nodes the node is serving as a relay for, and
the media access control (MAC) protocol utilized. The nodes can communicate
either synchronously or asynchronously. In synchronous communication, mes-
sage transmission consumes relatively little energy, but there is the challenge
of regular clock synchronization (which consumes energy itself). Such an ap-
proach is utilized in [50]. Asynchronous communication like LPL does not need
synchronization but can potentially consume more energy than synchronous
communication (in LPL, the energy is usually spent by the sender, mainly in
sending the prolonged preamble) and can possibly suffer from congestion.
Nodes in single-hop networks do not have to relay messages for other nodes,
but depending on the terrain and deployment environment, such a topology
may not always be feasible. Single-hop networks can be push-based, where
nodes regularly send their data to a sink, or pull-based, where the nodes only
send data after receiving a request to do so. The latter is usually used in
systems where the base station is mobile and travels around the deployment
area collecting accumulated data from the nodes.
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Hardware
The hardware available for energy measurement or estimation affects the choice
of power management algorithm. All power management algorithms assume the
availability of some sort of information about the energy state of the system or
the environment, and the availability and accuracy of that information depends
on the hardware.
[59] for instance, assumes that the amount of energy being harvested is al-
ways known, a reasonable requirement given that the Heliomote [57], for which
the algorithm in [59] is designed, is equipped with dedicated circuitry that mea-
sures the voltage and current (hence, power and energy) coming from the solar
panels. Without dedicated hardware, nodes can measure the energy state of the
system by measuring the voltage level of the energy buffer (usually a recharge-
able battery or capacitor). It must be noted however that the battery voltage
indicates the combined effect of the energy harvesting and the energy consump-
tion. Unless all loads are turned off, the actual amount of energy being harvested
cannot be known. Even if the loads can be turned off, the buffer voltage level
usually rises very slowly in response to changes in energy level and can therefore
only offer energy data of poor resolution.
3.5.3 Physical setup and testing
We create an expansion board for the TelosB incorporating the sensor and other
circuit extensions (see Figure 3.13).
Basic system operation, as seen through the output of the peak detector
(sensor) and the microphone, is plotted in Figure 3.14. In the graph, the sam-
pling (or active) period starts at 57.8 s and ends at 69 s. The overshoot in
the peak detector output at the beginning of the sampling period can be clearly
seen, as well as its correction, brought about by the corrective discharge. Sound,
produced by human speech, is generated at 60.0 s. The sound lasts for almost
a second, and the peak detector output can be seen rising to the peak voltage
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Figure 3.13: Expansion board, with the EnerChip and the solar panel in the
background.
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Figure 3.14: Sample operation. (A) Beginning of active period. (B) Corrective
discharge. (C) Sound is introduced. (D) Cessation of sound. (E) Sampling and
discharging of storage capacitor. (F) End of active period.
level generated by the sound. The retainment of the peak detector of the peak
voltage can be seen, even after the cessation of sound generation. It must also
be noted that the voltage droop exhibited by the system is larger than that com-
puted in a previous section, suggesting underestimation of the leakage current,
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or Ilk, in the computations.
The power consumption of the system (and the peak detector block alone), as
it goes through the different phases of operation, is plotted in Figure 3.15. It can
be seen that even when the peak detector block (which includes the MAX323 and
the microphone) is not active, the system has a quiescent power consumption
of 0.36 mW. When the peak detector block is active, power consumption rises,
with a peak of 2.8 mW.
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Figure 3.15: Power consumption.
To test the system, we expose the board to three different kinds of sound with
different SPLs. We utilize three different kinds of sound: 10,000 Hz tone, white
noise, and pink noise. White noise is a random signal with flat or constant power
spectral density, and pink noise, on the other hand, has a power density which is
inversely proportional to the frequency. We produce the sound in 1-s pulses fired
in succession with inter-pulse gaps of random lengths. The possible inter-pulse
gap lengths however, are limited in such a way that at least a single pulse will
be fired within any active period of the system. This is so that ‘soundless’ active
periods will not skew the average of the readings. Random gap lengths are used
so that we can test the effects of differing sound introduction points in an active
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period. The SPL is verified by a sound level meter (SLM) located very near
to the node’s microphone. In between each active period, a packet is sent to
the base station: the packet contains the reading made in the preceding active
period. The node is powered via energy harvesting in all of the experiments,
with the solar panel illuminated by a lamp shining with a brightness of at
least 1300 lx. Before any of the experiments, the solar panel and the energy
harvesting system are exposed to the light for 50+ minutes without any load to
ensure that the batteries are fully charged once the experiment begins. We run
each experiment for a duration sufficient for the system to take 20 readings.
The values produced by the system in the experiments are plotted in Figures 3.16-
3.18. It must be noted that Figure 3.16 has no data for 110 dB because of the
limits imposed by our audio equipment. Figures 3.16-3.18 show that the system
can differentiate between different SPLs. The graphs are sigmoid in shape, with
the tapering in higher decibel values indicating the microphone’s limitation in
differentiating very loud sounds (those greater than 100 dB). Likewise, the base-
line value and the first bars on the left-hand side show that the microphone can
not detect sounds with SPL lower than 50-60 dB.
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Figure 3.16: 10,000 Hz tone test. BL, baseline (no sound generated), all other
numbers in the x-axis have dB as units.
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Figure 3.17: White noise test. BL, baseline (no sound generated), all other
numbers in the x-axis have dB as units.
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Figure 3.18: Pink noise test. BL, baseline (no sound generated), all other
numbers in the x-axis have dB as units.
Using the data from the white noise experiment and exponential regression,
we are able to find a function relating the sensor output to dB level. We remove
the last data point (110 dB) since the resulting function no longer tracks the
data points well. The resulting function is stated in Equation 3.9:
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f(x) = 0.518203434173811× 1.00708470990609x (3.9)
The function, along with the experimentally-derived data points, is plotted
in Figure 3.19. Below 70 dB, the function’s maximum deviation from the actual
value goes up to 7 dB. Beyond 70 dB, the maximum deviation goes down to 4
dB.
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Figure 3.19: Function derived from curve-fitting the data points generated
through experimentation. f(x) = 0.518203434173811× 1.00708470990609x.
Theoretically, a table of finer resolution can be produced, which will enable
a more accurate discernment of SPLs.
3.5.4 Related work
As discussed in Chapter 1, noise measurement using WSNs has been done in
four previous studies: firstly, in the work presented in [130], [35], and [129];
secondly, in the work presented in [43] and [44]; thirdly, the work presented in
[21] and [69], and most recently, our own work in Chapter 3.4.
Compared to the research presented in this subchapter, the first and second
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sets of studies are more complete end-to-end solutions for noise monitoring:
they employ A-weighting and have customized networking protocols (presented
in [35, 44], respectively). The third study is notable for its use of fuzzy logic in
inferring subjective noise annoyance from the sensor readings. The work done
in Chapter 3.4 features the first noise-sensing WSN nodes to be powered by
energy harvesting.
Table 3.2 summarizes the main differences between these previous studies.
Table 3.2: Comparison of previous studies
Reported error Notes Platform Year
range/accuracy
[130], ± 2 dB first work on noise sensing; Tmote Sky/ 2008
[35], utilized dedicated hardware for TelosB [123]
and [129] noise sensing and metric computation
[43] and ± 2 dB CiNet [42] 2010
[44]
[21] ± 3 dB used fuzzy logic-based method Sun SPOT [96] 2012
and [69] for inferring subjective noise annoyance
Chapter 3.4 — energy harvesting (solar-powered) TelosB [123] 2013
Chapter 3.5 ± 7 dB energy harvesting (solar-powered), based on TelosB [123] 2014
peak detection
In Chapter 3.4, we discuss the difficulties of noise sensing using low-power
WSN nodes, difficulties that are compounded further by having the nodes pow-
ered by energy harvesting. These difficulties include the limited storage space
available for the microphone voltage readings, and the limited word width of
the system. Both place limits on the length of time over which LeqT can be
taken. This work, in comparison, does away with LeqT and uses the peak level
(as represented by the peak voltage amplitude generated by the sound) de-
tected within a time period instead. This design decision, brought about in
part through discussions with domain experts at New York’s Center of Urban
Science and Progress (CUSP), leads to the minimization of the need for high-
frequency ADC sampling, making limited storage space and word widths much
less of an issue. Therefore, the continuous and uninterrupted period of time
over which the node can make its observation is much longer than that of the
system in Chapter 3.4. While no noise codes currently employ peak levels as
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their metric, it is still very useful in many situations and will complement other
noise-sensing systems that employ LeqT as a measure. Moreover, our design be-
ing powered by energy harvesting makes it a good fit for low-maintenance urban
sensing systems.
Just recently, Libelium released a Smart Cities sensor board [87] for the
Waspmote [88]. The Smart Cities sensor board includes a linear displacement
sensor for detecting cracks in building and infrastructures, a particle sensor
for measuring air-suspended pollutants and a microphone for A-level weighted
sound loudness. The Waspmote by default is battery-powered, although it does
have provision for being powered by energy harvesting through solar panels.
To the best of our knowledge, there are no known reports or studies detailing
the performance of the Waspmote and the Smart Cities sensor board under
energy harvesting conditions. A detailed comparison of the energy-harvesting
Waspmote with the Smart Cities sensor board and an energy-harvesting TelosB
with a custom sensor board is a possible future work.
Even without a detailed technical study however, one aspect of the com-
peting systems can already be compared: cost. The Waspmote is a ready-for-
deployment system. The cost of the Waspmote and Smart Cities sensor board
combination (sans energy-harvesting component) is 270 Euros. In comparison,
the TelosB is a prototype/research platform costing 77 Euros. The energy har-
vesting system that we use in our design is part of an evaluation board package,
but a cursory check of individual component costs indicates that the total cost
of components for the energy-harvesting system does not exceed 30 Euros. The
cost of the customized sensor board comes in at under 20 Euros. All in all, the
cost of a fully customized TelosB-based system (in a single board) is less than
half the cost of an equivalent Waspmote-based system, even if only a modest
number of units are produced.
102
3. Technical requirements: Energy-harvesting noise-sensing WSNs and the noise
metric required by noise codes
3.5.5 Possible future work
Possible future work related to our design includes trying out new microphones
to extend the range of sound intensities which the system can discern. It is also
worthwhile to consider the incorporation of A-weighting to the design, either
via a software implementation or a separate circuit.
Of primary concern in future design iterations is the voltage droop, which
computations underestimated for the current design. Two strategies can be
adopted: compensation and reduction.
We can opt to compensate for the voltage droop by adjusting the sampling
strategy. In this work, a sample is taken at the end of the peak detector’s active
period. To compensate for the voltage droop, we can take several readings within
an active period and just keep the highest among them. The main disadvantage
that comes with this approach is the increased storage space utilization and
operational complexity.
We can also aim for the outright reduction of voltage droop. This can be
done by a better circuit board layout, or by using better op-amps. The storage
capacitor size can also be increased (Equation 3.8), but in doing so, the range
of frequencies detectable by the system will then decrease (Equation 3.6).
3.5.6 Summary
WSNs can potentially help in mitigating and preventing noise pollution which
is increasingly becoming a concern in many cities all over the globe. Adding
energy harvesting capability to WSNs can provide a low-maintenance, low-cost
system to city administrators. Unfortunately, the metrics on which many cur-
rently existing noise codes are based are a poor fit to current energy-harvesting
WSNs because of their limited capabilities. In this subchapter, we present a
system which bases its output on peak levels, instead of LeqT. While ‘non-
compliant’ with existing noise codes, our design can potentially perform better
than compliant energy-harvesting WSNs, at least when it comes to the length of
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continuous observation time possible. It also provides a wider range of options
which can be taken advantage of by power management algorithms, leading to
better energy utilization. The significant potential of such a design (and the
inspiration for it) came to us partly through discussions with city agencies in
New York and London.
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CHAPTER 4
Test methodologies: An indoor test methodology for
solar-powered WSNs
4.1 Overview
Uniform test methodologies facilitate comparison and verification of results be-
tween researchers. This greatly aids in the advancement of the field, since
researchers and designers are better able to build on top of each other’s work.
Unfortunately, no uniform test methodology exists for energy-harvesting WSNs,
especially those that are actually implemented. In this chapter, we propose a
test methodology for energy-harvesting WSNs that enable tests that are ‘repeat-
able’ (also something that most currently-used methodologies cannot do) and
can be replicated by other researchers. Note that by ‘repeatability’ we mean
the ability to test different algorithms, parameters, and hardware designs sev-
eral times under similar energy-relevant conditions, leading to fair and verifiable
comparisons.
4.2 Introduction and motivation
A significant challenge in power management algorithm and hardware design
for solar-powered WSNs is the repeatability of experiments. Sunlight patterns
are highly variable, seasonally varying in intensity and length, and strongly
affected by local weather phenomena. Most power management algorithms for
solar-powered WSNs are therefore tested via simulations (for example, [125] and
[112]) or through simple tabletop experiments that involve lamps being turned
on or off (for example, [63]). Both approaches overlook a great deal of detail that
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is central for WSN operation. The accuracy and level of detail of the simulations
are highly variable; they also frequently neglect hardware-specific features, such
as non-idealities in the energy storage device characteristics. Most tabletop
experiments (such as that documented in [63]) utilize actual hardware, but still
omit the effects of daylight patterns: as a result, the nodes are possibly exposed
to unrealistic conditions that they will never encounter in actual deployments
(the ease with which this can be done will be demonstrated later in the chapter).
Repeatable experiments involving sunlight are also frequently needed in the
field of photovoltaic (PV) cell (also called solar cell) design. In this domain, this
problem is approached with the help of solar simulators (for example, [117]).
Solar simulators generate light that approximates the intensity and the spectral
content of natural sunlight. Most solar simulators however are designed for
single-intensity exposure experiments: they subject the solar cells to a constant
specific light intensity. They are not designed to automatically replicate the
changing intensity of sunlight throughout the day. Moreover, solar simulators
are expensive and bulky devices, with lighting elements that have very limited
lifetimes.
In this work, we present a test methodology which enables repeatable indoor
testing of solar-powered WSN nodes without the use of a solar simulator in the
test itself. The test methodology induces the solar cell or solar panel to generate
a level of power that it will exhibit under outdoor conditions at a specific time
and place. The methodology has its basis on insights from PV cell design and
astronomy. We firstly present the test methodology in an apparatus-agnostic
manner, specifying the general principles of the test apparatus design. To prove
its practicality however, we present our own specific design and implementation
of the test apparatus. We present two variant designs for the apparatus. The
first variant can be used in testing stand-alone wireless sensor network nodes.
The second variant is a distributed version of the first, and can be used as a
basis for testbeds designed to test wireless sensor networks. The performance
and accuracy of the test methodology and our test apparatus are verified via
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a series of experiments. Moreover, we also carry out a series of demonstration
experiments, the likes of which will be useful in studies aiming for outdoor de-
ployment of solar-powered WSNs. It must be noted that while this work focuses
on WSNs and WSN nodes, the test methodology is also readily applicable to
any solar-powered embedded system, even those that are not designed to be
networked.
In summary, we make two primary contributions in this work. Firstly, the
indoor test methodology, and the design for a generic test apparatus that can be
used in its implementation; and secondly, the design of an actually-implemented
apparatus. We present two variants of the apparatus: centralized and dis-
tributed. We also present the results of two significant sets of experiments:
the first tests the performance of the test apparatus, while the second is com-
prised of experiments that demonstrate how the methodology can be used in
determining hardware and software parameters for a WSN node.
The remainder of this chapter is structured as follows. The test methodology
is presented in the following subchapter (Chapter 4.3). The design of a generic
test apparatus on which the test methodology can be implemented is presented
in Chapter 4.4. Chapter 4.5 discusses our specific design and implementation of
the test apparatus. We test the performance of our test apparatus, and present
the results of the said tests in Chapter 4.6. The results of two experiments that
demonstrate the utility and possible applications of the test methodology are
presented in Chapter 4.7; limitations are discussed in Chapter 4.8. Related work
is discussed in Chapter 4.9. Chapter 4.10 presents possible future extensions of
the research and summarizes the chapter.
4.3 Test methodology
Before outlining the general principles of the test methodology we need to un-
derstand the relationship between a surface’s irradiance, the surface’s location,
and the current date and time; this will be discussed in Chapter 4.3.1. An un-
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derstanding of a solar cell’s ‘state’ and how such a state can be determined is
also required and this will be discussed in Chapter 4.3.2. The general principles
built from these two examinations are presented in Chapter 4.3.3.
4.3.1 Astronomical model of irradiance
Irradiance (unit Wm2 ) is the total power from a radiant source falling on a unit
area. A detailed discussion of how irradiance due to the sun is computed at a
given location, time of day and time of year, is given in [108] and [70]. In this
subchapter, we give a necessarily brief summary of the procedure.
The power density in sunlight which reaches the Earth from the sun is 1,367
W
m2 [108]. However, some of this is absorbed in the atmosphere, so the power
density that reaches the surface of the Earth is less. The amount of sunlight
absorbed or scattered depends on the length of path through which sunlight has
to travel to get to the surface. The path length is generally compared to a path
directly vertical to sea level. This path length is designated as 1 atmosphere or
AM 1. At AM 1, after absorption is accounted for, the power density is reduced
from 1,367 Wm2 to 1,000
W
m2 . Assuming that the absorption constant depends
only on the air mass, and taking I as the irradiance due to the sun we have
Equation 4.1:
I = 1, 367(0.7)AM (4.1)
However, [107] proposed that a better fit to observed data is obtained through
Equation 4.2:
I = 1, 367(0.7)AM0.678 (4.2)
AM = 1 when the rays from the sun are directly over the surface in consider-
ation. The AM for any ray source direction is given by Equation 4.3 (all angles
stated in this subchapter are in degrees):
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AM = 1
cosθz
(4.3)
where θz is the zenith angle, which is the complement to 90° of the elevation
α. The elevation is the angle between the sun’s direction and the horizon.
θz = 90− α (4.4)
The elevation, or α, can be derived from Equation 4.5:
α = sin−1(sinδsinθ + cosδcosθcosω) (4.5)
θ is the latitude of the surface. δ is the solar declination, or the angle between
the line joining the centres of the Earth and the sun, and the equatorial plane.
This can be derived from Equation 4.6:
δ = 23.45× sin(360× n− 180365 ) (4.6)
where n is the day in the year (n = 1 on 1st January). ω is the hour angle
or the angle difference between noon and the desired time of day in terms of a
360° rotation in 24 hours:
ω = 12− T24 × 360 = 15(12− T) (4.7)
where T is the time of day expressed with respect to solar midnight, on a
24-hour clock.
In summary, given the location of a surface, and the current date and time
of day of interest, the irradiance due to the sun can be computed.
4.3.2 Solar cell state
Each solar cell has an associated set of current-voltage (IV) curves (Figure 4.1).
The currently-relevant IV curve is dependent on the irradiance of the solar cell,
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while the specific point on the curve (the solar cell’s current operating point)
is dependent on the electrical load imposed on the solar cell. The currently-
relevant IV curve for the solar cell can be determined by measuring the cell’s
short circuit current (ISC), which is unique for each level of irradiance. The re-
lationship between the irradiance and the ISC is highly linear [108]: for instance,
if the ISC at 1000 Wm2 is 18.9 mA, the ISC at 500
W
m2 will be approximately 9.45
mA. We can consider the currently-relevant IV curve as the solar cell’s state. It
must be noted that how a solar cell is induced to reach a certain state is not
relevant here. Two similar cells, exposed to two different light sources (different
spectral content and intensities) can be said to be state-wise the same, as long as
they have the same currently-relevant IV curve. This is the key concept which
enables us to replace the lighting element in traditional solar simulators with a
relatively low-power, less bulky, cheaper and more easily controlled alternative.
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Figure 4.1: IV curves of a solar panel.
4.3.3 General principles
We are now in a position to state the general principles of the test methodology
1. Irradiance for a surface at a certain place, date, and time can be computed
using the set of equations presented in Chapter 4.3.1. Irradiance sequences
representing days (or parts of days) can then be generated by iteratively
solving the set of equations.
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It must be noted that in reality, the brightness of sunlight is continuously
changing during the day - the irradiance therefore can actually be better
modeled as a continuous function rather than a discrete sequence. How-
ever, we will be implementing the test methodology using discrete-time
systems, so some discretization is necessary. We define the time inter-
val between changes in irradiance values as the temporal resolution of a
sequence.
2. The currently-relevant IV curve (hence, the irradiance of the solar cell)
can be determined by measuring the solar cell’s ISC. By taking advantage
of the linear relationship between the ISC and the irradiance level, an
irradiance sequence can therefore be converted to an ISC sequence.
3. The simulation of a day (or part of it) can then be carried out by inducing
the solar cell to sequentially produce the ISC values specified in the ISC
sequence.
It must be noted that a single solar cell usually can not produce enough
voltage or current to power an application. As such, what are used as energy
harvesting devices are solar panels, which are similar solar cells placed in a series
and/or parallel configuration to increase the output voltage and/or current. Like
solar cells, solar panels also have IV curves, and their characteristics are derived
from that of their component solar cells. Since most devices (including those
used in this work) use solar panels and not simply solar cells, we refer to the
energy harvesting device in subsequent subchapters as solar panels.
4.4 Generic test apparatus design
A generic test apparatus which can carry out the test methodology will need
three components.
1. Light source. The light source’s output does not need to have the same
spectral content as sunlight. However, it must coincide (even if not com-
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pletely) with the frequencies to which the solar panel is sensitive. The
light source must be able to induce the solar panel to enter states cor-
responding to different irradiance levels, including the irradiance level of
1000 Wm2 , also known as 1 sun (the maximum irradiance due to the sun
possible at the surface of the Earth).
2. Current measurement mechanism. A generic test apparatus must
be able to measure the solar panel’s ISC, or a suitable proxy to it. There
are two challenges associated with measuring the ISC - where it must be
measured, and how it must be measured.
The test methodology utilizes ISC for determining the current state of the
solar panel. However, measuring ISC requires that the solar panel be in
a short circuit, which is not the case when it is in a useful configuration
(i.e., in a circuit). The problem can be solved by utilizing proxy ISC mea-
surements. Two measurements can serve as proxies for the ISC: the ISC of
a pilot panel, and the output of the panel itself.
We define a pilot panel as solar panel that is of the same type as the
solar panel found in the device-under-test (DUT), and co-located with
it. Assuming that the two panels have the same characteristics, and are
under the same lighting conditions, they will be in the same state (since
the currently-relevant IV-curve is defined only by the irradiance of the
panel’s surface). The ISC of the pilot panel can then be measured and
used in determining the state of both panels. The schematic of a generic
test apparatus which uses the pilot panel ISC as proxy for the DUT solar
panel ISC is shown in Figure 4.2a.
The actual current of the solar panel can also be used as a proxy to a
limited extent. This is due to the current value remaining constant (the
same as the ISC) for the most part of an IV curve (Figure 4.1, left-side
portion). However, depending on the electrical load, this may not always
be the case (see right-most part of Figure 4.1). The schematic of a generic
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test apparatus which uses the actual solar panel current as proxy for the
ISC is shown in Figure 4.2b.
Target
ISC
values
+ Control
signal
Lighting
control
PID
comp.Σ
Light
source
Pilot panel
+
-
WSN
node
Current
measurement
device
+
-
Current
reading
-
Apparatus computer
DUT
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Figure 4.2: Generic test apparatus design schematic.
An additional challenge is the process of measuring the current itself. Ac-
curate current measurement is a complex process. Most microcontrollers
have analog-to-digital converters (ADCs) that measure voltage, but not
current. This limits the prospect of the operation being done in distributed
systems with low complexity. The current measurement process can be
converted to a voltage measurement process with the use of shunt resis-
tors. Shunt resistors however introduce losses, which may be unacceptable
when the current is small to begin with. The losses due to a shunt resistor
can be minimized by using smaller shunt resistor values. This is made fea-
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sible using current sense amplifiers such as the LT6105 [90] or the TS1100
[106].
3. Feedback mechanism. A generic test apparatus must have a feedback
mechanism which will adjust the lighting element’s output in response
to the difference between the actually-measured ISC and the target ISC.
A feedback loop can be implemented using a Proportional-Integrative-
Derivative (PID) controller [10]. The P, I, and D constants have to be
carefully derived - improperly-set constants can lead to oscillations, with
the output variable (the ISC in this case) never converging to a specific
value. The performance of the PID controller will also depend on the
accuracy of the current measurements.
It should be noted that the design presented above is generic: it is a design
which in theory, will enable any type of light source to be used in the apparatus
(as long as the spectral content requirements stated above are satisfied). An
actual implementation does not need to perfectly conform with the generic de-
sign - what is important is that the apparatus is able to induce the solar panel
to produce the ISC values contained in the ISC sequence.
Our own implementation of the test apparatus features neither a current
measurement mechanism nor a feedback loop. We justify the omission with
our choice of a light source that is sufficiently stable. The details of our test
apparatus design, our definition of stability, and its demonstration vis-à-vis our
design, are presented next.
4.5 Test apparatus implementation
We construct two variants of the test apparatus: one for testing WSN nodes,
which we call the centralized test apparatus (see Chapter 4.5.1), and another
that can be used for testing networks of WSN nodes, which we call the distributed
test apparatus (see Chapter 4.5.2).
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4.5.1 Centralized test system
The lighting element in our implemented test apparatus (both centralized and
distributed) is the Luxeon K 8-LED array (LXK8-PW40-0008 [91]). The light
intensity of the Luxeon K is current-controlled by the buck regulator-controlled
current source LM3406HV [154]. The output of the LM3406HV is then con-
trolled via pulse width modulation (PWM). In the centralized version of our
apparatus, the PWM signal is generated by an Arduino Uno [72] (interfaced to
a PC via USB cable). In the distributed version, the PWM signal is generated
by a TelosB WSN node [123]. For the centralized test apparatus, the Lux-
eon K is interfaced with a heatsink and mounted on a platform which enables
the adjustment of the vertical distance between the LED array and the DUT.
Figure 4.3 shows the schematic of our centralized test apparatus; the actual test
apparatus is shown in Figure 4.4.
PC
PWM
sequence
PWM
signal
LM3406 LED
+
-
WSN
node
DUT
Arduino
Figure 4.3: Design schematic of the implemented centralized test apparatus.
The feedback loop (and its current measurement input) is necessary for dy-
namically adjusting the lighting element in response to the difference between
the measured ISC and the target ISC. This is particularly important for light
sources with resulting ISC values that tend to drift even with a constant light
source setting. Some bulbs for example, glow brighter as their filaments heat
up, even if the supply voltage remains constant. A feedback loop is not nec-
essary in situations where the resulting ISC for a given lighting element setting
is distinct and unchanging. We call the tendency of a light source to have a
distinct and unchanging ISC at each setting its stability. We note that by ‘light
source’ we mean the lighting element along with the mechanism which controls
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TelosB
Power supply unit
Heat sink
Adjustable platform
Solar panel
(a) Lighting element (under the heatsink) and
vertically-adjustable stand
Power supply unit
LM3406
Arduino Uno
(b) Arduino and LM3406
Labview
SourcemeterBase station/
Arduino controller
Apparatus (covered)
(c) Test apparatus in operation, with base station
and sourcemeter
Figure 4.4: Centralized test apparatus implementation.
its settings. In our specific setup, the light source is collectively comprised of
the LED array, the LM3406HV, and the Arduino.
We can quantitatively define stability using two metrics. Firstly, we can
measure the variance of the solar panel ISC observed at a given setting. The
variance provides a measure of how much the ISC fluctuates. The lower the
variance, the more stable the light source is at that setting. A perfectly stable
light source has a variance of 0 for all sets of ISC readings. Secondly, we can
measure the tendency of the ISC to rise or fall over time using the trendline
slope. Using linear regression, we generate a trendline for the values observed
at a given setting, and take note of its slope. This is done for all settings tested.
The closer to 0 the trendline slope is, the more stable the light source is at that
setting. A perfectly stable light source has a trendline slope of 0 for all sets of
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ISC readings.
The Arduino allows the user to specify the duty cycle of the PWM signal with
256 values (0 = 0% duty cycle, and 255 = 100% duty cycle). This corresponds to
256 lighting element settings. To test the stability of the light source (vis-à-vis
our recent definition) we test 26 PWM values (multiples of 10, 0 to 250), and
measure the resulting solar panel ISC. The vertical distance between the solar
panel and the LED array is set to 60 mm, and the apparatus is covered during the
tests to control the lighting. The test is run continuously, with the PWM value
increased in a monotonic manner. The ISC is measured using a Keithley 2401 [86]
sourcemeter connected to a PC running NI Labview [93]. The Labview program
collects a current reading every second, resulting in 600 readings per PWM value
tested. The measured ISC values are plotted in Figure 4.5a. Figure 4.5b shows
the plot of the measured ISC against the PWM values. Figure 4.5b is generated
by taking the mean of the 600 current readings taken for each PWM value.
The variance and trendline slope for each set of ISC readings collected are
plotted against PWM values in Figure 4.6a and Figure 4.6b, respectively. It can
be seen in Figure 4.6 that the light source is not perfectly stable. Nevertheless
the light source is still highly stable, exhibiting a maximum variance of 1.825×
10−9 (at PWM value 140), and a maximum trendline slope of 2.3× 10−7 Vs (at
PWM value 140).
The extent to which a light source’s stability is acceptable is affected by the
temporal resolution of irradiance sequence, or the time interval for which a cer-
tain irradiance value holds. A larger interval (poorer temporal resolution) gives
more opportunities for the ISC to average out and thus tolerate more instability.
The experiments are carried out utilizing 5-minute intervals (a 24-hour period is
divided into 288 sub-periods). This is long enough, we believe, to accommodate
the minimal instability of the light source.
We take this opportunity to underscore a point made earlier in the introduc-
tion about the inadequacy of simple tabletop experiments that do not consult
astronomical models. The solar panel we utilize is measured to have a 1 sun ISC
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Figure 4.5: Plots for characterizing the solar panel - centralized test apparatus
configuration.
of 18.9 mA (some of its IV curves are plotted in Figure 4.1). The measurement
is done using a calibrated Newport Oriel Sol3A Class AAA 4 x 4 inch solar
simulator [117]. As can be seen in Figure 4.5b however, beyond the PWM value
of 210, the ISC already exceeds 18.9 mA. This shows how easy it is to place the
solar panel in a state it will never be in under natural outdoor conditions.
If the light source is stable, ‘day simulation’ will simply consist of sequentially
placing the light source at the appropriate settings. To do this the ISC sequence
will have to be converted to a settings sequence which will then be ‘played’. For
our apparatus, the settings sequence is called the PWM sequence.
To convert the ISC sequence to a PWM sequence, we first need to find a
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Figure 4.6: Stability metrics - centralized test apparatus.
function that will approximate the empirical data in Figure 4.5b. This can be
done in several ways. It is desirable that the function complexity be minimized
as much as possible without sacrificing too much accuracy. To this end, we
adopt a function generated through linear regression (Equation 4.8):
f(x) = 0.000094738695× x− 0.000707917246 (4.8)
Equation 4.8 is also plotted in Figure 4.5b. We can then take the inverse of
Equation 4.8, resulting in a current-to-PWM function. By rounding the output
of the current-to-PWM function, an ISC sequence can be converted to a PWM
sequence.
As an example of the transformation between the three types of sequences,
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Figure 4.7 shows the irradiance sequence, ISC sequence, and PWM sequence for
September 21 2014 in London, England (coordinates 51.5072° N, 0.1275° W).
The astronomical model is evaluated with 5-minute intervals, resulting in a
288-element sequence for the 24-hour period.
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Figure 4.7: Three sequences for September 21 2014 (autumnal equinox), Lon-
don.
4.5.2 Distributed test system
There are some tests for which a single test apparatus will not suffice. For exam-
ple, a single test apparatus cannot test the effect of differing sunlight patterns
within a deployment area on network performance. Such tests are important as
deployed nodes will likely receive different sunlight patterns because of several
factors, including for example foliage, shadows or cloud cover. To carry out
such tests (which are tests on networks, and not simply network nodes), we will
need several instances of the test apparatus working together.
Arguably, the apparatus already presented can also be ‘forced’ to test net-
works. Several instances of the apparatus can be connected using USB cables,
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and while USB cables are severely limited in length, the power level of the WSN
node radios can frequently be adjusted, enabling the implementation of multi-
hop networks even within a single room. Nevertheless, this is an unsatisfactory
solution as it misses many aspects of actual deployments: for instance, the ef-
fect of the environment on topology through radio wave diffraction, diffusion
and refraction.
To this end, we create a version of the test apparatus specifically for testing
networks of nodes. Instances of the test apparatus are controlled by a base
station, effectively forming a distributed system. Using the original settings
sequence as basis, a new sequence can be customized for each test apparatus.
To simulate the effect of permanent occlusion such as being under foliage, all
the values in the PWM sequence can be attenuated by a certain factor. Tem-
porary occlusion such as temporary cloud cover can be simulated by limiting
the attenuation to certain periods. An instance of the test apparatus can be
located anywhere within a building, as long as it is close to an electrical socket
and within communication range of at least one other test apparatus which will
enable it to form a multi-hop path to the base station. Our system can be used
in constructing an indoor WSN testbed similar to Motelab [160] and Indriya [27],
but tailor-made for solar-powered WSNs.
The primary differences between the test apparatus designed for node testing
and the test apparatus designed for network testing are in the distribution of the
PWM sequence and the generation of the PWM signal. In the test apparatus
designed for node testing, PWM signals are generated by an Arduino, which
receives the PWM sequence from a PC via a USB cable. In the test apparatus
designed for network testing, the PWM signals are generated by a TelosB WSN
node, while the PWM sequences are wirelessly received by the same WSN node
from the base station. Our base station consists of a PC connected via USB to
a TelosB WSN node.
Another difference between the two designs is in the power supply. The
centralized version uses a variable-voltage bench power supply, while the dis-
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tributed version uses a dedicated fixed-voltage power supply unit that is easier
to transport. The TelosB WSN node of the distributed test apparatus is cur-
rently powered by batteries, although in future design iterations changes will be
made so that it can also be powered from the fixed-voltage power supply unit.
While the test apparatus designed for node testing uses a box cover for
keeping out ambient lighting, the distributed test apparatus uses a dedicated
test chamber.
For communicating PWM sequences and synchronization information, the
WSN nodes (both at the base station and those at the test apparatus instances)
use the Tymo routing protocol/service. Tymo [105] is the TinyOS [103] [47]
implementation of the Dynamic MANET On-demand (DYMO) routing protocol
[53]. Dymo is a routing protocol designed by the Internet Engineering Task
Force (IETF) to enable dynamic point-to-point routing between mobile nodes.
It was originally designed to run on top of the Internet Protocol (IP).
The schematic of the distributed test apparatus is shown in Figure 4.8.
Figure 4.9 shows the actual apparatus.
Base station
TelosB PC
PWM
sequence
PWM
signal
LM3406 LED
+
-
WSN
node
DUT/
NUT node
TelosB
Distributed test apparatus instance/testbed WSN node
Figure 4.8: Design schematic of the implemented distributed test apparatus.
Note that when using the distributed test apparatus, we effectively end up
with two co-located WSNs: one for the test bed/distributed test apparatus (com-
posed of TelosBs in our implementation) and the other the network-under-test
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Power supply unit
Control box
Test chamber
Heat sink
Figure 4.9: Distributed test apparatus implementation. TelosB and LM3406
inside control box (beside the heatsink).
(NUT). The members of the NUT (labelled ‘WSN node’ Figure 4.8) need not be
TelosBs. The co-location of two WSNs opens up the possibility of interference,
which must be minimized. To achieve this, we employ two measures.
Firstly, the communication between the nodes of the testbed WSN is sparse.
Such communication only happens at the beginning of the simulation when
the patterns are being distributed, and at the end of the simulation, when the
nodes report back to the base station. The post-simulation report enables the
base station to ascertain that the simulation was successfully carried out by all
nodes. We do not deal with the issue of clock drift or clock synchronization in
our current implementation.
Secondly, we recommend that the two WSNs use different radio channels
or frequency sub-bands. The ability to choose channels is a readily-available
feature even in low-power radios such as the CC2420 [155], the radio module
used in the TelosB. Additional isolation measures were not felt necessary.
To enable the conversion of ISC sequences to PWM sequences suited to the
distributed test apparatus, we repeat the experiment performed on the central-
ized test apparatus. The resulting ISC as the PWM duty cycle is increased is
shown in Figure 4.10a. It should be noted that Figure 4.10a has differences
from Figure 4.5a. This is to be expected, since the vertical distance between
the solar panel and the LED array is different in the two apparatuses (50 mm
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vs 60 mm). Another difference between the two plots is the range of PWM
values. We implement the PWM function of the TelosB using TinyOS’ Alarm
mechanism, setting the period of the PWM signal to be 2.04 ms, or the same
as that of the Arduino PWM signal. However, unlike in the Arduino where the
PWM duty cycle can be specified in 256 levels, in our implementation, one can
specify the PWM duty cycle in 2041 levels (0 to 2040, where 0 = 0% duty cycle,
and 2040 = 100% duty cycle). We test the PWM values by increments of 100,
from 0 to 2000. The results of averaging the ISC values and plotting the averages
against the PWM values are shown in Figure 4.10b.
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Figure 4.10: Plots for characterizing the solar panel - distributed test apparatus
configuration.
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We also plot the variance and trendline slope for each set of ISC readings
collected in Figure 4.11a and Figure 4.11b, respectively. The light source of
the distributed test apparatus exhibits a maximum variance of 1.74885× 10−7
(at PWM value 900), and a maximum trendline slope of 1.44899 × 10−7 Vs (at
PWM value 600). Similar to the centralized apparatus, the light source of the
distributed apparatus is not perfectly stable, but it is sufficiently stable, we
believe, for our application.
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Figure 4.11: Stability metrics - distributed test apparatus.
We model the empirical data in Figure 4.10b using a function generated
through linear regression (Equation 4.9), also plotted in Figure 4.10b. The
inverse of Equation 4.9 can be used in generating PWM sequences suited for
the distributed test apparatus.
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f(x) = 0.000014511145× x− 0.000013327296 (4.9)
The operation of the distributed test apparatus can be divided into four
phases, diagrammed in Figure 4.12:
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Figure 4.12: Distributed apparatus operation diagram.
1. PHASE 1. In the first phase the base station broadcasts a PREPARE
message to the clients. The PREPARE message also contains the number
of packets that will comprise a complete PWM sequence. A client re-
ceiving a PREPARE message will then respond with a READY message,
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signifying that it is ready for Phase 2. Figure 4.12 shows a setup with a
single base station and two clients. While Figure 4.12 shows client 1 and
client 2 being within direct communication range of the base station, the
operation discussed here also applies to clients that are not within direct
communication range of the base station. A PREPARE message is routed
by other nodes to clients not within direct communication range of the
base station. READY messages are routed from the said clients to the
base station in the same way. The base station takes note of the READY
messages that it receives, making sure that all clients are accounted for.
If nothing is heard from one or more client nodes, the PREPARE message
is broadcasted again one more time. If the set of clients that responded
is still incomplete, the user is informed and system operation is halted.
Once a complete set of READY messages is collected, system operation
proceeds to the second phase.
2. PHASE 2. In the second phase, the base station sends to each client
the PWM sequence it would need to ‘play’ later. The sequence is sent
over a span of several packets (differentiated through sequence numbers),
the exact number of which depends on the length and resolution of the
test desired by the user. The sequence can be unique for each client. The
client will know that it has received a complete sequence by counting the
number of pattern-comprising packets it has received and comparing the
said number with the number it received earlier through the PREPARE
message. After receiving a complete sequence, the client sends an ac-
knowledgement (ACK) packet to the base station, signifying that it could
move on to the next client. If no acknowledgement is received by the base
station, it will resend the entire sequence. Once all sequences are sent
(and acknowledged), system operation proceeds to the next phase.
3. PHASE 3. In the third phase, the base station broadcasts a STARTmes-
sage to all clients. This causes each client to start ‘playing’ the sequence
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it received in the second phase. The system does not utilize any time
synchronization mechanism, so the clients could potentially start playing
out the patterns at slightly different times. Nevertheless, the differences
will be less than a second at most, and thus will affect the accuracy of the
test only very slightly.
4. PHASE 4. In the fourth phase, the clients send DONE messages to the
base station after playing the sequences assigned to them. The DONE
messages are used by the base station (and the user) in ensuring that all
client nodes finished playing the patterns assigned to them, and that the
test is successfully finished in its entirety.
4.6 Test apparatus performance
The primary purpose of a test apparatus is to induce the solar panel to sequen-
tially produce ISC that correspond to the irradiance values determined by the
astronomical model. To test the effectiveness of our test apparatus implemen-
tations, we run simulations corresponding to 3 different dates and compare the
resulting ISC values to those in the model-generated sequence. The 3 days simu-
lated are June 21 2014, September 21 2014, and December 21 2014. These dates
correspond to the northern hemisphere summer solstice, autumnal equinox, and
winter solstice, respectively. The location assumed is the city of London. The
astronomical model is evaluated with 5-minute intervals, with the sequence be-
ginning at midnight of the specified day and ending just before the beginning of
the next day. The same solar panel (1 sun ISC: 18.9 mA) and apparatus setup
(DUT-LED array distance: 60 mm for centralized, 50 mm for distributed) as
those used in Chapter 4.5 are used. Consequently, the ISC-PWM functions pre-
sented in Chapter 4.5 are used in generating the PWM sequences. A Keithley
2401 sourcemeter controlled by Labview measures the short circuit current at
1-second intervals. The readings are averaged over 5-minute sets (300 readings
in each set). The averaged readings from the centralized test apparatus, along
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with the target ISC values, are shown in Figure 4.13. We plot the difference
between the theoretical and measured values in Figure 4.14a.
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Figure 4.13: Measured and theoretical (target) ISC values, centralized test appa-
ratus.
In Figure 4.13 and Figure 4.14a it can be seen that the measured ISC values
follow the theoretical ISC values very closely. Between the five minute averages,
the single maximum difference between measured value and theoretical value
is 0.84 mA for the summer solstice (with a mean of 0.245 mA, 0.36 mA if
night portion is excluded), 0.85 mA for the autumnal equinox (with a mean of
0.242 mA, 0.49 mA if night portion is excluded), and 0.789 mA for the winter
solstice (with a mean of 0.2 mA, 0.423 mA if night portion is excluded). For
all setups, the maximum deviation occurs in the lowest non-zero PWM values
- at sunrise or sunset. Referring to Figure 4.5b (left-side portion), this is to be
expected, as this corresponds to the point where the modelling function deviates
the most from the empirical data. Another possible source of the deviation is
the imperfect stability of the light source.
A prominent feature of Figure 4.13c is the deviation between theoretical and
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Figure 4.14: Difference between theoretical and measured currents.
measured ISC in the mid-day section. This can also be explained by the deviation
between the empirical data and the modelling function. A closer inspection of
Figure 4.13a and Figure 4.13b reveals deviation of roughly the same magnitude
in the same ISC range (near 10 mA). However, the sequences for the summer
solstice and the autumnal equinox spend significantly less time at the said ISC
range compared to the winter solstice sequence, so the effect is significantly less
overall. The precision therefore with which the test apparatus can replicate an
ISC sequence closely depends on the values contained in the sequence. For our
specific setup, an ISC sequence with more values that translate to very low non-
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zero PWM values or are close to 10 mA will tend to be replicated less precisely
than those with less.
Before we discuss how the distributed version performs in replicating the ISC
sequences, we note that the distributed apparatus cannot properly generate light
for PWM values lower than 50. Instead of dimmed light, what the LED produces
at PWM values 0 - 50 is light with maximum level of brightness interspersed
with very brief periods of darkness. This is not apparent in Figure 4.10a, since
the PWM values in Figure 4.10a are tested with increments of 100 beginning
at 0. We attribute the behaviour to how TelosB generates the PWM signal.
While the Arduino runs its program ‘bare metal’, TelosB runs TinyOS, which
is a simple multi-tasking operating system. The PWM signal is produced by
the repeated execution of two tasks. The first task coincides with the beginning
of a PWM period, and is in charge of pulling the output pin to a value of
HIGH. The second task is executed later, and pulls the value of the output
pin to LOW. The interval between the two tasks depends on the duty cycle
or PWM value. We use the Alarm mechanism to facilitate the timing of the
two tasks. However, at very low PWM values, the interval is too small that the
second task is not consistently executed. This leads to periods where the pin
value is never pulled down, or where the duty cycle generated is effectively 100%
(hence, maximum brightness). This inconsistency is caused by the limitations
of the TinyOS Alarm, scheduler, or both. To address this limitation (which
would lead to significant errors for the apparatus), we round down all values in
the PWM sequence that are lower than 50 to 0.
The measured ISC values for the distributed test apparatus are shown in
Figure 4.15. We also plot the difference between the theoretical and measured
values in Figure 4.14b. The distributed test apparatus is accurate in replicating
the sequences for all dates tested. Between the five minute averages, the single
maximum difference between measured value and theoretical value is 1.01 mA
for the summer solstice (with a mean of 0.155 mA, 0.229 mA if night portion is
excluded), 0.585 mA for the autumnal equinox (with a mean of 0.1 mA, 0.218
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mA if night portion is excluded), and 0.571 mA for the winter solstice (with a
mean of 0.077 mA, 0.156 mA if night portion is excluded). In general, the dis-
tributed version outperforms the centralized version when it comes to accuracy.
This can be attributed to several factors. The distributed apparatus’ lighting
mechanism is superior to that of the centralized apparatus in terms of the trend-
line slope (although it exhibits greater variance). The distributed apparatus’
modelling function is also a slightly better fit to the data it models compared
to its counterpart in the centralized apparatus. Finally, PWM values in the
distributed test apparatus are represented with the range 0-2041, compared to
0-255 in the centralized apparatus. A larger range of numbers translates to
greater precision in specifying the PWM signal’s duty cycle.
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Figure 4.15: Measured and theoretical (target) ISC values, distributed test appa-
ratus.
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4.7 Demonstration experiments
To demonstrate the full benefits of the test methodology and the test apparatus,
we conduct two experiments the likes of which are important prior to deploying
solar-powered WSNs. We use the centralized version of the test apparatus in
the experiments. The energy harvesting component of our setup is a 30 mm by
30 mm solar panel with ISC of 18.9 mA (the same as that used in Chapter 4.5).
The solar panel is connected to a 50 F supercapacitor formed by placing two 100
F Bussmann PowerStor supercapacitors [78] in series (the supercapacitor size is
varied in the second experiment). The supercapacitor is interfaced to a DC-DC
converter based on the LT1615 [89]. The DC-DC converter is configured to ac-
cept input voltage levels of 1.5 V to 3.0 V, and to output a constant 3.3 V, which
is used to power the WSN node. Note that unlike the previous chapters where
we used Cymbet Enerchips as energy storage devices, we utilize supercapacitors
in these experiments. The change in hardware enables us to run experiments in-
volving changes in hardware parameters, specifically the capacity of the energy
storage device. The Cymbet Enerchips that we utilized in previous chapters
come in an evaluation board form factor and thus cannot have their capacities
changed. In contrast, we can easily change the capacity of an energy storage
device based on supercapacitors by connecting the component supercapacitors
in series or parallel. The nodes utilized in this study are TelosB nodes running
TinyOS. The application running on the node comprises of a simple sleep-send
loop, with the send performed through LowPowerListening [104]. Senders are
configured to assume the wakeup interval of the receiver as 1-s. All sends are
also configured as broadcasts - therefore, at each send, the radio of the node
remains active for 1-s before returning to sleep. The interval between the sends
is a parameter that is varied in the first experiment. The packets from the node
are received by a base station which consists of another TelosB node connected
via a USB cable to a netbook. The base station keeps track of packets’ arrival
times, and logs the contents of the packets received. The packet has a payload
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of a single variable which is incremented by the sender node prior to each send.
The variable enables us to verify that the node is in continuous operation, and
that it has not restarted. The physical setup of the test apparatus is the same
as that in Chapter 4.5. The three simulated days in Chapter 4.5 are also used
in the two experiments, but with some modifications. Instead of starting the
sequence at midnight (as is the case in the previous experiments), we start the
sequence at sunrise. Each experiment still runs for 24 hours, therefore the end
of each sequence corresponds very closely to the sunrise of the next day. The
majority of the experiments involve the measurement of the supercapacitor volt-
age. For this we utilize a Keithley 2401 sourcemeter connected to a PC running
NI Labview. The Labview program takes in a voltage reading every minute.
4.7.1 Experiment 1: Send interval
In the first experiment, we test how the node supercapacitor will evolve for
different values of the send interval at different times of the year. We monitor
the supercapacitor voltage as it is proportional to the energy stored in the
capacitor. This experiment is an example of how algorithm parameters can be
tested with the new test methodology. We test three send intervals: 20 seconds,
40 seconds, and 60 seconds; we denote the setups with these send intervals as
Setups A, B, and C, respectively. The initial supercapacitor voltage is set to
1.767 V. The results for the summer solstice, autumnal equinox, and winter
solstice are shown in Figure 4.16a, Figure 4.16b, and Figure 4.16c, respectively.
The plots also show the time for the sunset, indicated by a single black vertical
line.
From the results it is apparent that a shorter send interval translates to
greater energy consumption: this is especially pronounced during nighttime
(right of the vertical line) where we see the voltage for Setup A decreasing faster
than then voltage for Setup B, which in turn, decreases faster than the voltage
for Setup C. It is also apparent from the figures that there is a peak level to which
the supercapacitor voltages can rise. In Figure 4.16a and Figure 4.16b, where
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Figure 4.16: Results for the first experiment. Send interval varied: Setup A,
20-second send interval; Setup B, 40-second send interval; Setup C, 60-second
send interval. Initial voltage 2.5 V. 50 F supercapacitor.
there are numerous daylight hours, we see the voltages for all setups remaining
at the peak level for extended periods of time. In contrast, in Figure 4.16c the
voltage of some setups barely reach the peak before starting to decrease.
In Figure 4.16a it can be seen that for all setups, the final supercapacitor
voltage is higher than the initial. This increase in supercapacitor voltage after a
24-hour period indicates an energy surplus - more energy was harvested than was
spent during the day. As discussed in [59], to ensure energy neutral operation,
a daily breakeven or surplus in energy is required: energy neutral operation is
the state of an energy harvesting-powered system where it consumes only an
amount of energy equivalent to or less than that which it regularly harvests,
thus resulting in potentially perpetual operation. Dynamic power management
algorithms can use the increase in voltage level as a cue that the send interval
(duty cycle) can be decreased (increased).
The energy surplus for all setups remain during the autumnal equinox (Figure 4.16b).
However, the differences between the final and the initial voltage levels decreases.
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This is to be expected, as the shorter charging periods (the time between sun-
rise and sunset) lead to less energy being harvested compared to the summer
solstice.
The surplus for Setups B and C persists even in the winter solstice (Figure 4.16c),
although the differences between the final and initial voltages become smaller
than those during the autumnal equinox. As for Setup A, the final voltage level
is lower than the initial level, indicating an energy deficit: a deficit happens
when more energy is consumed than harvested during the 24-hour period. A
deficit implies that the send interval is not sustainable if consecutive days will
display the same pattern, since the energy stored in the energy storage device
will progressively get lower. Our experiment results suggest that a send inter-
val of 20-s is too short for our system, especially if the goal is to incur a daily
energy surplus or breakeven. Dynamic power management algorithms can take
the calculated deficit as a cue to increase (decrease) the send interval (duty
cycle).
Setup A in Figure 4.16c actually exhibits not just a deficit but also a sudden
collapse in the supercapacitor voltage which causes the node to stop operating.
Continuing the simulation does not cause the node to resume operation indicat-
ing the inability of the design to perform cold booting (the process of booting
up via energy harvesting while coming from a very low level of charge).
We note that some deficits are inevitable. Because there is a limit to the
energy that a supercapacitor can store, the voltages of some setups with the
same power consumption but different initial voltages can converge at the peak
level. In the absence of sunlight, the voltages of these setups will decrease in a
similar manner, resulting in a common or highly similar final level. We see this
Figure 4.16a, with Setups C and C*. Setup C* has the send interval as Setup
C, but with a higher initial voltage of 2.0 V. The range of voltages for which
this convergence will happen depends on the length of the day portion with
sunlight as well as the power consumption of the node. Long daylight hours
give more opportunities for a wider ‘band’ of initial voltage values to eventually
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converge. A low node power consumption makes it easier to reach the peak
voltage level, therefore also resulting in a wider band. The final voltage level
depends on the node power consumption and number of hours without sunlight.
A high enough power consumption and prolonged night could possibly result in
a final voltage that is lower than any value in the initial voltage band, resulting
in an inevitable deficit. In such a situation, the deficit can only be prevented
by decreasing the node power consumption, not by increasing the initial voltage
level. Alternatively, it is also possible for the final voltage level to fall within the
values in the initial voltage band. In such a situation, those with initial voltage
levels higher than the said final level will have an inevitable deficit.
4.7.2 Experiment 2: Supercapacitor size
In the second experiment, we test how the supercapacitor voltage will evolve
under different supercapacitor sizes. This is an example of how hardware pa-
rameters can be tested with the test methodology. The node utilized has a send
interval of 40 seconds. We test three supercapacitor sizes: 50 F, 33.33 F, and
25 F. We denote the setups with these supercapacitors as Setups A, B, and
C, respectively. All supercapacitors are formed by placing two or more 100 F
supercapacitors in series.
The energy stored in a capacitor is
E = 12 × C× V
2 (4.10)
where C is the size of the capacitor and V is its voltage. For the superca-
pacitors to have the same initial energy levels, they must have different initial
voltages. We choose the values 1.767 V for Setup A, 2.165 V for Setup B, and
2.5 V for Setup C. The initial energy is chosen so that all supercapacitors have
initial voltages higher than 1.5 V but lower than 3.0 V, the designed operational
limits for the DC-DC converter. The results for the summer solstice, autumnal
equinox, and winter solstice are documented in Figure 4.17a, Figure 4.17b, and
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Figure 4.17c, respectively.
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Figure 4.17: Plots for the second experiment. Supercapacitor size varied: Setup
A, 50 F; Setup B, 33.33 F; Setup C, 25 F. 40-second send interval.
It can be seen in the figures that most setups reach the same peak voltage
of around 3.0 V. During days with long charging periods (daylight hours), the
supercapacitor voltages remain for an extended period of time at the peak level.
An exception is Setup A during the winter solstice (Figure 4.17c) whose super-
capacitor voltage never reaches 3.0 V before starting to decrease. The presence
of a common peak voltage has the consequence that the supercapacitors are
able to store different amounts of energy.
To ensure survivability, the energy storage device must be large enough to
store sufficient energy for system operation through the hours without sunlight.
From our experiments it is apparent that a 25 F supercapacitor is insufficient
for continuous year-long operation: Setup C ends up with a deficit in each day
pattern tested, and its supercapacitor voltage collapses during the winter solstice
(Figure 4.17c). We note that increasing the initial voltage will not change the
situation since the peak voltage level is already reached by Setup C during the
138
4. Test methodologies: An indoor test methodology for solar-powered WSNs
winter solstice. If we assume for simplicity that the peak voltage is attained
right before the decrease in voltage due to lack of sunlight, we calculate that
Setups A and B consume 113.53 J and 112.01 J respectively during the winter
solstice evening. In comparison, Setups C’s peak voltage translates to 114.6 J
of stored energy. Given the very small margin, we can deduce that 25 F is too
small to store the energy required by the system to operate continuously during
the winter solstice evening. We also note that at the point of voltage collapse,
Setup C theoretically still has 20.48 J left in stored energy. The collapse is
a system behaviour that will be missed by simulations that employ simplistic
models of the energy storage device.
Setup B ends up with a surplus during the summer solstice (Figure 4.17a)
and deficits during the autumnal equinox (Figure 4.17b) and winter solstice
(Figure 4.17c).
Setup A ends up with a surplus in each of the day patterns tested - this
indicates that a 50 F supercapacitor can store enough energy that will sustain
the system through any night of the year: whether it will store enough energy
is dependent on the energy it has at the beginning of the day, and the time of
year.
Aside from capacity, operational requirements of other components must
also be taken into account when choosing or sizing an energy storage device.
For example, it is possible that a large supercapacitor will have the capacity
to store enough energy that will power the system through the night but its
terminal voltage will fall below the operational limits of the DC-DC converter.
This will still result in the system shutting down, as the DC-DC converter is
sensitive to the voltage in its input terminals, not directly to the energy stored
in the device generating the said voltage.
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4.8 Limitations
The primary limitation of the documented test methodology is that the tests it
employs are approximations of actual day patterns. Because of weather effects,
the energy that can be harvested at a specific day, time and place is inher-
ently stochastic. This said, the test methodology does provide researchers and
hardware/software designers well-defined limits of the energy conditions a node
(or network of nodes) may encounter and enables repeatable experiments under
these conditions.
This test methodology should not be used to compare different solar panels.
It can however be used for testing (and sizing) different components ‘down-
stream’ of the solar panel such as the DC-DC converter, the energy storage
device, and the microcontroller itself.
A limitation of our current test apparatus is the size of the solar panel with
which it can be used. All parts of the solar panel must be exposed to the
same level of brightness, and the size of the panel to which this can accurately
be applied depends on the light source. Our test apparatus, which utilizes an
8-LED array, has been employed on solar panels sized 30 mm x 30 mm. We
have also been constrained by the size of the solar panel which can be tested
by our solar simulator (which we use for deriving the ISC). Nevertheless, larger
light sources can be used, which will be capable of accommodating larger solar
panels. The only remaining issue then will be the derivation of the ISC of the
solar panel, as most solar simulators are only designed for testing solar cells.
Some solar panels come with datasheets stating the ISC. Alternatively, the panel
ISC can also be derived from the cell ISC provided that the circuit arrangement
(series, parallel) of the cells comprising the panel is known.
A further limitation of the current test methodology and test apparatus is
that they do not take into account the solar panel’s temperature. The temper-
ature of a solar panel can have an effect on its performance. A test apparatus
which takes into account and controls the temperature of the solar panel can be
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constructed by incorporating features of TempLab [15]. TempLab is an exten-
sion for WSN testbeds that allows the control of node temperatures by using
infra-red light bulbs and Peltier cooling modules.
4.9 Related Work
To the best of our knowledge, there are no other studies concerning the indoor
testing of solar-powered WSNs without the use of solar simulators. We therefore
focus on the test methodologies and power models used in studies concerning
solar-powered or energy-harvesting WSNs. We divide such test methodologies
into two categories: those that utilize software-based simulations and mod-
els (Chapter 4.9.1), and those that are used with real-world systems (Chap-
ter 4.9.2).
4.9.1 Software-based simulations and models
Numerical simulations
Most studies on power management algorithms that rely on scheduling tasks
(such as [112], [65], and [19]) test their algorithms using numerical simulations
with very simple power models. The simulators utilized in these studies are
mostly custom-made, and implemented in C or MatLab. The utilization of
custom simulators makes experimental comparison and verification difficult. A
more significant problem with the test methodology employed in these studies is
their sheer simplicity. Hardware non-idealities and the environment are rarely
taken into account, therefore, significant work and verification using a method-
ology suitable for actual devices is required before such algorithms are feasible
for actual systems or devices.
Discrete event simulator extensions
An additional approach to simulating the power consumption of energy-harvesting
nodes utilizes extensions to existing simulation frameworks. Notable examples
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of this approach are SensorSim [119] [120], sQualNet [156], and PowerTOSSIM
[136]. PowerTOSSIM [136] is an extension to TOSSIM [64] which enables the
simulation and measurement of the energy consumption of TinyOS applica-
tions. When running a simulation, PowerTOSSIM analyses the instructions in
the program and depending on the components utilized by the instruction (and
the states the components are in), computes the power consumption of the node.
The accuracy of the power values in these simulators is usually improved by
using values derived from hardware profiling. In PowerTOSSIM for example, a
hardware power consumption model is built using microbenchmarks that exer-
cise each hardware component independently. Power consumption readings are
taken while microbenchmarks are running in the node. Other tools for power
metering of wireless sensor nodes include Quanto [37] and SPOT [56].
The main drawback of this approach is the difficulty of carrying out hardware
profiling, and in the case of TOSSIM and PowerTOSSIM, creating an accurate
instruction-component model. TinyOS supports several WSN node platforms
(Mica [48], Mica2, MicaZ, and TelosB, to mention but a few), but TOSSIM
and PowerTOSSIM currently only support the MicaZ platform. An additional
drawback is that these simulator extensions only consider the node itself, and
not the components usually added to node platforms to enable them to har-
vest energy. PowerTOSSIM for instance, does not take into account DC-DC
converter efficiency, leakage in the energy storage device, or the environment
(sunlight patterns).
Summary
All the above approaches are based on software-based simulations or models,
and are applicable to specific types of studies. For instance, for initial inves-
tigations of power management algorithms, it is understandable that they will
be implemented using custom simulators and that power models will be quite
simplistic. Nevertheless, we assume that work in WSNs, regardless how initially
theoretical in nature, are carried out with the long term view or expectation
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that they will be implemented in actual, physical systems. It is in the testing
of these systems that we make a contribution with this study. Currently-used
methodologies for testing actual physical systems are discussed next.
4.9.2 Test methodologies for actual physical systems
Most systems destined for actual deployments are not tested indoors prior to
deployment. Instead the energy consumption of the node (in joules per opera-
tion, for instance) and the energy that can be harvested from the environment
are estimated, and the parameters (such as the application duty cycle) are sub-
sequently set. This approach has obvious drawbacks: the performance (and
survivability) of the system will depend on the accuracy of the estimates, and
such estimates are difficult to acquire with high precision because of factors
such as hardware non-idealities (the efficiency of the DC-DC converter or non-
linearity of the energy storage device’s charging function, for example) and the
inherently stochastic nature of the energy that can be harvested from the envi-
ronment. To compensate, very conservative parameters are often used, but this
leads to loss of performance and will still not be a hard guarantee of system
survivability.
One such study which employed the ‘estimate-and-deploy’ methodology is
described in [149]. They describe an approach used in designing the energy
harvesting subsystem of sensor nodes that were used in studying hydrological
cycles in forest watersheds. The computations underlying the choice and sizing
of components are explained, as well as the rationale for key design decisions.
The application that was run on the node is not adaptive: it operated at the
same duty cycle, regardless of the environmental conditions. While best ef-
fort was made in estimating the parameters, nodes still shut down during the
deployment.
The duty cycling scheme presented in [63] was tested on actual hardware (TI
eZ430-RF2500-SEH [153]) with the solar panels being illuminated by a desktop
lamp. However, the brightness of the lamp was not calibrated in any way, nor
143
4. Test methodologies: An indoor test methodology for solar-powered WSNs
was it cycled or modulated to reflect an actual day pattern. Given the lack
of calibration, it is very much possible that the energy harvesting system was
induced to produce energy higher than it will under actual outdoor conditions.
As we highlighted in Chapter 4.5, this is a common problem that will lead to
poorly-developed systems.
A significant departure from the methods used in most other work, [55] per-
formed experiments (empirical comparison between two different energy har-
vesting WSN node designs) outdoors under natural sunlight: the experiments
were done during ‘sunny days in mid-October’ to minimize weather effects. The
experiments performed, while valid, are difficult (if not impossible) to replicate
and do not capture seasonal effects.
A drawback with the reliance on actual deployments for testing is that no
two day patterns are exactly the same: because of this lack of repeatability,
parameters, algorithms, and designs are difficult to objectively compare. Even
if the variability between day patterns is ignored, as in [55], relying on actual
deployments means being restricted by one’s location and the current season.
For example, to test how the system will perform during winter, the study
would have to be performed in winter. A system destined for deployment in
sub-Saharan Africa will have to be tested, at all stages, in sub-Saharan Africa.
Our test methodology, in comparison, enables the repeatable testing of pa-
rameters, algorithms and hardware designs. The studies that result are not
limited by the current season or the location where the study is being con-
ducted. How a node (or even network of nodes) will fare in sub-Saharan Africa
during winter can be studied in a controlled laboratory experiment.
4.10 Summary and future work
We present an indoor test methodology for solar-powered WSNs. The method-
ology is based on astronomical models and PV cell design principles, and it
enables repeatable experiments without the need for expensive solar simulators.
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We detail the design of a generic test apparatus which can be used in implement-
ing the test methodology. We also detail the design of our own implemented test
apparatus, which has two variants: centralized and distributed. The central-
ized version can be used in experiments involving isolated solar-powered WSN
nodes. The distributed version can be used in testing networks of such nodes.
Our implemented designs differ from the generic design in that they do not rely
on a feedback loop as a control mechanism, relying instead on the stability of
the light source and a modelling function specifying the relationship between
the ISC and the lighting element setting. The omission of the feedback loop
significantly simplifies the apparatus design.
Our experiments show that the implemented test apparatuses can replicate
target-theoretical ISC sequences accurately, although the accuracy varies de-
pending on the specific ISC value involved. The variations in accuracy between
different ISC values stem from the light source’s imperfect stability, as well as
inaccuracies in the modelling function.
We also perform a series of experiments demonstrating how the test method-
ology can be used in deriving software and hardware parameters for a WSN
node. The results of our experiments largely confirm and conform with well-
known power management principles. We note however that prior to this work
deriving such parameters through repeatable experimentation has been impos-
sible (at least not without a solar simulator).
The study we present is primarily an enabling study, and can be applied in
many other research areas involving actually-implemented solar-powered WSNs
or WSN nodes. For example, it can be used in designing and studying dynamic
power management algorithms, or testing the ability of hardware designs to
perform cold booting at different times of the year.
As for improving the test methodology or apparatus, future research can
proceed in several directions. Other light sources, such as Xenon arc lamps, can
be tried. A test apparatus incorporating the feedback loop can also be imple-
mented, to determine whether it will be more accurate than our implementation.
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Alternatives to the astronomical model presented, such as the models in [122]
and [24], can also be tried to see whether they will be more representative of
outside conditions. Customized models for specific locations and times can also
be created from historical meteorological data, yielding ‘expected average’ con-
ditions and in the process taking into account the effects of the weather, cloud
covering, etc.. Any model can theoretically be used, as long as their outputs
can be converted to an ISC equivalent.
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CHAPTER 5
Techniques and algorithms for future capabilities: Target
identification in directional sensor networks
5.1 Overview
Future energy-harvesting noise-sensing WSNs will or can have features they are
not originally envisioned with. Some of these features may not even be imple-
mentable yet, or exist only in prototypical forms. Nevertheless, one way the
field can advance is by anticipating and preparing for them. In this chapter,
we present algorithms which enable target identification in directional sensor
networks. They are relevant to noise-sensing WSNs since target identification is
a highly advantageous for noise-sensing WSNs to have, and noise-sensing WSNs
can be turned into directional sensors if they use directional instead of omni-
directional microphones. Given that this is the first discussion of directional
sensors in the context of maximizing coverage and target identifiability, we set
aside the requirement that the WSN nodes be powered by energy harvesting.
We also assume that the WSN nodes are not duty cycling; alternatively stated,
we assume that the nodes are duty cycling with a duty cycle of 100%, and the
sensors and the radio are always on. We reserve the case of WSN nodes ex-
ecuting the algorithms discussed while powered by energy harvesting as part
of our possible future work. In addition to assuming that the nodes are not
powered by energy harvesting we also assume significant idealities in terms of
communication between the nodes. In particular we assume that the commu-
nication channel is noiseless, and that packets send between nodes are always
successfully received (as long as the nodes are within communication range of
each other).
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This key area is admittedly the most forward-looking and speculative of the
four: some features and capabilities that researchers may prepare for may sim-
ply never come to fruition. The features and capabilities of future noise-sensing
WSNs will depend on the progress of related technologies (such as MEMs, energy
storage devices, etc.) and while projections can be made about these technolo-
gies, there will always be an element of uncertainty about the said projections.
Nevertheless, speculating and ‘betting’ on the possibility that enabling tech-
nologies will come to fruition are still productive exercises, as they show that
there are applications for these technologies. Speculating and preparing for fu-
ture capabilities can therefore spur a ‘self-fulfilling prophecy’, as they encourage
the development of (and investment in) the technologies they are based on.
5.2 Introduction and motivation
Directional sensors are sensors whose sensing capabilities are limited within
an angle range [66][67]. In comparison, an omnidirectional sensor’s sensing
range covers everything around it. In geometric terms, the covered area of
an omnidirectional sensor is a circle centered on the sensor, while that of a
directional sensor is a sector. In WSNs, nodes that are directional can imply that
the node has directional capability in sensing and/or communication [66]. In this
chapter, we solely focus on the sensing capability, and thus will interchangeably
use the terms ‘nodes’ and ‘sensors’.
Examples of sensors that are inherently directional in nature include video
sensors [126], ultrasonic sensors [26], and infrared sensors [141]. Acoustic sensors
(or microphones) can also potentially be directional [98], although most of the
existing work in WSN literature so far have utilized omnidirectional microphones
[130][43].
Because the sensed region of a directional node is constrained within an
angle range, of primary concern is the total sensing coverage provided by such
a network of directional sensors. A problem that frequently needs to be solved
148
5. Techniques and algorithms for future capabilities: Target identification in
directional sensor networks
is ‘Given a number of directional sensors distributed in space, how should each
sensor’s sensing region be oriented such that the total sensing coverage of the
network is maximized?’.
Coverage-maximizing algorithms proposed in literature fall into two cate-
gories: those that are target-centric and those that are area-centric.
In target-centric algorithms, it is assumed that there are a finite number of
static targets distributed in the area, and it is desired that as many as possible
of such targets be covered. Sometimes, for issues of energy efficiency, it is also
desired that the covering be also done with the least number of sensors possible -
such a problem is formalized in [2] as the Maximum Coverage Minimum Sensors
(MCMS) Problem.
In area-centric algorithms, there are no specific objects or targets of interest;
the entire area is of sensing interest, and it is desired that as much of it is covered.
In such algorithms, the problem is equivalent to minimizing the overlap between
the sensed regions of sensors. An example of such an algorithm is presented in
[150].
In this work, we solely focus on target-centric algorithms.
Most coverage algorithms focus on maximizing the number of targets cov-
ered. This is reasonable when the targets are continually being monitored,
and easy target identification is built-in to the system. This is true to a cer-
tain extent for visual sensor networks: for instance, a Closed Circuit Television
(CCTV) camera (being remotely watched by a person) monitoring a street in-
tersection. However, this assumption does not hold true for all situations. For
instance, if we assume that a single acoustic sensor is monitoring two possible
sound sources, in general, the sensor will be able to detect that a sound was
generated, but not which source generated it - at least not unless the sound
generated by each source is distinct, and even then, not without further digital
signal processing.
As a slight deviation from all previous studies, we shall work with the fol-
lowing assumptions
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1. Targets generate events, and these events randomly occur. Events occur
only one at a time, and they are brief enough that they do not overlap in
time.
2. Events can be detected by the sensor if the source is within the sensor’s
sensed region, but the event themselves say nothing about which source
generated it.
s1 s2
12
3 4
1
a1
1
a2
1
a3
1
a4
1
a5
Figure 5.1: Diagram for the first example.
In this work, instead of just focusing on the number of targets covered, we
will also concern ourselves with the identifiability of the targets or event sources.
As a motivating example, we present Figure 5.1, where the dots s1 and s2 are
sensors while the stars a1 - a5 are the targets. The dotted regions around each
sensor represent the possible covered or sensed region of each sensor. Each sensor
can be oriented to be in 1 of 4 possible orientations. Orientation 1 represents
the region covered by the sector from 0° to 90°, 2 covers 90° to 180°, 3 covers
180° to 270°, and 4 covers 270° to 360°. In this example, the boundaries of the
sensed regions of each sensor are aligned with the cardinal directions (and with
each other). The 4 possible orientations for s1 are labeled in Figure 5.1. It must
be noted however, that such an alignment is not required by the algorithms
that will be discussed. In Figure 5.1 s1 is in configuration 1, while s2 is in
configuration 2. With these configurations, a2 is covered by s1, a3 is covered by
s1 and s2, and a4 is covered by a2. A total of 3 targets are covered. a1 and a5
are not covered.
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It is easy to verify that 3 is the maximum number of targets that can be
covered by any network configuration. A network configuration is a set of active
sensors, each with its corresponding orientation.
However, the configuration s1 - 1 (shorthand for s1 in orientation 1), s2 - 2
is not the only configuration that yields 3 covered targets. s1 - 2, s2 - 2 also
yields 3 covered targets, as will s1 - 1, s2 - 1. There are differences however
in the identifiabilities conferred by these configurations to the targets that they
cover.
Let us begin with s1 - 2, s2 - 2. When a1 generates an event, s1 will be able
to detect it, and we know for certain that a1 generated the event since it is the
only target covered by s1. When a3 generates an event, s2 will be able to detect
it, but we are not sure whether it was a3 or a4 that generated the event. The
best that can be done is hazard a guess with 50% probability of being correct.
The same analysis holds for s1 - 1, s2 - 1.
Compare this with s1 - 1, s2 - 2. When a2 generates and event, s1 will be
able to detect it. At first glance, it seems like we might not be able to distinguish
whether it was a2 or a3 which generated the event since both are covered by
s1. However, we can know that it is not a3, since s2 did not detect anything.
Hence, it must be a2 which generated the event. In other words, whether a
target generated an event or not can be deduced not just from which sensors
detected something, but also from those that did not detect anything.
We call the set of sensor states (where state indicates whether a sensor
detected something or not) which signifies a target generating an event as the
target’s syndrome. A syndrome is a tuple of values, one for each active sensor
in the system, each denoting whether a sensor will detect anything upon the
target generating an event. For a sensor x, let sx be denoted by sx in the tuple
if the sensor will detect anything, and sx’ if it will not. In our latest example,
a2 has the syndrome s1s′2. Table 5.1 enumerates the syndrome for each covered
target in each of the network configuration that yields 3 covered targets.
In Table 5.1, we can clearly see why the configuration s1-1, s2-2 affords
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s1 - 1, s2 - 2 s1 - 2, s2 - 2 s1 - 1, s2 - 1
a1 - s1s′2 -
a2 s1s
′
2 - s1s′2
a3 s1s2 s
′
1s2 s1s
′
2
a4 s
′
1s2 s
′
1s2 -
a5 - - s′1s2
Table 5.1: Configurations that yield 3 covered targets, and their resulting syn-
dromes.
better target identifiability: in that configuration, each covered target has its
own syndrome. In comparison, in the other two configurations, two targets have
to share a single syndrome, resulting in ambiguity when identifying their events.
It must be noted that some aspects of Figure 5.1 do not hold true in other
situations.
Firstly, sometimes, assigning a single syndrome for each target is simply
impossible. Nevertheless, it is conceivable that even in such situations, it is
desirable to minimize the ambiguity between events as much as possible.
Secondly, in other networks (especially those that are underprovisioned,
meaning there are few sensors relative to targets), it is possible that improved
target identifiability will come at the cost of less targets covered. The accept-
able trade-off between the number of targets covered and their identifiability
will vary from one application to the next.
Another use of the concept of identifiability is in overprovisioned networks
- that is, networks where there is a surplus in the number of sensors, and even
after the maximum possible number of targets has been covered, there are still
sensors that are not covering anything. In previous studies, the extra sensors are
used in extending the network lifetime: sensors form cover sets that take turns
covering the targets [17]. Clearly, another possible use for such extra sensors is
in increasing the identifiability of targets.
This chapter makes three contributions: firstly, the introduction of the con-
cept of syndromes; secondly, the definition of the Maximum Target Identifiability-
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Aware Utility with Minimum Sensors (MTIAUMS) problem; and finally, six
heuristic algorithms that determine network configurations that strike a bal-
ance between identifiability and the number of targets covered.
This chapter is structured as follows. The notations utilized are discussed
in Section 5.3. The problem is formally defined, and its NP-hardness proven in
Section 5.4. Centralized heuristic algorithms are presented in Section 5.5, while
distributed heuristic algorithms are presented in Section 5.6. The methodology
used to test the algorithms, and the results of the simulations, are presented in
Section 5.7. A discussion of related work follows in Section 5.8, while Section 5.9
summaries the chapter.
5.3 Notations
The notations used in this chapter are tabulated in Table 5.2. We note that the
notations presented in Table 5.2 are local to this chapter, and does not apply
to the rest of the thesis.
5.4 Problem definition
To give consideration to the fact that not all setups will be like that in Figure 5.1
(where the network configuration which maximizes the number of targets cov-
ered also maximizes the number of syndromes), we first introduce the concept
of target utility, ui
ui = α+ (1− α)(certaintyi) (5.1)
ui will depend on the network configuration Z. As previously mentioned,
a network configuration is a set of active sensors, each with its corresponding
orientation. α is a parameter (with value between 0 and 1, inclusive) defined
by the user, which indicates the desired trade-off between number of targets
covered and identifiability: a higher α indicates that the number of covered
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Variable/Quantity Description
M number of targets
ai a specific target, 1 ≤ i ≤ M
A the set of all targets A = {a1, a2, ... aM}
N number of nodes
si a specific node, 1 ≤ i ≤ N
S the set of all nodes S = {s1, s2, ... sN}
W number of orientations with which each node can work with
φi,j set of targets covered by node i
when it is working with orientation j,
1 ≤ i ≤ N, 0 ≤ j ≤ W.
Note that we allow j to take on the value of 0:
this indicates that the node’s sensing mechanism is inactive, thus
φi,0 = {}, ∀ i
Φi set of all targets within range of si,
regardless of orientation; Φi = {∪ φi,j | 1 ≤ j ≤ W}
Φ′i set of all targets within range of si’s one-hop neighbours,
sans those also seen by si; Φ′i = {∪ Φj \ Φi | sj ∈ Qi}
α user-defined parameter indicating desired trade-off between
number of targets covered and their identifiability; higher value indicates
more preference for number of targets covered; 0 ≤ α ≤ 1
Z network configuration, set of active sensors and corresponding
orientation; set of (i, j) pairs, where i ∈ S, 1 ≤ j ≤ W
ui target utility for a given Z, 1 ≤ i ≤ M
U sum of all target utilities, for a given Z
Qi set of nodes comprised of one-hop neighbours of si
Table 5.2: Notations.
targets is more important than the number of syndromes in the system, a lower
α value indicates the reverse. certaintyi is the level of certainty with which a
target can be identified when it generates an event. Like ui, it is dependent on
Z (it is the reason why ui is dependent on Z). It can be defined as:
certaintyi =
1
# of targets sharing the same syndrome as ai
(5.2)
Building on the concept of target utility, we define system utility, U:
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U =
M∑
i=1
ui (5.3)
Another definition for U will be
U = α(number of targets covered) +
(1− α)(number of syndromes in the system) (5.4)
The second term holds because if all the certainties of all covered targets are
summed, one will end up with the number of syndromes in the system. Unless
explicitly stated, references to ‘utility’ in this chapter must be taken to mean
‘system utility’.
Our goal is to provide coverage to targets, maximizing the system utility as
defined by Equation 5.4, while activating as few sensors as possible. We call
this problem the Maximum Target Identifiability-Aware Utility with Minimum
Sensors (MTIAUMS) problem. A more formal statement of the problem will be:
Given a set of targets A and a set of sensors S (each with W possible sensing
orientations), find a network configuration Z (consisting of a set of active sen-
sors, along with their corresponding orientations), such that the resulting system
utility U is maximized and the cardinality of Z is minimized.
It must be noted that the computed system utility is affected by the ratio
of targets to sensors, and their densities (targets per unit area, sensors per unit
area). If there are significantly more targets than sensors (several orders of
magnitude higher, for instance), it is actually possible for heuristic algorithms
that only aim to maximize the number of covered targets to attain a higher
system utility than our algorithm. While the algorithm will still confer better
identifiability to covered targets in such a situation, that can possibly be hidden
by the fact that there are significantly more possible targets that can be covered
(first term, Equation 5.4) than there are possible syndromes that can be gener-
ated (second term, Equation 5.4). In such cases, it might be helpful to take the
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metric targetssyndrome into account when evaluating solutions. In this work, we will
deal with cases wherein the number of targets is comparable to the number of
sensors.
In this study, we propose heuristic solutions to the MTIAUMS problem. A
heuristic solution is useful since the problem is NP-hard (this will be proven in
the next subsection). We propose six (6) heuristic solutions to the problem. The
six algorithms are firstly divided between centralized and distributed algorithm
subfamilies. Centralized algorithms intuitively have the advantage of ‘seeing’ the
problem in its entirety when computing solutions. However centralized solutions
may be impractical in terms of communications, as all sensor states must either
be sent to a single computing node or exchanged with all nodes in a mesh-like
manner. Therefore, a distributed solution is sometimes necessary. Within each
algorithm subfamily there is an algorithm (TIA-CGA for centralized; TIA-DGA
for distributed) which is a ‘true’ MTIAUMS solving algorithm: it really takes
the system utility into account at each step as it searches greedily for a solution.
These algorithms however have high computational complexity. We therefore
propose another type of algorithm which is less computationally complex, the
2-stage algorithm. In a 2-stage algorithm the targets are covered first and only
surplus sensors are used in increasing the number of syndromes in the system.
There are two well-known algorithms for finding network configurations that
cover targets in a directional sensor network: CGA and CFA. Taking this into
account leads to two 2-stage algorithms for each algorithm subfamily (2S-CGA
and 2S-CFA for centralized; 2S-DGA and 2S-DFA for distributed).
5.4.1 NP-hardness of the problem
We prove the NP-hardness of the problem through the ‘Proof by Restriction’
method [40]. When α = 1, the MTIAUMS problem becomes the Maximum
Coverage with Minimum Sensors (MCMS) problem defined in [2]. The MCMS
problem therefore is a special case of the MTIAUMS problem. It is proven in
[2] that the MCMS problem is NP-hard - therefore, the MTIAUMS problem is
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also NP-hard.
5.5 Centralized algorithms
The first set of heuristic algorithms that is presented is that of the centralized
algorithms. Syndrome counting is discussed in Section 5.5.1. Our first heuris-
tic algorithm, TIA-CGA, is presented in Section 5.5.2. Two other centralized
algorithms are discussed in Section 5.5.3.
5.5.1 Counting syndromes
The capability to count the number of syndromes associated with a specific net-
work configuration is of primary importance to algorithms that will be presented
later. To count the covered targets and to evaluate the level of identifiability
afforded by a given network configuration (or set of sensor orientations), we
introduce the concept of coverage matrix. A coverage matrix is formed from
a given Z. A coverage matrix has its rows indexed by the members of A and
its columns indexed by the members of S. Let zi,j be a member of a coverage
matrix
zi,j =

1 if i ∈ φj,k s.t. (j, k) ∈ Z;
0 otherwise, inc. (j, k) /∈ Z ∀ k, 1 ≤ k ≤ W.
(5.5)
To count the number of syndromes in a given configuration, we use Algo-
rithm 4. One of the inputs to Algorithm 4 is an array called covered whose
element is 1 if the index corresponding to the target is covered in the coverage
matrix (at least one non-zero value in the corresponding row). The array covered
can be easily generated along with the coverage matrix via Equation 5.5.
Algorithm 4 works by comparing the syndromes of each target in a pair-
wise fashion. In the coverage matrix, the syndrome of a target is represented
by the values in the row corresponding to the target number. For example,
target a1’s syndrome will be the concatenation of the values in row 1: z1,j, 0 ≤
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Algorithm 4 Syndrome counting algorithm
1: Inputs: coverage matrix with elements zi,j (generated using Equation 5.5);
an array called covered whose element is 1 if the index corresponding to the
target is covered in the coverage matrix (at least one non-zero value in the
corresponding row)
2: Output: syndromes - the number of syndromes in the system when solution
embodied by the coverage matrix is applied
3: syndromes ← 0
4: processed(i) ← 0 ∀ai ∈ A
5: for 1 ≤ i ≤ M do
6: if (processed(i) == 0) && (covered(i) == 1) then
7: syndromes ← syndromes + 1
8: for i + 1 ≤ j ≤ M do
9: if (processed(j) == 0) && (covered(j) == 1) then
10: same ← 1
11: for 1 ≤ k ≤ N do
12: if zi,k != zj,k then
13: same ← 0
14: end if
15: end for
16: if same == 1 then
17: processed(j) ← 1
18: end if
19: end if
20: end for
21: processed(i) ← 1
22: end if
23: end for
j ≤ N. Each target, unless already ‘processed’, becomes a reference at some
point in the algorithm. The algorithm chooses the reference row sequentially
(Algorithm 4, Line 5). The reference row is then compared with rows with higher
numbers (Algorithm 4, Line 8). The actual element-by-element comparison of
the syndromes happens in Algorithm 4 Lines 11-15. If a row has exactly the
same values as the reference row, it is marked as already processed (Algorithm 4,
Line 21) and loses the chance to become a reference row itself. It will also not
be eligible for comparison with any other future reference rows. The successful
selection of a new reference row effectively represents the ‘discovery’ of a new
syndrome and the syndromes variable is incremented by 1 (Algorithm 4, Line
7).
The maximum number of target-target comparisons that can possibly be
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performed in the process of counting syndromes is equivalent to the number
of pairwise combination of targets (Algorithm 4, Lines 5 and 8), or M!2!(M−2)! .
Within a target-target comparison, it is checked whether or not both targets are
covered by each sensor (N, Algorithm 4, Line 11). Therefore, the computational
complexity of Algorithm 4 is M!2!(M−2)!
Algorithm 5 Target Identifiability-Aware Centralized Greedy Algorithm
1: Inputs: A; S; α - weighting factor; φi,js
2: Output: Z - network configuration, a set of (ID of active node, configura-
tion of active node) pairs
3: Z ← ∅
4: V ← A . at the end, will contain all uncovered targets
5: Y ← S . at the end, will contain all inactive nodes
6: new_utility ← 0
7: while 1 do
8: old_utility ← new_utility
9: for (i, j) s.t. si ∈ Y , 0 ≤ j ≤W do
10: TempNodeSet ← ∅
11: TempNodeSet ← Z ∪ {(i, j)}
12: TempCovMatrix ← coverage matrix generated from TempNodeSet .
generate using Equation 5.5
13: Qi,j ← SyndromeCount(TempCovMatrix, associated covered array) .
compute number of syndromes using Algorithm 4
14: Ui,j ← (α) × (|φi,j ∩ V |) + (1 - α) × (Qi,j)
15: end for
16: (i, j) ← arg maxsi∈Y,0≤j≤W Ui,j
17: new_utility ← maximum Ui,j determined in previous step
18: if new_utility - old_utility ≤ 0 then
19: break . utility does not increase anymore, algorithm ends
20: else
21: Z ← Z ∪ {(i, j)}
22: V ← V \ φi,j
23: Y ← Y \ {(si)}
24: end if
25: end while
5.5.2 Target Identifiability-Aware Centralized Greedy Al-
gorithm
The Target Identifiability-Aware Centralized Greedy Algorithm (TIA-CGA) is a
heuristic algorithm that produces network configurations that take into account
both the number of targets covered and the identifiability of those targets. The
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TIA-CGA is primarily derived from the Centralized Greedy Algorithm (CGA)
presented in [2]. The CGA is a greedy algorithm which at each stage of the
solution computation chooses the sensor-orientation pair which adds the high-
est number of targets to those already covered. The main difference between
the TIA-CGA and the CGA is that in an iteration, instead of choosing the
sensor-orientation pair which adds the most number of newly covered targets,
the TIA-CGA chooses the pair which results in the greatest additional system
utility to the system. To do this, for each remaining unchosen sensor-orientation
pair, it computes the number of additional targets that will be covered if the
pair is chosen next, and the number of syndromes that the system will have
(Algorithm 5, Lines 10-13). These two values are weighted by the priority fac-
tors α and 1 - α, respectively, and then added together (Algorithm 5, Line 14).
Algorithm 5 Line 16 chooses the pair which adds the greatest system utility
to the system. The algorithm will stop when the best pair found no longer
improves the system utility (Algorithm 5, Lines 18-19); otherwise, the pair is
added to the solution (Algorithm 5, Line 21), the sensor is removed from the
set of sensors viable for selection in the next iteration (Algorithm 5, Line 23),
and the loop begins anew.
To derive the computational complexity of Algorithm 5, it must be noted
that in each of its iteration, it needs two pieces of information to choose the
sensor-orientation pair: the number of additional targets each sensor-orientation
pair will cover (if chosen), and the number of syndromes each sensor-orientation
pair will add to the system (if chosen).
The number of targets covered can be determined in MNW steps, in keeping
with the value derived in [2].
For the number of syndromes, there are NW sensor-orientation pairs to eval-
uate. In each evaluation, a coverage matrix is generated (Algorithm 5, Line
12, Equation 5.5). The coverage matrix has MN elements, so it can be as-
sumed that it will take MN steps to evaluate. The coverage matrix is processed
by Algorithm 4, with complexity NM!2(M−2)! . Therefore, in each iteration of the
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main loop of Algorithm 5, the complexity due to syndrome counting will be
NW(MN + NM!2(M−2)! ).
The evaluation of the system utility and the choosing of the sensor-sensor
configuration pair can be done in NW steps. There are a maximum N iter-
ations of the main loop of Algorithm 5. Therefore, the overall complexity of
Algorithm 5 is N(MNW + NW(MN + NM!2(M−2)! ) + NW).
5.5.3 2-stage algorithms
The next algorithms that will be introduced are the 2-stage algorithms. One of
these algorithms is based on the Centralized Force-based Algorithm (CFA), so
a short introduction on CFA is in order.
The CFA is an alternative to CGA, proposed in [114]. Like CGA, CFA
aims to produce network configurations that maximize the number of targets
covered, and does so greedily. Unlike CGA however, when building the solution,
it does not solely rely on the number of targets that will be covered by each
sensor-sensor configuration pair. Instead, at each step of the computation, it
chooses on the basis of the ‘force’ exerted by a sensor configuration (or direction)
on the sensor. This force is defined as the ratio of the targets covered by
a specific sensor configuration to the total number of targets covered by the
sensor (Equation 5.6).
Fi,j =
|φi,j|
|Φi| (5.6)
The 2-stage algorithms basically apply CGA or CFA first to the problem and
then attempt to increase the number of syndromes in the system by greedily
using the sensors left unselected. When the first stage is CGA, the algorithm is
called 2-stage Target Identifiability-Aware Centralized Greedy Algorithm (2S-
CGA), and when the first stage is CFA, the algorithm is called 2-stage Target
Identifiability-Aware Centralized Force-based Algorithm (2S-CFA).
In Algorithm 6, the first stage can be found in Lines 7-22. As previously
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Algorithm 6 2-stage Target Identifiability-Aware Greedy Algorithm
1: Inputs: A; S; φi,js; CFAStage1 - binary variable, 1 if desired first stage is
CFA, 0 if CGA
2: Output: Z - network configuration, a set of (ID of active node, configura-
tion of active node) pairs
3: Z ← ∅
4: V ← A . at the end, will contain all uncovered targets
5: Y ← S . at the end, will contain all inactive nodes
6: new_syndrome_count ← 0
7: while 1 do
8: if CFAStage1 == 1 then . First stage is CFA
9: Compute Fi,j = |φi,j∩V ||Φi∩V | ∀ ssi ∈ Y , 0 ≤ j ≤W
10: (i, j) ← arg maxsi∈Y,0≤j≤W Fi,j
11: else . First stage is CGA
12: Compute |φi,j ∩ V | ∀ si ∈ Y , 0 ≤ j ≤W
13: (i, j) ← arg maxi∈Y,0≤j≤W |φi,j ∩ V |
14: end if
15: if |φi,j ∩ V | == 0 then
16: break . nothing new can be covered anymore, stage 1 ends
17: else
18: Z ← Z ∪ {(i, j)}
19: V ← V \ φi,j
20: Y ← Y \ {(si)}
21: end if
22: end while
23: while 1 do
24: old_syndrome_count ← new_syndrome_count
25: for (i, j) s.t. si ∈ Y , 0 ≤ j ≤W do
26: TempNodeSet ← ∅
27: TempNodeSet ← Z ∪ {(i, j)}
28: TempCovMatrix ← coverage matrix generated from TempNodeSet .
generate using Equation 5.5
29: Qi,j ← SyndromeCount(TempCovMatrix, associated covered array) .
compute number of syndromes using Algorithm 4
30: end for
31: (i, j) ← arg maxsi∈Y,0≤j≤W Qi,j
32: new_syndrome_count ← maximum Qi,j determined in previous step
33: if new_syndrome_count - old_syndrome_count ≤ 0 then
34: break . nothing can be covered that will increase the number of
syndromes anymore, stage 2 and algorithm ends
35: else
36: Z ← Z ∪ {(i, j)}
37: Y ← Y \ {(si)}
38: end if
39: end while
mentioned, the first stage can either be CGA or CFA. In the interest of saving
space, Algorithm 6 is made to be capable of using both CGA and CFA, with
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the choice of which algorithm to use now dependent on the binary variable
CFAStage1, which is assumed to be an algorithm input. CFAStage1 having the
value of 1 denotes that CFA should be used (Algorithm 6, Lines 9-10), while
CFAStage1 having the value of 0 denotes that CGA should be used (Algorithm 6,
Lines 12-13). We call this algorithm, which represents both 2-stage algorithms,
the 2-stage Target Identifiability-Aware Greedy Algorithm.
The second stage can be found in Algorithm 6 Lines 23-39. In each iteration
of the loop, the number of additional syndromes that can possibly be added by
each remaining sensor-orientation pair is computed (Algorithm 6, Lines 25-30).
If the most that can be added by any sensor-orientation pair is 0 (or negative),
the stage and the algorithm will end (Algorithm 6, Lines 33-34); otherwise,
the sensor-orientation pair is added to the solution (Algorithm 6, Line 36), the
sensor removed from the set of viable/inactive sensors (Algorithm 6, Line 37),
and the loop begins anew.
It must be noted that strictly speaking, the two 2-stage algorithms are not
exact alternatives to the TIA-CGA. TIA-CGA always aims to maximize the
system utility, thus taking into account both targets covered and syndromes
generated at each step. The 2-stage algorithms only take the syndromes into
account after all targets that can possibly be covered are covered. In situations
where all sensors are utilized for covering targets (no leftovers) - the 2-stage
algorithms degenerate into CGA or CFA (depending on which version is being
used).
The complexity of the first stage of Algorithm 6 follows that of CGA or CFA:
N1(MN1W + N1W). N1 is the number of sensors that will be chosen by the first
step. If all sensors are utilized in covering targets (no leftovers), N1 = N, and
the complexity of Algorithm 6 becomes the same as that of CGA or CFA.
The complexity of the second stage is N2(N2W(MN2+ N2M!2(M−2)! )+N2W). This
is the same as that of Algorithm 5, but without the component for counting cov-
ered targets. N2 is the number of unselected sensors left after the first stage.
The sum of N1 and N2 cannot exceed N (i.e., N1 + N2 ≤ N). The complexity of
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Algorithm 6 is then N1(MN1W + N1W) + N2(N2W(MN2 + N2M!2(M−2)! ) + N2W), N1
+ N2 ≤ N. The majority of the complexity of Algorithm 5 stems from the com-
putation necessary to count syndromes - by sparing some (if not most) sensors
from such a step (by splitting N into N1 and N2), the two 2-stage algorithms
usually end up with shorter runtime than Algorithm 5. This will be empirically
verified in Section 5.7.
5.6 Distributed algorithms
Communication costs (in terms of energy and time) will make the transmission
of data between the nodes and the base station (which will run the algorithm
in a centralized solution) prohibitive as the network grows in size - hence, a dis-
tributed solution is at times more practical than a centralized one. Relevant data
structures to the distributed algorithms will first be discussed in Section 5.6.1.
Our first distributed algorithm, 2S-TIA-DGA, is introduced in Section 5.6.2 and
its operation discussed in Section 5.6.3. A comparison with two algorithms for
solving MCMS will be given in Section 5.6.4, and its time complexity is discussed
in Section 5.6.5. 2-stage heuristic algorithms are introduced and discussed in
Section 5.6.6.
5.6.1 Data structures
s1 s3s2
1
a1
1
a2
1
a3
1
a4
1
a5
Figure 5.2: Diagram for the fourth example.
We first introduce two data structures on which the algorithm will rely on.
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The data structures can be found in each node (as each node will run the
algorithm).
The first data structure is the seen_targets matrix. The seen_targets matrix
has its rows indexed by the members of Φi, and its columns indexed by the
members of Qi. Note that i in this context is the ID of the node running the
algorithm. A member of the seen_targets matrix (let us call it zj,k) is defined
by
zj,k =

1 if sk’s current orientation covers aj;
0 otherwise.
(5.7)
Assume that we have the setup in Figure 5.2, and that we are taking the
point of view of s1 (which has not yet decided on its orientation). Also assume
that s1 has a lower priority than either s2 or s3 (priorities will be discussed
later) and that it has just received a protocol message from each of the nodes,
informing it of their chosen orientations. The seen_targets matrix of s1 will
then be:
Q1
s2 s3
Φ1
a2 1 0
a3 0 1
The second data structure is the unseen_targets matrix. Like the seen_targets
matrix, it has its columns indexed by Qi. The rows on the other hand, are in-
dexed by Φ′i. The rows can be built dynamically (added as the node receives
messages from its neighbours), or be built at an initial information exchange
stage. The members of the unseen_targets matrix are defined in the same way
as the members of the seen_targets matrix (Equation 5.7). Continuing with our
example, if we take the point of view of s1, the unseen_targets matrix will then
be:
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Q1
s2 s3
Φ′1
a1 0 0
a4 0 1
a5 0 0
5.6.2 Algorithm overview
The algorithm Target Identifiability-Aware Distributed Greedy Algorithm (TIA-
DGA) is shown in Algorithm 7. In TIA-DGA, each node chooses the orientation
that has the highest total system utility and then announces its choice to its
neighbouring nodes. To avoid double counting, a node will only count a certain
target if it has not been covered yet by a node with higher priority. An order of
priority between the nodes (or at least within neighbouring nodes) is necessary
to ensure that the distributed algorithm will eventually terminate [2]. Priorities
in TIA-DGA are assigned by the number of targets that a node can see, or |Φi|.
The idea behind this is that nodes that can cover a large number of targets
(and thus, have higher priorities) will take care of covering targets while nodes
that do not have as many will then increase the number of syndromes. Ties are
broken using the node ID numbers (which are assumed to be unique throughout
the network).
5.6.3 Algorithm operation
Upon being initialized, a node will set its priority to the number of targets that
it covers in all orientations (Algorithm 7, Line 3). It will then proceed to execute
the SetAndAnnounceBestOrientation function (Algorithm 8).
For each of the possible orientation, the number of targets that can possibly
be acquired can be determined by counting the number of relevant rows in the
seen_targets matrix with all-zero entries (Algorithm 8, Line 3): because the rel-
evant rows are those whose index belong to φi,j, it is representative of a target
that can be seen by the sensor; the row having all-zero entries signifies that it
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Algorithm 7 Target Identifiability-Aware Distributed Greedy Algorithm
1: Inputs: α; φi,js; W; Qi; Φi; Φ′i ;
2: Output: j_chosen - chosen orientation for the sensor node
3: Set priority PRi = |Φi|
4: SetAndAnnounceBestOrientation();
5: while a protocol message is received from sensor n ∈ Qi s.t. PRn ≥ PRi do
6: if PRn == PRi then
7: if n > i then
8: continue;
9: else
10: stop processing message, throw it away
11: end if
12: end if
13: Based on the content of the message and Equation 5.7, update
seen_targets matrix and unseen_targets matrix
14: SetAndAnnounceBestOrientation();
15: end while
Algorithm 8 Algorithm for setting and announcing best orientation
(SetAndAnnounceBestOrientation)
1: j_old ← j_chosen
2: for j s.t. 1 ≤ j ≤W do
3: Pj ← number of rows in seen_targets matrix with all 0s, s.t. target
corresponding to the row ∈ φi,j
4: Rj ← number of unique rows in seen_targets matrix that can also
be found in unseen_targets matrix, s.t. target corresponding to the
seen_targets matrix row ∈ φi,j
5: if Pj != 0 then
6: Rj ← Rj + 1
7: end if
8: Uj ← (α) × (Pj) + (1 - α) × (Rj)
9: end for
10: if arg max1≤j≤W Uj == 0 then
11: j_chosen ← 0
12: else
13: j_chosen ← arg max1≤j≤W Uj
14: end if
15: if j_chosen != j_old then
16: Set orientation to j_chosen
17: Send a protocol message including priority and φi,j_chosen
18: end if
has not been covered yet by any other sensor. The algorithm will then deter-
mine how many additional syndromes it can create by choosing the orientation
under consideration. This can be done by counting the unique row patterns
(we define pattern here as the concatenation of the column-by-column values)
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in the seen_targets matrix that have at least one equivalent row pattern in the
unseen_targets matrix (Algorithm 8, Line 4). The idea behind this is that a
new syndrome is actually assigned to a target whenever a node chooses to cover
it. However, it is possible that no new syndrome is added to the system as the
assigned syndrome can simply be a redefinition of the previous syndrome. The
addition of a new syndrome to the system will only happen if and only if
1. There are other targets that share the target’s current syndrome, and
2. Those targets will not share the new syndrome that will be assigned.
Going back to the previous example, should s1 choose orientation 1, it will
add a new syndrome to the system by choosing orientation 1: a3 will be given
a syndrome different from that of a4, which it used to share the same syndrome
with. Should s1 choose orientation 2, the syndrome of a2 will be redefined,
but no new syndrome will be added to the system, since only a2 uses the old
syndrome.
After the number of possibly newly covered targets and possibly newly added
syndromes is counted, they are then weighted and added, resulting in the utility
(Algorithm 8, Line 8) for the orientation. This is done for each of the possible
orientations.
If there is no utility that can be had from choosing any orientation, the
node will turn the sensing mechanism off (Algorithm 8, Line 11). It is assumed
however, that even with the sensing mechanism turned off, the node can still
send and receive protocol messages. If there is at least one orientation with a
non-zero additional utility, the orientation with the highest additional utility is
chosen (Algorithm 8, Line 13), and the orientation set to it (Algorithm 8, Line
16). The node will then broadcast a protocol message containing its priority,
and the targets that it has chosen to cover with its orientation (Algorithm 8,
Line 17). To minimize congestion and save energy, a protocol message is only
sent if the node changed its chosen orientation (Algorithm 8, Line 15). Take
note that the protocol message will contain φi,j , meaning, it contains all targets
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covered by the chosen orientation, even those already covered by another node.
Assuming that the node is still in its initialization stage, the matrices seen_targets
and unseen_targets will not contain anything (basically, this is the same as the
node assuming that all of its neighbours are turned off).
After the initialization stage, the node will begin receiving messages from
its neighbours. After determining that a message should be processed (i.e.,
sender has higher priority than the node), the node will update the matrices
seen_targets and unseen_targets with the contents of the message (Algorithm 7,
Line 13), and the function SetAndAnnounceBestOrientation is executed.
5.6.4 Comparison with DGA and DFA
We compare our algorithm with the Distributed Greedy Algorithm (DGA) [2]
and the Distributed Force-based Algorithm (DFA) [114], two distributed heuris-
tic algorithms designed to maximize the number of targets covered by a network
of directional sensors.
In DGA, the priorities are randomly assigned, and the nodes choose the
orientation with the highest number of targets not covered by neighbouring
nodes with higher priorities.
In DFA, the priorities are determined by the highest force the node ex-
periences in any orientation, with the force in a given orientation defined by
Equation 5.6.
If the force value is the same with a neighbouring node, the total number
of targets covered are then compared; if that are also equal, node ID values are
used to ultimately break the tie. Like in DGA, the nodes choose the orientation
with the highest number of targets not covered by neighbouring nodes with
higher priorities.
5.6.5 Time complexity
Similar to DGA (and DFA), nodes in TIA-DGA have definite priorities, ensuring
termination in finite time. Another implication of this is that it also shares the
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two algorithms’ time complexity in the worst case (which happens when sensors
reach their final states one-by-one in the order of their priority), which is O(n2)
[2].
5.6.6 2-stage distributed algorithms
We also introduce 2-stage algorithms for solving the MTIAUMS problem in
a distributed way. Similar to their centralized counterparts, the idea behind
the distributed 2-stage algorithms is to cover the targets first using distributed
heuristic algorithms designed for solving the MCMS problem (first stage). The
number of syndromes is then increased using the remaining sensors (second
stage). We introduce two 2-stage algorithms: 2-stage Distributed Greedy Al-
gorithm (2S-DGA) and 2-stage Distributed Force-based Algorithm (2S-DFA).
The difference between the two lies in the MCMS-solving algorithm used in the
first stage: 2S-DGA uses DGA for its first stage, while 2S-DFA uses DFA for its
first stage. An algorithm both representing 2S-DGA and 2S-DFA is presented
in Algorithm 9.
The primary difference between DGA and DFA lies with how the priorities of
the nodes are determined. DGA randomly assigns priorities, assuming that the
random numbers assigned are unique among the nodes (Algorithm 9, Line 5).
DFA assigns priorities based on the orientation with the most number of targets
covered (Algorithm 9, Lines 7-8). Since the priority values assigned by DFA are
not necessarily unique, a mechanism for tie-breaking is needed (Algorithm 9,
Lines 13-23). Algorithm 9 decides on the priority to assign using the binary
variable DFAStage1 (Algorithm 9, Line 4), which is assumed to be a user input.
A value of 0 for DFAStage1 denotes that the algorithm being represented is
2S-DGA, while a value of 1 denotes that the algorithm being represented is
2S-DFA. The stage the algorithm is in is denoted by the variable CurrentStatei.
The first stage of the algorithm can be found in Algorithm 9, Lines 11-26 while
the second stage can be found in Algorithm 9, Lines 29-43.
In the first stage, a message received by the node is processed as long as the
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message is from a node with a higher priority or while the supporting function
TimerFired returns FALSE (Algorithm 9, Line 11). TimerFired is a function
which returns FALSE when the timer has not fired yet, and TRUE after the
timer has fired. We assume that the timer is a countdown timer which fires
after a certain amount of time has elapsed after the timer is started. The timer
is started (and the amount of time the timer will wait for specified) using the
supporting function StartTimer. The timer is simultaneously stopped and reset
using the supporting function StopTimer. The three supporting functions are
tabulated and described in Table 5.3.
Function Input Return value Description
parameters
StartTimer time before none starts the timer
timer fires
StopTimer none none stops and
resets the
timer
TimerFired none binary returns TRUE if
timer has fired;
returns FALSE
if otherwise
Table 5.3: Supporting functions for Algorithm 9 and Algorithm 10
The messages processed in the first stage cause the data structures seen_targets
and unseen_targets to be updated (Algorithm 9, Line 24), and the function
TwoStageSetAndAnnounceBestOrientation (Algorithm 10) to be called. Simi-
lar to its counterpart for TIA-DGA, TwoStageSetAndAnnounceBestOrientation
chooses the orientation with the highest additional utility. Unlike Algorithm 8
however, Algorithm 10 defines utility differently. While Algorithm 8 defines
utility as a weighted sum of the number of covered targets and the number
of syndromes (Algorithm 8, Line 8), utility for Algorithm 10 in the first stage
is solely determined by the number of covered targets (Algorithm 10, Line 9).
If the chosen orientation of the node is changed, the choice is broadcast (Al-
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gorithm 10, Line 21). At the end of Algorithm 10, the timer is started with
the supporting function StartTimer, and the timer duration is specified to be
equivalent to the value TIMEOUT. TIMEOUT is an amount of time sufficient
for the entire network to be covered by DGA or DFA. The timer is stopped or
reset every time a message is received (Algorithm 9, Line 12), assuming that
the timer has not fired first. The situation of a message from a neighbouring
node in Stage 1 arriving after the node’s timer has fired or elapsed should never
happen if the variable TIMEOUT is properly set.
The firing of the timer indicates that that the first stage is over and the
algorithm now moves to the second stage (Algorithm 9, Line 27). It must be
noted that nodes that got an orientation assignment from the first stage will no
longer participate in the second stage (Algorithm 9, Line 28).
The operation of the second stage is different from that of the first stage
primarily in that the timer no longer plays a role in the admission of packets or
messages (Algorithm 9, Line 29) and Algorithm 10 now defines utility based on
the number of syndromes generated (Algorithm 10, Line 11).
5.7 Methodology and simulation results
5.7.1 Methodology
We implement the algorithms and run the experiments in Matlab. While sim-
ulators such as TOSSIM [64] are able to represent and simulate WSNs (and
WSN nodes) at a greater level of detail, in this work we assume a highly ide-
alized communication channel (Section 5.1). As such, a simulation framework
based on Matlab will suffice for our purposes. Different parameters are varied in
different simulations; however, unless otherwise stated, default parameters for a
setup are: 50 targets and 50 sensors randomly distributed over a 50 x 50 space,
with each sensor having a sensing radius of 10, and 4 possible sensing orienta-
tions. Similar to Figure 5.1, the axes dividing the sensing regions are aligned
to a North-East-West-South orientation; however, it should be noted that the
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Algorithm 9 2-stage Target Identifiability-Aware Distributed Generic Algo-
rithm
1: Inputs: α; φi,js; W; Qi; Φi; Φ′i ; DFAStage1 - binary variable, 1 if desired
first stage is DFA, 0 if DGA
2: Output: j_chosen - chosen orientation for the sensor node
3: Set CurrentStatei = 1
4: if DFAStage1 == 0 then
5: Set priority PRi = unique random number
6: else
7: j_highest ← arg max1≤j≤W |φi,j|
8: Set priority PRi = |φi,j_highest|
9: end if
10: TwoStageSetAndAnnounceBestOrientation();
11: while (TimerFired() == FALSE) AND (a protocol message is received
from sensor n ∈ Qi s.t. PRn ≥ PRi) do
12: TimerStop();
13: if PRn == PRi then
14: if Φi > Φn then
15: continue;
16: else
17: if n > i then
18: continue;
19: else
20: stop processing message, throw it away
21: end if
22: end if
23: end if
24: Based on the content of the message and Equation 5.7, update
seen_targets matrix and unseen_targets matrix
25: TwoStageSetAndAnnounceBestOrientation();
26: end while
27: Set CurrentStatei = 2
results should not be any different if it is otherwise. Also, unless otherwise
stated, results presented are the averages of 1000 experiment runs.
The effect of α on the heuristic algorithms’ performance is evaluated in
Section 5.7.2. The effect of the number of sensors, number of targets, etc., is
evaluated in Section 5.7.3. Section 5.7.4 will compare the execution times of
TIA-CGA and the two centralized 2-stage algorithms. A limited validation of
the heuristic algorithms’ performance against that optimal solutions is provided
in Section 5.7.5.
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28: if j_chosen == 0 then
29: while a protocol message is received from sensor n ∈ Qi s.t. PRn ≥ PRi
do
30: if PRn == PRi then
31: if Φi > Φn then
32: continue;
33: else
34: if n > i then
35: continue;
36: else
37: stop processing message, throw it away
38: end if
39: end if
40: end if
41: Based on the content of the message and Equation 5.7, update
seen_targets matrix and unseen_targets matrix
42: TwoStageSetAndAnnounceBestOrientation();
43: end while
44: end if
5.7.2 Effect of alpha on heuristic algorithms
We test the effect of the parameter α on the performance of TIA-CGA and
TIA-DGA using a setup with 50 targets and 50 sensors. Figure 5.3 plots the %
of targets covered, % of sensors that are active, and the number of syndromes.
Five values for α are tested: 0, 0.25, 0.5, 0.75, and 1.0. To provide a point of
comparison, we also plot the metrics for 2S-CGA, 2S-CFA, 2S-DGA, and 2S-
DFA. As expected, the plots for the four are horizontal lines, since they are not
parameterizable by α.
The first thing that must be noted from Figure 5.3 is how similar the results
are for α = 0.25, α = 0.5, and α = 0.75. This signifies that while the algorithms
allow users to specify the acceptable level of trade-off between coverage and
identifiability, in reality and practice, sensor-target setups offer a limited number
of possible configurations and solutions. Therefore different values of α (except
0 and 1.0) can result in the same solution. This does not mean however that α
does not matter, as the results for α = 0 and α = 1.0 will show.
When α = 0, the algorithm degenerates into a syndrome-maximizing algo-
rithm.
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Algorithm 10 Algorithm for setting and announcing best orientation, 2-stage
version (TwoStageSetAndAnnounceBestOrientation())
1: j_old ← j_chosen
2: for j s.t. 1 ≤ j ≤W do
3: Pj ← number of rows in seen_targets matrix with all 0s, s.t. target
corresponding to the row ∈ φi,j
4: Rj ← number of unique rows in seen_targets matrix that can also
be found in unseen_targets matrix, s.t. target corresponding to the
seen_targets matrix row ∈ φi,j
5: if Pj != 0 then
6: Rj ← Rj + 1
7: end if
8: if CurrentStatei = 1 then
9: Uj ← Pj
10: else
11: Uj ← Rj
12: end if
13: end for
14: if arg max1≤j≤W Uj == 0 then
15: j_chosen ← 0
16: else
17: j_chosen ← arg max1≤j≤W Uj
18: end if
19: if j_chosen != j_old then
20: Set orientation to j_chosen
21: Send a protocol message including priority and φi,j_chosen
22: end if
23: if CurrentStatei = 1 then
24: StartTimer(TIMEOUT);
25: end if
For TIA-CGA, α = 0 utilizes the same number of sensors as the three middle
α values: 30% of the total (Figure 5.3b). With α = 0, the TIA-CGA covers
slightly fewer targets than the solution for all other α values (Figure 5.3a) -
77% compared to α = 0.25’s 79%, for instance. Surprisingly, α = 0 actually has
a slightly lower average number of syndromes compared to the three middle α
values (Figure 5.3c) - 22.07 compared to α = 0.25’s 22.41.
For TIA-DGA, α = 0 utilizes a slightly higher number of sensors than the
three middle α values: 36% compared to 35% for α = 0.25 (Figure 5.3b). With
α = 0, TIA-DGA covers less targets than the solution for all other α values
(Figure 5.3a) - 71% compared to α = 0.25’s 78%, for instance. Surprisingly, at
α = 0, TIA-DGA actually has a lower average number of syndromes compared
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to the three middle α values (Figure 5.3c).
α = 1.0 signifies that only the number of covered target matters, and the
algorithm degenerates into a coverage-maximizing algorithm.
TIA-CGA at α = 1.0 covers almost the same number of targets as the
middle α values (Figure 5.3a), but does so with significantly less sensors: 12%,
compared to 30% of α = 0.25 (Figure 5.3b). With α = 1.0, TIA-CGA ends
up with a significantly smaller number of syndromes than at other α values
(Figure 5.3c) - 8.49, against α = 0.25’s 22.41.
TIA-DGA at α = 1.0 also covers almost the same number of targets as the
middle α values (Figure 5.3a), and also does so with significantly less sensors:
18%, compared to 35% of α = 0.25 (Figure 5.3b). With α = 1.0, TIA-DGA
likewise ends up with a significantly smaller number of syndromes than at other
α values (Figure 5.3c) - 12.64, against α = 0.25’s 21.54.
In summary, Figure 5.3 illustrates that because of the limited number of
solutions offered by sensor-target setups, the solutions for values of α between
0 and 1.0 do not differ by much from each other. However, a non-0, non-
1.0 α value still offers a middle ground between α = 0 and α = 1.0; or more
accurately, it offers the ‘best of both worlds’ in terms of targets covered and
syndromes generated.
5.7.3 Main comparison
In this subsection, we test the effect of the number of sensors, number of targets,
number of possible orientations, and the sensing radius on the metrics number
of targets covered, number of sensors that are active, number of syndromes gen-
erated, and the system utility garnered. For the distributed algorithms we also
include the total number of broadcasts made by all nodes. We assume that two
nodes that can cover at least one target in common can communicate with one
another (i.e., are one-hop neighbours in the network topology). We also assume
that the nodes utilize a perfect media access control (MAC) protocol, and that
there are no retransmissions due to interference (or hidden and exposed terminal
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Figure 5.3: Effect of α on heuristic algorithms. 50 targets, 50 sensors, 50x50
space, 4 sensing orientations, sensing radius = 10.
problems). Such an assumption is difficult to realise in actual implementations,
but the results from the simulations will at least give us an approximate measure
of the communication costs associated with the distributed heuristic algorithms.
Number of sensors
For the first simulation set, we vary the number of sensors from 10-100 and hold
the number of targets constant at 50.
The results for the centralized algorithms are shown in Figure 5.4. As can
be seen in Figure 5.4a, as more sensors are added, the % of covered targets
increases, but the increase eventually slows down. All three heuristic algorithms
track CGA and CFA very closely. The diminishing increase in the number of
covered targets indicates that the system is becoming more and more over-
provisioned, with an increasing number of sensors becoming idle since they no
longer have any targets to cover or syndromes to contribute. This is consistent
with Figure 5.4b which shows the drop in % of sensors which are active. Among
the heuristic algorithms, 2S-CFA consistently utilizes the most sensors, followed
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by 2S-CGA, and then TIA-CGA. In Figure 5.4c, we see that consistent with
their aims, all three heuristic algorithms consistently have significantly higher
number of syndromes than either CGA or CFA. The number of syndromes
increases with the number of sensors, but the increase becomes more and more
attenuated as the number of sensors increases. The plateauing in the number of
syndromes occurs much earlier for CGA and CFA. The same pattern is seen in
Figure 5.4d, which shows the system utility. 2S-CFA has a slight but consistent
advantage over the two other heuristic algorithms when it comes to the system
utility garnered.
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Figure 5.4: Effect of varying the number of sensors on centralized algorithms. α
= 0.5, 50 targets, 50x50 space, 4 sensing orientations, sensing radius = 10.
The results for the distributed algorithms are shown in Figure 5.5. As can
be seen in Figure 5.5a, as more sensors are added, the % of covered targets
goes up, but the increase eventually slows down. The % of covered targets are
very similar for all algorithms, with TIA-DGA lagging just very slightly behind
the others. The plateauing indicates that the system is becoming more and
more over-provisioned, with more and more sensors becoming idle since they
no longer have any targets to cover or syndromes to contribute. Consistent
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with this, Figure 5.5b shows the drop in % of active sensors. The plots are quite
similar for DGA and DFA, with the plots of the three heuristic algorithms being
higher - this is because TIA-DGA, 2S-DGA, and 2S-DFA utilize the additional
sensors for increasing the number of syndromes. Between the three heuristic
algorithms, TIA-DGA utilizes a slightly lower number of active sensors than
the two 2-stage algorithms. In Figure 5.5c, we see that consistent with their
aims, TIA-DGA, 2S-DGA, and 2S-DFA consistently have a higher number of
syndromes than either DGA or DFA. The number of syndromes increases with
the number of sensors, but the increase becomes more and more attenuated as
the number of sensors increases. The number of syndromes plateau much earlier
for DGA and DFA. Between the three distributed heuristic algorithms, and with
respect to the number syndromes, 2S-DFA performs best, followed very closely
by 2S-DGA, and then TIA-DGA. The pattern for the number of syndromes is
repeated for the system utility (Figure 5.5d). As for the number of broadcasts
made (Figure 5.5e), all five algorithms follow a linear (increasing) relationship
with the number of sensors. The number of broadcasts that DGA and DFAmade
are highly similar. The slope for the TIA-DGA is slightly higher than that of
DGA and DFA. Both 2S-DGA and 2S-DFA have noticeably higher slopes than
TIA-DGA, with 2S-DFA having a slightly higher slope than 2S-DGA.
Number of targets
For the second simulation set, we vary the number of targets from 10-100 and
hold the number of sensors constant at 50.
The results for the centralized algorithms are plotted in Figure 5.6. Figure 5.6a
shows that the % of targets covered remains constant all throughout the values
tested (this means that the absolute number of targets covered increases). As
the number of targets increases, the % of sensors that are active also increases
(Figure 5.6b). We also see in Figure 5.6b that compared to CGA and CFA,
the three heuristic algorithms consistently have a higher number of sensors that
are active. Among the heuristic algorithms, 2S-CFA consistently utilizes more
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Figure 5.5: Effect of varying the number of sensors on distributed algorithms. α
= 0.5, 50 targets, 50x50 space, 4 sensing orientations, sensing radius = 10.
sensors than 2S-CGA, which in turn, consistently utilizes more than TIA-CGA.
Consistent with their aims, Figure 5.6c shows that the heuristic algorithms con-
sistently have more syndromes than CGA and CFA. The same can also be said
about the system utility, shown in Figure 5.6d. When it comes to the system
utility garnered, 2S-CFA once again has a slight but consistent advantage over
the two other heuristic algorithms.
The results for the distributed algorithms are plotted in Figure 5.7. Figure 5.7a
shows that the % of targets covered remains constant all throughout the values
tested, with only a very slight variation across the values tested (this means that
the absolute number of targets covered increases). It can also be seen in the plot
that TIA-DGA trails the other four algorithms when it comes to the % of targets
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Figure 5.6: Effect of varying the number of targets on centralized algorithms. α
= 0.5, 50x50 space, 50 sensors, 4 sensing orientations, sensing radius = 10.
covered. The number of active sensors increases for all algorithms, although the
increase is much steeper for the TIA-DGA, 2S-DGA and 2S-DFA than DGA or
DFA (Figure 5.7b). The increase in the number of active sensors can also be seen
to plateau, as already active sensors prove sufficient to cover the targets that are
added. Between the three distributed algorithms that are target-identifiability
aware, the increase is greatest for 2S-DFA, followed by 2S-DGA, and finally,
TIA-DGA. Consistent with the algorithms’ aims, Figures 5.7c and 5.7d show
that TIA-DGA, 2S-DGA and 2S-DFA have consistently higher number of syn-
dromes and system utility than both DGA and DFA, with the difference in-
creasing with the number of targets. Between the three distributed algorithms
for MTIAUMS, the same ordering seen before in Figure 5.7b is again repeated
in Figures 5.7c and 5.7d: 2S-DFA closely followed by 2S-DGA, which is then
closely followed by TIA-DGA. As for broadcasts, it can be seen in Figure 5.7e
that DGA and DFA utilize significantly less broadcast messages than the other
three algorithms, and the number of broadcast messages stay more or less the
same even when the number of targets is increased. In comparison, the num-
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ber of broadcasts made by TIA-DGA, 2S-DGA and 2S-DFA increases with the
number of targets. 2S-DFA consistently makes more broadcasts than TIA-DGA.
2S-DGA starts with less broadcasts than TIA-DGA, but eventually catches up
with 2S-DFA.
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Figure 5.7: Effect of varying the number of targets on distributed algorithms. α
= 0.5, 50x50 space, 50 sensors, 4 sensing orientations, sensing radius = 10.
Number of sensor orientations
For the third simulation set, we vary the number of possible sensor orientations
from 2-8 and hold the number of sensors and targets constant at 50.
The results for the centralized algorithms are plotted in Figure 5.8. It must
be noted that an increase in the number of possible sensor orientations implies a
decrease in the size of the sensed region. In Figure 5.8a it can be seen that when
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it comes to the number of targets covered, the increase in the number of possible
sensor orientations only slightly affects CFA and 2S-CFA. It has the effect of
decreasing the number of covered targets for TIA-CGA, CGA, and 2S-CGA,
although the decrease seems to plateau after 6. As for the number of active
sensors (Figure 5.8b), the increase in the number of possible sensor orientations
results in the increase in the number of active sensors for all algorithms. The
number of syndromes for the three heuristic algorithms slightly increases as
the number of possible sensor orientations increases (Figure 5.8c). The slight
increase is brought about by the increase in the number of intersecting sensed
regions, which is a consequence of the increased number of active sensors. The
pattern seen in the number of syndromes is carried over to the system utility
garnered by the algorithms (Figure 5.8d).
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Figure 5.8: Effect of varying the number of possible sensor orientations on
centralized algorithms. α = 0.5, 50x50 space, 50 sensors, 50 targets, sensing
radius = 10.
The results for the distributed algorithms are plotted in Figure 5.9. In
Figure 5.9a it can be seen that the increase in the number of possible sensor
orientations causes a slight decrease in the number of targets covered for all al-
gorithms. The increase in the number of possible sensor orientations also has the
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effect of slightly increasing the number of active sensors (Figure 5.9b), which is
to be expected as the area covered by each sensor decreases. The increase in the
number of active sensors also causes an increase in intersection of active sensed
regions, resulting in an increase in the number of syndromes (Figure 5.9c). Sim-
ilar to the centralized algorithms, even with the slight decrease in the number
of covered targets, the increase in the number of syndromes more than compen-
sates and the system utility garnered increases for all algorithms (Figure 5.9d).
As for the number of broadcasts, the increase in the number of possible sensor
orientations causes an increase in the number of broadcasts for all algorithms
(partially to be expected due to the increase in the number of active sensors),
although the increase is especially pronounced for TIA-DGA (Figure 5.9e).
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Figure 5.9: Effect of varying the number of possible sensor orientations on
distributed algorithms. α = 0.5, 50x50 space, 50 sensors, 50 targets, sensing
radius = 10.
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Sensing radius
For the fourth simulation set, we vary the sensing radius from 2-8 and hold the
number of sensors and targets constant at 50.
The results for centralized algorithms are plotted in Figure 5.10. In Figure 5.10a
it can be seen that as the sensing radius increases, more targets are covered as
sensors are able to reach previously unreachable targets. The increase however
eventually flattens out. The trend holds true for all the algorithms. To cover
the targets that can now be seen by the sensors, more sensors are activated
(Figure 5.10b). Nevertheless, the increase in the number of active sensors even-
tually plateaus for TIA-CGA, 2S-CGA and 2S-CFA. In contrast, the number
of active sensors actually decreases for CGA and CFA after some point - as the
sensing radius of sensors grows, fewer and fewer sensors are needed to cover the
targets (and coverage is solely the concern of CGA and CFA). The decrease is
not seen in the TIA-CGA, 2S-CGA and 2S-CFA (at least not yet in the values
tested) because the multiple coverage is used to increase the number of syn-
dromes (Figure 5.10c). The increase in the number of covered targets (at least
in the first few values) and the increase in the number of syndromes lead to
increased system utility for all algorithms, although that for CGA and CFA
eventually decreases (Figure 5.10d). The decrease in system utility for CGA
and CFA is due to the decrease in the number of syndromes, which, in turn, is
caused by the decrease in the number of covering sensors.
The results for distributed algorithms are plotted in Figure 5.11. The pat-
terns seen in Figures 5.10a-5.10d can also be seen in their counterparts in
Figures 5.11a-5.11d. The increase in the number of targets that can be cov-
ered (Figure 5.11a), as well as the increase in the number of active sensors
(Figure 5.11b), lead to the increase in the number of broadcasts (Figures 5.11e)
- however, the increase for TIA-DGA is markedly less than that of 2S-DGA and
2S-DFA. The increases for DGA and DFA are even less than that of TIA-DGA,
and also flatten out very early.
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Figure 5.10: Effect of varying the sensing radius on centralized algorithms. α =
0.5, 50x50 space, 50 sensors, 50 targets, 4 sensing orientations.
5.7.4 Comparison of execution times of centralized heuris-
tic algorithms
The primary advantage of (and rationale for) the centralized 2-stage algorithms
is their lower time complexity compared to that of TIA-CGA. To validate this,
we plot the average algorithm execution times for the centralized heuristic algo-
rithms (as when they are used in Section 5.7.3 and Section 5.7.3) in Figure 5.12.
Figure 5.12a shows the execution times for the simulation set where the num-
ber of sensors is varied, while Figure 5.12b shows the execution times for the
simulation set where the number of targets is varied. Comparing Figure 5.12a
and Figure 5.12b, it becomes apparent that the number of sensors has a greater
effect on the growth of the execution time than the number of targets. It can
also be seen in both plots that TIA-CGA consistently has longer execution times
than the two 2-stage algorithms.
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Figure 5.11: Effect of varying the sensing radius on distributed algorithms. α =
0.5, 50x50 space, 50 sensors, 50 targets, 4 sensing orientations.
5.7.5 Limited comparison of heuristic solutions to optimal
solutions
To provide validation (even if just a limited one) of how close the heuristic
solutions are to the optimal solutions, we solve a limited number of problems
(20 for each setup) using brute force. The number of targets is varied from 50 to
100, while the number of sensors is set constant to 10. The targets and sensors
are distributed over a 30 x 30 space, with α set to 0.5, the number of sensing
regions to 4, and the sending radius to 5. The results of the simulations are
plotted in Figure 5.13 (centralized) and Figure 5.14 (distributed). The values
plotted in Figure 5.13 and Figure 5.14 are the averages of 20 runs.
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Figure 5.12: Average execution times for the heuristic algorithms. α = 0.5,
50x50 space, 4 sensing orientations, sensing radius = 10.
It can be seen in Figure 5.13 and Figure 5.14 that the heuristic solutions
approximate the optimal solutions well. The system utility, which is the value
being maximized, has two components: the number of targets covered and the
number of syndromes generated. Figure 5.13 and Figure 5.14 show that it is
possible for a heuristic algorithm to produce solutions that have more than
the optimal solution in a certain component: for example, for targets = 90, all
centralized heuristic solutions (Figure 5.13c) and 2S-DFA (Figure 5.14c) actually
have more syndromes than the optimal solution. For all the setups tested,
the best performance (in terms of system utility) by a centralized heuristic
algorithm (Figure 5.13d) is by 2S-CFA (targets = 50), which comes within 0.3%
of the optimal solution’s system utility. The worst performance by a centralized
algorithm is by TIA-CGA (targets = 50), which differs from the optimal solution
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by 4.0%. For the distributed algorithms (Figure 5.14d), the best performance
is by 2S-DFA (targets = 80), with only 0.52% difference, while the worst is by
TIA-DGA, with 8.25% difference.
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Figure 5.13: Validation of solutions produced by centralized heuristic algorithms
against optimal solutions. α = 0.5, 10 sensors, 30x30 space, 4 sensing orienta-
tions, sensing radius = 5.
5.8 Related work
The problem of maximizing target-based coverage for directional sensors is first
formalized in [2] as the Maximum Coverage Minimum Sensors (MCMS) Prob-
lem. The MCMS problem’s Integer Linear Programming (ILP) formulation
is also given in [2], along with 2 heuristic-based solutions: a centralized algo-
rithm (Centralized Greedy Algorithm, or CGA) and a distributed algorithm
(Distributed Greedy Algorithm, or DGA).
Munishwar and Ab-Ghazaleh [114] also deals with the problem of target
coverage maximization, but in the specific context of visual sensor networks
(cameras). The main difference between visual sensors and general sensors is
the concept of RMin or the minimum distance required between the sensor and
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Figure 5.14: Validation of solutions produced by distributed heuristic algorithms
against optimal solutions. α = 0.5, 10 sensors, 30x30 space, 4 sensing orienta-
tions, sensing radius = 5.
the target for the latter to see the former. Munishwar and Ab-Ghazaleh [114]
proposes alternatives to [2]’s CGA and DGA, called CFA (Centralized Force-
based Algorithm) and DFA (Distributed Force-based Algorithm), respectively.
Another common problem in directional sensor networks is finding and schedul-
ing cover sets. Cover sets are sets of sensors (and their orientations) that ensure
that all targets are covered. It must be noted that finding cover sets is equiva-
lent to finding network configurations repeatedly, each time removing the cover
set-comprising nodes from the set of viable nodes. The need for cover sets is
primarily motivated by the limited lifetimes of nodes. By finding several such
cover sets and scheduling their activation, the targets will be covered for a longer
period of time than if only a single cover set is found. Notable studies on cover
sets are [17] and [161].
This study is not the first study to go beyond maximization of the number
of covered targets.
Fusco and Gupta [39] deals with the problem of providing k-coverage to a
given set of targets (or area) using a minimum number of sensors - a problem
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they call SODkC, or Selecting and Orienting D-sensors for k-Coverage. The
problem is shown to be NP-hard, and they propose two greedy solutions to
the problem, a centralized algorithm and a distributed algorithm. Wang et al
[159], on the other hand, deals with the case wherein the targets have different
coverage requirements.
It must be noted however, that the problem of maximizing coverage or meet-
ing coverage requirements is different than that of maximizing target identifiabil-
ity. For instance, if what is wanted is to satisfy a certain k-coverage requirement,
when two sensors cover exactly the same set of targets, both should be activated
since by doing so the coverage of each target covered increases. However, if what
is wanted is the maximization of target identifiability, only one of the sensors
should be activated, as activating both adds no new syndrome to the system.
5.9 Summary
It is important to recognize that the assumption of built-in target identifiability
needs to be re-examined in directional sensor networks, as it does not always
hold true. To this end, we introduce the concept of syndromes which facilitates
the measurement of target identifiability in a directional sensor network - this
leads to the definition of the Maximum Target Identifiability-Aware Utility with
Minimum Sensors (MTIAUMS) problem, which we prove to be NP-hard. We
also introduce heuristic algorithms for orienting sensors in a directional sensor
network. The algorithms take into account not just the number of targets
covered but also their identifiability when finding network configurations.
We introduce three centralized heuristic algorithms: Target Identifiability-
Aware Centralized Greedy Algorithm (TIA-CGA), 2-stage Target Identifiability-
Aware Centralized Greedy Algorithm (2S-CGA), and 2-stage Target Identifiability-
Aware Centralized Force-based Algorithm (2S-CFA). TIA-CGA is parameter-
izable with α which lets users specify the desired level of trade-off between
coverage and identifiability. Simulations show that α loses sensitivity or differ-
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entiability in the middle range of values because of the limited number of con-
figurations possible for any sensor-target setup; nevertheless, the middle values
still provide a middle ground, solutions-wise, between those given by extreme α
values. The 2-stage algorithms on the other hand are not parameterizable, in-
stead covering the targets first (using algorithms designed for MCMS) and then
using the remaining sensors to increase the identifiability of covered targets.
The 2-stage algorithms also tend to have shorter runtimes than TIA-CGA. Of
the three heuristic algorithms, 2S-CFA in most cases perform best in the simu-
lations carried out, followed by 2S-CGA, and then TIA-CGA. 2S-CFA however,
also has the tendency to use more nodes than 2S-CGA or TIA-CGA.
We introduce three distributed heuristic algorithms: Target Identifiability-
Aware Distributed Greedy Algorithm (TIA-DGA), 2-stage Target Identifiability-
Aware Distributed Greedy Algorithm (2S-DGA), and 2-stage Target Identifiability-
Aware Distributed Force-based Algorithm (2S-DFA). Similar to TIA-CGA, TIA-
DGA is parameterizable with α. 2S-DGA and 2S-DFA are the distributed coun-
terparts of 2S-CGA and 2S-CFA, respectively. In most of our simulations, 2S-
DFA produces more syndromes and slightly higher system utilities than 2S-DGA
and TIA-DGA.
While the causes of performance difference between heuristic algorithms are
difficult to justify, we suspect that the slight superiority of CFA-based algo-
rithms from CGA-based ones stem from CFA’s documented performance advan-
tage over CGA in covering targets[114]. We suspect that better performance at
the first stage (target covering stage) leads to better options (and performance)
in the second stage (syndrome increasing stage).
192
CHAPTER 6
Conclusion
In this thesis we enumerate four key areas that researchers can focus on to
hasten the process of making energy-harvesting noise-sensing WSNs a practical
reality. For each area, we provide a specific example and contribution, presented
in Chapters 2-5.
The first key area is that of new and emerging energy storage technologies,
and how current algorithms and infrastructures must be modified to take ad-
vantage of them. In Chapter 2, we propose methods that mitigate the negative
effects on performance of using thin-film solid state batteries. Thin-film solid
state batteries have several advantages over supercapacitors and Li-ion batter-
ies, but place limits of the duty cycle that can be adapted by the system. The
methods we present in Chapter 2 enable the system to adapt to such limits and
minimize their effects on system performance.
The second key area is the area of currently accepted technical require-
ments, and an assessment on whether they will indeed lead to the attainment
of long-term goals. In Chapter 3, we review the capabilities and limitations of
energy-harvesting noise-sensing WSNs. We show that current low-power energy-
harvesting noise-sensing WSNs will not meet the specifications of existing noise
codes, especially regarding the noise metric. We propose an alternative energy-
harvesting noise-sensing WSN node design that does not conform with the re-
quirements of existing noise codes, but is better-suited to being powered by
energy harvesting.
The third key area is the area of methodologies, specifically methodologies
involved in testing designs. In Chapter 4, we present a test methodology (and
its associated test apparatus) that enables repeatable experiments and tests
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for solar-powered WSNs. We present two versions of the test apparatus: a
centralized version which enables the testing of wireless sensor nodes, and a
distributed version which enables the testing of wireless sensor networks. We
demonstrate through a series of experiments how the test methodology and the
test apparatus can be used in empirically deriving hardware and software design
parameters.
The final key area is the area of future capabilities and functionalities, and
the techniques or algorithms that will enable users to take advantage of them.
In Chapter 5, we present heuristic algorithms that enable directional sensor net-
works to identify targets or event sources. Such a capability is relevant to noise-
sensing WSNs, since noise-sensing WSNs can be readily turned into directional
sensor networks by having the nodes use directional (instead of omnidirectional)
microphones.
It must be noted that most of the contributions that we made in this thesis
however, are not limited in scope to energy-harvesting noise-sensing WSNs.
The methods for optimizing charge times, presented in Chapter 2, can be
used in any energy-harvesting WSN node that utilizes energy storage devices
with high internal impedances, not just those that sense noise.
The methodology and test apparatuses we presented in Chapter 4 can be
used with any solar-powered WSN node, and even networks of such nodes
(through the distributed version of the test apparatus). The benefits of the
methodology and test device actually go deeper, as the DUTs need not be WSN
nodes - any embedded system powered by solar energy can also be tested.
The heuristic algorithms presented in Chapter 5 will benefit any directional
sensor network in which target identifiability is important. The network need
not be powered by energy harvesting or equipped with sensors for noise-sensing.
It must be emphasized that the examples given for each of the four areas are
not exhaustive. Other aspects of each of the four areas can doubtless still be
explored. We give examples of these possible future work in Chapter 1, where
each of the four areas is first described in detail, as well as in each chapter that
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describes our contributions.
6.1 Context, real-world results and further re-
search
This work can trace its beginnings to the University of Warwick’s involvement
with the Center for Urban Science and Progress (CUSP) [76]. CUSP is a re-
search centre based in New York which aims to utilize informatics to make cities
productive, livable, equitable and resilient. CUSP has several partners both in
industry and academe (of which the University of Warwick is one). The mea-
surement of noise in urban areas is one of the original focus areas of CUSP, and
in line with this, this project originally aimed to create a system for measuring
noise while being powered by energy harvesting. Such a system will compliment
the efforts of other CUSP activities, which include systems that identify noise
sources (mainly through cellular phones or cellular phone-like devices tethered
and powered from lamp posts) and efforts to crowdsource noise measurements
(through an application that users will voluntarily run on their cellular phones).
We aimed for system that can be deployed almost anywhere, can be easily main-
tained and with output that is always properly contextualized.
The results presented in Chapter 3 are mainly from our evaluation of the
requirements that must be met by WSNs for them to be used in enforcing noise
codes.
Together with Molecular Solar, a University of Warwick-based startup spe-
cializing in OPV cells, we were able to obtain support from the UK Technology
Strategy Board, now called Innovate UK [85] (Project 131187/26835-183208,
OPV-based Energy Harvesting for Urban Noise Pollution). The TSB project
aimed to demonstrate that noise-measurement WSNs are a possible commercial
application for OPVs, which is an emerging technology in the field of photo-
voltaics (Chapter 1.2.2). Due to unforeseen circumstances, Molecular Solar was
later replaced by PolySolar [100], a University of Cambridge-based startup spe-
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cializing in thin-film cells, as our industry partner in the project.
Our initial plan was to create a completely ‘green’ solution to the problem,
leading to our involvement with novel energy storage devices. Our attempt
to use solid state batteries, specifically the Enerchip, led to the algorithms
presented in Chapter 2.
Also part of our original plan was the development of power management
algorithms that take into account the short lifetime of OPV cells, specifically
their health. The lack of a consistent and accurate methodologies for testing
solar-powered wireless sensor nodes and networks led us to develop our own
solution, which was presented in Chapter 4.
Eventually, delays in manufacturing, problems with the encapsulation pro-
cess, and the lack of experimental data on the degradation of OPV cells (which
would have allowed us to model the process and run simulations) led us to post-
pone efforts in creating power management algorithms that take into account
the current health of OPV cells.
This research has culminated in a small deployment of wireless sensor nodes
that measure noise while being powered by OPV-based solar panels (see Figures 6.1-
6.3). Prioritizing simplicity over elegance, we decided to use more ‘traditional’
energy storage devices for our deployed system. In lieu of an OPV cell health-
aware power management algorithm, we used a simpler power management
algorithm based on Additive Increase Multiplicative Decrease (modeled after
TCP’s congestion control mechanism). The initial parameters for the power
management algorithm were derived using the device presented in Chapter 4.
With the help of Sentec [132], an engineering design consulting firm special-
izing in smart metering technologies, we were able to produce a manufacturing-
ready version of our design, named Solar Owl [133] (see Figure 6.4).
Admittedly, we were not able to achieve some of our more ambitious plans
(a fully ‘green’ solution, OPV-specific power management algorithms). The
experience however, has been highly instructive for us (and others). Our expe-
rience highlights the difficulties of working with and combining different emerg-
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Figure 6.1: Device, internal view.
Figure 6.2: Assembled device.
ing technologies. For instance, while our algorithms enable the use of solid-state
batteries for WSNs, it was still a challenge making them work with OPV cells,
given the OPV cells’ low output. As for power management algorithms that are
OPV-specific, we believe that it is still a very promising research area. Such
algorithms hold the key to OPV cells being truly practical to use with WSNs,
197
6. Conclusion
Figure 6.3: Assembled device in deployment.
Figure 6.4: Solar Owl concept drawing.
unless OPV cell lifetimes improve to the point that they are comparable to those
of crystalline silicon or thin film cells. Before such a study can be carried out
however, the process of producing OPV cells reliably must first be perfected -
or at the very least, extensive data on how they degenerate over time must first
be collected.
A recurring theme in our series of studies is the importance of insights from
allied or related disciplines, specifically from fields other than computer science
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or engineering. The alternative node design presented in Chapter 3 has its
beginnings from insights that came from psychologists and acoustic engineers
(contact with whom was brought about by our involvement with the NYU-
CUSP Project). The key concepts that make the methodology presented in
Chapter 4 possible came from photovoltaic engineering and solar cell design,
made accessible to us through collaboration with other research groups (aca-
demic and industrial) in the Universities of Warwick and Cambridge (brought
about by our involvement in the TSB/Innovate UK Project).
We believe that such collaborations, and insights that stem from them, ul-
timately hold the key to the advancement of of energy-harvesting noise-sensing
WSNs. Moreover, we suspect that the importance such an inter-disciplinary
approach extends to other technical projects and endeavours that aim for sig-
nificant societal relevance, not just energy-harvesting noise-sensing WSNs.
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