Isospin breaking in the K ℓ4 form factors induced by the difference between charged and neutral pion masses is studied. Starting from suitably subtracted dispersion representations, the form factors are constructed in an iterative way up to two loops in the low-energy expansion by implementing analyticity, crossing, and unitarity due to two-meson intermediate states. Analytical expressions for the phases of the two-loop form factors of the K ± → π + π − e ± νe channel are given, allowing one to connect the difference of form-factor phase shifts measured experimentally (out of the isospin limit) and the difference of S-and P -wave ππ phase shifts studied theoretically (in the isospin limit). The isospin-breaking correction consists of the sum of a universal part, involving only ππ rescattering, and a process-dependent contribution, involving the form factors in the coupled channels. The dependence on the two S-wave scattering lengths a 0 0 and a 2 0 in the isospin limit is worked out in a general way, in contrast to previous analyses based on one-loop chiral perturbation theory. The latter is used only to assess the subtraction constants involved in the dispersive approach. The two-loop universal and process-dependent contributions are estimated and cancel partially to yield an isospin-breaking correction close to the one-loop case. The recent results on the phases of K ± → π + π − e ± νe form factors obtained by the NA48/2 collaboration at the CERN SPS are reanalysed including this isospin-breaking correction to extract values for the scattering lengths a 0 0
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I. INTRODUCTION
One of the best tests of our understanding of low-energy QCD comes from ππ scattering, as it probes the spontaneous breaking of chiral symmetry, responsible for the existence of light pions as Goldstone Bosons. As such, it provides a very stringent test of N f = 2 Chiral Perturbation Theory (χPT), the effective theory for low-energy pion dynamics built on the chiral limit m u = m d = 0, of its structure and of its range of validity [1] [2] [3] . In addition, an accurate determination of the pattern of chiral symmetry breaking in this limit is important, as it can be compared with studies of low-energy processes involving K and/or η mesons. The latter provide information on the pattern of chiral symmetry breaking in the N f = 3 chiral limit (m u = m d = m s = 0) [4] . Several studies indicate possibly significant differences of patterns between these two limits [5] [6] [7] [8] [9] [10] [11] [12] . Such differences can be interpreted as a paramagnetic suppression of chiral order parameters when the number of massless flavours in the theory increases, in relation with the role of ss vacuum pairs in chiral dynamicswhich can be important, as suggested by the structure of scalar resonances [13] .
Several experimental processes can be exploited to extract information on N f = 2 chiral symmetry breaking, each time using final-state interactions to probe ππ (re)scattering [75] . This is for instance the case for the cusp in K → πππ at low ππ invariant mass [16] , for the energy levels of pionic atoms [17, 18] , as well as for K ℓ4 decays. Indeed, an angular analysis of K ℓ4 data provides information on the interference between the S and P waves, as a function of the energy of the hadronic ππ pair [19, 20] . Dispersive methods, i.e. Roy equations, can then be used to reconstruct the low-energy ππ amplitude using unitarity, analyticity, and data at higher energies, with two subtraction parameters chosen conveniently as the scattering lengths a 0 0 and a 2 0 [21, 22] . The reconstructed amplitude can be checked against the prediction from N f = 2 χPT. The dispersive constraints set by the Roy equations to match higher-energy data on ππ phase shifts do constrain the values of (a 0 0 , a 2 0 ) into a large so-called Universal Band, out of which the domain favoured by χPT represents only a small region.
Until 2001, the only available data on K ℓ4 decay into two charged pions came from the old Geneva-Saclay experiment [23] and from the more recent BNL-E865 experiment [24] . A first analysis using the Roy equations together with a theoretical estimate of the scalar radius of the pion led to a determination of the scattering lengths in close agreement with the predictions from two-loop χPT [25] . Another analysis of the data available at that time (including I = 2 low-energy phase shifts) favoured a slightly larger value for a 2 0 , 1 σ away from the two-loop χPT prediction [26] . Recently, the NA48/2 collaboration has performed a remarkable work in collecting high-statistics K ± e4 data at the CERN SPS [27, 28] . After the announcement of the preliminary results of NA48/2 [29] , it was pointed out that the high level of accuracy reached by the experiments in extracting the ππ phase shifts required taking into account isospin-breaking effects [30] . These effects stem from different sources. First, the contributions from real and virtual photons can be removed, estimating the Coulomb exchanges and incorporating radiative processes through a Monte-Carlo treatment [31] [32] [33] [34] . Second, the effect of the mass difference between charged and neutral pions on the one hand, which is also dominantly of electromagnetic origin, and between up and down quarks on the other hand, must be determined from a theoretical analysis. In the following, we will focus on these remaining corrections, which we will call "isospinbreaking" for simplicity, being understood that the other photon effects mentioned above have been taken care of beforehand by appropriate means, or can otherwise be considered to be negligible. For more details on this issue, we refer the reader to the corresponding discussions in Refs. [30, 35, 36] .
A computation of these corrections was performed using next-to-leading-order χPT [35, 37] , leading to a significant energy-dependent correction (of up to more than 10 milliradians) in the phase shifts. This correction to the data, together with their analysis through the Roy equations, restored the agreement between the NA48/2 results and two-loop χPT. However, this correction was evaluated in the framework of χPT, with a given set of counterterms with values corresponding to a rather narrow range of scattering lengths a 0 0 and a 2 0 . The underlying assumption is that the correction remains the same for all values of (a 0 0 , a 2 0 ), including values that are reasonable from the dispersive point of view, i.e. consistent with Roy equations and higher-energy data, but cannot be accommodated from the chiral point of view, because they differ too much from the current-algebra results [38] and thus would constitute a breakdown of the very notion of perturbative expansion in powers of quark masses. If the correction had a strong dependence on a 0 0 and a 2 0 , the latter would not be exhibited by the one-loop computation performed in the framework of χPT, but it could affect the outcome of the analysis of the data provided by the NA48/2 experiment.
It is therefore necessary to develop a computational framework of isospin-breaking corrections in the phases of the form factors where the values of the scattering lengths are not unnecessarily restricted from the outset. In order to illustrate the issue, let us consider a simple example, leaving aside violations of isospin symmetry for the sake of demonstration. In the isospin limit, the one-loop expressions of the K ℓ4 form factors are well documented in the literature [39] [40] [41] , and one finds for one of the form factors involved in the decay channel of interest,
where the ellipses stand for additional contributions, that need not be further specified at this stage, s denotes the square of the invariant mass of the dipion system, F π is the pion decay constant, and J r ππ is the renormalized one-loop two-point function [1, 4, 42] [a more detailed account of the notation will be given below]. In this final expression of the one-loop form factor, no dependence on the scattering lengths is visible, neither in this term nor in the omitted ones. However, in the computation of the form factors, the actual expression in terms of the low-energy constants of the χPT Lagrangian reads which agrees with the previous expression (I.1) if the leading-order relations F π = F 0 and M 2 π = 2 mB 0 are used [this is the appropriate order to consider in this example], explaining why the expression (I.1) is usually quoted. However, it is not straightforward to reinterpret the expression (I.2) in terms of the ππ scattering lengths a 0 0 and a 2 0 : they are both proportional to 2 mB 0 at lowest order [1, 43] , but there are infinitely many combinations of M 2 π , a 0 0 , and a 2 0 that sum up to 2 mB 0 . Even if a contribution from the I = 2 channel is forbidden by the ∆I = 1/2 rule of the corresponding weak charged current, the question still remains how to determine the combination that gives the correct dependence on a 0 0 . Obviously, the information provided by Eq. (I.2) alone does not allow for an unambiguous answer. As can be guessed easily, the missing link has to be provided by unitarity. The function J r ππ encodes the discontinuity of the form factor F +− (s, t, u) along the positive real s-axis, which involves the I = 0 ππ partial wave in the channel with zero angular momentum as a final-state interaction effect [40, 41] . A careful analysis, which will be detailed in the present article, shows that, at one-loop order, Eqs. (I.1) and (I.2) actually read Let us stress that, barring higher-order contributions presently not under discussion, the three representations are strictly identical. However, if one considers the scattering lengths a 0 0 and a 2 0 as free variables that have to be adjusted from a fit to experimental data, only the third form is actually suitable. It is certainly conceivable to use the existing one-loop expressions of K + e4 form factors, now including isospin-violating effects [44] [45] [46] , and to repeat the above analysis for each separate contribution. But this would represent a rather cumbersome exercise. Instead, we will develop a more global approach, where the relevant unitarity properties are put forward explicitly from the start.
The purpose of this article is therefore to reconsider the extraction of information on low-energy ππ scattering from K ± e4 decays using a representation of the form factors based on dispersive properties, in order to check the validity of the implicit assumption that isospin-breaking corrections are not sensitive to the values of the scattering lengths. Indeed, in presence of isospin breaking, several ππ channels can rescatter into a given final state, contributing to the isospin-breaking effects of interest here in direct link with the structure of the ππ amplitude itself. As shown in Refs. [47, 48] , the use of analyticity, unitarity and crossing is sufficient to reconstruct the ππ amplitude up to two loops in terms of a limited number of subtraction constants (subthreshold or threshold parameters). Refs. [47, 48] considered the simpler situation where isospin symmetry holds. This analysis has recently been extended to the isospin-breaking case for pion form factors and scattering amplitudes [36] . Here, we will explain how to set up a similar construction for the K e4 form factors, and we will use it in order to extract a more general expression for the isospin-breaking correction in the phases of the two-loop form factors, where the values of a 0 0 and a 2 0 remain as free parameters and are not fixed from the outset. Working at two loops will also allow us to address the issue of the dependence of the phases on the invariant mass of the dilepton system. The isospin-symmetric situation is recovered as the limit in which the values of the neutral pion and kaon masses tend towards the charged ones, M π 0 → M π ± , M K 0 → M K ± , while keeping the latter fixed. This agrees with the convention that we will follow here: all quantities without superscript refer to the charged case (taken as the default case, i.e. M π = M π ± and M K = M K ± ), and quantities involving neutral pions and kaons will carry an explicit 0 superscript, e.g.
We close this introductory part with an outline of the article. In Sec. II we define the form factors relevant for K ℓ4 decays, we discuss their properties regarding partial-wave expansions, crossing properties, chiral counting, analyticity and unitarity properties, and we present a first discussion concerning their phases. In Sec. III, we construct a dispersive representation of the form factors based on the previous properties that provides a two-step iterative construction of the form factors up to and including the two-loop order in the low-energy expansion. The general expressions of the K ℓ4 form factors at one loop based on this representation are presented in Sec. IV. Some issues related to the second iteration are briefly discussed. In Sec. V, we discuss the general structure of isospin breaking in the phases of the two-loop form factors, and compute the relevant partial-wave projections of the one-loop form factors. Sec. VI is devoted to a numerical analysis of the dependence of the isospin correction in the difference between S-and P -wave phase shifts on the values of the S-wave scattering lengths a 0 0 and a 2 0 . In Sec. VII, we reanalyze the NA48/2 data for this phase difference keeping the scattering lengths as free parameters. Finally, we summarize our results and present our conclusions in Sec VIII. Several appendices are devoted, in successive order, to the leading-order expression of the mesonic scattering amplitudes involved in the discontinuities of the form factors (App. A), to the determination of the subtraction polynomials occurring in the dispersive representations of the form factors (App. B), to certain integrals of the loop functions required to perform the partial-wave projections of the one-loop form factors (App. C), and finally to a numerical approximate expression for the isospin-breaking correction to the difference of phase shifts between the S and P waves (App. D).
II. DEFINITION AND GENERAL PROPERTIES OF THE K ℓ4 FORM FACTORS
In the Standard Model, the amplitudes corresponding to K ℓ4 decays are defined from the matrix elements of the type
(0)|K(k) involving the ∆S = ∆Q = +1 axial current [76] between a (charged or neutral) kaon state and the corresponding two-pion state, specifically
For our purposes, we also need to consider the matrix ele-
In order to be able to treat these matrix elements simultaneously and on a common footing, we consider general matrix elements of the type
Here a, b, and c denote spin-0 mesons with momenta p a , p b , and p c , masses M a , M b , and M c , and A µ (x) may stand for A 4−i5 µ (x). We need actually not specify the other quantum numbers of these states and of this current, but we only assume that they are such that the matrix element is not trivial. It is convenient to denote the particle in the initial state as an anti-particlec, while the final state contains particles. This structure is then maintained under the operation of crossing, which allows us to simplify the notation. Likewise, we do not mention the particle c in A ab µ explicitly, since the context and the particles a and b will specify it without ambiguity. In practice the sets of interest are {a, b, c} = {π
The matrix element Eq. (II.1) possesses the general decomposition into invariant form factors
They depend on the variables
2 being the square of the dilepton invariant mass. In the physical region of the K ℓ4 decay, s ℓ is strictly positive, s ℓ ≥ m 2 ℓ , and in what follows we will always assume this to be the case. For reasons of simplicity, we use here a normalisation of the form factors that differs from the one commonly adopted. There is no difficulty in introducing any appropriate normalisation afterwards, through a simple rescaling of the form factors.
In the remainder of this section we discuss the general properties of these matrix elements from the point of view of their partial-wave expansions, of their crossing properties, of their low-energy expansions, and we briefly review the analyticity properties needed in the following. We close this section with a general discussion of the phases of the form factors at two loops in the low-energy expansion.
A. Partial-wave expansion
The decomposition (II.2) leads to form factors which are free from kinematical singularities, but which do not have simple decompositions into partial waves. For the latter, it is more convenient to introduce another set of form factors. To this effect, adapting the method of Ref. [20] to the more general situation at hand, we define
These four-vectors are mutually orthogonal,
and Λ ab · Λ ab = s ℓ . In these expressions, the functions λ ab (s) and λ ℓc (s) are defined in terms of Källen's function
), respectively. Furthermore, θ ab denotes the angle made by the line of flight of particle a in the (a, b) rest frame with the direction of p a + p b in the rest frame of particlec,
(II.5)
We can then write down another decomposition of the matrix element, in terms of transverse and longitudinal components,
There exists a one-to-one correspondence between the two sets of form factors,
Notice that the form factor R ab (s, t, u) describes the matrix element of the divergence of the current A µ (x),
In the center-of-mass frame of the (a, b) pair of particles, one obtains [the metric we are using has signature (+, −, −, −)]
This entails the partial-wave decompositions [20] 
The partial waves are obtained upon projection of the form factors,
where we have used the definition P 1 l (cos θ) = sin θP ′ l (cos θ) and the orthogonality properties
Since {F ; G; R} ab (s, t, u) = {F ; −G; R} ba (s, u, t) and cos θ ab = − cos θ ba , one has the symmetry properties
The set of form factors (F, G, R) is free of kinematical singularities, but does not exhibit a simple expansion in partial waves, while the opposite holds for the other set (F , G, R), which admits simple partial-wave decompositions, but is plagued with kinematical singularities. According to which aspect one wishes to emphasise, one set is more adapted than the other, which explains why we sometimes need to switch back and forth between these two sets in the following.
B. Crossing properties
The crossing properties are expressed through the relations
where the matrix elements on the right-hand sides are related through analytic continuations to the original matrix element A ab µ (p a , p b ; p c ), assuming that the usual analyticity properties hold. The coefficients λ a,b,c are crossing phases, which are chosen such as to reduce to the Condon-Shortley phase convention in the isospin limit,
At the level of the form factors themselves, these crossing relations become
where X stands for any one of the couples of indices ab (and, in the present case, also ba), ac, or cb, and
Each of these crossing matrices squares to the identity matrix. In addition, they satisfy the relations
It is useful to notice that under crossing the form factors F X and G X transform into form factors F Y and G Y , without mixing with the form factors R Y . In the following, we will omit the form factors R X from the discussion most of the time, writing
instead of Eq. (II.17). When it is the case, it is understood that the crossing matrices are reduced to their upper-left 2 × 2 blocks. All the previous relations between these matrices remain unaffected by this truncation.
As can be seen from the crossing properties of the form factors F , G, and R, the type-F and G form factors transform among themselves under crossing. On the other hand, and in contrast with the form factor R, the type-R form factors transform into themselves, without mixing with F and G,
This result follows from the relationship between the R form factors and the matrix elements of the divergence of the current A µ (x), as shown in Eq. (II.8), so that they cannot mix under crossing with the other form factors, which correspond to the transverse components of the same current.
C. Chiral counting
The next ingredient is provided by the low-energy behaviour of the partial waves [49] , based on the chiral counting M P ∼ O(E), s, t, u, s ℓ ∼ O(E 2 ), where M P stands for the mass of any of the light pseudoscalar states. This singles out the S and P waves as dominant at low energies, and makes them the central subject of study for K ℓ4 decays. Note that we treat here s ℓ on the same footing as one of the masses squared, which is compatible with its allowed range inside the K ℓ4 phase space. We emphasise that this treatment is mandatory for the chiral counting of the partial waves to be correct. At this stage, we should recall that K ℓ4 form factors are traditionally normalized with 1/M K factored out on the right-hand side of Eq. (II.2), which makes the form factors artificially proportional to M K . Here we deal with form factors normalized as in (II.2), which are of order O(E 0 ) at tree level. Additional normalisation factors are not to be taken into account in the discussion of the chiral behaviour. With this proviso, we have the following chiral counting of the partial waves [49] :
In terms of the form factors F ab (s, t, u) and G ab (s, t, u), and thanks to Eqs. (II.7) and (II.11), the chiral counting of the partial waves translates into the decompositions
The contributions of the partial waves with ℓ ≥ 2 are collected in F 
These equations provide the bridge at the level of the lowest partial waves between the two representations of the matrix elements, in terms of the form factors F and G, or F and G. Similar relations hold between the form factors and partial-wave projections in the ac and cb channels, and are obtained from the above upon performing cyclic permutations of the labels a, b, c, while replacing the variables s and cos θ ab by their appropriate counterparts.
D. Analyticity and unitarity properties
We now assume that the form factors F ab (s, t, u) and G ab (s, t, u) have the usual analyticity properties with respect to the variable s, for fixed values of t and of u (and of s ℓ ≥ 0), with a cut on the positive saxis, whose discontinuity is fixed by unitarity, and a cut on the negative s-axis generated by unitarity in the crossed channel. The form factors are regular and real in the interval between s = 0 and the positive value of s corresponding to the lowest-lying intermediate state. This singularity structure is transmitted to the partial waves (along, possibly, with other singularities produced by the projection procedure itself [50] [51] [52] [53] ). In the following, we will only need to know the discontinuities of the lowest partial waves along the positive s-axis at low energies, which are fixed by unitarity. Up to and including two loops in the chiral counting discussed in the previous subsection, these discontinuities (with respect to s at a fixed s ℓ ) originate from mesonic two-particle intermediate states, and are therefore given by
where l = 0, 1, and t The partial waves t
whereθ is the corresponding scattering angle in the center-of-mass frame of the reaction a ′ b ′ → ab, and s+t+û =
As far as their chiral counting is concerned, the partial-wave projections of these scattering amplitudes behave as [47] Re t
E. Phases of the form factors
As discussed in the introduction, we are eventually interested in the phases of the F S , F P , and G P components of the F and G form factors corresponding to the decay channel
More precisely, we will consider the differences of these phases that are observable in the interferences occurring in the differential decay distribution [77] . The channel K ± → π + π − ℓ ± ν ℓ is the only one where both F and G occur already at lowest order (in the K ℓ4 decay mode of the neutral kaon, a tiny form factor F is induced already at lowest order in the presence of isospin breaking only). In order to simplify the notation in this subsection, we have suppressed the +− superscript whenever no confusion can arise. The generic low-energy structure of the form factors can be written as in Eq. (II.23),
where we have introduced the real functions we have assigned the same phase to F P (s, s ℓ ) and G P (s, s ℓ ). We will comment on this feature below. From the point of view of the chiral counting discussed in Sec. II C, these quantities behave as follows:
where we have shown the orders relevant up to two loops, the higher orders (not discussed here) being denoted by the ellipses. Notice that the behaviour of F P (s, s ℓ ), which receives its first contribution at next-to-leading order only, is different from the cases of F S (s, s ℓ ) and of G P (s, s ℓ ). The form factors F (s, t, u) and G(s, t, u) being both constant at lowest order, a dependence with respect to cos θ cannot appear at this order. This observation can also be made directly from the definition of F P (s, s ℓ ) in Eq. (II.24): since F (s, t, u) is constant at lowest order, the contribution to f 1 (s, s ℓ ) comes entirely from the last term in the expression for F (s, t, u) in Eq. (II.7), which exactly cancels the contribution proportional to g 1 (s, s ℓ ) in (II.24). In order to obtain the expression of the phases order by order, we now consider the chiral expansion of the real parts of the lowest partial-wave projections of the meson-meson scattering amplitudes,
for l = 0, 1, and with ϕ
. Writing a similar expansion for the form factors themselves, e.g.
and using the unitarity condition Eq. (II.25) for the imaginary parts, we obtain the expressions
(II.32) and
(II.33) We see that the phases δ S (s, s ℓ ) and δ P (s, s ℓ ) depend on s ℓ through the order O(E 2 ) corrections to the form factors, as soon as a second intermediate state a ′ b ′ = +− is involved. In the case of the P -wave phase shift, there can be no contribution from states with two identical particles due to Bose symmetry, explaining the absence of the factor 1/S a ′ b ′ in δ P (s, s ℓ ). Hence, for δ P in the specific case ab = +− and for s ≤ M 
, it is still operative in the l = 1 channel. This explains both why the phases of F P (s, s ℓ ) and of G P (s, s ℓ ) are identical, and why this common phase δ P (s) actually does not depend on s ℓ .
In the isospin limit, the dependence on s ℓ also drops out from δ S (s, s ℓ ), and Watson's theorem is recovered, i.e. the phases tend towards
where δ 0 (s) and δ 1 (s) denote the ππ phases in the l = 0, I = 0 and l = 1, I = 1 channels, respectively. The quantity that is determined from experiment is the difference δ S (s, s ℓ ) − δ P (s) and our aim is to compute its deviation from the difference δ 0 (s)−δ 1 (s). Let us stress that the dependence on s ℓ is also not present in δ S (s, s ℓ ) at lowest order (i.e. the case considered in Ref. [35] ), where the expression for δ S reduces to
It appears that the available statistics has not allowed the NA48/2 experiment to identify a dependence of the phases on s ℓ [27, 28] . Another one of our aims will be to check that, from the theoretical side, the dependence on s ℓ is indeed sufficiently small, as compared to other sources of error.
In this section, we derive a representation of the K ℓ4 form factors F ab (s, s ℓ ) and G ab (s, s ℓ ) that holds up to and including two loops in the low-energy expansion. From this representation, we can then obtain the various quantities that enter the expressions of the phases of the form factors. The idea is to proceed as in the case of the ππ amplitude in Ref. [47] , or as discussed for the scalar form factor of the pion in Ref. [54] (in the isospin limit) and in Ref. [36] (with isospin breaking included). As compared to the latter case, one has to deal with some additional kinematic complexities when addressing the K ℓ4 form factors.
As a starting point, we assume fixed-t dispersion relations for all form factors, in all three channels. In order to obtain low-energy representations for these form factors accurate at two loops, it is convenient to write dispersion relations with two subtractions. Notice that if the convergence of the dispersive integrals was the only issue, a lesser number of subtractions would probably be sufficient (for the application of dispersion relations to the K e4 form factors in a somewhat different context, see Ref. [55, 56] ). Assuming the usual analyticity properties for the form factors, with a first cut extending to infinity along part of the real positive s-axis, and a similar second cut along the real negative s-axis, due to the u-channel singularities, we obtain the following dispersion relations [momentarily omitting the dependence with respect to u and/or s ℓ ]
Each integral runs slightly above or below the corresponding cut in the complex s-plane, from the relevant threshold, s ab or u ab , to infinity. P ab (t|s, u) denotes a pair of subtraction functions that are polynomials of the first degree in s and u, with coefficients given by arbitrary functions of t. Using the decompositions Eqs. (II.5) and (II.23), we may write
where F ab S (s) and F ab P (s) were expressed in terms of the lowest partial waves in Eq. (II.24). Furthermore, ImA ab (s, t) l≥2 collects the contributions of the higher (l ≥ 2) partial-wave projections in (II.10), so that at low energies, ImA ab (s, t) l≥2 = O(E 6 ), as discussed in Sec. II C. The last property is relevant as long as s and u remain below a typical hadronic scale Λ H ∼ 1 GeV, but one should remember that the integrals involving ImA ab (s, t) l≥2 run up to infinity. However, in the range above Λ H , ImA ab (s, t) l≥2 = O(E 0 ), so that (see the similar discussion in Ref. [47] )
where H ab denotes a set of constants, whose precise definitions need not concern us here. We thus obtain the expression
In this expression, P ab (t|s, u) denotes a pair of polynomials in s and u with coefficients given by arbitrary functions of t as before, but it differs from the one introduced initially in Eq. (III.1) in two respects. First, it contains a contribution that compensates the fourth term on the right-hand side of Eq. (III.4), which has been introduced for convenience as will become clear shortly. Second, the terms of Eq. (III.3) generated by the higher partial waves have also been absorbed into these polynomials. Therefore, P ab (t|s, u) in Eq. (III.4) still represents a pair of arbitrary polynomials of at most second order in s and u, whose coefficients are functions of t. As for the functions Φ ab ± (s), they are given in terms of the lowest partial waves
where the integrals run over the right-hand cuts only. From these definitions, and according to the symmetry properties (II.13), it follows that
Alternatively, the functions Φ ab ± (s) can be defined by specifying their analyticity properties in the complex s-plane, where their singularities are restricted to a cut along the positive real axis, with discontinuities along this cut expressed in terms of the lowest partial waves as
supplemented by Φ ab ± (0) = 0 and by the asymptotic conditions
) only up to a polynomial ambiguity, which is of second (first) order in s. The contributions of these polynomials to A ab (s, t, u) can then be absorbed by the arbitrary subtraction functions P ab (t|s, u) already at hand. Let us stress once more that the functions Φ ab ± (s) only possess right-hand cuts, with discontinuities specified in terms of those of the partial waves, whereas the partial-wave projections themselves in general have a more complicated analytical structure [50] [51] [52] [53] .
Finally, it remains to enforce the crossing relations (II.16). One easily checks that the three terms in Eq. (III.4) involving the functions Φ ± (s) satisfy these relations among themselves, so that (II.16) need only be enforced on the contributions involving P ab (t|s, u). Following the same argument as in [47] , this means that the latter boil down to a pair of polynomials P ab (s, t, u) of at most second order in all three variables s, t, and u, with arbitrary constant coefficients. These coefficients may depend on the masses and on s ℓ , in a way that is compatible with the chiral counting. The polynomials in the different channels are then related by
form factors: leading-order contribution, and contribution at one loop from unitarity in the s-channel.
In the kinematical range of interest, the discontinuities in both form factors and relevant meson-meson scattering amplitudes are limited to two-meson intermediate states [cf. examples of typical diagrams at one loop shown in Figs. 1 and 2] up to and including two-loop order. Discontinuities generated by states made of more than two mesons contribute only at higher orders, while discontinuities due to non-Goldstone intermediate states occur only at higher energies.
The above analysis provides an iterative set-up that may be used to construct the K e4 form factors at two loops through a two-step process, as illustrated schematically in Fig. 3 . The starting point is provided by the form factors and amplitudes at lowest order. Since these are given by at most first order polynomials in the corresponding Lorentz invariant kinematical variables, the computation of the lowest partial waves required for the one-loop discontinuities is a simple exercise. Likewise, finding the appropriate explicit representation of the one-loop functions with the prescribed discontinuities presents no particular difficulties. Things become less tractable with the implementation of the second iteration, which requires the partial-wave projections of the one-loop form factors and scattering amplitudes. For a discussion of some of the technical aspects related to the second iteration, we refer the interested reader to Ref. [36] . For our present aims, we fortunately need not go through the whole second iteration. Getting the real parts of the one-loop partial wave projections will be enough, and this part is still tractable in an analytic way.
IV. FIRST ITERATION: ONE-LOOP FORM FACTORS
Using the results displayed in the previous section, we give the general structure of the form factors F ab (s, t, u) and G ab (s, t, u) at one loop in terms of the lowest-order partial-wave projections of the various amplitudes involved. We then discuss the two instances of direct interest in greater detail, namely ab = +− and ab = 00, corresponding to the channels
form factors: typical rescattering diagrams involved in the reconstruction of the K + e4 form factors in the tand u-channels. 
A. The general case
At one loop, only the lowest-order expressions of the form factors and of the partial waves are required in the unitarity condition (II.25). As far as the form factors are concerned, they reduce to O(E 0 ) constants,
so that the corresponding lowest partial-wave projections are real and given by
We write for the lowest partial waves of the scattering amplitudes A
In contrast to the case of the ππ amplitude in the isospin limit [47, 48] , the lowest-order partial waves ϕ
(s) are in general not first-order polynomials in the variable s, due to the possible occurrence of unequal masses. But, considering that the corresponding scattering amplitudes are polynomials of at most first orders in the Mandelstam variables s,t,û at lowest order, and that the general expressions of the variableŝ t andû in terms of s and of the scattering angleθ are given by [
we deduce that
is a constant, while
is a polynomial of at most first order in s.
In order to build the functions Φ + and Φ − at this order, it is useful to notice that not only does the combination F ab P (s), defined in Eq. (II.24), vanish at lowest order, cf. Eq. (IV.2), but so does also its discontinuity along the positive real axis at order O(E 2 ). This is due to the fact that F ab (s, t, u) is constant at lowest order, and thus gives no contribution to f 
where we have normalized the one-loop corrections by F 2 0 , the square of the pion decay constant in the N f = 3 chiral limit [4] . The unitarity (i.e. non polynomial) contributions are given by
There exist many possibilities to express the functions ∆ ab F (s) and ∆ ab G (s) themselves, the differences being compensated by the polynomial parts P ab F (s, t, u) and P ab G (s, t, u). To make contact with the structure of the form factors at one loop as displayed in Ref. [41] , we may for instance write
where
and
(IV.12) HereJ ab (s) denotes the two-point scalar loop function subtracted at s = 0, which can be written in a dispersive form,J
Notice that the formulas given in Ref. [41] were expressed in terms of the scale-dependent renormalized functions
The difference that results from using one set of functions rather than the other is a polynomial of at most first order in the variables s, t, and u that can be absorbed in the (so far arbitrary) subtraction polynomials P ab F (s, t, u) and P ab G (s, t, u).
For the process K + → π + π − ℓ + ν ℓ the general structure of the form factors at one loop, as displayed in the equations (IV.7) and (IV.8) given above, leads to the following expressions (notice that we chose a somewhat different normalization from the general formulas given previously, by factorizing F 
The various intermediate states that occur in these expressions are listed in Tab. I and the associated form factors at lowest order are collected in Tab. II. Notice that a single intermediate state,
, and that G K − − LO = 0 has already been taken into account in the expression given above. We also recall that the absence of superscript on pion and kaon masses refers to the charged case. Likewise,J Kπ (s) stands forJ K ± π ± (s), and so on. The lowest-order scattering amplitudes, together with the corresponding parameters β
, are given in App. A. In the superscripts, the pion states are simply mentioned by their charges, e.g β
, and so on. Finally, at this order, the subtraction polynomials have the following structure:
(IV.20)
The subtraction constants π = MK /( √ 2F0), where F0 is the pion decay constant in the three-flavour chiral limit. In these expressions, ǫ1 and ǫ2 denote the two π 0 − η mixing angles, defined in App. A. relevant for the form factors F 00 (s, t, u) and G 00 (s, t, u).
For the decay mode K + → π 0 π 0 ℓ + ν ℓ , the expressions of the form factors at one loop follow from the equations (IV.7) and (IV.8) up to a change of normalization
The structure (IV.21) of the form factors, which involve only three functions ∆ 00 (s), A 00 (t), and B 00 (t), is a consequence of Bose symmetry [in the notation of Eq. (IV.7), we have A 00 (0), we again refer the reader to App. A. The form of the polynomials P 00 F (s, t, u) and P 00 F (s, t, u) is also restricted by Bose symmetry, and they have a somewhat simpler structure than in the channel with two charged pions:
The subtraction constants π 00 i,F/G are discussed in App. B.
V. ISOSPIN BREAKING IN THE PHASES OF THE TWO-LOOP FORM FACTORS
In this section we address the issue of isospin breaking in the phases of the form factors F +− (s, t, u) and G +− (s, t, u), building on the results obtained in the previous section, and on the discussion in Sec. II E. Since the low-energy ππ scattering amplitudes play a central role in this discussion, we first simplify the notation. Quantities related to the process (s), for instance. These changes are not only meant to make the notation more compact, but also to make contact with Ref. [36] , to which we will often refer in this section.
In the particular case we study here, the general formulas (II.32) and (II.33) read, for 4M
Here σ(s) and σ 0 (s) stand for the phase-space factors for two charged or two neutral pions, respectively:
and for any quantity A, o A denotes its counterpart in the isospin limit. Using F 00
, cf. Tab. II, and writing 
In agreement with Sec. V in Ref. [36] , we see that isospin-breaking effects take place in the S-wave phase shift through two types of contributions: the first two lines in Eq. (V.5) are universal as they depend only on ππ (re)scattering, whereas the last two are process-dependent as they involve isospin-breaking in the K ℓ4 form factors. For the third term, this dependence is not as explicit as for the last one, but one should recall that the factor −(1 + 2 √ 3ǫ 2 ) originates from the ratio F 00
, as shown in Tab. II. This is in contrast with the scalar form factors considered in Ref. [36] , where the corresponding ratio was equal to unity at lowest order. On the other hand, isospin breaking in the P -wave phase shift Eq. (V.2) is universal, in relation with our comments in Sec. II E concerning the presence of a single intermediate ππ state at low energy in this channel, even in presence of isospin breaking.
In order to relate the data from K ± e4 decays to the ππ phases shifts δ 0 (s) − δ 1 (s) in the isospin limit, we need to evaluate the isospin-breaking correction
at next-to-leading order. This requires the determination of the partial-wave projections f +− 0 (s, s ℓ ) and f 00 0 (s, s ℓ ) of the K ℓ4 form factors on the one hand, and on the other hand, the ππ partial waves ϕ
and ψ x 0 (s). We can rely on the results obtained in Ref. [36] , using in particular App. F therein, to express the latter in terms of the scattering lengths a ab and slope parameters b ab , c ab defined in App. A below.
We thus discuss the partial-wave projections f +− 0 (s, s ℓ ) and f 00 0 (s, s ℓ ) in greater detail. Starting with the former, we rewrite the integration over the angle θ +− in Eq. (V.6) as an integration over the variable t, so that
The range of integration is given by t
In the channel with two neutral pions, we obtain a similar expression,
The range of integration is now given by t
In order to perform the partial-wave projection, we need to evaluate the integrals in Eqs. (V.8) and in (V.11). They involve the functionJ ab (s) and the other loop functions defined in Eq. (IV.12). The indefinite integrals necessary in order to perform this step have been collected in App. C. We do not give the resulting explicit expressions for f +− 0 (s, s ℓ ) and for f 00 0 (s, s ℓ ), since they are rather lengthy and do not present any particular interest as such.
VI. NUMERICAL ANALYSIS A. Isospin breaking in the one-loop phases
Before collecting all the above elements to assess the isospin-breaking correction ∆ IB (s, s ℓ ) for the phases up to two loops, it is interesting to study the lowest-order case first from Eqs. (V.2) and (V.5) The widths of these bands result from the uncertainty on the quark mass ratio R. In the upper part of the figure, we have taken the value R = 37 ± 5 considered in Ref. [35] , while the lower part corresponds to the more recent determination R = 36.6 ± 3.8 from a review of lattice results [57] .
At this order, there is no isospin breaking in the P wave, ϕ 
We may contrast this expression with the result of Ref. [35] . Our expression agrees with the result obtained there provided that we consider Eq. (VI.2) and replace the scattering lengths a and furthermore take ǫ 2 = √ 3/(4R) (see App. B). Explicitly, this gives
In the notation of [35] , this last formula corresponds to the difference ψ 0 − δ 0 , with ψ 0 given by Eq. (6.1) of [35] . In these expressions, F is the value of the pion decay constant in the N f = 2 chiral limit, which is expected to be smaller than F π on general grounds [13, 58] , and for which estimates from lattice simulations are available [57] . For the sake of comparison with Ref. The widths of these bands results from the uncertainty on the quark mass ratio R = 37 ± 5.
B. Isospin breaking in the two-loop phases
Let us now discuss the two-loop phases. The previous sections have provided all the elements needed to compute the isospin-breaking corrections encoded in Eqs. (V.2) and (V.5). In these expressions, we distinguish universal contributions coming from ππ (re)scattering, denoted by the functions ϕ and ψ, and process-dependent contributions coming from K ℓ4 form factors. Following App. F in Ref. [36] , the former are expressed in terms of scattering parameters a ab , b ab , c ab and higher-order subthreshold parameters λ (1,2) ab . The latter are expressed in terms of subtraction constants for K ℓ4 form factors and of projection integrals of the parts generated by the unitarity condition, which are expressed in turn in terms of ratios of leading-order form factors Taken together, this leaves us with a rather large set of parameters not fixed by the general properties (unitarity, analyticity, chiral counting) on which we have built our approach. With a very large set of data in the various decay channels for both the moduli and the phases of the form factors, one could in principle contemplate the possibility to determine all the various parameters (subtraction constants, scattering lengths. . . ) involved in these expressions. However, despite the large statistics of the experimental data collected so far, this still remains out of reach at present. Our goal is however more modest, since we mainly wish to keep the dependence on the scattering lengths a 0 0 and a 2 0 in ∆ IB (s, s ℓ ). Additional information must be provided on the remaining parameters appearing in this quantity. We briefly describe how we have proceeded in each case.
• Concerning the quantities related to the ππ partial-wave projections, ϕ
, their expressions in terms of the corresponding threshold or subthreshold parameters (e.g. scattering lengths) are given in Sec. 4 and App. F of Ref. [36] . We have next related the relevant scattering lengths and slope parameters appearing in these expressions to the two S-wave scattering a 0 0 and a 2 0 in the isospin limit using the results of Ref. [36] . The details of this calculation and the resulting expressions can be found in App. A.
• For the other lowest-order two-meson scattering amplitudes contributing to the real parts of the form factors at one-loop, we have used the expressions shown in Tabs. XI (in App. A) and XII (in App. B), performing the identifications
This might not look quite at the same level of generality as in the case of the ππ amplitudes. In some cases, like for instance πK scattering, we could have used instead existing phenomenological information [59] . However, the numerical weight of all these contributions is quite small, well below the level of the uncertainties generated by the other terms, as as we will see below when discussing the numerical results. Therefore, the necessity to look for more elaborate treatments is not compelling.
• Finally, as far as the subtraction constants π ab i,F/G are concerned, we assume that N f = 3 χPT provides a reasonably accurate framework for their determination. In order to proceed in this direction, we first have to work out the relation of the constants π ab i,F/G to low-energy constants, tadpole and unitarity contributions coming from the one-loop expressions of the form factors. This identification is described in App. B, where we also provide explicit expressions of the subtraction constants in terms of low-energy constants and of the same parameters of scattering amplitudes β The numerical values for the various low-energy constants that occur in all these expressions are given in Tab. V. For the strong low-energy constants L i , we take as estimates the central values of the so-called O(p 4 ) fit in Refs. [60, 61] , and assign an uncertainty of ±0.5 · 10 −3 to each of the low-energy constants. For the electromagnetic counterterms k i and K i , we use resonance estimates obtained in N f = 2 and N f = 3 χPT [62, 63] . We recall that we assume (as already done in Refs. [35, 36] ) that the low-energy constants k i and K i involved in the theory without virtual photons are identical to those in the full theory, k i and K i . For a discussion of this aspect, we refer the reader to Ref. [36] . This identification induces a systematic theoretical error whose size is difficult to assess, but which will be assumed to be small compared to the other sources of uncertainties.
In addition to these inputs, we take for the isospin-breaking quantities [57] R = 36.6 ± 3.8 ,
where the replacement of ǫ 1,2 by their leading-order expression is justified by the smallness of higher-order corrections [4] . We also need the values of the ππ subthreshold parameters λ 1 and λ 2 , which we take from Ref.
[26]
In Sec. VII, after having performed a new analysis of NA48/2 data including isospin-breaking corrections, we will come back to these values. The above expressions also involve the pseudoscalar decay constant in the N f = 3 chiral limit m u = m d = m s = 0. Despite extensive studies, using either phenomenological information [61] or lattice simulations [57] , its value remains poorly known. General arguments based on the paramagnetic behaviour of the spectrum of the Dirac operator [13, 58] indicate that it should be smaller than its counterpart F in N f = 2 χPT, which is evaluated around 85 MeV by lattice simulations. On the other hand, recent fits of data to next-tonext-to-leading-order χPT suggest values of F 0 as low as 65 MeV [61] , in agreement with results obtained by considering lattice data in the framework of resummed χPT designed to cope with such low N f = 3 chiral order parameters [10] [11] [12] . In order to cover the span of possible values, we take
Finally, we have neglected the electron mass in our numerical evaluations (m e = 0). Before considering the full correction ∆ IB , it is instructive to separate the different contributions to (MeV) ∆π0,F ∆π1,F ∆π2,F ∆S ∆π3,G ∆ unitarity contributions, in the case of ∆π 0,F , the largest contribution comes from γ +−;K + K − , with several others (related to ππ → ππ and ππ → πη scattering) smaller but of comparable size. In the case of ∆π 1,F , the main individual contributions come from β +K − ;ηK 0 and ϕ 0K + ;ηK + S (0), largely canceling each other. A comment is in order concerning the sensitivity of ∆f 0 on the dilepton invariant mass s ℓ , as this is the only place where this kinematic variable will enter the isospin-breaking correction to the phases. A first dependence comes from the polynomial terms involving ∆π 2,F and ∆π 3,G . The contribution proportional to ∆π 2,F vanishes at s ℓ = 0 and remains very small all over phase space. For the values of a 0 0 , a 2 0 and the inputs considered here, one has ∆π 2,F ≃ (−1.5 GeV −2 ) × ∆π 0,F , which indicates that for the physical range of the dilepton invariant
2 , the contribution from ∆π 2,F is necessarily much smaller in magnitude than that from ∆π 0,F . The contribution proportional to ∆π 3,G is almost constant over the whole phase space (the values in Tab. VI would be identical for s ℓ = 0 at the level of accuracy taken here). A second dependence on s ℓ arises from the integrals in Eqs. (V.8) and (V.11), with an apparent singularity for s ℓ → (M K + − √ s) 2 due to negative powers of λ ℓK (s). However, if we expand the integrands around t = (t c + + t c − )/2 and t = (t n + + t n − )/2 before performing the integrals in Eqs. (V.8) and (V.11) respectively, we can show easily that only positive powers of λ ℓK (s) arise in ∆f 0 , with no singularities in s ℓ . The dependence of ∆f 0 on s ℓ turns out to be very mild: in the following, we will always set s ℓ = 0 -taking s ℓ = (M K + − √ s) 2 would affect our result for the isospin-breaking correction by much less than 1%, far less than the uncertainties induced by our inputs. The general situation described here remains unchanged for other values of the scattering lengths a We now turn to ∆ IB , the isospin-breaking corrections to the difference of phase shifts, and focus on the corrections in the S-wave, δ s (s, 0) − δ 0 (s), which can be split into different contributions:
The result of this splitting for s ℓ = 0 and for the same values of a 0 0 and a 2 0 as before is given in Tab. VII, which also displays the P -wave contribution and the total isospin-breaking correction ∆ IB (s, 0). The main contribution can be seen as coming, on the one hand, from pure phase-space effects in ∆ S [σϕ x 0 ], which dominates in the low-energy region, and on the other hand, from the significant (especially at higher energies) universal , with opposite signs. As in the case of the scalar and vector pion form factors discussed in Ref. [36] , we see that the form-factor dependent part tends to decrease the size of the correction, and a significant cancellation takes place between the universal and nonuniversal contributions to isospin breaking in the two-loop phase shifts. Even though the pattern is similar, one should also notice that the individual contributions are more significant in the case of the K ℓ4 form factor. The contributions to ∆ IB (s, s ℓ ) from the P -wave term, which are completely universal, are very small, in agreement with the results in Ref. [36] . Going away from s ℓ = 0 does not change the above picture, since only the factor ∆f 0 (s, s ℓ ) in ∆ S [f] introduces an s ℓ -dependence which, as we have already seen, remains well below the noise created by the uncertainties on the other inputs.
Finally, we can discuss how ∆ IB varies in the (a ) within the so-called Universal Band, we have computed the isospinbreaking difference ∆ IB , varying the various low-energy constants within their range to combine the resulting uncertainties in quadrature. The corresponding results are quoted in the left-hand part of Tab. VIII. The uncertainty quoted for ∆ IB results mainly from the variation of the three N f = 3 strong low-energy constants L 1 , L 2 , L 3 and the two N f = 2 electromagnetic constants k 1 and k 3 . The uncertainty on R plays only a minor role. Moreover, the uncertainty on our results is only very weakly dependent on the poorly known value of the decay constant in the three-flavour chiral limit. We observe that at large s, the correction is reduced compared to the leading-order results illustrated in Tab. IV. This is also illustrated in Fig. 6 , which can be compared to the lower plot of (s, s ℓ ) . This means that we have included effects belonging to higher orders in our chiral counting than those considered here. Indeed, at the order that we have been considering, we could have truncated the isospin-breaking corrections for the scattering parameters at tree level in all the contributions to ∆ IB (s, s ℓ ) starting at next-to-leading order (∆ S [ψ VIII. This truncation of the isospin-breaking contributions to the scattering parameters a +− , a x , b +− , and b x has a non-negligible impact on the isospin-breaking correction ∆ IB (s, s ℓ ) at large s. Let us notice that the size of this effect is covered by the uncertainties generated in any case by the variation of the inputs. This difference is part of higher orders than those considered here. As far as the differences shown by the two sides of Tab. VIII are representative for the size of these higher order effects, we could conclude that the next-to-leading approximation considered here is quite appropriate for the treatment of the data currently available.
Following a similar line, a comparison between Fig. 6 and the lower half of Fig. 4 provides an indication of the corrections when going from leading to next-to-leading order. As can be seen, the main impact is a flattening and a diminution of the corrections for large values of M ππ .
VII. RE-ANALYSIS OF NA48/2 RESULTS
We now come to a particularly interesting application of our present work. We will use our computation of the isospin-breaking correction ∆ IB (s, s ℓ ) as a function of the two scattering lengths a 0 0 and a 2 0 to perform an analysis of the available phase shifts from K ± e4 decays, as provided by the old Geneva-Saclay experiment [23] , the BNL-E865 experiment [24] , and finally the quite recent NA48/2 experiment [27, 28] at the CERN SPS. Actually, the high accuracy of the latter analysis dominates completely the discussion, and we will only consider the data coming from NA48/2 in the following.
We proceed along the lines of Ref. [26] , using the same solutions of the Roy equations in the isospin limit. As discussed extensively in Ref. [22] , the Roy equations rely on dispersive representations and data at higher energies to interpolate the phase shifts from threshold up to a matching point carefully chosen (taken at s 0 = 0.8 GeV) to ensure the unicity of the solution. The solution can be written as
where the Schenk parametrisation [65] involves coefficients A These expressions were obtained in the isospin limit, but we are now able to supplement them with the expression for isospin-breaking corrections derived in the previous sections. We can then fit the NA48/2 data on the S-P interference through a χ 2 function including isospin-breaking corrections
where we use the same input for the phases at the matching point θ 0 , θ 1 as in Refs. [22, 26] . In view of the discussion of the previous section, it is enough to evaluate both the central value of the isospin-breaking correction ∆ IB and its uncertainty δ∆ IB at s ℓ = 0. Actually, the S-P interference from the K ± e4 angular analysis provides a strong correlation between a 0 0 and a 2 0 , but a weaker constraint on each of them separately. We can circumvent this problem by performing the extended fit described in Ref. [26] , where we supplement the NA48/2 data set with information from the I = 2 S wave [78] in order to constrain each of the two scattering lengths more tightly. The corresponding χ 2 reads
For completeness, we also perform another fit proposed in the literature, using a theoretical constraint from N f = 2 χPT between a 0 0 and a 2 0 , which stems from the scalar radius of the pion [25] :
with θ 0 and θ 1 set at their central values, and with the constraint described by
The results of these analyses are shown in Fig. 7 , and summarised in Tab. IX. We perform the analysis both in presence and in absence of the isospin-breaking correction terms. We obtain results that are in good agreement with the ones from the NA48/2 collaboration for the S-P fit (so-called Model B in Ref. [28] : a 0 0 = 0.222 ± 0.013 and a 2 0 = −0.043 ± 0.009) but with slightly larger errors once isospin-breaking corrections are included. This is not surprising since our isospin-breaking correction varies with a 0 0 and a 2 0 . In addition, we notice that the outcome of our fit provides values of λ 1 and λ 2 which are compatible with our inputs, see Eq. (VI.7) -in agreement with the fact that the determination of these two subthreshold parameters has remained very stable over time [26, 66, 67] . We see that in absence of isospin breaking, larger values of a 0 0 are preferred, which brings in better agreement the extended fit (including data in I = 2 channel) with the scalar fit. Once isospin-breaking corrections are included, one recovers the mild discrepancy previously observed between these two kinds of fits [26] , whereas the larger uncertainty of the S-P fit covers both solutions.
The numbers presented in Tab. IX do not include a systematic error due the impact of higher orders. One can add a further systematic error to the fit due to higher orders by exploiting our discussion of truncation around Tab. VIII. An estimate of higher orders is thus provided by taking the difference of central values between the full or truncated expressions. If we combine this uncertainty in quadrature with the other uncertainties, it ) plane. The two black solid lines indicate the universal band where the two S-wave scattering lengths comply with dispersive constraints (Roy equations) and high-energy data on ππ scattering. The orange band is the constraint coming from the scalar radius of the pion given in Eq. (VII.5). The small dark (purple) ellipse represents the prediction based on N f = 2 chiral perturbation theory described in Ref. [25] . The three other ellipses on the left represent, in order of increasing sizes, the 1-σ ellipses corresponding to the scalar (orange ellipse), S-P (blue ellipse) and extended (green ellipse), respectively, when isospin-breaking corrections are included. The light-shaded ellipses on the right represent the same outputs, but obtained without including isospin-breaking corrections.
amounts numerically to multiplying δ∆ IB by a factor of ≃ √ 2, which changes barely the outcome of the above fits, as this error is much smaller than the experimental uncertainties involved.
Another way of assessing the systematics due to higher orders consists in using the one-loop expression of Eq. (VI.2) (and the value R = 36.6 ± 3.8) or performing the truncation discussed at the end of Sec. VI B, leading to the results in Tab. X. We notice that the various fits have slightly different outcomes from the previous results, mainly due to the fact that the isospin-breaking correction at large s is different at one and two loops. If we focus on the S-P fit (equivalent to the Model B fit performed in Ref. [28] ), the central values 9.08 ± 0. 28 8.94 ± 0.10 9.14 ± 0.04 9.02 ± 0.23 9.02 ± 0.11 9.21 ± 0.42 λ3 · 10 4 2.38 ± 0. 18 2.30 ± 0.14 2.32 ± 0.04 2.34 ± 0.18 2.34 ± 0.14 2.41 ± 3.67 λ4 · 10 for a 0 0 and a 2 0 shift by 0.002 and 0.0018 respectively when moving from leading-order to next-to-leading-order isospin-breaking corrections. This estimate can be compared to the impact of higher-order (actually next-toleading-order) contributions to isospin-breaking corrections, quoted in Tab. 5 in Ref. [28] as 0.0035 and 0.0005 for a 0 0 and a 2 0 , respectively. These estimates could be obtained following the χPT analysis of Ref. [35] , which proposed two very different estimations, either by varying the inputs entering the leading-order χPT estimate of isospin-breaking corrections (mainly the decay constant, similarly to Fig. 5 , varying F only between 86.2 and 92.2 MeV), or by considering the size of higher-order corrections for the scalar form factor of the pion (and assuming that the same correction applied to K + e4 form factors). From our own results in Tabs. IX and X, we agree with the estimate provided in Ref. [28] for the systematic uncertainty attached to a 0 0 (0.0035), but we consider that the systematics for a 2 0 (0.0005) has been underestimated (by a factor 3). Fortunately, the uncertainty on the results of the fit stemming from statistical (experimental) uncertainty is large enough to cover this underestimated systematic uncertainty. We can pursue this assessment of systematics one order higher by comparing the outcome of the S-P fits using the full and truncated versions of the isospin-breaking corrections at next-to-leading order. The scattering lengths a 0 0 and a 2 0 show a spread narrower than 0.001 and 0.0006 respectively, providing an indication of the systematics attached to higher orders (starting from nextto-next-to-leading order) and suggesting that these effects will affect our results for the scattering lengths in a very marginal way.
Once the scattering lengths in the isospin limit have been determined, we can test N f = 2 χPT by comparing the dispersive and chiral descriptions of the low-energy ππ amplitude in the isospin limit. First, the solutions of the Roy equations are used to reconstruct the ππ amplitude in the unphysical (subthreshold) region where χPT should converge particularly well. As explained in Refs. [47, 48] and recalled in Ref. [26] , in the isospin limit, one can describe the ππ amplitude in terms of only six parameters (α, β, λ 1 , λ 2 , λ 3 , λ 4 ) up to and including terms of order (E/Λ H ) 6 in the low-energy expansion. These subthreshold parameters yield the N f = 2 chiral low-energy constantsl 3 ,l 4 , or equivalently the two-flavour quark condensate and pion decay constant measured in physical units
by matching the chiral expansions to the subthreshold parameters α, β. These expansions are expected to exhibit a good convergence since they involve the ππ scattering amplitude far from singularities. The corresponding values of the subthreshold parameters and of the chiral low-energy constants are gathered in Tab. IX. For comparison, we also show the results obtained without including the isospin corrections. One should emphasize that the minor difference in a 2 0 between the three fits once isospin-breaking corrections are included is sufficient to yield significant differences in the estimate of the N f = 2 chiral order parameters and low-energy constants.
Following the discussion of Ref. [26] , we take as our final results for the reanalysis of the NA48/2 data the first two columns of Tab. IX, i.e. the S-P fit and the extended fit including isospin-breaking corrections. These two analyses indeed are mostly driven by experiment and do not involve additional theoretical assumptions (contrary to the scalar fit). The extended fit includes I = 2 data in order to constrain the two S-wave scattering lengths more precisely, which leads to a smaller value of a 2 0 , a negativel 3 and a smaller two-flavour quark condensate compared to the S-P fit. In the two fits, both X(2) and Z(2), i.e. the two-flavour quark condensate and decay constant in physical units, are close to 1 indicating a fast convergence of N f = 2 chiral expansions.
VIII. SUMMARY AND CONCLUSIONS
K ℓ4 decays provide a very accurate probe of low-energy ππ scattering, and thus constitute a crucial test of chiral symmetry breaking in the N f = 2 chiral limit (m u , m d → 0). Powerful methods have been devised to extract information on the pattern of chiral symmetry breaking from the interference between S and P waves in this decay. The Roy equations, based on dispersion relations, allow one to describe S-and P -wave ππ phase shifts in terms of the two S-wave scattering lengths a 0 0 and a 2 0 . Solutions to these equations can be constructed using data at higher energies, for a range of values of the scattering lengths inside the Universal Band. However, these solutions have been obtained in the isospin limit, while the level of accuracy reached by recent K ℓ4 data requires isospin-breaking corrections to be applied before the above methods can be implemented.
The effects of real and virtual photons are taken into account at the level of the data analyses, but the isospin violations induced by the difference between charged and neutral pion masses have to be assessed theoretically. This has been done in Chiral Perturbation Theory, with the S-and P -wave phases accounted for at lowest order [35] . In principle the result obtained this way can be used only for values of the S-wave scattering lengths very close to their values predicted by χPT, which is precisely to be put under test by the data in question. In order to address the issue of isospin-breaking corrections when a 0 0 and a 2 0 can take values outside this very narrow range, one needs a framework where the usual expansion in powers of energy divided by a typical hadronic scale Λ H ∼ 1 GeV can be implemented, while keeping at the same time the values of the scattering lengths as arbitrary parameters, requiring only that they behave dominantly as quantities of order O(E 2 /Λ 2 H ) in the low-energy expansion. Such a framework has been presented here. It starts with a dispersive representation of the form factors with an adequate (from the point of view of the low-energy expansion) number of subtractions. Implementing the general properties of analyticity, unitarity and crossing, we have shown that this dispersive representation allows for an iterative construction of the relevant K ℓ4 form factors up to and including next-to-next-to-leading order in the low-energy expansion. Isospin-breaking effects due to the pionmass differences arise naturally, and the resulting expressions depend on a limited set of subtraction constants and of scattering data corresponding to the various two-meson intermediate states that can contribute to the unitarity sum in the energy range covered by the K ℓ4 decay.
Along with the form factors themselves, our approach also requires the similar iterative construction of the ππ scattering amplitudes in various channels, in the presence of isospin breaking. This aspect had been dealt with in Ref. [36] [where the same method as here has also been applied to the pion vector and scalar form factors for illustration]. We have gone through the first step of this iteration explicitly, and we have shown that the resulting expressions of the K ℓ4 form factors F and G can be brought into a form that displays the same structure, dictated by unitarity and chiral counting, as the calculations performed directly in χPT at one loop, but without the restriction on the scattering lengths that restrains the scope of the latter. We have briefly indicated how one could proceed from this result, through a second iteration, towards a representation of the form factors valid at two loops and accounting for isospin breaking properly. We have not pursued the matter further in the present work, focusing on the phases of the two-loop form factors.
First, we have obtained the expression for the phases at leading order for general values of a 0 0 and a 2 0 . It reduces to the results obtained previously in χPT [35] once we identify the two scattering lengths with their tree-level χPT expressions. We have analysed the effect of varying the S-wave scattering lengths within a reasonable range of values allowed by the solutions of the Roy equations, and we have found that it could be significant, even when the uncertainties generated by the various inputs are taken into account.
Going beyond leading order, we have seen that a discussion of the phases at next-to-leading order requires only the one-loop form factors and ππ amplitudes, as well as the imaginary parts of the two-loop form factors. The latter follow from the former through the unitarity condition. We have analysed the resulting expressions for isospin breaking in the experimentally measured difference of phase shifts ∆ IB , which contain both universal contributions (from ππ scattering) and process-dependent ones (stemming from form factors). This is the first place where a dependence with respect to s ℓ , the square of the dilepton invariant mass, becomes possible. We have shown that this dependence remains actually very weak, well below the level of sensitivity allowed by the uncertainties introduced by the various numerical inputs in our theoretical treatment, or, for that matter, by the experimental error bars on the data themselves. Working at s ℓ = 0, we have shown that the next-to-leading corrections have an impact on the determination of the scattering lengths a 0 0 and a 2 0 , but the values obtained remain compatible, within the error bars, with those that result from an analysis at leading-order only.
At two loops, the results are affected by somewhat larger uncertainties, due to a larger number of inputs contributing in a non negligible way to the result. One observes a significant cancellation between processdependent and universal contributions, leaving most of isospin breaking to differences in phase spaces and form factor normalisations. ∆ IB shows significant variations when a 0 0 and a 2 0 are away from the chiral prediction. We have studied truncation effects in the matching between the dispersive subtraction parameters and their chiral expansion, and found that the effect was within the uncertainty stemming from the variation of the inputs. This leads us to expect that our results are stable with respect to effects of higher orders than those considered here. We have finally reanalysed the recent NA48/2 data using our correction for isospin breaking, leading to results in agreement with the NA48/2 analyses based on the estimate of isospin-breaking corrections from Ref. [35] .
In summary, we have extended the previous work of Ref. [35] on isospin breaking in K ℓ4 decays in two respects. First, we have devised a formalism which allows us to keep the scattering lengths as free parameters in the corrections to the phases of the form factors arising from isospin breaking. Second, we have determined the corrections to the phases in this general framework at next-to-leading order.
A natural extension of our work would consist in working out not only the phases, but also the real parts of the K ℓ4 form factors, in order to compute isospin breaking in these quantities which are experimentally available. In view of Ref. [36] where the pion vector and scalar form factors have been expressed up to two loops, and contrary to the case of the phases, a full analytical treatment seems out of reach. But the outcome would involve a limited number of one-dimensional dispersive integrals amenable to a numerical treatment. For instance, it would provide a theoretical framework suitable to analyse the cusp recently observed by the NA48/2 experiment in K ± → π 0 π 0 e ± ν e [68] . The same approach could also be used to address the effects of mass differences in other low-energy observables or to provide phenomenologically useful representations for them, see e.g. Refs. [69] [70] [71] [72] for some examples.
πK and other scattering amplitudes at lowest order
Typically, the amplitudes of interest are of the general form
This form is preserved under crossing. For instance
Equivalently, one may write A (s), as defined in Eqs. (IV.5) and (IV.6), respectively. Some of these coefficients are given, at lowest order, in Tab. XI. Those not shown in this table can be obtained through the crossing relations given above. These expressions involve the two mixing angles ǫ 1 and ǫ 2 , defined in terms of the isospin-breaking matrix elements of the flavour-diagonal octet axial currents [4] . At linear order in isospin breaking, we have
which at lowest order read
Finally, one has
with the crossing relations
ππ scattering amplitudes
The ππ scattering amplitudes have already been discussed in quite some detail in [36] , see in particular App. F therein. We need the following lowest-order partial-wave projections The parameters entering these amplitudes in terms of a 0 0 and a 0 2 (the S-wave scattering lengths in the isospin limit, in the isospin channels I = 0 and I = 2, respectively) can be obtained at the lowest order upon combining the formulas (3.3), (3.4) , and (3.5) of Ref. [36] , which gives [ [36] , combined with the formulas (F.8)-(F.12) of that same reference. Likewise, the formulas for a +− , a x , b +− , and b x need also to be determined at next-to-leading order. In the case of the scattering lengths, this can be achieved upon using the expressions (F.13) and the formulas given in Appendix E of [36] [79]. The result reads 
When we consider isospin-breaking corrections to the phase shifts at next-to-leading order, we also need a +0 , a ++ and a 00 from the universal contributions due to ππ (re)scattering. These scattering parameters enter only next-to-leading order corrections, and are thus needed at leading order. However, we will also estimate the impact of higher-order effects in the isospin-breaking corrections to the phase shifts by comparing the numerical results obtained using either leading-or next-to-leading-order expressions for these scattering parameters. The latter read
where the last term in Eq. (A.15) comes from the expansion ofJ(4M 2 π 0 ) in powers of ∆ π (see the expression of a 00 in Eq. (F.13) in Ref. [36] ). We have also
whereas b +0 = b x /2. In each case, the first term on the right-hand side of the equation corresponds to the leadingorder contribution while further contributions are chirally suppressed. The combinations K ab i of electromagnetic low-energy constants appearing in these expressions are given in Eq. (E.4) of [36] . In Eq. (E.3) of the same reference, one also finds the connection between the subthreshold parameters λ (1,2) ab in presence of isospin and those in the isospin limit, λ 1,2 . In both cases, the ππ subthreshold parameter β defined in the isospin limit is involved. For our purposes, it is only needed at lowest order, where it is related to the two S-wave scattering lengths by
Appendix B: Subtraction polynomials
The expressions of the one-loop K ℓ4 form factors obtained in Sec. IV involve subtraction polynomials P ab F (s, t, u) and P ab G (s, t, u), which themselves depend on a certain number of coefficients π ab i,F/G , that will be discussed in this appendix.
In the effective theory framework, the subtraction coefficients are given in terms of the low-energy constants and chiral logarithms. It is therefore possible to extract the expressions of the polynomials P ab F (s, t, u) and P ab G (s, t, u) from a comparison of the expressions obtained in Secs. IV B and IV C with a one-loop computation of the relevant form factors. Although such computations, including isospin breaking, are available, it is only necessary to compute the contributions from the tree diagrams and from the tadpoles, since we have been careful in expressing the unitarity parts in terms of the appropriate loop functions. All we need to take into account from the unitarity parts are the terms generated by the differences betweenJ ab and J r ab , or between M ab and M r ab . As far as the tree-level contributions are concerned, they include those arising from the strong N f = 3 low-energy constants L i [4] , and those coming from the counterterms K i describing isospin-breaking corrections [73] . The tadpole contributions are most easily computed upon using the corresponding expression of the one-loop generating functional [4] . We have actually redone this calculation, taking into account the contributions from the mixing angles ǫ 1 and ǫ 2 .
We want to stress that only tadpoles generated by the kinematic term with two covariant derivatives at lowest order contribute to the K e4 form factors at one loop. Therefore, their dependence on the meson masses comes from the invariant products of the meson momenta involved, and are not reconstructed from the B 0 term in the leading-order N f = 3 chiral Lagrangian [4] . According to the chiral counting, these tadpoles contribute only to π +− 0,F , π +− 0,G , and π 00 0,F at the one-loop order. These three quantities will thus require a separate discussion once we have dealt with the remaining subtraction constants.
In order to illustrate the procedure just outlined, let us consider in some detail the case of π Here and in what follows, we drop contributions that are of second order in isospin breaking whenever convenient (e.g. quadratic terms in the mixing angles ǫ 1,2 ). Our expressions and statements will always be exact up to isospin-violating corrections of higher order. Concerning π +− 3,F , we thus find 
Equivalently, we can rewrite the expression for π +− 3,F in a manner where scale independence is manifest, upon eliminating the last term such as to make appear the differences k Kπ (µ) − k ηK 0 (µ) and k K 0 π 0 (µ) − k ηK 0 (µ) only (the result of this operation is shown below). Concerning the remaining coefficients in the channel with two charged pions, we proceed along similar lines. Besides L 3 , their expressions also involve the renormalized low-energy constants L simplify these expressions further, we obtain the following manifestly scale-independent formulas
In the channel with two neutral pions, some coefficients vanish due to Bose symmetry, see Eq. (IV.23). For the remaining ones, we obtain manifestly scale-independent expressions
latter, we obtain the somewhat lengthy expressions where the coefficients Γ i were worked out in [4] , and the coefficients Σ i can be obtained from the coefficients Σ i of Ref. [73] , as explained in Ref. [36] : (0) are requested, in addition to the information already provided by Tab. XI. These expressions can be found in Tab. XII. The lowest-order expressions of the masses and mixing angles are also needed, see Refs. [4] and [73] . Scale invariance is achieved through identities which, e.g. in the case of π +− 0,F and at lowest order, relates the combination 8(2 m+ m s )B 0 to a certain combination of masses and parameters describing the lowest-order scattering amplitudes, which multiply the chiral logarithms arising from the tadpole and loop contributions. Instead, one may use this identity in order to rewrite π +− 0,F in an equivalent form, which is explicitly scale independent but with no explicit reference to B 0 any longer The uncertainty δ∆ IB (s, s ℓ ) induced by the variation of the inputs is approximated at the level of 0.01 mrad for the same range of a with the values of the coefficients d ijkl given in Tab. XIV. We recall that s ℓ is constrained to lie within 0 and
, so that 0 ≤ s ℓ /(4M 2 π ) ≤ 0.6. The size of the coefficients c ijkl and d ijkl indicate that the central value ∆ IB is insensitive to the value of s ℓ in the range considered here, whereas δ∆ IB exhibits a very mild dependence. [77] In this paper, we consider only CP-even "strong" phases, and discard any CP-odd "weak" phases.
[78] The isospin-breaking corrections attached to the I = 2 channel cannot be estimated in our framework and are certainly subleading compared to the large uncertainties for this set of data.
[79] We take this opportunity to correct three typos in Apps. E and F in this reference. In Eq. (E.3), the term proportional to Lπ in βx should read (10β − 7α)β instead of (13α − 10β)β. In Eq. (F.4), the expression given for P x (s, t, u) is actually that for −P x . In Eq. (F.13), the term proportional toJ0(4M 
