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Abstract
In this paper, we consider the problem of estimating the eigenvalues and
eigenfunctions of the covariance kernel (i.e., the functional principal compo-
nents) from sparse and irregularly observed longitudinal data. We approach
this problem through a maximum likelihood method assuming that the covari-
ance kernel is smooth and finite dimensional. We exploit the smoothness of the
eigenfunctions to reduce dimensionality by restricting them to a lower dimen-
sional space of smooth functions. The estimation scheme is developed based on
a Newton-Raphson procedure using the fact that the basis coefficients represent-
ing the eigenfunctions lie on a Stiefel manifold. We also address the selection
of the right number of basis functions, as well as that of the dimension of the
covariance kernel by a second order approximation to the leave-one-curve-out
cross-validation score that is computationally very efficient. The effectiveness
of our procedure is demonstrated by simulation studies and an application
to a CD4 counts data set. In the simulation studies, our method performs
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well on both estimation and model selection. It also outperforms two exist-
ing approaches: one based on a local polynomial smoothing of the empirical
covariances, and another using an EM algorithm.
Keywords : longitudinal data, covariance kernel, functional principal components,
Stiefel manifold, Newton-Raphson algorithm, cross-validation.
1 Introduction
In recent years there have been numerous works on data that may be considered as
noisy curves. When the individual observations can be regarded as measurements on
an interval, the data thus obtained can be classified as functional data. For analysis
of data arising in various fields, such as longitudinal data analysis, chemometrics,
econometrics, etc. [Ferraty and Vieu (2006)], the functional data analysis viewpoint
is becoming increasingly popular. Depending on how the individual curves are mea-
sured, one can think of two different scenarios - (i) when the individual curves are
measured on a dense grid; and (ii) when the measurements are observed on an ir-
regular, and typically sparse set of points on an interval. The first situation usually
arises when the data are recorded by some automated instrument, e.g. in chemo-
metrics, where the curves represent the spectra of certain chemical substances. The
second scenario is more typical in longitudinal studies where the individual curves
could represent the level of concentration of some substance, and the measurements
on the subjects may be taken only at irregular time points.
In these settings, when the goal of analysis is either data compression, model
building or studying covariate effects, one may want to extract information about the
mean, variability, correlation structure, etc. In the first scenario, i.e., data on a regular
grid, as long as the individual curves are smooth, the measurement noise level is low,
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and the grid is dense enough, one can essentially treat the data to be on a continuum,
and employ techniques similar to the ones used in classical multivariate analysis.
However, the irregular nature of data in the second scenario, and the associated
measurement noise require a different treatment.
The main goal of this paper is the estimation of the functional principal compo-
nents from sparse, irregularly, observed functional data (scenario (ii)). The eigen-
functions give a nice basis for representing functional data, and hence are very useful
in problems related to model building and prediction for functional data [see e.g.
Cardot, Ferraty and Sarda (1999), Hall and Horowitz (2007), Cai and Hall (2006)].
Ramsay and Silverman (2005) and Ferraty and Vieu (2006) give an extensive survey
of the applications of functional principal components analysis (FPCA).
The focus throughout this paper thus is in the estimation of covariance kernel of
the underlying process. Covariance is a positive semidefinite operator. The space
of covariance operators is a nonlinear manifold. Thus, from statistical as well as
aesthetic point of view, it is important that any estimator of the covariance is also
positive semidefinite. Moreover, Smith (2005) gives a compelling argument in favor
of utilizing the intrinsic geometry of the parameter space in the context of estimating
covariance matrix in a multivariate Gaussian setting. He obtains Crame´r-Rao bounds
for the risk, that are described in terms of intrinsic gradient and Hessian of the log-
likelihood function. This work brings out important features of the estimators that
are not obtained through the usual Euclidean viewpoint. It also provides a strong
motivation for a likelihood-based approach that respects the intrinsic geometry of
the parameter space. In this paper, we shall adopt a restricted maximum likelihood
approach and explicitly utilize the intrinsic geometry of the parameter space when
fitting the maximum likelihood estimator.
Now we shall give an outline of the model for the sparse functional data. Suppose
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that we observe n independent realizations of an L2-stochastic process {X(t) : t ∈
[0, 1]} at a sequence of points on the interval [0, 1] (or, more generally, on an interval
[a, b]), with additive measurement noise. That is, the observed data {Yij : 1 ≤ j ≤
mi; 1 ≤ i ≤ n} can be modeled as :
Yij = Xi(Tij) + σεij , (1)
where {εij} are i.i.d. with mean 0 and variance 1. Since X(t) is an L
2 stochastic
process, by Mercer’s theorem [cf. Ash (1972)] there exists a positive semi-definite
kernel C(·, ·) such that Cov(X(s), X(t)) = C(s, t) and each Xi(t) has the following
a.s. representation in terms of the eigenfunctions of the kernel C(·, ·) :
Xi(t) = µ(t) +
∞∑
ν=1
√
λνψν(t)ξiν , (2)
where µ(·) = E(X(·)) is the mean function; λ1 ≥ λ2 ≥ . . . ≥ 0 are the eigenvalues
of C(·, ·); ψν(·) are the corresponding orthonormal eigenfunctions; and the random
variables {ξiν : ν ≥ 1}, for each i, are uncorrelated with zero mean and unit variance.
In the observed data model (1), we assume that {Tij : j = 1, . . . , mi} are randomly
sampled from a continuous distribution. In the problems we shall be interested in,
the number of measurements mi is typically small.
Our estimation procedure is based on the assumption that the covariance kernel
C is of finite rank, say r; and the representation of the eigenfunctions {ψν}
r
ν=1 in a
known, finite, basis of smooth functions. This results in an orthogonality constraint
on the matrix of basis coefficients, say B, as described in Section 2. Specifically, the
matrix B lies in a Stiefel manifold, that is the space of real valued matrices with
orthonormal columns. Our estimation procedure involves maximization of the log-
likelihood under the working assumption of normality, satisfying the orthonormality
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constraint on B. To implement this, we employ a Newton-Raphson algorithm based
on the work by Edelman, Arias and Smith (1998) for optimization on a Stiefel man-
ifold, that utilizes its intrinsic Riemannian geometric structure. As a remark, the
procedure we proposed here is intrinsically nonlinear. Linear estimation procedures
for covariance, that assume the basis representation framework, have been studied
by various authors including Cardot (2000), Rice and Wu (2001), and Besse, Cardot
and Ferraty (1997).
At this point, we would like to mention the main contributions of this paper.
The approach based on utilizing the intrinsic geometry of the parameter space in
the context of covariance estimation using a maximum likelihood approach is new.
The resulting estimation procedure can handle different regimes of sparsity of data
efficiently. Its implementation is computationally challenging in the current context
because of the irregular nature of the measurements. The resulting estimator is very
accurate, based on the simulation studies we conducted. The geometric viewpoint
has further important implications. Selection of an appropriate model in the context
of longitudinal data is of great importance, and devising a computationally practi-
cal, yet effective, model selection procedure remains a challenge [cf. Marron et al.
(2004), p. 620]. It is well-known that the computational cost of the usual leave-
one-curve-out cross-validation score (for selecting the dimension of the basis used in
the representation) is prohibitive. We utilize the geometry of the parameter space to
derive an approximation of the CV score that is computationally very efficient. This
is another main contribution of this paper. Finally, our approach involves analysis
of the gradient and Hessian of the log-likelihood. A detailed asymptotic analysis of
any estimation procedure based on the likelihood necessarily involves understanding
of these objects and the geometry of the parameter space. The work presented here
serves as a first step in this direction.
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Before ending this section, we give a brief overview of the existing literature on
FPCA. The idea of maximizing the restricted likelihood is in the same framework
as that studied by James, Hastie and Sugar (2000), who propose an EM algorithm
to maximize the log-likelihood. However, there are important differences between
the proposed approach and the EM approach. First, the EM algorithm results in
an estimator not necessarily satisfying the orthonormality constraints, that is, being
outside the parameter space, which is corrected through an eigen-decomposition. But
nevertheless, this can lead to an inefficient estimator. Secondly, the EM algorithm
does not set the intrinsic gradient of the log-likelihood to zero. Therefore it does not
utilize the redundancy in the optimization problem induced by the orthonormality
constraints. This could also result in a loss of efficiency in estimation since the value
of the objective function may stabilize even though the optimal parameter value in
the restricted space may not have been attained. On the other hand, our approach
addresses the problem of finding the optimal parameter value more directly. Moreover,
the approximate CV score proposed in Section 4 rely heavily on the gradient of the
objective function being zero at the estimator, which is not satisfied by the EM
algorithm, but is one property of our proposed estimator.
We already mentioned the basis representation approach. Another approach to
FPCA is through kernel smoothing. In this approach, the i-th curve is pre-smoothed
by taking weighted average of {Yij}
mi
j=1’s where the weights are evaluations of a kernel
centered at the time points {Tij}
mi
j=1. Unfortunately, when the number of measure-
ments is small, this procedure results in a highly biased estimate of the covariance ker-
nel as demonstrated by Yao, Mu¨ller and Wang (2005). These authors thus propose to
estimate the covariance by local polynomial smoothing of the empirical covariances at
observed pairs of time points {(Tij, Tij′) : i = 1, · · · , n, 1 ≤ j 6= j
′ ≤ mi}. Hall, Mu¨ller
and Wang (2006) prove optimality of this procedure under rather weak assumptions
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on the process for optimal choice of bandwidths. Their work clearly separates the
problem of estimating the covariance and its eigenfunctions, and identifies the latter
as a one dimensional nonparametric function estimation problem. In spite of its nice
asymptotic properties, there are some aspects of the local polynomial method that
are somewhat unsatisfactory. First, it does not ensure a positive semi-definite esti-
mate of the population covariance kernel. A common practice to fix that is through
projection, however this can lead to an inefficient estimator. Secondly, this procedure
sometimes results in a negative estimate of the error variance σ2. In contrast, the
proposed procedure gives positive semi-definite estimate as well as positive estimate
of σ2.
The novelty of our work is the explicit utilization of the intrinsic geometry of the
parameter space, which results in more efficient estimators. Moreover, this enables an
efficient approximation of the cross validation score. As far as we know, an efficient
cross validation based model selection procedure has not been discovered for most
of the existing procedures in this field, including the two approaches we mentioned
above. Simulation studies presented in Section 5 indicate a significant improvement
of the proposed method over both EM (James et al. (2000)) and local polynomial
(Yao et al.(2005)) approaches, as well as a satisfactory performance in model selection
based on the approximate CV score derived in Section 4. We also want to empha-
size that, the estimation procedure presented in this paper should be regarded as a
demonstration of the usefulness of the geometric viewpoint while tackling a complex
statistical problem. Even though our focus throughout this paper remains on solv-
ing the problem described above, the tools developed here can be easily extended
to other situations that involve matrix-valued parameters with orthonormality con-
straints. Two such examples are discussed in Section 7.
The rest of the paper is organized as follows. In Section 2, we describe the re-
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stricted maximum likelihood framework. In Section 3, we give an outline of the
Newton-Raphson algorithm for optimization on Stiefel manifolds. In Section 4, we
derive an approximation to the leave-one-curve-out cross-validation score. Section 5 is
devoted to detailed simulation studies and the comparison and discussion of the per-
formance of various procedures. In Section 6, the proposed procedure is illustrated
through an application to a CD4 counts data set. In Section 7, we discuss some
possible extensions and future works. Technical details are given in the appendices.
Tables, Figures and supplementary material are attached at the end.
2 Restricted MLE framework
We first describe the basis representation framework. Under some weak conditions
on the stochastic processes (like L2-differentiability of certain order, see, e.g. Ash
(1972)), the eigenfunctions have some degree of smoothness. This assumption has
been used in various studies, including Boente and Fraiman (2000), Cardot (2000),
James et al. (2000), Yao et al. (2005, 2006), and Hall et al. (2006). Smoothness of
the eigenfunctions means that they can be well approximated in some stable basis
for smooth function classes, e.g. the B-spline basis [Chui (1987)]. If in addition, in
model (2), we assume that λν = 0 for ν > r, for some r ≥ 1, then we can choose a
finite set of linearly independent, L2 functions {φ1(·), . . . , φM(·)} with M ≥ r, such
that eigenfunctions can be modeled as ψν(·) =
∑M
k=1 bkνφk(·) for ν = 1, . . . , r. Then,
for every t,
ψ(t)T := (ψ1(t), . . . , ψr(t)) = (φ1(t), . . . , φM(t))B (3)
for an M × r matrix B = ((bkν)) that satisfies the constraint
BT (
∫
φ(t)φ(t)Tdt)B =
∫
ψ(t)ψ(t)Tdt = Ir, (4)
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where φ(·) = (φ1(·), . . . , φM(·))
T . Since the M ×M matrix
∫
φ(t)φ(t)Tdt is known
and nonsingular, without loss of generality, hereafter we assume BTB = Ir, by or-
thonormalizing {φ1(·), . . . , φM(·)}.
Here, we are assuming a reduced rank model for the covariance kernel as in James
et al. (2000). This model can be motivated as follows. Suppose that the covariance
kernel C(s, t) of the underlying process has the infinite Karhunen-Loe´ve expansion:
C(s, t) =
∞∑
k=1
λkψk(s)ψk(t), (5)
where λ1 ≥ λ2 ≥ · · · ≥ 0,
∑∞
k=1 λk <∞, and {ψk}
∞
k=1 forms a complete orthonormal
basis for L2[0, 1]. The condition
∑∞
k=1 λk <∞ implies that λk → 0 as k →∞. Also,
the orthonormality of the eigenfunctions {ψk} implies that ψk typically gets more
and more “wiggly” as k increases, at least for most reasonable processes with smooth
covariance kernel. Therefore, modeling the full covariance kernel remains a challenge.
However, one can truncate the series on the RHS of (5) at some finite r ≥ 1 to get
the projected covariance kernel
Crproj(s, t) =
r∑
k=1
λkψk(s)ψk(t). (6)
Note that ‖ C−Crproj ‖
2
F=
∑∞
k=r+1 λ
2
k. Thus, as long as the eigenvalues decay to zero
fast, even with a relatively small r, the approximation Crproj only results in a small bias.
This motivates the choice of a finite rank model as described above. Furthermore,
the restriction to reduced rank model helps in modeling the eigenfunctions as well.
If ψk for larger k are more wiggly, it takes a lot more basis functions to represent
them well. On the other hand, for a model with r relatively small, we can get good
approximations to the eigenfunctions with a moderate number of basis functions.
Of course, in practice one could encounter situations for which the projected kernel
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Crproj is not a good approximation for any small value of r. This will for example
happen if the eigenvalues are decaying slowly. Then in the modeling step one needs
to choose large r. However under such situations, there is an intrinsic instability of the
estimates of the eigenfunctions, as it is well known that, the estimation error grows
inversely with the gap between successive eigenvalues. Moreover, it is harder to choose
the sufficient rank r by a model selection procedure if it is too large. Appropriate
statistical methods to deal with such data still need to be developed.
Finally, it is worthwhile to point out some advantages of the reduced rank formu-
lation over the mixed effects model by Rice and Wu (2000), as also noted by James
et al. (2000). Notice that, in the unconstrained mixed effects model, one needs to
model the covariance kernel using a full-rank representation. Thus if one usesM basis
functions to represent it, there are M(M + 1)/2 basis coefficients of the covariance
kernel that need to be estimated. When the observations are sparse, this could lead to
an over-parametrization, and it will result in highly variable estimates. Furthermore,
if one uses a maximum likelihood approach, the over-parametrization would cause a
very rough likelihood surface, with multiple local maxima. Therefore, restricting the
rank of the covariance kernel can also be viewed as a form of regularization of the
likelihood.
If one assumes Gaussianity of the processes, i.e., ξiν
i.i.d.
∼ N(0, 1) and εij
i.i.d.
∼
N(0, 1), and they are independent, then under the assumption (3), the negative log-
likelihood of the data, conditional on {(mi, {Tij}
mi
j=1)}
n
i=1 is given by
− logL(B,Λ, σ2) = const.+
1
2
n∑
i=1
Tr[(σ2Imi + Φ
T
i BΛB
TΦi)
−1(Yi − µi)(Yi − µi)
T ]
+
1
2
n∑
i=1
log |σ2Imi + Φ
T
i BΛB
TΦi|, (7)
where Λ is the r×r diagonal matrix of non-zero eigenvalues of C(·, ·),Yi = (Yi1, . . . , Yimi)
T
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and µi = (µ(Ti1), . . . , µ(Timi))
T are mi × 1 vectors, and Φi = [φ(Ti1) : . . . : φ(Timi)]
is an M ×mi matrix. One can immediately see that the difficulty with the maximum
likelihood approach mainly lies in the irregularity of the form of the objective function
(7), and the fact that the parameter B has orthonormal constraints (4). Moreover,
this is a non-convex optimization problem with respect to the parameters.
We propose to directly minimize (7) subject to (4) by a Newton-Raphson algo-
rithm on the Stiefel manifold, whose general form has been developed in Edelman et
al. (1998). The proposed estimator is
(B̂, Λ̂, σ̂2) = arg min
B∈SM,r ,(Λ,σ2)∈Θ
− logL(B,Λ, σ2),
where Θ = Rr+1+ , and SM,r := {A ∈ R
M×r : ATA = Ir} is the Stiefel manifold of
M × r real-valued matrices (with r ≤ M) with orthonormal columns. The Newton-
Raphson procedure involves computation of the intrinsic gradient and Hessian of the
objective function, and on convergence, it sets the gradient to zero. Thus the proposed
estimator solves the score equation:
∇(B,Λ,σ2) logL(B,Λ, σ
2) = 0.
We shall discuss the details of this algorithm and its implementation in Section 3.
It is important to note that, one does not need to assume Gaussianity in order to
carry out the proposed estimation as well as model selection using the approximated
CV score derived in Section 4. This is because (7) is a bona fide loss function. Thus
the Gaussianity should be viewed as a working assumption which gives the form of
the loss function. It is assumed throughout that (7) is differentiable with respect to
the eigenvalues and eigenfunctions. This in turn depends on the assumption that
all the nonzero eigenvalues of the covariance kernel are distinct, since multiplicity of
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eigenvalues results in the covariance kernel being non-differentiable with respect to
both eigenvalues and eigenfunctions. It is also worth pointing out that the M-step of
the EM algorithm in James et al. (2000) does not utilize the orthonormality constraint
on B. This restriction can be imposed, and the minimization of the corresponding
objective function can be carried out in a similar fashion as in the proposed method.
This may lead to an improvement in the performance of the EM estimates.
3 Newton-Raphson algorithm
In this section, we describe the Newton-Raphson algorithm for minimising the loss
function (7). In a seminal paper, Edelman et al. (1999) derive Newton-Raphson
and conjugate gradient algorithms for optimising functions on Stiefel and Grassman
manifolds. As their counterparts in the Euclidean space, these algorithms aim to set
the gradient of the objective function (viewed as a function on the manifold) to zero.
The algorithms involve the following steps : (i) update the tangent vector at the
current parameter value; (ii) move along the geodesic in the direction of the recently
updated tangent vector to a new point on the manifold.
In our setting, the objective is to minimise the loss function (7). For notational
simplicity, drop the irrelevant constants and re-write (7) as
F (B,Λ, σ2) :=
n∑
i=1
[
F 1i (B,Λ, σ
2) + F 2i (B,Λ, σ
2)
]
, (8)
where
F 1i (B,Λ, σ
2) = Tr[P−1i Y˜iY˜
T
i ], F
2
i (B,Λ, σ
2) = log |Pi|, (9)
with Pi = σ
2Imi+Φ
T
i BΛB
TΦi, Y˜i = Yi−µi, and Φi as defined in Section 2. Here we
treat µi as known, since we propose to estimate it separately. The parameter spaces
for Λ and σ2 are positive cones in Euclidean spaces and hence convex. The parameter
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space for B is SM,r, the Stiefel manifold ofM×r matrices with orthonormal columns.
We adopt a two-step procedure for updating the parameters. Each Newton-
Raphson updating step is broken into two parts - (a) an update of (Λ, σ2), keeping
B at the current value; and (b) an update of B, setting (Λ, σ2) at the recently up-
dated value. Thus, the algorithm proceeds by starting at an initial estimate and then
cycling through these two steps iteratively till convergence.
For now, assume that the orthonormal basis functions {φk} and dimensionsM and
r (M ≥ r) are given. The choice of these objects will be discussed later. Since λk > 0
for all k = 1, . . . , r and σ2 > 0, it is convenient to define ζ = log(Λ), i.e. ζk = log λk,
and τ = log σ2, and treat F as a function of ζ and τ . Note that ζk, τ can vary freely
over R. Then the Newton-Raphson step for updating (Λ, σ2) (or equivalently (ζ, τ))
is straightforward. In the rest of the paper, we treat ζ interchangeably as an r × r
matrix and as a 1× r vector.
We then give an outline of the Newton-Raphson step for updating B. This involves
finding the intrinsic gradient and Hessian of F , while treating Λ and σ2 as fixed. The
key point is the fact that the gradient is a vector field acting on the tangent space of
the manifold SM,r, and the Hessian is a bilinear operator acting on the same tangent
space. Some facts about the Stiefel manifold, the tangent space, and its canonical
metric, that are essential to describing and implementing the algorithm, are given
in Appendix A. Based on the notations used there, we outline the Newton-Raphson
algorithm for minimising an arbitrary function F (B) where B ∈ SM,r. For more
details, see Edelman et al. (1999). In the following, we use M to denote SM,r. Let
∆ denote an element of the tangent space of SM,r at the current value B, denoted
by ∆ ∈ TBM. It represents the direction in the tangent space in which a Newton-
Raphson step moves from the current B. Let FB denote the usual Euclidean gradient,
i.e., FB = ((
∂F
∂bkl
)). For any ∆ ∈ TBM, FBB(∆) is defined to be the element of TBM
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satisfying
〈FBB(∆), X〉c =
∂2
∂s∂t
F (B + s∆+ tX) |s,t=0 , for all X ∈ TBM,
where 〈, 〉c denotes the canonical metric on the Stiefel manifold M. Also, let HF
denote the Hessian operator acting on the tangent space TBM.
Outline of Newton-Raphson algorithm on SM,r: Given B ∈ SM,r,
1. compute the intrinsic gradient ∇F |B of F at B, given by ∇F |B = G :=
FB −BF
T
BB;
2. compute the tangent vector ∆ := −H−1F (G) at B, by solving the linear system
FBB(∆)− B skew(F
T
B∆)− skew(∆F
T
B )B −
1
2
Π∆BTFB =−G, (10)
BT∆+∆TB = 0, (11)
where Π = I − BBT , and skew(X) := (X −XT )/2;
3. move from B in the direction ∆ to B(1) along the geodesics B(t) = BM(t) +
QN(t), where
(i) QR = (I − BBT )∆ is the QR-decomposition, so that Q is M × r with
orthonormal columns, and R is r × r, upper triangular;
(ii) A = BT∆, and
M(t)
N(t)
 = exp
t
A −RT
R 0


Ir
0
 ;
Note that the matrix within exponent is a skew-symmetric matrix and so
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the exponential of that can be calculated using the singular value decom-
position.
4. set B = B(1), and repeat until convergence. This means that the sup-norm of
the gradient G is less than a pre-specified tolerance level.
In the calculation of FB and FBB(∆) for F defined by (8), complications associated
with the inversion of mi × mi matrices Pi arise, since mi’s could vary from sample
to sample. We avoid this by a suitable utilisation of matrix inversion formulae that
reduce the problem to computing inverses of r × r matrices Qi instead (Appendix
B). Therefore the proposed procedure can also efficiently handle the case of relatively
dense measurements, where mi could be much larger than r. The formulae of these
quantities are given in equations (24) - (28) in Appendix B. In order to update the
tangent vector ∆, in step 2 of the algorithm, we need to solve the system of equations
given by (10) and (11). These are matrix equations and we propose to solve them
via vectorisation [cf. Muirhead (1982)]. This step requires a considerable amount of
computational effort since it involves the inversion of an Mr ×Mr matrix.
In order to apply the Newton-Raphson algorithm, we need to choose a suitable
basis for representing the eigenfunctions. In the simulation studies presented in Sec-
tion 5, we have used the (orthonormalised) cubic B-spline basis, with equally spaced
knots [Green and Silverman (1994), p. 157]. It is well known that B-splines provide
a flexible, localised and stable basis for a wide class of smooth functions and are very
easy to compute [Chui (1987), de Boor (1978)]. Different choices of basis functions
are certainly possible, and can be implemented without changing the structure of the
algorithm. Besides the choice of the basis, the number of basis functions M and the
dimension of the process r need to be specified. We treat the determination of these
two numbers as a model selection problem and discuss this in Section 4.
Given a basis {φk(·)} and fixedM, r withM ≥ r, an initial estimate of Λ and B can
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be obtained by projecting an initial estimate of the covariance kernel Ĉ(·, ·) onto the
basis functions: {φ1(·), · · · , φM(·)}, and then performing an eigen-decomposition. In
the simulation studies, the local polynomial method and the EM algorithm discussed
in Section 1 are used to obtain initial estimates of the covariance kernel, as well as
that of the noise variance σ2. The dependence of the proposed method on the initial
estimates is discussed in Section 5.
4 Approximate cross validation score
One of the key questions pertaining to nonparametric function estimation is the issue
of model selection. This, in our context means selecting r, the number of nonzero
eigenvalues, and the basis for representing the eigenfunctions. Once we have a scheme
for choosing the basis, the second part of the problem boils down to selecting M ,
the number of basis functions. Various methods for dealing with this include stan-
dard criteria like AIC, BIC, multi-fold cross-validation and leave-one-curve-out cross-
validation.
In this paper, we propose to choose (M, r) based on the criterion of minimising
an approximation of the leave-one-curve-out cross-validation score
CV :=
n∑
i=1
ℓi(Yi,Ti, Ψ̂
(−i)), (12)
where Ti = (Ti1, . . . , Timi). Here Ψ = (B, τ, ζ), and Ψ̂
(−i) is the estimate of Ψ based
on the data excluding curve i. In this paper
ℓi(Yi,Ti,Ψ) = F
1
i + F
2
i
[cf. (8) and (9)]. Note that in the Gaussian setting, ℓi is proportional to the negative
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log-likelihood (up to an additive constant) of the i-th curve. Therefore in that setting,
CV defined through (12) is the empirical predictive Kullback-Leibler risk. As indicated
in Section 1, the computational cost to get CV is prohibitive. This necessitates
the use of efficient approximations. Our method of approximation, which parallels
the approach taken by Burman (1990) in the context of fitting generalized additive
models, is based on the following observations. The Newton-Raphson estimate Ψ̂,
which is based on the whole data, satisfies the equation
n∑
i=1
∇ℓi(Yi,Ti, Ψ̂) = 0. (13)
Also, for each i, the corresponding estimate Ψ̂(−i) satisfies the equation
∑
j 6=i
∇ℓj(Yj,Tj, Ψ̂
(−i)) = 0. (14)
Here {ℓi}
n
i=1 are viewed as functions on the product space M˜ = M× R
r+1, where
M is the Stiefel manifold with the canonical metric, to be denoted by g ≡ 〈 , 〉c.
The parameter space Rr+1 refers to {(τ, ζ
r×r
) : τ ∈ R, ζk ∈ R, k = 1, . . . , r}, with
Euclidean metric. ∇ℓi denotes the gradient of ℓi viewed as a vector field on the
product manifold.
The main idea for our approximation scheme is the observation that for each
i = 1, . . . , n, the “leave curve i out” estimate Ψ̂(−i) is a perturbation of the estimate
Ψ̂ based on the whole data. Thus, one can expand the left hand side of (14) around
Ψ̂ to obtain an approximation of Ψ̂(−i). Then we shall use this approximation to get
a second order approximation to the cross validation score given by (12).
We introduce some notations first. Let δiτ = τ̂
(−i)− τ̂ , δiζ = ζ̂
(−i)
− ζ̂ (a 1× r vec-
tor), and ∆i =
.
γ(0) ∈ T bBM, with γ(t) a geodesic on (M, g) starting at γ(0) = B̂, and
ending at γ(1) = B̂(−i). Note that, ∆i is an element of the tangent space at B̂. Here-
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after, we shall use ℓj(Ψ̂), and ℓj(Ψ̂
(−i)) to denote ℓj(Yj,Tj, Ψ̂) and ℓj(Yj,Tj, Ψ̂(−i)),
respectively, for 1 ≤ i, j ≤ n. Let ∇Bℓi and ∇
2
Bℓi denote gradient and Hessian of ℓi
with respect to B, and ∇(τ,ζ)ℓi and ∇
2
(τ,ζ)ℓi denote gradient and Hessian of ℓi with
respect to (τ, ζ). Since the parameter (τ, ζ) lies in an Euclidean space, ∇(τ,ζ)ℓi is an
(r + 1) × 1 vector and ∇2(τ,ζ)ℓi is an (r + 1) × (r + 1) matrix. As mentioned before,
∇Bℓi is a tangent vector and ∇
2
Bℓi is a bilinear operator on the tangent space TBM
of the Stiefel manifold at the point B. The Hessian ∇2ℓi with respect to Ψ = (B, τ, ζ)
can be approximated by
∇˜2ℓi =
∇2Bℓi 0
0 ∇2(τ,ζ)ℓi
 ,
by ignoring the mixed-derivative terms ∇(τ,ζ)(∇Bℓi) and ∇B(∇(τ,ζ)ℓi). This approx-
imation simplifies the calculation considerably and allows us to treat the terms in-
volving approximation of B̂(−i) (keeping (τ, ζ) fixed at (τ̂ , ζ̂)) and that of (τ̂ (−i), ζ̂
(−i)
)
(keeping B fixed at B̂) separately. Thus, a second order Taylor expansion of the CV
score around Ψ̂ becomes
CV :=
n∑
i=1
ℓi(Ψ̂
(−i))
≈
n∑
i=1
ℓi(Ψ̂) +
[ n∑
i=1
〈∇(τ,ζ)ℓi(Ψ̂), (δ
i
τ , δ
i
ζ)
T 〉+
1
2
n∑
i=1
〈[∇2(τ,ζ)ℓi(Ψ̂)](δ
i
τ , δ
i
ζ)
T , (δiτ , δ
i
ζ)
T 〉
]
+
[ n∑
i=1
〈∇Bℓi(Ψ̂),∆i〉c +
1
2
n∑
i=1
∇2Bℓi(Ψ̂)(∆i,∆i)
]
. (15)
In order to get first order approximations to the second and third terms in (15),
we shall use equations (13) and (14). These equations separate into two sets of
equations involving the gradients∇(τ,ζ)ℓi and∇Bℓi, respectively. The treatment of the
former does not require any extra concept beyond regular matrix algebra, whereas the
treatment of the latter requires Riemannian geometric concepts. However, in terms
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of the final form of the approximation, both expressions are very similar. Denote the
Hessian operator of
∑
j ℓj with respect to B and (τ, ζ) by HB and H(τ,ζ), respectively.
Then our final approximation to the CV score is given by
C˜V :=
n∑
i=1
ℓi(Ψ̂) +
n∑
i=1
〈∇(τ,ζ)ℓi(Ψ̂), [H(τ,ζ)(Ψ̂)]
−1∇(τ,ζ)ℓi(Ψ̂)〉
+
n∑
i=1
〈∇Bℓi(Ψ̂), [HB(Ψ̂)]
−1∇Bℓi(Ψ̂)〉c
+
3
2
n∑
i=1
〈∇2(τ,ζ)ℓi(Ψ̂)[H(τ,ζ)(Ψ̂)]
−1∇(τ,ζ)ℓi(Ψ̂), [H(τ,ζ)(Ψ̂)]
−1∇(τ,ζ)ℓi(Ψ̂)〉
+
3
2
n∑
i=1
∇2Bℓi(Ψ̂)([HB(Ψ̂)]
−1∇Bℓi(Ψ̂), [HB(Ψ̂)]
−1∇Bℓi(Ψ̂)). (16)
The details of this derivation are given in Appendix C. Observe that, in order to
obtain the estimate Ψ̂ using the Newton-Raphson algorithm, we need to compute the
objects ∇Bℓi, ∇(τ,ζ)ℓi, ∇
2
Bℓi, ∇
2
(τ,ζ)ℓi, HB, and H(τ,ζ) at each step. Indeed, since the
Newton-Raphson procedure aims to solve (13), whenever the procedure converges,
we immediately have these objects evaluated at Ψ̂. Therefore, the additional compu-
tational cost for computing C˜V is a negligible fraction of the cost of obtaining the
estimate Ψ̂. This provides huge computational advantage in comparison to the usual
leave-one-curve-out CV score approach. We shall discuss the effectiveness of C˜V in
model selection in Section 5.
Remark : It is worth noting that this approximation approach can be extended to
other settings, for example in nonparametric regression problems. In that context,
the approximation C˜V is different from the usual GCV (generalized cross validation)
score. Indeed, in the regression setting, GCV score is obtained by performing a first
order approximation to the usual leave-one-out CV score. In contrast, our method
relies on a second order approximation.
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5 Simulation
In this section, we conduct two simulation studies. The first study is focussed on the
estimation accuracy of the proposed method (henceforth, Newton) and comparing it
with two existing procedures: the local polynomial method (henceforth, loc) [Yao et
al. (2005)], and the EM algorithm (henceforth, EM) [James et al. (2000)]. The second
study aims to illustrate the usefulness of the model selection approach described in
Section 4. All data are generated under model (1) with Gaussian principal component
scores {ξiν}. For all settings, µ(t) ≡ 0, and its estimate µ̂(t), obtained by a local linear
smoothing, is subtracted from the observations before estimating the other model
parameters. The number of measurements mi are i.i.d. ∼ uniform{2, · · · , 10}; the
measurement points for the ith subject {Tij : j = 1, · · · , mi} are i.i.d. ∼ uniform[0, 1].
For Newton, cubic B-splines with equally spaced knots are used as basis functions.
loc and EM are used to obtain two different sets of initial estimates. The resulting
estimates by Newton are therefore denoted by New.loc and New.EM, respectively. For
EM, only initial value of σ is needed. Since the result is rather robust to this choice
[James et al. (2000)], it is set to be one. B-splines are used as basis functions;
for some cases natural splines are also considered. To make a distinction, we use
EM.ns to denote EM algorithm that uses natural splines, and New.EM.ns to denote its
corresponding Newton method. For loc, bandwidths are selected by the h.select()
function in the R package sm, with method="cv". Due to the limitation of space,
we only report simulation results in detail for selected cases which we believe are
representative. More results are given as supplementary material (attached at the
end of this paper).
In the first study, data are generated under three different settings (easy, practical
and challenging) with 100 independent replicates for each combination of param-
eters. The simulation scheme is summarised in Table 1. As can be seen, different
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Table 1: Simulation Settings. Shown are the parameters used in the first simulation
study: nonzero eigenvalues (λν); basis for eigenfunctions (ψν); error variances (σ
2);
error distributions (L(ε)); sample sizes (n).
name λν ψν σ2 L(ε) sample size n
easy (1 : 3)−0.6 < 5 B-spline functions> 1/16, 1/8 N(0, 1), t4, exp(1) 100, 200, 500
practical (1 : 5)−0.6 < 10 B-spline functions> 1/16, 1/8 N(0, 1), t4, exp(1) 300, 500, 1000
challenging (1 : 3)−0.6 < 3 spike functions> 1/16, 1/8 N(0, 1) 300, 500, 1000
sample sizes, error variances and error distributions are considered. For the easy and
practical cases (Figures 1 and 2, respectively), eigenfunctions are represented by
the cubic B-splines with M = 5 and M = 10 equally spaces knots, respectively. For
the challenging case (Figure 3), the eigenfunctions are represented by three “spike”
functions and they can not be represented exactly by cubic B-splines.
In the first study, the true r is used by all three methods. Note that, the esti-
mation of covariance kernel by loc does not rely on either M or r. For a given r,
the first r eigenfunctions and eigenvalues of the estimated covariance Ĉ(·, ·) (using
the optimal choice of bandwidth) are used. For Newton and EM, a number of different
values ofM , including the truth, are used to fit the model. For the challenging case,
the “true” M means the M resulting in least biased projection of the eigenfunctions
onto the B-spline basis, which is 30. The selection of (M, r) is discussed in the second
study. For Newton, we report the number of converged replicates (cf. Section 3) for
each combination of parameters and for each M (Table 6). As we shall see, lack of
convergence of Newton is primarily caused by poor initial estimates. Therefore, it
is fair to compare all three methods on the converged replicates only. The perfor-
mance of these three methods (based on converged replicates only) is summarised in
Tables 2 to 5. For the estimation of eigenfunctions, mean integrated squared error
(MISE) is used as a measure of accuracy. We also report the standard deviations of
the integrated squared errors. To evaluate the estimation of eigenvalues and error
variance, mean squared error (MSE) is used as the measure. Since these quantities
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are of different orders of magnitude, for the ease of comparison, the MSEs are divided
by the square of the corresponding true values.
As can be seen from Tables 2 to 5, the MISE/MSE corresponding to Newton
(New.loc, New.EM and New.EM.ns) shows a good risk behaviour under the true M .
The results under a larger M are comparable to that under the true M . As expected,
the performance under an inadequate M is much worse, which reflects the lack of
fit. To give a visual illustration, in Figures 1 to 3, we plot the point-wise average of
estimated eigenfunctions by New.EM over all converged replicates, as well as the point-
wise 0.95 and 0.05 quantiles, all under the trueM (M = 30 for the challenging case).
As can be seen from these figures, the average is very close to the truth, meaning only
small biases, except for the challenging case where ψ1 is not estimated as accurately
mainly due to the intrinsic bias in the B-spline representation. The width between
two quantiles is fairly narrow meaning small variations, except for occasional large
variances at the boundaries.
In comparison with loc and EM, Newton generally performs better in terms of MISE
for eigenfunctions under an adequate M (≥ truth). The reduction in MISE varies
from 30% to as high as 95% compared to loc; and 10% to around 65% compared
to EM (except for the first eigenfunction of the challenging case) (Tables 2 to 5,
where the reduction is always for Newton compared to its initial estimate). Moreover,
comparison of Table 3 with Table 4 shows greater improvement by Newton with larger
sample sizes. As is evident from the tables, there is also a big improvement of New.loc
over loc in estimation of eigenvalues when M is adequately large. The reduction in
MSEs varies from 30% to as high as 90% with the exception for the last two eigenvalues
of the challenging case with n = 500,M = 30, where only a little improvement is
observed. In the practical case, there is also an improvement by New.EM over EM,
although the reduction in MSEs is much less compared to the improvement over loc.
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Moreover, under the easy and challenging cases, small percentages of increase in
MSEs of eigenvalues by New.EM compared to EM are sometimes observed. In terms
of estimating the error variance σ2, Newton is much better than both loc and EM in
most of cases as long as M is adequate. One problem with loc is that, it gives highly
variable, and sometimes even negative, estimate of σ2. For example, for the easy case
with n = 200, 56 out of 100 replicates give a negative estimate of σ2 and for all the
simulations we have done, at least around 20% replicates result in a negative estimate
(see numbers reported in Tables 10-28 in the supplementary material). This fact is
also reflected by the larger MSE of σ̂2 using New.loc than using New.EM.
We observe that New.loc often suffers from lack of convergence. This phe-
nomenon is more pronounced for the two higher dimensional cases: practical and
challenging (Table 6). This is mainly due to the poor initial estimates by loc. For
example, for the practical case with n = 500 and M = 10 (Table 3), the MISE of
the first eigenfunction by loc is 0.434, while that by EM is only 0.054. However, among
the converged replicates, the performance of New.loc is not much worse than that
of New.EM, especially for the leading eigenfunctions. In the above case, the MISEs
of the first eigenfunction by New.loc and New.EM are 0.035 and 0.036, respectively.
New.loc does tend to give less accurate and more variable estimates for eigenfunctions
corresponding to smaller eigenvalues. It is also noteworthy that, for the practical
case, EM.ns does not work very well compared to EM at the true M (M = 10), but its
performance is much better for a larger M (e.g., M = 20). This is because the actual
eigenfunctions are represented by cubic B-splines, thus the use of a natural spline
basis could result in a significant bias. However, among the converged replicates, the
performance of New.EM and New.EM.ns is rather comparable. The main difference lies
in the number of converged replicates. For n = 500,M = 10, there are 93 replicates
converging under New.EM, but only 60 replicates converging under New.EM.ns (Table
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6). In contrast, in the challenging case, the difference between EM and EM.ns is
smaller, since now the biases resulting from representing the eigenfunctions in the cu-
bic B-spline basis and that in the natural spline basis are more similar. We also study
the impact of increasing the error variance, as well as different error distributions (see
supplementary material: Tables 13-17, 20, 22-24 and 27 for detailed results). These
simulations show that all three methods are quite robust with respect to these two
aspects.
In summary, we observe satisfactory performance of Newton in terms of estimation,
as well as improvements of Newton over the two alternative methods, especially over
loc. These improvements pertain to both average and standard deviation of the
measures of accuracy, and they increase with the sample size. We also want to point
out that, for the Newton-Raphson algorithm, good initial estimates are important
mainly for the convergence of the procedure. As long as the estimates converge, the
difference in performance is not very large for the estimation of eigenfunctions and
eigenvalues. We will discuss possible ways to improve convergence at the end of this
section.
As mentioned in Section 1, we shall use the approximate cross validation score
defined through (16) as the criterion for selecting M and r for the Newton procedure.
As can be seen from Table 6, where r is fixed at the true value, as long as Newton
converges for the correct model (i.e., true M), it is selected almost all the time.
Moreover, a model with inadequateM is not selected unless it is the only model under
which Newton converges. In order to study the selection of M and r simultaneously,
we conduct the second simulation study, in which there are three leading eigenvalues
(1, 0.66, 0.52), and a fourth eigenvalue which is comparable to the error variance (λ4 =
0.07). Additionally, there are 6 smaller eigenvalues (9.47 × 10−3, 1.28 × 10−3, 1.74 ×
10−4, 2.35 × 10−5, 3.18 × 10−6, 4.30 × 10−7). Thus we refer r = 4 as the adequate
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dimension. The corresponding orthonormal eigenfunctions are represented in a cubic
B-spline basis with M = 10 equally spaced knots. Data are generated with sample
size n = 500 and Gaussian noises with σ2 = 1/16. This setting is referred as the
hybrid case. We fit models with M = 10, 15, 20, 25, and r = 2, . . . , 7. In this setting,
our aim is to get an idea about the typical sizes (meaning (M, r)) of models selected.
At the same time, we want to see, whenever a larger than adequate r (i.e., r = 4)
is selected, whether small eigenvalues are estimated to be small. This is important
because if one uses this estimation procedure for reducing dimensionality of the data,
for example by projecting the data onto the selected eigen-basis, then “spurious”
components should not have large weights in that representation. Moreover, even if
a larger r is selected, as long as the small or zero eigenvalues are estimated to be
small, the result is not going to be too misleading, in that, people can always choose
a smaller model based on the fraction of explained variation (FEV).
In Table 7, for both New.EM and New.loc, there is a big drop in the number
of converged replicates from r = 5 to r = 6 and even bigger drop from r = 6 to
r = 7. Now the lack of convergence is a reflection of a combination of poor initial
estimates and larger than adequate r. The latter is actually a safeguard against
selecting unnecessarily large models. Note that, under large r, the system under true
parameters is going to be (nearly) singular. In the case of New.loc, both factors
apply whenever there is lack of convergence. In the case of New.EM, the second factor
is predominant. We find that, for New.EM, M = 10 and r = 5 or 6 are the preferred
models by the proposed approximate CV score; however, for New.loc, M = 10 and
r = 3 or 4 are the ones selected most often. The latter is mainly due to lack of
convergence of New.loc for r ≥ 4. Therefore, we will focus on the results of New.EM
hereafter. We observe that, for models with r = 5 and r = 6, the small eigenvalues
(the fifth one and/or the sixth one) are estimated to be reasonably small by New.EM
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(data not shown). We then use the standard procedure of FEV on the selected model
to further prune down the value of r: for every model (M∗, r∗) selected by the CV
criterion, we choose the smallest index r for which the ratio
∑r
ν=1 λ̂ν/
∑r∗
ν=1 λ̂ν exceeds
a certain threshold κ. In this study, we consider κ = 0.995, 0.99, 0.95. The results of
the model selection using this additional FEV criterion are reported in Table 7 in the
parentheses. As can be seen, under κ = 0.995, the most frequently selected models
become M = 10 and r = 4 or r = 5 (the first number in the parentheses). If we
set κ = 0.99, the most frequently selected models become M = 10 and r = 4 (the
second number in the parentheses). Under κ = 0.95, the preferred model becomes
M = 10 and r = 3. Note that, in hybrid case, the first three eigenvalues are dominant
and compared to the error variance σ2, the first four eigenvalues are not negligible.
Therefore, the additional FEV criterion gives very reasonable model selection results.
This is another indicator that in the models selected by the approximate CV criterion,
the small eigenvalues indeed are estimated to be small.
In summary, the approximate CV score (16) is very effective in selecting the correct
M– the number of basis functions needed to represent the eigenfunctions. It has the
tendency to select slightly larger than necessary r. However, in those selected models,
the Newton estimates of the small or zero eigenvalues are quite small. Therefore, the
model selection results are not going to be very misleading and an additional FEV
criterion can be applied to select a smaller model (in terms of r).
Finally, we want to discuss some practical aspects of the proposed method. It
is noted that, the Mr ×Mr linear system (10) and (11) is sometimes nearly singu-
lar, causing Newton to terminate without the gradient converging to zero (i.e., fail
to converge). This phenomenon is most obvious for New.loc due to the poor ini-
tial estimates. The system becomes more stable as sample size n becomes larger,
as demonstrated by comparing the practical case with n = 500 to n = 1000 in
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Table 6. Combining the Newton results with different initial estimates, for example
New.loc and New.EM (replace one by another if the first one fails to converge), can
improve convergence, and consequently the model selection results (cf. combine and
combine.ns in Table 6). In addition, it is well known that the initial steps of a
Newton-Raphson algorithm are typically too large [Boyd and Vandenberghe (2004)].
To avoid this, we suggest to use smaller step sizes in the beginning. That is, in the
Newton-Raphson algorithm, instead of updating B by B(1), we update B by B(α) for
some 0 < α < 1. We have already incorporated this in our implementation. All codes
for the simulation studies are written in R language and running under R version 2.4.0
on a machine with Pentium Duo core, CPU 3.20 GHz and 3.50 GB RAM. The code
for EM is kindly provided by professor James at USC via personal communication.
The computational cost is summarised in Table 8 for two settings. Note that, since
Newton needs an initial estimate, the computational cost reported there is the addi-
tional time cost. As can be seen, Newton (together with obtaining initial estimates
and calculating the approximate CV score) requires around 2.5 times as much effort
as EM, and sometimes more compared to loc. A more efficient implementation of the
estimation procedure is currently being pursued.
6 Application
As an application of our method to a real problem, we analyse the data on CD4+
cell number count collected as part of the Multicenter AIDS Cohort Study (MACS)
[Kaslow et al. (1987)]. The data is from Diggle, Heagerty, Liang and Zeger (2002), and
is downloadable at http://www.maths.lancs.ac.uk/∼diggle/lda/Datasets/lda.dat .
It consists of 2376 measurements of CD4+ cell counts against time since seroconver-
sion (time when HIV becomes detectable which is used as zero on the time line) for
369 infected men enrolled in the study. Five patients, for whom there was only one
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measurement, were removed from our analysis. For the rest 364 subjects, the number
of measurements varies between 2 and 12, with a median of 6 and a standard devi-
ation of 2.66. The time span of the study is about 8.5 years (covering about three
years before seroconversion and 5.5 years after that). The goal of our analysis is to
understand the variability of CD4 counts as a function of time since seroconversion.
We expect that this will provide useful insights into the dynamics of the process.
This data set has been analysed by many other authors using various approaches,
including varying coefficient models [Fan and Zhang (2000), Wu and Chiang (2000)],
functional principal component approach [Yao et al. (2005)] and parametric random
effects models [Diggle et al. (2002)].
In our analysis, four methods: EM, New.EM, loc and New.loc are used. (The cubic
B-spline basis with equally spaced knots are used for EM and Newton). Several different
models, withM taking values 5, 10, 15, 20, and r taking values 2, . . . , 6 are considered.
The approximate cross-validation criterion C˜V is used for model selection. The model
with M = 10, r = 4 results in the smallest score and thus is selected. Figure 4 shows
the estimated eigenfunctions under the selected model. The estimates of the error
variance and eigenvalues are given in Table 9. Under the selected model, New.EM
and EM result in quite similar estimates for both eigenvalues and eigenfunctions. On
the other hand, the estimates of loc are very different. For loc, λ̂1 is much larger
compared to that of λ̂2, whereas in the case of New.EM and EM, they are of the same
order. Since New.loc fails to converge under the selected model, its estimates are
not reliable and thus not reported here. Moreover, based on our experience with the
simulation studies, this might be an indicator that the corresponding results by loc
are not altogether reliable either. The estimated error variance is about 38, 000 by
New.EM and the results of New.EM suggest that there are 4 non-negligible eigenvalues,
two of which are large, and the other two are relatively small.
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Next, we give an interpretation of the shape of the mean function and that of the
eigenfunctions. The estimated mean function is shown as the first panel of Figure 4,
together with the optimal bandwidth by h.select() function in R package sm. The
shape of the mean function reflects the fact that with the progression of the disease,
the CD4+ cell count tends to decrease. The eigenfunctions capture the fluctuation of
individual trajectories around the mean function. The first eigenfunction is rather flat
compared to the other three eigenfunctions (Figure 4, panel two). This means that
it mainly captures the baseline variability in the CD4+ cell count from one subject
to another. This is consistent with the random effects model proposed in Diggle et
al. (2002) (page 108-113). It is also noticeable that the second eigenfunction has
a shape similar to that of the mean function (Figure 4, panel four). The shapes of
the first two eigenfunctions, and the fact that their corresponding eigenvalues are
relatively large, seem to indicate that a simple linear dynamical model, with random
initial conditions, may be employed in studying the dynamics of CD4+ cell count.
This observation is also consistent with the implication by the time-lagged graphs
used in Diggle et al. (2002) (Fig. 3.13, p. 47). The third and fourth eigenvalues are
comparable in magnitude to the error variance, and the corresponding eigenfunctions
have somewhat similar shapes. They correspond to the contrast in variability between
early and late stages of the disease. Of course, there are a number of measured and
unmeasured covariates that are very likely to influence the dynamics of this process.
Thus a more elaborate model that incorporates covariate effects should give a better
interpretation of the eigenfunctions corresponding to the smaller eigenvalues, and that
of the individual trajectories.
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7 Discussion
In this paper, we presented a method that utilizes the intrinsic geometry of the
parameter space explicitly to obtain the estimate in a non-regular problem, that of
estimating eigenfunctions and eigenvalues of the covariance kernel when the data are
only observed at sparse and irregular time points. We did comparative studies with
two other estimation procedures by James et al. (2000) and Yao et al. (2005). We
presented a model selection approach based on the minimization of an approximate
cross-validation score with respect to the model parameters. Based on our simulation
studies, we have found that the proposed geometric approach works well for both
estimation and model selection. Moreover, its performance is in general better than
that of the other two methods. We also looked at a real-data example to see how our
method captures the variability in the data. In the following, we briefly sketch some
on-going work relating to the problem studied in this paper.
There are a few aspects of the problem that can be investigated further. One is
the asymptotic behaviour of our estimates. Asymptotic results have been established
under very general conditions for the local polynomial method in Hall et al. (2006).
Based on the numerical comparisons, it is expected that Newton with either loc or
EM as initial estimate, should have at least as good a risk behavior as that of the
local polynomial method. A closely related problem is the estimation of the eigenval-
ues and eigenvectors of covariance matrix for high dimensional multivariate Gaussian
data, under the rank-restricted assumption. It is known that, in this case the usual
PCA estimates, i.e., eigenvalues and eigenvectors of the sample covariance matrix, are
the MLE’s for their population counterparts [Muirhead (1982)]. In Paul (2005), it
has been shown that under the above setting, risk of the PCA estimators of eigenvec-
tors, measured under the squared error loss, achieves the optimal nonparametric rate
when the dimension-to-sample size ratio converges to zero. Works currently being
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pursued by the present authors indicate that the PCA (i.e. restricted ML) estima-
tors should also achieve the asymptotically optimal risk. This is through an efficient
score representation of the PCA estimator that utilizes the intrinsic geometry of the
parameter space. We also proved consistency, and obtain rates of convergence of
the proposed estimator for functional principal components, in a regime of relatively
dense measurements. We are currently working on extending these results to sparse
measurements case. The key components of the asymptotic analysis of our estimator
are : (i) analysis of the expected loss function (for the Gaussian model, this is the
Kullback-Leibler discrepancy); (ii) study of the Hessian of the loss function (intrinsic
information operator in the Gaussian case). The essential difficulty of the analysis in
the current context lies in the fact that the measurements are sparsely distributed in
time. Regarding the rate of convergence, we do not expect the distribution of noise
to play any significant role and the existence of enough moments should suffice.
Finally, we want to point out that, there are many statistical problems with (part
of) the parameters having orthornormality constraints. Some examples include, ex-
tension of the current framework to spatio-temporal data, inclusion of covariate effects
in FPCA, and problems involving orthonormality as natural identifiability constraints.
As long as we have (i) explicit form and smoothness of the loss function; (ii) the abil-
ity to compute the intrinsic gradient and Hessian of the loss function, we can adopt
a similar approach, for both estimation and model selection. Here we briefly discuss
two examples which are closely related to the problem studied in this paper.
The first example relates to an alternative to the restricted maximum likelihood
approach pursued in this paper. This involves representing the eigenfunctions in a
sufficiently rich class of basis functions (i.e., M large), and then adding a roughness
penalty, e.g. κ
∑r
ν=1
∫
(ψ′′ν(t))
2dt, for some κ > 0, to the negative log-likelihood/loss
function to control the degree of smoothness of the eigenfunctions [cf. Green and
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Silverman (1994)]. If we use the expansion ψν(t) =
∑M
k=1 bkνφk(t), for a known set
of orthonormal functions {φ1, . . . , φM}, then the roughness penalty can be expressed
as κ Tr(BTRB), where R is the M ×M matrix given by R =
∫
(Φ′′(t))(Φ′′(t))Tdt,
with Φ(·) = (φ1(·), . . . , φM(·))
T . Thus, the penalized log-likelihood is still a func-
tion of B (and of Λ and σ2), where B ∈ SM,r. Straightforward algebra shows that
the corresponding penalized maximum likelihood estimate can be obtained by simple
modifications of the proposed procedure.
Another problem relates to incorporation of covariate effects in the analysis of
longitudinal data. For example, Cardot (2006) studies a model where the covariance
of X(·) conditioning on a covariate W has the following expansion : Cw(s, t) :=
Cov(X(s), X(t)|W = w) =
∑
ν≥1 λν(w)ψν(s, w)ψν(t, w). He proposes a kernel-based
nonparametric approach for estimating the eigenvalues and eigenfunctions (now de-
pendent on w). In practice this method would require dense measurements. A mod-
ification of our method can easily handle the case, even for sparse measurements,
when the eigenvalues are considered to be simple parametric functions of w, and
eigenfunctions do not depend on w. For example, one model is λν(w) := ανe
wT βν ,
ν = 1, . . . , r, for some parameters β1, . . . , βr, assuming that αν = 0 and βν = 0 for
ν > r. This model captures the variability in amplitude of the eigenfunctions in the
individual sample curves as a function of the covariate. In this setting we can express
the conditional likelihood of the data {({Yij}
mi
j=1,Wi) : i = 1, . . . , n} explicitly. Its
maximization under the restriction that the estimated eigenfunctions represented by
a set of smooth basis functions can be carried out by a modification of the procedure
proposed in this paper.
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Appendix A : Review of some Riemannian geomet-
ric concepts
Let (M, g) be a smooth manifold with Riemannian metric g. We shall denote the
tangent space of M at p ∈ M by TpM. We shall first give some basic definitions
related to the work we present in this article. A good reference is Lee (1997).
Gradient and Hessian of a function
• Gradient : Let f : M→ R be a smooth function. Then ∇f , the gradient of
f , is a vector field on M defined by the following:
for any X ∈ TM, (i.e., a vector field on M), 〈∇f,X〉g = X(f), where
X(f) is the directional derivative of f w.r.t. X : X(f) |p =
df(γ(t))
dt
|t=0 for
any differentiable curve γ on M with γ(0) = p,
.
γ(0) = X(p).
Note that X(f) : p→ X(f) |p is a function that maps M to R.
• Covariant derivative : (also known as Riemannian connection) : Let X, Y ∈
TM be two vector fields on M. Then the vector field ∇YX ∈ TM is called
the covariant derivative of X in the direction of Y if the operator ∇ satisfies
the following properties:
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(a) (Bi-linearity) : For λ1, λ2 ∈ R,
∇Y (λ1X1 + λ2X2) = λ1∇YX1 + λ2∇YX2
and
∇λ1Y1+λ2Y2X = λ1∇Y1X + λ2∇Y2X.
(b) (Leibniz) : for a smooth function f :M→ R ,
∇Y (f ·X) = Y (f) ·X + f · ∇YX.
(c) (Preserving metric) : for X, Y, Z ∈ TM,
Z(〈X, Y 〉g) = 〈∇ZX, Y 〉g + 〈X,∇ZY 〉g.
(d) (Symmetry) : ∇XY − ∇YX = [X, Y ] where [X, Y ] := X(Y ) − Y (X) ∈
TM, i.e., for a smooth f :M→ R, [X, Y ](f) = X(Y (f))− Y (X(f)).
• Hessian operator: For a smooth function f :M→ R, Hf : TM×TM→ R
is the bi-linear form defined as
Hf (Y,X) = 〈∇Y (∇f), X〉g, X, Y ∈ TM.
Note that, by definition, Hf is bi-linear and symmetric (i.e.,Hf (Y,X) = Hf(X, Y )).
For national simplicity, sometimes we also write ∇Y (∇f) as Hf(Y ). Hf can be
calculated in the following manner. Note that, for a smooth curve γ(·) on the
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manifold M, with X =
.
γ(t), it follows that
d2f(γ(t))
dt2
=
d
dt
(
df(γ(t))
dt
)
=
d
dt
(〈∇f,X〉g
∣∣
γ(t) )
= X(〈∇f,X〉g) = 〈∇X(∇f), X〉g + 〈∇f,∇XX〉g,
where the last step follows by applying the Leibniz rule for the covariant deriva-
tive. Since γ(·) is a geodesic if and only if ∇XX = 0 (self-parallel), this implies
that, for such a γ(·),
d2f(γ(t))
dt2
= 〈∇X(∇f), X〉g = Hf(X,X).
From this, we can derive the Hessian of f :
Hf(X, Y ) =
1
2
(Hf (X + Y,X + Y )−Hf(X,X)−Hf(Y, Y )).
• Inverse of Hessian : For X ∈ TM, and a smooth function f : M → R,
H−1f (X) ∈ TM is defined as the vector field satisfying: for ∀ ∆ ∈ TM,
Hf (H
−1
f (X),∆) = 〈X,∆〉g.
To understand the definition of H−1f , note that if H : TM× TM → R is bi-
linear and 〈·, ·〉g is an inner product on TM (i.e., a Riemannian metric onM),
then by the Riesz representation theorem, ∃! A : TM → TM, that is 1-1 and
linear such that H(X, Y ) = 〈A(X), Y 〉g. This implies that H(A
−1(X), Y ) =
〈X, Y 〉g, so that H
−1
f = A
−1 when H = Hf .
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Some facts about Stiefel manifold
The manifold M = {B ∈ RM×r : BTB = Ir} is known as the Steifel manifold in
R
M×r. Here we present some basic facts about this manifold which are necessary for
implementing the proposed method. A more detailed description is given in Edelman
et al. (1999).
• Tangent space : TBM = {∆ ∈ R
M×r : BT∆ is skew-symmetric }.
• Canonical metric : For ∆1,∆2 ∈ TBM with B ∈M, the canonical metric (a
Riemannian metric on M) is defined as
〈∆1,∆2〉c = Tr(∆
T
1 (I −
1
2
BBT )∆2).
• Gradient : For a smooth function f :M→ R,
∇f |B = fB − Bf
T
BB,
where fB is the usual Euclidean gradient of f defined through (fB)ij =
∂f
∂Bij
.
• Hessian operator : (derived from the geodesic equation): For ∆1,∆2 ∈ TBM,
Hf (∆1,∆2) |B = fBB(∆1,∆2)+
1
2
Tr
[
(fTB∆1B
T +BT∆1f
T
B )∆2
]
−
1
2
Tr
[
(BT fB + f
T
BB)∆
T
1Π∆2
]
,
where Π = I −BBT .
• Inverse of Hessian : For ∆, G ∈ TBM, the equation ∆ = H
−1
f (G) means
that ∆ is the solution of
fBB(∆)− B skew(f
T
B∆)− skew(∆f
T
B )B −
1
2
Π∆BT fB = G,
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subject to the condition that BT∆ is skew-symmetric, i.e., BT∆ + ∆TB = 0,
where fBB(∆) ∈ TBM such that
〈fBB(∆), X〉c = fBB(∆, X) = Tr(∆
TfBBX) ∀ X ∈ TBM.
This implies that fBB(∆) = H(∆) − BH
T (∆)B, where H(∆) = fTBB∆. Here
skew(X) = 1
2
(X −XT ).
Exponential of skew-symmetric matrices
Let X = −XT be a p×p matrix. Want to compute exp(tX) :=
∑∞
k=0
tk
k!
Xk for t ∈ R,
where X0 = I. Let the SVD of X be given by X = UDV T , where UTU = V TV =
Ip, and D is diagonal. So, X
2 = XX = −XXT = −UDV TV DUT = −UD2UT .
This also shows that all the eigenvalues of X are purely imaginary. Using the facts
that D0 = Ip; X
2k = (X2)k = (−1)k(UD2UT )k = (−1)kUD2kUT ; and X2k+1 =
(−1)kUD2kUTUDV T = (−1)kUD2k+1V T , we have
exp(tX) = U
[ ∞∑
k=0
(−t)k
(2k)!
D2k
]
UT + U
[ ∞∑
k=0
(−t)k
(2k + 1)!
D2k+1
]
V T
= U cos(tD)UT + U sin(tD)V T ,
where cos(tD) = diag((cos(tdjj))
p
j=1) and sin(tD) = diag((sin(tdjj))
p
j=1), ifD = diag((djj)
p
j=1).
Vectorization of matrix equations
A general form of the equation in the M × r matrix ∆ is given by
L = A∆+∆K + C∆D + E∆TF,
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where L is M × r, A is M ×M , K is r × r, C is M ×M , D is r × r, E is M × r,
and F is M × r. Vectorization of this equation using the vec operation means that
vec(L) is given by
vec(A∆) + vec(∆K) + vec(C∆D) + vec(E∆TF )
=
[
(Ir ⊗A) + (K
T ⊗ IM ) + (D
T ⊗ C) + (F T ⊗E)PM,r
]
vec(∆),
(17)
where, ⊗ denotes the Kronecker product, and we have used the following proper-
ties of the vec operator (Muirhead (1982)): (i) vec(KXC) = (CT ⊗ K)vec(X); (ii)
vec(XT ) = Pm,nvec(X). Here X is m × n, K is r × m, C is n × s, and Pm,n is an
appropriate mn×mn permutation matrix.
Appendix B : Gradients and Hessians with respect
to B
We use the following lemmas (cf. Muirhead (1982)) repeatedly in our computations
in this subsection.
Lemma 1 : Let P = Ip + AE where A is p× q, E is q × p. Then
det(P ) = |Ip + AE| = |Iq + EA|.
Lemma 2 : Let A be p× p and E be q × q, both nonsingular. If P = A+CED, for
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any p× q matrix C and any q × p matrix D, then
P−1 = (A+ CED)−1 = A−1[A− CQ−1D]A−1, where, Q = E−1 +DA−1C
is q × q.
Application to the likelihood setting
Let Pi = σ
2Imi+Φ
T
i BΛB
TΦi (is an mi×mi matrix), where Φi is M ×mi, B is M ×r
and Λ is r × r matrices. Then, by Lemma 1,
|Pi| = σ
2mi |Ir + σ
−2ΛBTΦiΦ
T
i B| = σ
2(mi−r)|Λ||σ2Λ−1+BTΦiΦ
T
i B| = σ
2(mi−r)|Λ||Qi|,
(18)
where
Qi = σ
2Λ−1 +BTΦiΦ
T
i B
is an r × r positive definite matrix. Also, by Lemma 2
P−1i = σ
−2Imi−σ
−4ΦTi B(Λ
−1+σ−2BTΦiΦ
T
i B)
−1BTΦi = σ
−2 [Imi − ΦTi BQ−1i BTΦi] .
(19)
In our problem, we consider the i-th term in the expression for the log-likelihood and
recall that Y˜i = Yi − µi. Then
F 1i = Tr[(σ
2Imi + Φ
T
i BΛB
TΦi)
−1Y˜iY˜
T
i ] = Tr(P
−1
i Y˜iY˜
T
i )
F 2i = log |σ
2Imi + Φ
T
i BΛB
TΦi| = log |Pi|. (20)
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For simplifying notations we shall drop the subscript i from these functions. We view
F 1 = F 1(B) as a function of B. Since F 1 = Tr(P−1i Y˜iY˜
T
i ), using (19) we have
F 1(B) = Tr(P−1i Y˜iY˜
T
i ) = σ
−2Tr(Y˜iY˜
T
i )− σ
−2Tr(ΦTi BQ
−1
i B
TΦiY˜iY˜
T
i )
= σ−2Tr(Y˜iY˜
T
i )− σ
−2Tr(BQ−1i B
TΦiY˜iY˜
T
i Φ
T
i ). (21)
Similarly,
F 2 = F 2(B) = log |Pi| = log(σ
2(mi−r)|Λ|) + log |Qi|. (22)
Gradient of F 1
Let B(t) = B + t∆. Then
dQi(t)
dt
|t=0 = ∆
TΦiΦ
T
i B +B
TΦiΦ
T
i ∆,
so that
〈F 1B,∆〉 =
dF 1(B(t))
dt
|t=0
= −σ−2Tr
[
(∆Q−1i B
T +BQ−1i ∆
T −BQ−1i
dQi
dt
|t=0 Q
−1
i B
T )ΦiY˜iY˜
T
i Φ
T
i
]
= −2σ−2Tr
[
(ΦiY˜iY˜
T
i Φ
T
i BQ
−1
i − ΦiΦ
T
i BQ
−1
i B
TΦiY˜iY˜
T
i Φ
T
i BQ
−1
i )∆
T
]
.(23)
Thus the Euclidean gradient of F 1 is
F 1B = −2σ
−2
[
ΦiY˜iY˜
T
i Φ
T
i BQ
−1
i − ΦiΦ
T
i BQ
−1
i B
TΦiY˜iY˜
T
i Φ
T
i BQ
−1
i
]
= 2σ−2
[
ΦiΦ
T
i BQ
−1
i B
T − IM
]
ΦiY˜iY˜
T
i Φ
T
i BQ
−1
i ,
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and the gradient of F 1 with respect to B is
∇F 1 = F 1B − B(F
1
B)
TB. (24)
Hessian of F 1
Let B(t, s) = B + t∆+ sX . Then using (23),
F 1BB(∆, X) = 〈F
1
BB(∆), X〉c
= 〈H1BB(∆), X〉 =
∂
∂t
∂
∂s
F 1(B(t, s)) |s,t=0
= 2σ−2Tr
[
∂
∂t
(ΦiΦ
T
i B(t, 0)Qi(t)
−1B(t, 0)T − IM) |t=0 ΦiY˜iY˜
T
i Φ
T
i BQ
−1
i X
T
]
+ 2σ−2Tr
[
(ΦiΦ
T
i BQ
−1
i B
T − IM)ΦiY˜iY˜
T
i Φ
T
i
∂
∂t
(B(t, 0)Qi(t)
−1) |t=0 X
T
]
.
Note that
∂
∂t
(B(t, 0)Qi(t)
−1) |t=0 = ∆Q
−1
i − BQ
−1
i (∆
TΦiΦ
T
i B +B
TΦiΦ
T
i ∆)Q
−1
i ,
and
∂
∂t
(B(t, 0)Qi(t)
−1B(t, 0)T ) |t=0 = ∆Q
−1
i B
T+BQ−1i ∆
T−BQ−1i (∆
TΦiΦ
T
i B+B
TΦiΦ
T
i ∆)Q
−1
i B
T .
Thus H1BB(∆) is given by,
H1BB(∆)
= 2σ−2ΦiΦ
T
i
[
∆Q−1i B
T +BQ−1i ∆
T − BQ−1i (∆
TΦiΦ
T
i B +B
TΦiΦ
T
i ∆)Q
−1
i B
T
]
ΦiY˜iY˜
T
i Φ
T
i BQ
−1
i
+ 2σ−2
[
(ΦiΦ
T
i BQ
−1
i B
T − IM)ΦiY˜iY˜
T
i Φ
T
i (∆Q
−1
i − BQ
−1
i (∆
TΦiΦ
T
i B +B
TΦiΦ
T
i ∆)Q
−1
i )
]
,
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and
F 1BB(∆) = H
1
BB(∆)−B(H
1
BB(∆))
TB. (25)
Gradient of F 2
Let B(t) = B + t∆. Then
〈F 2B,∆〉 =
dF 2(B(t))
dt
|t=0 = Tr
(
Q−1i
dQi
dt
|t=0
)
= Tr(Q−1i (∆
TΦiΦ
T
i B +B
TΦiΦ
T
i ∆))
= 2Tr(Q−1i B
TΦiΦ
T
i ∆). (26)
Thus
∇F 2 = F 2B − B(F
2
B)
TB, where F 2B = 2ΦiΦ
T
i BQ
−1
i . (27)
Hessian of F 2
Let B(t, s) = B + t∆+ sX . Then using (26),
F 2BB(∆, X) = 〈F
2
BB(∆), X〉c
= 〈H2BB(∆), X〉 =
∂
∂t
∂
∂s
F 2(B(t, s)) |s,t=0
=
∂
∂t
[2Tr(Qi(t)
−1B(t, 0)TΦiΦ
T
i X)] |t=0
= 2Tr
[
(−Q−1i
dQi(t)
dt
|t=0 Q
−1
i B
T +Q−1i ∆
T )ΦiΦ
T
i X
]
= 2Tr
[
(−Q−1i (∆
TΦiΦ
T
i B +B
TΦiΦ
T
i ∆)Q
−1
i B
T +Q−1i ∆
T )ΦiΦ
T
i X
]
.
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From this H2BB(∆) is
H2BB(∆) = 2
[
−Q−1i (∆
TΦiΦ
T
i B +B
TΦiΦ
T
i ∆)Q
−1
i B
T +Q−1i ∆
T )ΦiΦ
T
i
]T
= 2ΦiΦ
T
i
[
∆− BQ−1i (∆
TΦiΦ
T
i B +B
TΦiΦ
T
i ∆)
]
Q−1i ,
and
F 2BB(∆) = H
2
BB(∆)−B(H
2
BB(∆))
TB, (28)
Appendix C : Derivation of C˜V (16)
For now, in (14), considering only the part corresponding to the gradient w.r.t. B
and expanding it around Ψ̂, while approximating (τ̂ (−i), ζ̂
(−i)
) by (τ̂ , ζ̂), we have (for
notational simplicity, write ℓj(B̂) to denote ℓj(Ψ̂))
0 =
∑
j 6=i
∇Bℓj(Ψ̂
(−i)) ≈
∑
j 6=i
∇Bℓj(B̂) +
∑
j 6=i
∇∆i(∇Bℓj(B̂)), (29)
where ∇∆i(∇Bℓj) is the covariant derivative of ∇Bℓj in the direction of ∆i. Now,
substituting (13) in (29), we get
0 ≈ −∇Bℓi(B̂) +∇∆i[
∑
j 6=i
∇Bℓj(B̂)]. (30)
Then for any X ∈ T bBM,
〈∇∆i(
∑
j 6=i
∇Bℓj(B̂)), X〉c = [
∑
j 6=i
∇2Bℓj(B̂)](∆i, X) ≈ 〈∇Bℓi(B̂), X〉c.
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Thus by the definition of the Hessian inverse operator,
∆i ≈ [
∑
j 6=i
∇2Bℓj(B̂)]
−1(∇Bℓi(B̂)).
This, together with (30), leads to the approximation of ∆i,
∆i ≈ [
∑
j 6=i
∇2Bℓj(B̂)]
−1∇Bℓi(B̂) = [
∑
j
∇2Bℓj(B̂)−∇
2
Bℓi(B̂)]
−1(∇Bℓi(B̂))
≈
[
I + [
∑
j
∇2Bℓj(B̂)]
−1∇2Bℓi(B̂)
]
[
∑
j
∇2Bℓj(B̂)]
−1(∇Bℓi(B̂))
=
[
I + [HB(B̂)]
−1∇2Bℓi(B̂)
]
[HB(B̂)]
−1(∇Bℓi(B̂)), (31)
where HB =
∑
j∇
2
Bℓj. Note that the last approximation is because, for linear oper-
ators A and C such that A is invertible and ‖ A−1C ‖ is small, we have
(A− C)−1 = (A(I − A−1C))−1 = (I −A−1C)−1A−1 ≈ (I + A−1C)A−1.
The interpretation of the linear operator [HB(B̂)]
−1∇2Bℓi(B̂) in (31) is as follows : for
γ ∈ T bBM,
[
[HB(B̂)]
−1∇2B(ℓi(B̂))
]
(γ) = [HB(B̂)]
−1(∇2B(ℓi(B̂))(γ)).
Now, for X ∈ T bBM, by definition of Hessian,
〈
n∑
j=1
∇∆i(∇Bℓj(B̂)), X〉c = [∇
2
B(
n∑
j=1
ℓj(B̂))](∆i, X)
≈ HB(B̂)
(
[HB(B̂)]
−1(∇Bℓi(B̂)) + [(HB(B̂)]
−1∇2Bℓi(B̂)[HB(B̂)]
−1(∇Bℓi(B̂)), X
)
= 〈∇Bℓi(B̂), X〉c + 〈∇
2
B(ℓi(B̂))[HB(B̂)]
−1(∇Bℓi(B̂)), X〉c, (32)
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where, by definition,
∇2B(ℓi(B̂))(γ) = ∇γ(∇Bℓi(B̂))
for γ ∈ T bBM. In the first approximation of (32), we have used the approximation
(31), and the last step follows from the definition of Hessian inverse and linearity of
the Hessian. From (29) we also have,
∇∆i(∇Bℓi(B̂)) ≈ −∇Bℓi(B̂) +
n∑
j=1
∇∆i(∇Bℓj(B̂)). (33)
Substituting (32) in (33), we then have the approximation
∇2Bℓi(B̂)(∆i) = ∇∆i(∇Bℓi(B̂)) ≈ ∇
2
Bℓi(B̂)[HB(B̂)]
−1(∇Bℓi(B̂)). (34)
Using (31) and (34), and ignoring terms higher than the second order, we have
the approximation
n∑
i=1
〈∇Bℓi(B̂),∆i〉c +
1
2
n∑
i=1
∇2Bℓi(B̂)(∆i,∆i)
≈
[
n∑
i=1
〈∇Bℓi(B̂), [HB(B̂)]
−1(∇Bℓi(B̂))〉c +
n∑
i=1
〈∇Bℓi(B̂), [HB(B̂)]
−1∇2Bℓi(B̂)[HB(B̂)]
−1(∇Bℓi(B̂))〉c
]
+
1
2
n∑
i=1
〈[HB(B̂)]
−1(∇Bℓi(B̂)),∇2Bℓi(B̂)[HB(B̂)]
−1(∇Bℓi(B̂))〉c
=
n∑
i=1
〈∇Bℓi(B̂), [HB(B̂)]
−1∇Bℓi(B̂)〉c +
3
2
n∑
i=1
∇2Bℓi(B̂)([HB(B̂)]
−1∇Bℓi(B̂), [HB(B̂)]−1∇Bℓi(B̂)). (35)
Here we give brief justifications for the steps in (35). The first approximation follows
from the definition of Hessian, and the approximation of∆i by (31). The last equation
follows from: (i) by definition of Hessian, applied to ∇2Bℓi(B̂), the term on the third
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line equals
1
2
n∑
i=1
∇2Bℓi(B̂)([HB(B̂)]
−1(∇Bℓi(B̂)), [HB(B̂)]
−1(∇Bℓi(B̂)));
and (ii) the second term on the second line equals the same term as above, except for
the factor 1
2
, by definition of Hessian−1, now applied to [HB(B̂)]−1:
〈∇Bℓi(B̂), [HB(B̂)]
−1∇2Bℓi(B̂)[HB(B̂)]
−1(∇Bℓi(B̂))〉c
= HB(B̂)([HB(B̂)]
−1(∇Bℓi(B̂)), [HB(B̂)]
−1∇2Bℓi(B̂)[HB(B̂)]
−1(∇Bℓi(B̂)))
= 〈[HB(B̂)]
−1(∇Bℓi(B̂)),∇
2
Bℓi(B̂)[HB(B̂)]
−1(∇Bℓi(B̂))〉c.
Using very similar (but conceptually much simpler) arguments, we also have the
second order approximation
n∑
i=1
〈∇(τ,ζ)ℓi(τ̂ , ζ̂), (δ
i
τ , δ
i
ζ)
T 〉+
1
2
n∑
i=1
〈[∇2(τ,ζ)ℓi(τ̂ , ζ̂)](δ
i
τ , δ
i
ζ)
T , (δiτ , δ
i
ζ)
T 〉
≈
n∑
i=1
〈∇(τ,ζ)ℓi(τ̂ , ζ̂), [H(τ,ζ)(τ̂ , ζ̂)]
−1∇(τ,ζ)ℓi(τ̂ , ζ̂)〉
+
3
2
n∑
i=1
〈∇2(τ,ζ)ℓi(τ̂ , ζ̂)[H(τ,ζ)(τ̂ , ζ̂)]
−1∇(τ,ζ)ℓi(τ̂ , ζ̂), [H(τ,ζ)(τ̂ , ζ̂)]
−1∇(τ,ζ)ℓi(τ̂ , ζ̂)〉.(36)
Combining (15), (35) and (36), we have the approximate CV score given by (16).
Appendix D : Gradients and Hessians with respect
to ζ and τ
Define Hi = Φ
T
i B, i = 1, . . . , n. In the following we shall use exp(ζ) and exp(τ)to
denote the r×r diagonal matrix Λ and σ2, respectively. Then, as defined in Appendix
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A,
Pi = σ
2Imi + Φ
T
i BΛB
TΦi = σ
2Imi +HiΛH
T
i = e
τImi +Hi exp(ζ)H
T
i ,
Qi = σ
2Λ−1 +BTΦiΦ
T
i B = σ
2Λ−1 +HTi Hi = e
τ exp(−ζ) +HTi Hi.
and re-writing (19):
P−1i = σ
−2Imi − σ
−4Hi(Λ
−1 + σ−2HTi Hi)
−1HTi = e
−τ [Imi −HiQ−1i HTi ] .
For future uses, we calculate the following derivatives.
∂Pi
∂τ
=
∂
∂τ
[eτImi +Hi exp(ζ)H
T
i ] = e
τImi . (37)
Let Hik = Φ
T
i Bk, k = 1, . . . , r where Bk is the k-th column of B. We shall use the
following fact
∂Pi
∂ζk
=
∂
∂ζk
[eτImi +
r∑
k=1
eζkHikH
T
ik] = e
ζkHikH
T
ik. (38)
In the following, we shall drop the subscript i from the functions F 1i and F
2
i , and
treat the latter as functions of (τ, ζ).
Gradient of F 1 and F 2
By direct computations we have,
∂F 1
∂τ
=
∂
∂τ
Tr[P−1i Y˜iY˜
T
i ] = −Tr
[
P−1i
(
∂Pi
∂τ
)
P−1i Y˜iY˜
T
i
]
= −eτTr[P−2i Y˜iY˜
T
i ] = −e
τY˜Ti P
−2
i Y˜i, (by (37)), (39)
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and
∂F 1
∂ζk
=
∂
∂ζk
Tr[P−1i Y˜iY˜
T
i ] = −Tr
[
P−1i
(
∂Pi
∂ζk
)
P−1i Y˜iY˜
T
i
]
= −eζkTr[P−1i HikH
T
ikP
−1
i Y˜iY˜
T
i ] = −e
ζk(HTikP
−1
i Y˜i)
2, (by (38)). (40)
Also,
∂F 2
∂τ
=
∂
∂τ
log |Pi| = Tr
[
P−1i
(
∂Pi
∂τ
)]
= eτTr(P−1i ), (by (37)), (41)
∂F 2
∂ζk
=
∂
∂ζk
log |Pi| = Tr
[
P−1i
(
∂Pi
∂ζk
)]
= eζkHTikP
−1
i Hik, (by (38)). (42)
Hessian of F 1
From (39),
∂2F 1
∂τ 2
=
∂
∂τ
[
−eτ Y˜Ti P
−2
i Y˜i
]
= −eτ Y˜iP
−2
i Y˜i + e
τY˜Ti P
−1
i
(
∂Pi
∂τ
)
P−2i Y˜i + Y˜
T
i P
−2
i
(
∂Pi
∂τ
)
P−1i Y˜i
= eτ Y˜Ti [2e
τP−3i − P
−2
i ]Y˜i, (by (37)). (43)
From (40),
∂2F 1
∂τ∂ζk
=
∂
∂τ
[
−eζk(HTikP
−1
i Y˜i)
2
]
= 2eζk(Y˜Ti P
−1
i Hik)
[
HTikP
−1
i
(
∂Pi
∂τ
)
P−1i Y˜i
]
= 2eζk+τY˜Ti P
−1
i HikH
T
ikP
−2
i Y˜i, (by (37)). (44)
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Again using (40), and denoting by δkl the indicator of {k = l},
∂2F 1
∂ζl∂ζk
=
∂
∂ζl
[
−eζk(HTikP
−1
i Y˜i)
2
]
= −δkle
ζk(HTikP
−1
i Y˜i)
2 + 2eζk(Y˜Ti P
−1
i Hik)
[
HTikP
−1
i
(
∂Pi
∂ζl
)
P−1i Y˜i
]
= −δkle
ζk(HTikP
−1
i Y˜i)
2 + 2eζk+ζlY˜Ti P
−1
i HikH
T
ikP
−1
i HilH
T
ilP
−1
i Y˜i, (by (38))
=

2eζk+ζl(HTikP
−1
i Y˜i)(H
T
ilP
−1
i Y˜i)(H
T
ikP
−1
i Hil) if k 6= l
eζk(HTikP
−1
i Y˜i)
2
[
2eζk(HTikP
−1
i Hik)− 1
]
if k = l.
(45)
Hessian of F 2
From (41),
∂2F 1
∂τ 2
=
∂
∂τ
[
eτTr(P−1i )
]
= eτTr(P−1i )−e
τTr
[
P−1i
(
∂Pi
∂τ
)
P−1i
]
= eτ [Tr(P−1i )−e
τTr(P−2i )].
(46)
From (42),
∂2F 2
∂τ∂ζk
=
∂
∂τ
[eζkHTikP
−1
i Hik] = −e
ζkHTikP
−1
i
(
∂Pi
∂τ
)
P−1i Hik = −e
ζk+τHTikP
−2
i Hik.
(47)
Finally,
∂2F 2
∂ζlζk
=
∂
∂ζl
[
eζkHTikP
−1
i Hik
]
= δkle
ζkHTikP
−1
i Hik − e
ζkHTikP
−1
i
(
∂Pi
∂ζl
)
P−1i Hik
= δkle
ζkHTikP
−1
i Hik − e
ζk+ζl(HTikP
−1
i Hil)
2, (by (38))
=

−eζk+ζl(HTikP
−1
i Hil)
2 if k 6= l
eζkHikP
−1
i Hik[1− e
ζkHTikP
−1
i Hik] if k = l.
(48)
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Table 2: Easy, n = 200, σ2 = 1/16, Gaussian noise
M = 5 ψ1 ψ2 ψ3 λ1 λ2 λ3 σ2
New.loc MISE/MSE 0.060 0.214 0.217 1.36 1.07 3.75 88.23
(Sd) (0.066) (0.273) (0.337)
Reduction (%) 81.8 64.3 65.4 73.8 65.8 36.0
loc MISE/MSE 0.329 0.599 0.628 5.19 3.13 5.86 261.82
(Sd) (0.333) (0.577) (0.617)
New.EM MISE/MSE 0.058 0.191 0.169 1.27 1.04 1.65 0.96
(Sd) (0.061) (0.244) (0.238)
Reduction (%) 14.7 26.3 29.5 2.3 2.8 5.7
EM MISE/MSE 0.068 0.259 0.240 1.30 1.07 1.75 1.17
(Sd) (0.073) (0.335) (0.338)
New.EM.ns MISE/MSE 0.057 0.191 0.168 1.28 1.04 1.65 0.99
(Sd) (0.062) (0.244) (0.238)
Reduction (%) 32.1 29.0 33.3 8.8 -3.0 14.1
EM.ns MISE/MSE 0.084 0.269 0.252 1.40 1.01 1.92 2.83
(Sd) (0.081) (0.365) (0.367)
M = 4 ψ1 ψ2 ψ3 λ1 λ2 λ3 σ2
New.loc MISE/MSE 0.352 0.379 0.543 9.51 0.91 4.62 348.92
(Sd) (0.131) (0.417) (0.469)
Reduction (%) -10.7 34.3 13.3 -118.6 75.7 23.6
loc MISE/MSE 0.318 0.577 0.626 4.35 3.75 6.05 238.40
(Sd) (0.325) (0.569) (0.603)
New.EM MISE/MSE 0.355 0.388 0.492 9.39 0.89 1.53 98.66
(Sd) (0.127) (0.433) (0.401)
Reduction (%) -22.4 16.0 3.3 -97.7 36.9 33.5
EM MISE/MSE 0.290 0.462 0.509 4.75 1.41 2.30 100.61
(Sd) (0.145) (0.506) (0.493)
New.EM.ns MISE/MSE 0.353 0.386 0.491 9.35 0.90 1.55 100.47
(Sd) (0.126) (0.434) (0.402)
Reduction (%) -113.9 -22.9 -73.5 -382.0 13.5 33.8
EM.ns MISE/MSE 0.165 0.314 0.283 1.94 1.04 2.34 9.49
(Sd) (0.150) (0.381) (0.373)
M = 9 ψ1 ψ2 ψ3 λ1 λ2 λ3 σ2
New.loc MISE/MSE 0.092 0.247 0.239 1.30 1.74 3.21 745.76
(Sd) (0.222) (0.331) (0.365)
Reduction (%) 71.2 58.7 61.3 73.3 48.8 32.0
loc MISE/MSE 0.319 0.598 0.617 4.87 3.40 4.72 226.58
(Sd) (0.329) (0.569) (0.607)
New.EM MISE/MSE 0.065 0.192 0.169 1.20 1.00 1.66 0.77
(Sd) (0.064) (0.241) (0.232)
Reduction (%) 20.7 25.0 29.0 8.4 2.0 10.3
EM MISE/MSE 0.082 0.256 0.238 1.31 1.02 1.85 2.81
(Sd) (0.082) (0.328) (0.332)
New.EM.ns MISE/MSE 0.064 0.202 0.179 1.20 1.00 1.65 0.79
(Sd) (0.064) (0.257) (0.250)
Reduction (%) 14.7 12.9 16.4 9.8 0.0 -1.2
EM.ns MISE/MSE 0.075 0.232 0.214 1.33 1.00 1.63 2.93
(Sd) (0.077) (0.299) (0.296)
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Table 3: Practical, n = 500, σ2 = 1/16, Gaussian noise
M = 10 ψ1 ψ2 ψ3 ψ4 ψ5 λ1 λ2 λ3 λ4 λ5
New.loc MISE/MSE 0.035 0.195 0.463 0.556 0.343 0.69 0.54 0.62 0.54 0.68
(Sd) (0.025) (0.347) (0.532) (0.531) (0.404)
Reduction (%) 91.9 81.6 59.5 54.1 69.6 88.6 80.0 74.2 85.5 90.5
loc MISE/MSE 0.434 1.059 1.143 1.211 1.127 6.04 2.70 2.40 3.73 7.19
(Sd) (0.387) (0.502) (0.514) (0.536) (0.523)
New.EM MISE/MSE 0.036 0.172 0.396 0.498 0.332 0.62 0.54 0.52 0.43 0.80
(Sd) (0.031) (0.288) (0.432) (0.509) (0.420)
Reduction (%) 33.3 25.5 31.5 20.4 17.2 20.5 0.0 5.5 18.9 27.3
EM MISE/MSE 0.054 0.231 0.578 0.626 0.401 0.78 0.54 0.55 0.53 1.10
(Sd) (0.046) (0.263) (0.469) (0.517) (0.463)
New.EM.ns MISE/MSE 0.038 0.210 0.446 0.498 0.353 0.56 0.58 0.54 0.43 0.75
(Sd) (0.035) (0.336) (0.437) (0.476) (0.439)
Reduction (%) 96.9 85.3 66.6 50.2 77.8 73.3 58.6 15.6 27.1 88.5
EM.ns MISE/MSE 1.226 1.432 1.336 1.000 1.593 2.10 1.40 0.64 0.59 6.51
(Sd) (0.355) (0.272) (0.380) (0.456) (0.294)
M = 5 ψ1 ψ2 ψ3 ψ4 ψ5 λ1 λ2 λ3 λ4 λ5
New.loc MISE/MSE 1.612 1.799 1.386 1.835 1.524 2.07 6.37 12.65 69.84 92.64
(Sd) (0.036) (0.163) (0.189) (0.104) (0.260)
Reduction (%) -277.5 -81.4 -16.7 -45.9 -28.2 64.6 -108 -448 -1738 -1023
loc MISE/MSE 0.427 0.992 1.186 1.258 1.189 5.84 3.06 2.31 3.80 8.25
(Sd) (0.386) (0.486) (0.473) (0.540) (0.519)
New.EM MISE/MSE 1.615 1.808 1.381 1.840 1.442 1.81 5.64 10.09 62.83 84.27
(Sd) (0.041) (0.144) (0.190) (0.119) (0.204)
Reduction (%) 0.2 -0.4 0.8 0.1 1.1 8.6 8.9 2.9 1.3 1.8
EM MISE/MSE 1.618 1.800 1.392 1.842 1.458 1.98 6.19 10.39 63.66 85.84
(Sd) (0.042) (0.152) (0.198) (0.119) (0.203)
New.EM.ns MISE/MSE 1.615 1.815 1.368 1.801 1.549 1.90 5.32 10.43 66.94 93.17
(Sd) (0.045) (0.137) (0.191) (0.127) (0.242)
Reduction (%) -9.7 -0.2 -0.7 -1.1 5.1 35.2 13.5 -2.5 -6.8 -14.1
EM.ns MISE/MSE 1.472 1.811 1.358 1.781 1.633 2.93 6.15 10.18 62.65 81.63
(Sd) ( 0.175) (0.145) (0.257) (0.205) (0.210)
M = 20 ψ1 ψ2 ψ3 ψ4 ψ5 λ1 λ2 λ3 λ4 λ5
New.loc MISE/MSE 0.029 0.204 0.790 0.732 0.629 0.65 0.70 1.67 0.58 0.27
(Sd) (0.020) (0.336) (0.677) (0.539) (0.668)
Reduction (%) 94.3 82.0 38.6 32.0 43.7 90.5 77.6 59.7 84.9 95.4
loc MISE/MSE 0.508 1.134 1.292 1.077 1.117 6.86 3.12 4.14 3.85 5.91
(Sd) (0.407) (0.473) (0.443) (0.721) (0.660)
New.EM MISE/MSE 0.044 0.172 0.486 0.610 0.406 0.62 0.54 0.58 0.52 0.95
(Sd) (0.042) (0.251) (0.481) (0.542) (0.439)
Reduction (%) 38.9 34.1 37.8 26.8 29.6 23.5 6.9 25.6 24.6 34.0
EM MISE/MSE 0.072 0.261 0.781 0.833 0.577 0.81 0.58 0.78 0.69 1.44
(Sd) (0.075) (0.229) (0.531) (0.553) (0.539)
New.EM.ns MISE/MSE 0.043 0.153 0.455 0.610 0.366 0.61 0.54 0.55 0.52 0.99
(Sd) (0.043) (0.170) (0.459) (0.567) (0.396)
Reduction (%) 49.4 31.7 28.7 13.7 12.0 30.7 11.5 24.7 18.8 46.8
EM.ns MISE/MSE 0.085 0.224 0.638 0.707 0.416 0.88 0.61 0.73 0.64 1.86
(Sd) (0.130) (0.247) (0.487) (0.510) (0.428)
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Table 4: Practical, n = 1000, σ2 = 1/16, Gaussian noise
M = 10 ψ1 ψ2 ψ3 ψ4 ψ5 λ1 λ2 λ3 λ4 λ5
New.loc MISE/MSE 0.015 0.067 0.169 0.228 0.146 0.26 0.34 0.25 0.35 0.41
(Sd) (0.014) (0.134) (0.226) (0.259) (0.203)
Reduction (%) 93.3 91.8 84.2 78.0 84.3 94.6 82.7 80.8 82.0 91.3
loc MISE/MSE 0.224 0.813 1.069 1.035 0.930 4.85 1.96 1.30 1.94 4.72
(Sd) (0.137) (0.523) (0.466) (0.580) (0.541)
New.EM MISE/MSE 0.016 0.063 0.145 0.232 0.172 0.25 0.29 0.24 0.33 0.41
(Sd) (0.014) (0.122) (0.193) (0.337) (0.307)
Reduction (%) 51.5 56.3 53.1 37.3 31.2 53.7 9.4 27.3 17.5 43.1
EM MISE/MSE 0.033 0.144 0.309 0.370 0.250 0.54 0.32 0.33 0.40 0.72
(Sd) (0.039) (0.204) (0.330) (0.416) (0.359)
New.EM.ns MISE/MSE 0.042 0.114 0.214 0.206 0.203 0.34 0.72 0.41 0.37 4.47
(Sd) (0.170) (0.265) (0.341) (0.223) (0.399)
Reduction (%) 96.8 92.1 84.4 79.3 87.4 80.9 -7.5 -64.0 30.2 23.6
EM.ns MISE/MSE 1.302 1.434 1.374 0.994 1.610 1.78 0.67 0.25 0.53 5.85
(Sd) (0.393) (0.270) (0.347) (0.444) (0.289)
M = 5 ψ1 ψ2 ψ3 ψ4 ψ5 λ1 λ2 λ3 λ4 λ5
New.loc MISE/MSE 1.613 1.888 1.393 1.825 1.483 1.02 4.69 10.74 70.95 89.69
(Sd) (0.028) (0.099) (0.143) (0.099) (0.260)
Reduction (%) -527.6 -138.4 -31.5 -75.5 -55.9 78.0 -137 -567 -3279 -1648
loc MISE/MSE 0.257 0.792 1.059 1.040 0.951 4.63 1.98 1.61 2.10 5.13
(Sd) (0.264) (0.498) (0.508) (0.610) (0.539)
New.EM MISE/MSE 1.614 1.887 1.392 1.852 1.405 0.93 4.55 8.53 64.31 79.77
(Sd) (0.021) (0.068) (0.201) (0.251) (0.135)
Reduction (%) -0.7 -0.9 -0.2 0.2 1.1 21.2 10.6 0.7 0.0 1.1
EM MISE/MSE 1.603 1.870 1.389 1.855 1.421 1.18 5.09 8.59 64.32 80.67
(Sd) (0.030) (0.142) (0.394) (0.393) (0.180)
New.EM.ns MISE/MSE 1.612 1.891 1.388 1.817 1.529 1.01 4.93 8.88 69.14 94.67
(Sd) (0.028) (0.085) (0.136) (0.093) (0.198)
Reduction (%) -10.4 -1.7 0.0 -4.3 3.7 52.6 15.7 -0.8 -7.6 -13.8
EM.ns MISE/MSE 1.460 1.859 1.388 1.742 1.588 2.13 5.85 8.81 64.28 83.20
(Sd) (0.203) (0.210) (0.221) (0.241) (0.212)
M = 20 ψ1 ψ2 ψ3 ψ4 ψ5 λ1 λ2 λ3 λ4 λ5
New.loc MISE/MSE 0.017 0.057 0.180 0.273 0.154 0.19 0.20 0.14 0.34 0.30
(Sd) (0.012) (0.055) (0.307) (0.484) (0.361)
Reduction (%) 92.7 93.2 83.8 77.0 82.7 96.1 90.4 88.0 77.5 92.2
loc MISE/MSE 0.232 0.843 1.111 1.185 0.890 4.88 2.09 1.17 1.51 3.85
(Sd) (0.139) (0.565) (0.507) (0.603) (0.503)
New.EM MISE/MSE 0.019 0.068 0.196 0.263 0.157 0.26 0.32 0.25 0.31 0.46
(Sd) (0.016) (0.104) (0.285) (0.360) (0.253)
Reduction (%) 48.6 60.5 64.3 54.4 44.9 46.9 -6.7 49.0 29.5 20.7
EM MISE/MSE 0.037 0.172 0.549 0.577 0.285 0.49 0.30 0.49 0.44 0.58
(Sd) (0.029) (0.189) (0.489) (0.502) (0.316)
New.EM.ns MISE/MSE 0.019 0.069 0.203 0.276 0.160 0.26 0.28 0.27 0.33 0.43
(Sd) (0.015) (0.104) (0.288) (0.371) (0.256)
Reduction (%) 52.5 50.0 46.3 35.5 27.9 48.0 -7.7 37.2 19.5 48.2
EM.ns MISE/MSE 0.040 0.138 0.378 0.428 0.222 0.50 0.26 0.43 0.41 0.83
(Sd) (0.025) (0.139) (0.363) (0.454) (0.336)
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Table 5: Challenging, n = 500, σ2 = 1/16, Gaussian noise
M = 30 ψ1 ψ2 ψ3 λ1 λ2 λ3 σ2
New.loc MISE/MSE 0.162 0.196 0.135 2.67 2.06 2.27 2103.76
(Sd) (0.254) (0.330) (0.285)
Reduction (%) 57.5 62.1 60.2 37.5 6.4 0.9
loc MISE/MSE 0.381 0.517 0.339 4.27 2.20 2.29 2469.33
(Sd) (0.307) (0.453) (0.373)
New.EM MISE/MSE 0.124 0.130 0.082 1.43 0.53 0.67 20.82
(Sd) (0.080) (0.147) (0.113)
Reduction (%) -0.8 16.7 22.6 -3.6 7.0 23.0
EM MISE/MSE 0.123 0.156 0.106 1.38 0.57 0.87 37.47
(Sd) (0.081) (0.166) (0.144)
New.EM.ns MISE/MSE 0.121 0.132 0.089 1.51 0.52 0.61 20.69
(Sd) (0.060) (0.164) (0.138)
Reduction (%) 31.3 21.4 15.2 28.4 7.1 20.8
EM.ns MISE/MSE 0.176 0.168 0.105 2.11 0.56 0.77 86.72
(Sd) (0.109) (0.152) (0.110)
M = 20 ψ1 ψ2 ψ3 λ1 λ2 λ3 σ2
New.loc MISE/MSE 0.315 0.244 0.149 3.01 2.13 3.17 1526.18
(Sd) (0.261) (0.288) (0.317)
Reduction (%) 26.2 51.9 50.7 36.6 -7.0 -21.0
loc MISE/MSE 0.427 0.507 0.302 4.75 1.99 2.62 2281.71
(Sd) (0.323) (0.401) (0.323)
New.EM MISE/MSE 0.286 0.215 0.106 2.39 0.73 0.64 196.92
(Sd) (0.148) (0.190) (0.097)
Reduction (%) 1.0 7.3 -8.2 14.9 -19.7 23.8
EM MISE/MSE 0.289 0.232 0.098 2.81 0.61 0.84 262.13
(Sd) (0.155) (0.203) (0.096)
New.EM.ns MISE/MSE 0.287 0.209 0.100 2.10 0.78 0.75 206.30
(Sd) (0.148) (0.173) (0.071)
Reduction (%) 57.2 64.6 32.0 40.3 16.1 23.5
EM.ns MISE/MSE 0.670 0.590 0.147 3.52 0.93 0.98 769.97
(Sd) (0.424) (0.487) (0.113)
M = 35 ψ1 ψ2 ψ3 λ1 λ2 λ3 σ2
New.loc MISE/MSE 0.178 0.191 0.117 1.99 0.70 0.53 50.82
(Sd) (0.124) (0.235) (0.182)
Reduction (%) 54.9 62.7 66.5 57.4 68.5 76.9
loc MISE/MSE 0.395 0.512 0.349 4.67 2.22 2.29 2724.98
(Sd) (0.274) (0.428) (0.353)
New.EM MISE/MSE 0.178 0.189 0.114 1.85 0.54 0.63 47.87
(Sd) (0.125) (0.224) (0.162)
Reduction (%) -3.5 11.3 18.0 -7.6 -3.8 24.1
EM MISE/MSE 0.172 0.213 0.139 1.72 0.52 0.83 72.12
(Sd) (0.126) (0.258) (0.215)
New.EM.ns MISE/MSE 0.170 0.142 0.080 1.51 0.73 0.60 49.68
(Sd) (0.107) (0.154) (0.095)
Reduction (%) -21.4 4.7 20.0 -28.0 -4.3 30.2
EM.ns MISE/MSE 0.140 0.149 0.100 1.18 0.70 0.86 61.67
(Sd) (0.073) (0.224) (0.190)
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Table 6: Model selection : Easy (n = 200), Practical (n = 500, 1000), and
Challenging (n = 500), σ2 = 1/16, Gaussian noise
Model Method Number of converged replicates Frequency of models selected
M = 4 M = 5 M = 6 M = 9 M = 4 M = 5 M = 6 M = 9
New.loc 91 82 86 82 3 80 1 9
New.EM 99 99 99 98 0 99 0 0
Easy Combine1 100 100 100 100 0 100 0 0
(n = 200) New.EM.ns 99 99 99 99 0 99 0 0
Combine.ns2 99 99 99 99 0 99 0 0
M = 5 M = 10 M = 15 M = 20 M = 5 M = 10 M = 15 M = 20
New.loc 53 46 21 7 25 46 8 1
New.EM 96 93 94 88 0 93 2 5
Practical Combine 100 97 95 88 2 97 1 2
(n = 500) New.EM.ns 72 60 78 86 3 60 17 20
Combine.ns 90 82 81 87 2 82 7 9
M = 5 M = 10 M = 15 M = 20 M = 5 M = 10 M = 15 M = 20
New.loc 53 77 43 28 7 77 4 5
New.EM 98 97 98 92 0 97 0 3
Practical Combine 99 100 99 96 0 100 0 0
(n = 1000) New.EM.ns 83 62 84 91 0 59 6 35
Combine.ns 93 94 89 93 0 91 1 8
M = 20 M = 25 M = 30 M = 35 M = 20 M = 25 M = 30 M = 35
New.loc 71 71 58 46 5 16 56 16
New.EM 93 91 79 70 1 7 79 11
Challenging Combine 95 96 88 79 1 4 88 6
(n = 500) New.EM.ns 65 76 62 62 2 10 62 25
Combine.ns 94 92 89 77 2 2 87 9
1 combine the results of New.loc with New.EM: replace one by another if the first one fails to converge; 2 combine the
results of New.loc with New.EM.ns.
Table 7: Model selection : Hybrid, n = 500, σ2 = 1/16, Gaussian noise
New.loc New.EM
I. number of converged replicates (total=100)
r M = 10 M = 15 M = 20 M = 25 M = 10 M = 15 M = 20 M = 25
2 75 63 60 54 100 98 99 85
3 81 78 60 61 99 99 97 96
4 36 11 3 1 99 94 94 93
5 6 0 0 0 95 85 60 38
6 1 0 0 0 61 60 29 8
7 4 0 0 0 7 22 7 3
II. frequencies of models selected
r M = 10 M = 15 M = 20 M = 25 M = 10 M = 15 M = 20 M = 25
1 0 (1,1,1) 0 (0,0,1) 0 (0,0,0) 0 (0,0,1) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0)
2 2 (4,6,6) 2 (3,3,2) 2 (2,2,2) 2 (2,2,1) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0)
3 47 (61,63,79) 2 (1,1,1) 1 (1,1,1) 0 (0,0,0) 0 (0,0,98) 0 (0,0,1) 0 (0,0,1) 0 (0,0,0)
4 30 (20,16,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 2 (43,97,0) 0 (0,1,0) 0 (1,1,0) 0 (0,0,0)
5 3 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 56 (55,1,0) 0 (1,0,0) 1 (0,0,0) 0 (0,0,0)
6 1 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 33 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0)
7 3 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 7 (0,0,0) 1 (0,0,0) 0 (0,0,0) 0 (0,0,0)
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Table 8: Mean running time for one replicate in seconds: Easy (n = 200), Practical
(n = 500), σ2 = 1/16, Gaussian noise
Model Method Mean running time (standard deviation) ∗
M = 4 M = 5 M = 6 M = 9
New.loc 14.3 (4.4) 14.4 (4) 15.4 (4.9) 16.7 (5.2)
Easy loc 19 (1.9) 19 (1.9) 19 (1.9) 19 (1.9)
(n = 200) New.EM 14.7 (0.48) 14.4 (0.52) 14.8 (0.42) 16.3 (0.48)
EM 9.8 (0.79) 9.7 (0.48) 10.1 (0.32) 10.7 (1.1)
M = 5 M = 10 M = 15 M = 20
New.loc 63.8 (27.9) 80.9 (45.1) 87.4 (35.8) 92.7 (31.2)
Practical loc 28.4 (3.4) 28.4 (3.4) 28.4 (3.4) 28.4 (3.4)
(n = 500) New.EM 60.2 (9.5) 59.4 (3.1) 70.6 (17.9) 91.9 (30.2)
EM 54.1 (6.7) 47.6 (2.2) 53.7 (6.7) 61.2 (11.9)
∗ for New.loc and New.EM, this means the additional computational cost after obtaining
the initial estimates.
Table 9: CD4 counts data: estimated error variance and eigenvalues
Model : M = 10, r = 4 σ̂2 λ̂1 λ̂2 λ̂3 λ̂4
loc 42,359.3 615,735.6 94,188.6 47,012.6 37,687.1
New.EM 38,411.0 473,416.8 208,201.4 53,253.9 24,582.0
EM 38,132.2 469,784.3 207,961.1 54,007.2 24,344.5
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Figures
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Figure 1: True and estimated eigenfunctions for easy with n = 200, σ2 = 1/16, Gaus-
sian noise: true eigenfunctions (Black); Point-wise average of estimated eigenfunc-
tions by New.EM (Red); Point-wise 0.95 and 0.05 quantiles of estimated eigenfunctions
by New.EM (Green)
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Figure 2: True and estimated eigenfunctions for practical with n = 500, σ2 = 1/16,
Gaussian noise: true eigenfunctions (Black); Point-wise average of estimated eigen-
functions by New.EM (Red); Point-wise 0.95 and 0.05 quantiles of estimated eigenfunc-
tions by New.EM (Green)
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Figure 3: True and estimated eigenfunctions for challenging with n = 500,
σ2 = 1/16, Gaussian noise: true eigenfunctions (Black); Point-wise average of es-
timated eigenfunctions by New.EM (Red); Point-wise 0.95 and 0.05 quantiles of esti-
mated eigenfunctions by New.EM (Green)
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Figure 4: CD4 counts data: estimated mean and eigenfunctions. First panel: esti-
mated mean function; Second panel: estimated eigenfunctions by New.EM: ψ̂1=Black,
ψ̂2=Red, ψ̂3=Green, ψ̂4=Blue; Third to sixth panels: estimated eigenfunctions by loc
(Blue), New.EM (Red), EM (Green)
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Supplementary material
Tables
In the following tables, New.loc: Newton with loc as initial estimate; New.EM: Newton
with EM (B-spline basis) as initial estimate; New.EM.ns: Newton with EM.ns (natural
spline basis) as initial estimate; Combine: result after replacing New.EM with New.loc
if the former fails to converge; Combine.ns: result after replacing New.EM.ns with
EM.loc if the former fails to converge; in block (IV), number within parentheses after
loc is the number of replicates with σ̂2 < 0 by loc.
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Table 10: Easy, n = 100; σ2 = 1/16; noise distribution : N(0, 1).
M = 4 M = 5 M = 6 M = 9
I. number of converged replicates
New.loc 91 91 89 72
New.EM 99 100 100 96
Combine 99 100 100 99
New.EM.ns 96 100 99 98
Combine.ns 98 100 100 100
II. mean integrated squared error of estimated eigenfunctions (ψν)
New.loc 0.397, 0.497, 0.623 0.113, 0.342, 0.323 0.128, 0.360, 0.375 0.143, 0.385, 0.359
(sd) 0.208, 0.495, 0.529 0.124, 0.439, 0.489 0.158, 0.410, 0.508 0.158, 0.442, 0.479
(% reduction) 18.1, 33.3, 14.4 76.9, 53.7, 55.9 74.1, 52.0, 49.7 72.3, 46.9, 47.3
loc 0.485, 0.745, 0.728 0.489, 0.739, 0.733 0.495, 0.750, 0.745 0.517, 0.725, 0.681
(sd) 0.436, 0.569, 0.539 0.454, 0.561, 0.537 0.442, 0.582, 0.550 0.460, 0.543, 0.541
New.EM 0.399, 0.509, 0.625 0.136, 0.367, 0.290 0.128, 0.374, 0.306 0.154, 0.392, 0.308
(sd) 0.217, 0.509, 0.520 0.212, 0.458, 0.418 0.206, 0.447, 0.411 0.216, 0.427, 0.383
(% reduction) -14.0, 16.1, 1.7 10.5, 20.7, 27.0 15.8, 17.4, 23.3 11.0, 16.8, 24.1
EM 0.350, 0.607, 0.636 0.152, 0.463, 0.397 0.152, 0.453, 0.399 0.173, 0.471, 0.406
(sd) 0.281, 0.578, 0.561 0.190, 0.501, 0.477 0.190, 0.478, 0.465 0.198, 0.498, 0.489
New.EM.ns 0.399, 0.499, 0.615 0.136, 0.367, 0.290 0.128, 0.377, 0.309 0.148, 0.389, 0.309
(sd) 0.217, 0.505, 0.521 0.212, 0.458, 0.418 0.207, 0.448, 0.412 0.215, 0.432, 0.396
(% reduction) -34.3, 7.4, -40.4 29.5, 24.8, 31.1 30.4, 20.8, 25.4 18.7, 24.3, 29.3
EM.ns 0.297, 0.539, 0.438 0.193, 0.488, 0.421 0.184, 0.476, 0.414 0.182, 0.514, 0.437
(sd) 0.336, 0.524, 0.471 0.251, 0.537, 0.509 0.245, 0.534, 0.503 0.211, 0.536, 0.528
III. normalized mean squared error of estimated eigenvalues (λν) × 100
New.loc 13.11, 1.91, 4.58 2.18, 1.72, 5.60 3.05, 1.68, 7.75 2.18, 1.90, 5.65
(% reduction) -14.0, 73.1, 59.0 81.1, 75.1, 50.6 73.2, 77.3, 30.6 76.2, 74.3, 47.5
loc 11.50, 7.09, 11.18 11.52, 6.91, 11.34 11.40, 7.41, 11.17 9.15, 7.39, 10.77
New.EM 12.98, 1.87, 2.31 2.19, 1.66, 3.47 2.30,1.63, 3.63 2.07, 1.63, 3.63
(% reduction) -80.5, 29.2, 16.9 -9.0, 1.2, -1.8 -13.9, -1.2, 1.9 -3.5, -10.1, 9.5
EM 7.19, 2.64, 2.78 2.01, 1.68, 3.41 2.02, 1.61, 3.70 2.00, 1.48, 4.01
New.EM.ns 13.18, 1.87, 2.32 2.19, 1.66, 3.47 2.32, 1.64, 3.61 2.07, 1.62, 3.63
(% reduction) -453.8, -21.4, 42.7 -5.3, -4.4, 4.7 -11.5, -5.8, 0.6 4.2, -9.5, 2.9
EM.ns 2.38, 1.54, 4.05 2.08, 1.59, 3.64 2.08, 1.55, 3.63 2.16, 1.48, 3.74
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 189.86 46.89 305.55 439.19
loc (52) 415.81 403.10 409.70 305.32
New.EM 113.02 3.98 4.27 2.51
EM 115.05 4.23 5.71 9.02
New.EM.ns 112.59 3.98 4.30 2.50
EM.ns 15.20 6.30 5.94 7.53
V. number of times model with M basis functions selected
New.loc 1 83 3 7
New.EM 0 91 1 8
Combine 0 91 1 8
New.EM.ns 0 91 1 8
Combine.ns 0 91 1 8
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Table 11: Easy; n = 200; σ2 = 1/16; noise distribution : N(0, 1)
M = 4 M = 5 M = 6 M = 9
I. number of converged replicates
New.loc 91 82 86 82
New.EM 99 99 99 98
Combine 100 100 100 100
New.EM.ns 99 99 99 99
Combine.ns 99 99 99 99
II. mean integrated squared error of estimated eigenfunctions (ψν)
New.loc 0.352, 0.379, 0.543 0.060, 0.214, 0.217 0.057, 0.204, 0.199 0.092, 0.247, 0.239
(sd) 0.131, 0.417, 0.469 0.066, 0.273, 0.337 0.058, 0.262, 0.303 0.222, 0.331, 0.365
(% reduction) -10.7, 34.3, 13.3 81.8, 64.3, 65.4 82.6, 65.5, 67.7 71.2, 58.7, 61.3
loc 0.318, 0.577, 0.626 0.329, 0.599, 0.628 0.327, 0.591, 0.616 0.319, 0.598, 0.617
(sd) 0.325, 0.569, 0.603 0.333, 0.577, 0.617 0.329, 0.574, 0.597 0.329, 0.569, 0.607
New.EM 0.355, 0.388, 0.492 0.058, 0.191, 0.169 0.059, 0.195, 0.171 0.065, 0.192, 0.169
(sd) 0.127, 0.433, 0.401 0.061, 0.244, 0.238 0.057, 0.249, 0.241 0.064, 0.241, 0.232
(% reduction) -22.4, 16.0, 3.3 14.7, 26.3, 29.6 16.9, 24.7, 27.8 20.7, 25.0, 29.0
EM 0.290, 0.462, 0.509 0.068, 0.259, 0.240 0.071, 0.259, 0.237 0.082, 0.256, 0.238
(sd) 0.145, 0.506, 0.493 0.073, 0.335, 0.338 0.070, 0.333, 0.337 0.082, 0.328, 0.332
New.EM.ns 0.353, 0.386, 0.491 0.057, 0.191, 0.168 0.059, 0.195, 0.171 0.064, 0.202, 0.179
(sd) 0.126, 0.434, 0.402 0.062, 0.244, 0.238 0.057, 0.249, 0.241 0.064, 0.257, 0.250
(% reduction) -113.9, -22.9, -73.5 32.1, 29.0, 33.3 21.3, 25.9, 31.0 14.7, 12.9, 16.4
EM.ns 0.165, 0.314, 0.283 0.084, 0.269, 0.252 0.075, 0.263, 0.248 0.075, 0.232, 0.214
(sd) 0.150, 0.381, 0.373 0.081, 0.365, 0.367 0.076, 0.347 0.347 0.077, 0.299, 0.296
III. normalized mean squared error of estimated eigenvalues (λν) × 100
New.loc 9.51, 0.91, 4.62 1.36, 1.07, 3.75 1.54, 1.06, 2.42 1.30, 1.74, 3.21
(% reduction) -118.6, 75.7, 23.6 73.8, 65.8, 36.0 69.1, 64.7, 58.5 73.3, 48.8, 32.0
loc 4.35, 3.75 , 6.05 5.19, 3.13, 5.86 4.98, 3.00, 5.83 4.87, 3.40, 4.72
New.EM 9.39, 0.89, 1.53 1.27, 1.04, 1.65 1.38, 1.03, 1.67 1.20, 1.00, 1.66
(% reduction) -97.7, 36.9, 33.5 2.3, 2.8, 5.7 -4.5, 1.0, 2.9 8.4, 2.0, 10.3
EM 4.75, 1.41, 2.30 1.30, 1.07, 1.75 1.32, 1.04, 1.72 1.31, 1.02, 1.85
New.EM.ns 9.35, 0.90, 1.55 1.28, 1.04, 1.65 1.40, 1.03, 1.67 1.20, 1.00, 1.65
(% reduction) -382.0, 13.5, 33.8 8.6, -3.0, 14.1 -4.5, -4.0, 3.5 9.8, 0.0, -1.2
EM.ns 1.94, 1.04, 2.34 1.40, 1.01, 1.92 1.34, 0.99, 1.73 1.33, 1.00, 1.63
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 348.92 88.23 22.29 745.76
loc (56) 238.40 261.82 203.19 226.58
New.EM 98.66 0.96 1.51 0.77
EM 100.61 1.17 2.38 2.81
New.EM.ns 100.47 0.99 1.57 0.79
EM.ns 9.49 2.83 2.55 2.93
V. number of times model with M basis functions selected
New.loc 3 80 1 9
New.EM 0 99 0 0
Combine 0 100 0 0
New.EM.ns 0 99 0 0
Combine.ns 0 99 0 0
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Table 12: Easy; n = 500; σ2 = 1/16; noise distribution : N(0, 1)
M = 4 M = 5 M = 6 M = 9
I. number of converged replicates
New.loc 83 84 87 80
New.EM 99 100 100 100
Combine 100 100 100 100
New.EM.ns 97 100 100 100
II. mean integrated squared error of estimated eigenfunctions (ψν)
New.loc 0.311, 0.358, 0.460 0.027, 0.067, 0.089 0.024, 0.076, 0.098 0.020, 0.069, 0.062
(sd) 0.097, 0.416, 0.454 0.067, 0.088, 0.247 0.029, 0.111, 0.255 0.021, 0.073, 0.071
(% reduction) -106.0, 11.6, -10.8 82.5, 82.8, 77.8 84.4, 81.0, 76.2 87.4, 81.3, 84.3
loc 0.151, 0.405, 0.415 0.154, 0.389, 0.400 0.154, 0.399, 0.411 0.159, 0.369, 0.396
(sd) 0.124, 0.472, 0.415 0.129, 0.461, 0.403 0.128, 0.463, 0.406 0.132, 0.404, 0.395
New.EM 0.318, 0.316, 0.397 0.017, 0.070, 0.067 0.021, 0.071, 0.067 0.019, 0.072, 0.068
(sd) 0.079, 0.365, 0.352 0.017, 0.104, 0.103 0.016, 0.106, 0.105 0.017, 0.111, 0.110
(% reduction) -45.9, 12.9, -6.1 22.7, 36.4, 38.0 16.0, 38.8, 41.7 20.8, 37.9, 41.4
EM 0.218, 0.363, 0.374 0.022, 0.110, 0.108 0.025, 0.116, 0.115 0.024, 0.116, 0.116
(sd) 0.083, 0.442, 0.427 0.022, 0.157, 0.160 0.021, 0.175, 0.178 0.024, 0.224, 0.223
New.EM.ns 0.307, 0.371, 0.438 0.018, 0.067, 0.060 0.020, 0.065, 0.060 0.019, 0.067, 0.060
(sd) 0.085, 0.417, 0.398 0.019, 0.099, 0.098 0.018, 0.076, 0.075 0.020, 0.071, 0.069
(% reduction) -338.6, -126.2, -184.4 43.8, 48.9, 52.0 25.9, 48.8, 50.8 24.0, 36.2, 38.8
EM.ns 0.070, 0.164, 0.154 0.032, 0.131, 0.125 0.027, 0.127, 0.122 0.025, 0.105, 0.098
(sd) 0.046, 0.197, 0.199 0.029, 0.166, 0.166 0.028, 0.149, 0.148 0.030, 0.125, 0.122
III. normalized mean squared error of estimated eigenvalues (λν) × 100
New.loc 6.18, 0.69, 4.16 0.39 0.51, 2.09 0.50, 0.62, 2.40 0.41, 0.47, 0.61
(% reduction) -77.6, 35.5, -60.0 85.5, 54.1, 17.4 85.0, 41.5, 5.5 88.3, 56.1, 73.4
loc 3.48, 1.07, 2.60 2.69, 1.11, 2.53 3.33, 1.06, 2.54 3.51, 1.07, 2.29
New.EM 6.46, 0.53, 1.40 0.49, 0.43, 0.70 0.62, 0.42, 0.71 0.49, 0.42, 0.68
(% reduction) -231.3, 68.1, 39.9 9.3, 2.3, 5.4 -5.1, 4.5, -1.4 15.5, 8.7, 8.1
EM 1.95, 1.66, 2.33 0.54, 0.44, 0.74 0.59, 0.44, 0.70 0.58, 0.46, 0.74
New.EM.ns 6.64, 0.65, 1.85 0.39, 0.48, 0.55 0.50, 0.48, 0.62 0.42, 0.46, 0.59
(% reduction) -361.1, -35.4, -172.1 35.0, 2.0, 16.7 3.8, 2.0, 6.1 16.0, 6.1, 13.2
EM.ns 1.44, 0.48, 0.68 0.60, 0.49, 0.66 0.52, 0.49, 0.66 0.50, 0.49, 0.68
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 231.06 71.81 74.39 0.24
loc (53) 104.34 98.10 96.41 93.67
New.EM 89.29 0.18 0.46 0.16
EM 91.96 0.26 0.78 0.51
New.EM.ns 89.91 0.25 0.57 0.23
EM.ns 8.17 1.21 0.69 0.56
V. number of times model with M basis functions selected
New.loc 0 80 1 7
New.EM 0 99 0 1
Combine 0 99 0 1
New.EM.ns 0 96 0 4
Combine.ns 0 96 0 4
68
Table 13: Easy; n = 200; σ2 = 1/8; noise distribution : N(0, 1)
M = 4 M = 5 M = 6 M = 9
I. number of converged replicates
New.loc 86 86 86 85
New.EM 99 99 99 99
Combine 100 100 100 100
II. mean integrated squared error of estimated eigenfunctions (ψν)
New.loc 0.345, 0.369, 0.463 0.064, 0.186, 0.158 0.065, 0.177, 0.170 0.074, 0.181, 0.153
(sd) 0.185, 0.414, 0.400 0.069, 0.221, 0.207 0.064, 0.201, 0.254 0.075, 0.204, 0.186
(% reduction) -7.8, 34.9, 23.1 81.2, 69.0, 73.8 78.8, 68.3, 72.4 78.1, 67.9, 73.2
loc 0.320, 0.567, 0.602 0.340, 0.600, 0.604 0.307, 0.559, 0.616 0.338, 0.564, 0.570
(sd) 0.353, 0.580, 0.596 0.360, 0.598, 0.599 0.306, 0.570, 0.607 0.362, 0.570, 0.570
New.EM 0.339, 0.387, 0.481 0.063, 0.200, 0.177 0.065, 0.203, 0.178 0.073, 0.213, 0.190
(sd) 0.137, 0.423, 0.401 0.066, 0.244, 0.236 0.063, 0.243, 0.234 0.072, 0.255, 0.246
(% reduction) -18.1, 10.2, -0.6 13.7, 16.7, 19.5 12.2, 13.2, 16.0 15.1, 11.6, 14.8
EM 0.287, 0.431, 0.478 0.073, 0.240, 0.220 0.074, 0.234, 0.212 0.086, 0.241, 0.223
(sd) 0.150, 0.477, 0.465 0.076, 0.290, 0.291 0.073, 0.285, 0.285 0.086, 0.287, 0.288
III. normalized mean squared error of estimated eigenvalues (λν) × 100
New.loc 7.47, 0.94, 2.71 1.37, 1.19, 2.02 1.53, 1.10, 2.90 1.26, 1.10, 2.00
(% reduction) -58.6, 71.3, 54.3 72.3, 66.6, 68.8 68.2, 65.5, 50.4 74.9, 65.8, 65.0
loc 4.71, 3.28, 5.93 4.94, 3.56, 6.47 4.81, 3.19, 5.85 5.02, 3.22, 5.71
New.EM 7.21, 0.93, 1.44 1.36, 1.12, 1.88 1.45, 1.11, 1.91 1.27, 1.08, 1.82
(% reduction) -78.5, 25.0, 31.4 0.0, 3.4, 15.7 -5.1, 2.6, 14.3 5.9, 4.4, 20.5
EM 4.04, 1.24, 2.10 1.36, 1.16, 2.23 1.38, 1.14, 2.23 1.35, 1.13, 2.29
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 72.11 0.53 5.70 0.49
loc (39) 51.49 51.10 56.40 57.63
New.EM 25.78 0.51 0.65 0.47
EM 26.37 0.89 1.17 1.21
V. number of times model with M basis functions selected
New.loc 2 85 3 1
New.EM 0 98 1 0
Combine 0 99 1 0
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Table 14: Easy; n = 100; σ2 = 1/16; noise distribution : 1√
2
t4
M = 4 M = 5 M = 6 M = 9
I. number of converged replicates
New.loc 85 79 79 66
New.EM 100 100 99 99
Combine 100 100 100 99
II. mean integrated squared error of estimated eigenfunctions (ψν)
New.loc 0.366, 0.613, 0.682 0.120, 0.393, 0.404 0.129, 0.360, 0.370 0.165, 0.400, 0.343
(sd) 0.200, 0.494, 0.494 0.173, 0.449, 0.519 0.233, 0.413, 0.494 0.252, 0.434, 0.438
(% reduction) 30.9, 21.5, 9.4 75.8, 48.9, 47.3 75.1, 52.0, 48.9 69.2, 48.9, 56.2
loc 0.530, 0.781, 0.753 0.495, 0.769, 0.766 0.519, 0.750, 0.724 0.536, 0.783, 0.783
(sd) 0.488, 0.571, 0.588 0.458, 0.576, 0.609 0.488, 0.553, 0.567 0.510, 0.564, 0.590
New.EM 0.359, 0.593, 0.645 0.114, 0.399, 0.344 0.113, 0.373, 0.326 0.120, 0.404, 0.352
(sd) 0.186, 0.511, 0.480 0.154, 0.452, 0.447 0.141, 0.416, 0.405 0.160, 0.464, 0.442
(% reduction) -10.8, 10.0, -0.5 12.3, 23.1, 24.4 22.1, 27.4, 27.6 34.1, 25.0, 22.6
EM 0.324, 0.659, 0.642 0.130, 0.519, 0.455 0.145, 0.514, 0.450 0.182, 0.539, 0.455
(sd) 0.251, 0.530, 0.499 0.191, 0.496, 0.482 0.213, 0.489, 0.480 0.256, 0.517, 0.472
III. normalized mean squared error of estimated eigenvalues (λν) × 100
New.loc 12.78, 3.06, 5.37 1.80, 2.13, 7.55 2.69, 2.90, 6.86 2.69, 2.31, 3.08
(% reduction) -52.0, 56.3, 44.7 74.8, 70.0, 35.2 67.6, 50.3, 14.7 70.1, 62.2, 58.3
loc 8.41, 7.01, 9.71 7.15, 7.10, 11.65 8.31, 5.83, 8.04 9.00, 6.11, 7.39
New.EM 13.29, 2.75, 3.07 2.20, 2.14, 4.07 2.87, 2.16, 4.00 2.51, 2.12, 4.13
(% reduction) -87.7, 20.5, 22.1 -8.9, 1.4, 5.1 -21.6, 2.7, 4.8 -26.1, 12.0, 3.3
EM 7.08, 3.46, 3.94 2.02, 2.17, 4.29 2.36, 2.22, 4.20 1.99, 2.41, 4.27
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 221.41 206.37 110.76 81.95
loc (57) 244.37 254.89 242.56 250.48
New.EM 99.66 3.92 4.31 3.25
EM 99.05 3.91 5.29 8.91
V. number of times model with M basis functions selected
New.loc 3 72 6 8
New.EM 0 92 3 5
Combine 0 92 3 5
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Table 15: Easy; n = 200; σ2 = 1/16; noise distribution : 1√
2
t4
M = 4 M = 5 M = 6 M = 9
I. number of converged replicates
New.loc 91 90 88 81
New.EM 98 98 99 99
Combine 99 100 100 99
II. mean integrated squared error of estimated eigenfunctions (ψν)
New.loc 0.343, 0.472, 0.587 0.047, 0.189, 0.173 0.062, 0.195, 0.183 0.054, 0.183, 0.163
(sd) 0.136, 0.431, 0.457 0.046, 0.261, 0.264 0.112, 0.290, 0.302 0.054, 0.225, 0.224
(% reduction) 12.1, 33.0, 3.0 87.9, 72.1, 70.2 84.2, 71.5, 68.8 86.8, 73.0, 70.6
loc 0.390, 0.704, 0.605 0.387, 0.677, 0.581 0.393, 0.685, 0.586 0.409, 0.677, 0.555
(sd) 0.418, 0.572, 0.540 0.414, 0.535, 0.513 0.416, 0.538, 0.518 0.425, 0.520, 0.491
New.EM 0.348, 0.473, 0.544 0.052, 0.187, 0.168 0.053, 0.192, 0.177 0.055, 0.187, 0.167
(sd) 0.128, 0.453, 0.397 0.055, 0.259, 0.264 0.051, 0.282, 0.290 0.057, 0.253, 0.255
(% reduction) -23.8, 10.9, 0.4 17.5, 35.3, 36.6 20.9, 34.9, 34.7 26.7, 38.3, 39.1
EM 0.281, 0.531, 0.546 0.063, 0.289, 0.265 0.067, 0.295, 0.271 0.075, 0.303, 0.274
(sd) 0.165, 0.466, 0.446 0.064, 0.361, 0.357 0.072, 0.378, 0.374 0.085, 0.353, 0.350
III. normalized mean squared error of estimated eigenvalues (λν) × 100
New.loc 9.77, 1.54, 6.20 1.02, 1.17, 1.65 1.27, 1.22, 1.96 1.13, 1.19, 1.68
(% reduction) -108.8, 64.3, 24.4 78.0, 72.1, 79.1 69.5, 53.6, 58.6 74.8, 55.3, 67.0
loc 4.68, 4.31, 8.20 4.64, 4.20, 7.88 4.17, 2.63, 4.73 4.49, 2.66, 5.09
New.EM 10.23, 1.56, 1.91 0.98, 1.28, 1.54 4.17, 2.63, 4.73 1.04, 1.28, 1.54
(% reduction) -137.4, 43.1, 35.0 2.0, 8.6, 14.9 -289.7, -93.4, -135.3 -1.0, 0.8, 23.8
EM 4.31, 2.74, 2.94 1.00, 1.40, 1.81 1.07, 1.36, 2.01 1.03, 1.29, 2.02
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 513.98 2.79 80.16 2.62
loc (47) 240.66 231.44 248.53 226.98
New.EM 94.38 2.69 3.11 2.48
EM 95.70 2.62 3.60 4.42
V. number of times model with M basis functions selected
New.loc 2 88 2 2
New.EM 0 96 0 3
Combine 0 98 0 2
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Table 16: Easy; n = 100; σ2 = 1/16; noise distribution : Exp(1)− 1
M = 4 M = 5 M = 6 M = 9
I. number of converged replicates
New.loc 83 84 84 67
New.EM 97 100 100 99
Combine 98 100 100 100
II. mean integrated squared error of estimated eigenfunctions (ψν)
New.loc 0.403, 0.548, 0.652 0.128, 0.358, 0.340 0.136, 0.369, 0.412 0.150, 0.377, 0.320
(sd) 0.264, 0.485, 0.500 0.133, 0.436, 0.455 0.154, 0.423, 0.532 0.197, 0.408, 0.405
(% reduction) 24.8, 19.1, 0.0 76.3, 46.4, 47.9 74.0, 43.5, 38.3 72.9, 44.5, 50.2
loc 0.536, 0.677, 0.652 0.541, 0.668, 0.652 0.524, 0.653, 0.668 0.553, 0.679, 0.642
(sd) 0.488, 0.513, 0.432 0.500, 0.501, 0.442 0.487, 0.498, 0.444 0.506, 0.528, 0.452
New.EM 0.387, 0.537, 0.606 0.147, 0.377, 0.318 0.132, 0.348, 0.303 0.144, 0.361, 0.305
(sd) 0.217, 0.467, 0.457 0.196, 0.442, 0.412 0.150, 0.405, 0.382 0.180, 0.411, 0.384
(% reduction) -13.8, 9.3, 5.2 26.9, 18.0, 14.5 33.3, 23.0, 19.6 33.6, 16.2, 14.1
EM 0.340, 0.592, 0.639 0.201, 0.460, 0.372 0.198, 0.452, 0.377 0.217, 0.431, 0.355
(sd) 0.241, 0.541, 0.510 0.272, 0.477, 0.437 0.260, 0.464, 0.431 0.287, 0.435, 0.392
III. normalized mean squared error of estimated eigenvalues (λν) × 100
New.loc 13.44, 3.50, 5.30 2.35, 1.74, 4.30 3.43, 2.05, 8.67 2.59, 2.15, 4.68
(% reduction) -59.6, 29.1, 54.1 75.6, 65.5, 61.3 66.2, 59.5, 18.5 71.9, 48.2, 49.9
loc 8.42, 4.94, 11.54 9.63, 5.05, 11.12 10.15, 5.06, 10.64 9.22, 4.15, 9.35
New.EM 14.77, 3.19, 2.57 2.27, 1.59, 3.37 2.59, 1.66, 3.62 2.26, 1.74, 3.59
(% reduction) -86.3, 20.4, 23.7 -10.7, 1.9, 3.4 -18.8, 1.2, 1.6 -17.1, 3.3, 6.5
EM 7.93, 4.01, 3.37 2.05, 1.62, 3.49 2.18, 1.68, 3.68 1.93, 1.80, 3.84
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 177.13 29.61 339.90 211.38
loc (54) 927.89 994.62 919.17 815.63
New.EM 105.24 3.67 4.00 2.74
EM 105.76 4.31 6.41 7.88
V. number of times model with M basis functions selected
New.loc 2 77 5 6
New.EM 0 90 5 5
Combine 0 90 5 5
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Table 17: Easy; n = 200; σ2 = 1/16; noise distribution : Exp(1)− 1
M = 4 M = 5 M = 6 M = 9
I. number of converged replicates
New.loc 90 91 87 79
New.EM 99 100 100 99
Combine 100 100 100 100
II. mean integrated squared error of estimated eigenfunctions (ψν)
New.loc 0.337, 0.463, 0.527 0.061, 0.248, 0.221 0.057, 0.208, 0.184 0.073, 0.233, 0.191
(sd) 0.124, 0.471, 0.443 0.060, 0.335, 0.349 0.055, 0.274, 0.271 0.111, 0.298, 0.275
(% reduction) 8.4, 25.0, 4.7 83.5, 61.2, 61.7 84.6, 64.3, 64.3 80.3, 59.7, 62.6
loc 0.368, 0.617, 0.553 0.369, 0.639, 0.577 0.369, 0.583, 0.516 0.371, 0.578, 0.511
(sd) 0.369, 0.533, 0.489 0.367, 0.548, 0.511 0.369, 0.491, 0.442 0.383, 0.508, 0.465
New.EM 0.347, 0.452, 0.525 0.071, 0.253, 0.217 0.065, 0.240, 0.210 0.074, 0.252, 0.214
(sd) 0.131, 0.445, 0.411 0.131, 0.321, 0.303 0.100, 0.312, 0.300 0.122, 0.306, 0.297
(% reduction) -19.7, 12.9, 3.5 17.4, 24.3, 26.4 21.7, 30.2, 31.4 26.7, 28.0, 27.7
EM 0.290, 0.519, 0.544 0.086, 0.334, 0.295 0.083, 0.344, 0.306 0.101, 0.350, 0.296
(sd) 0.155, 0.457, 0.450 0.147, 0.414, 0.396 0.135, 0.436, 0.420 0.154, 0.434, 0.409
III. normalized mean squared error of estimated eigenvalues (λν) × 100
New.loc 11.04, 1.79, 2.89 1.34, 1.13, 2.03 1.53, 0.91, 1.67 2.19, 1.31, 1.82
(% reduction) -35.8, 37.4, 56.3 83.7, 62.7, 70.3 82.0, 69.7, 74.3 61.4, 49.8, 70.8
loc 8.13, 2.86, 6.61 8.21, 3.03, 6.83 8.50, 3.00, 6.50 5.68, 2.61, 6.23
New.EM 11.38, 1.70, 1.65 1.40, 0.95, 1.41 1.50, 0.96, 1.60 1.41, 1.00, 1.52
(% reduction) -128.1, 43.5, 46.1 -12.9, 11.2, 12.4 -21.0, 11.1, 7.0 -9.3, 10.7, 15.6
EM 4.99, 3.01, 3.06 1.24, 1.07, 1.61 1.24, 1.08, 1.72 1.29, 1.12, 1.80
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 207.35 85.51 2.11 67.43
loc(56) 219.92 219.92 235.18 249.00
New.EM 97.11 1.78 2.19 1.58
EM 98.76 1.92 2.87 3.10
V. number of times model with M basis functions selected
New.loc 0 90 1 3
New.EM 0 99 1 0
Combine 0 99 1 0
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Table 18: Practical; n = 300; σ2 = 1/16; noise distribution : N(0, 1)
M = 5 M = 10 M = 15 M = 20
I. number of converged replicates
New.loc 60 17 4 0
New.EM 96 98 87 73
Combine 99 98 89 73
New.EM.ns 81 48 67 80
II. mean integrated squared error of estimated eigenfunctions (ψν)
New.loc 1.634, 1.764, 1.400, 1.825, 1.533 0.133, 0.298, 0.604, 0.710, 0.613 0.075, 0.537, 0.782, 1.017, 0.790 * * * * *
(sd) 0.060, 0.175, 0.233, 0.107, 0.261 0.314, 0.415, 0.626, 0.616, 0.632 0.026, 0.743, 0.634, 0.551, 0.718 * * * * *
(% reduction) -104.8, -34.6, -11.1, -29.9, -9.5 83.6, 75.2, 45.8, 46.7, 50.2 82.2, 49.1, -5.4, 42.6, 53.8 * * * * *
loc 0.798, 1.311, 1.260, 1.405, 1.400 0.810, 1.203, 1.115, 1.333, 1.231 0.421, 1.054, 0.742, 1.772, 1.711 * * * * *
(sd) 0.538, 0.486, 0.456, 0.454, 0.521 0.540, 0.505, 0.457, 0.408, 0.541 0.204, 0.295, 0.323, 0.209, 0.319 * * * * *
New.EM 1.628, 1.778, 1.395, 1.809, 1.489 0.066, 0.279, 0.568, 0.688, 0.483 0.085, 0.247, 0.615, 0.711, 0.522 0.091, 0.288, 0.636, 0.766, 0.581
(sd) 0.055, 0.168, 0.225, 0.136, 0.227 0.057, 0.308, 0.474, 0.514, 0.465 0.081, 0.208, 0.492, 0.551, 0.517 0.100, 0.313, 0.520, 0.572, 0.538
(% reduction) 0.1, -0.3, 0.5, 0.1, 0.9 28.3, 21.8, 23.2, 13.8, 13.3 15.0, 32.0, 29.5, 14.4, 7.1 26.6, 25.8, 29.9, 19.4, 14.4
EM 1.630, 1.772, 1.402, 1.810, 1.503 0.092, 0.357, 0.740, 0.798, 0.557 0.100, 0.363, 0.872, 0.831, 0.562 0.124, 0.388, 0.907, 0.950, 0.679
(sd) 0.056, 0.172, 0.231, 0.136, 0.229 0.098 , 0.313, 0.519, 0.560, 0.504 0.106, 0.342, 0.555, 0.591, 0.513 0.137, 0.344, 0.564, 0.517, 0.532
New.EM.ns 1.628, 1.765, 1.396, 1.798, 1.563 0.069, 0.253, 0.567, 0.708, 0.472 0.087, 0.270, 0.632, 0.737, 0.564 0.085, 0.277, 0.638, 0.755, 0.553
(sd) 0.058, 0.165, 0.226, 0.131, 0.243 0.061, 0.336, 0.506, 0.525, 0.408 0.083, 0.298, 0.505, 0.572, 0.574 0.089, 0.226, 0.490, 0.561, 0.517
(% reduction) -8.6, 0.9, -2.3, -0.7, 1.1 94.6, 82.7, 56.0, 33.8, 70.1 42.0, 39.6, 25.3, 22.1, 22.6 26.7, 31.6, 29.8, 14.6, 7.5
EM.ns 1.499, 1.781, 1.365, 1.786, 1.581 1.267, 1.459, 1.289, 1.070, 1.579 0.150, 0.447, 0.846, 0.946, 0.729 0.116, 0.405, 0.909, 0.884, 0.598
(sd) 0.133, 0.159, 0.281, 0.162, 0.255 0.372, 0.277, 0.400, 0.490, 0.332 0.121, 0.359, 0.512, 0.596, 0.628 0.106, 0.383, 0.541, 0.587, 0.512
III. normalized mean squared error of estimated eigenvalues (λν) × 100
New.loc 3.71, 5.74, 15.44, 68.11, 92.74 5.85, 0.92, 1.50, 0.75, 7.22 1.47, 0.85, 0.15, 1.32, 0.50 * * * * *
(% reduction) 55.5, -33.5, -305.2, -1051, -765.9 23.0, 85.0, 44.9, 83.7, 38.4 86.0, 82.7, 95.0, 38.3, 94.1 * * * * *
loc 8.34, 4.30, 3.81, 5.92, 10.71 7.60, 6.13, 2.72, 4.59, 11.73 10.51, 4.90, 3.03, 2.14, 8.45 * * * * *
New.EM 2.99, 6.01, 12.32, 60.87, 86.52 1.12, 0.88, 0.82, 0.68, 1.51 1.33, 0.94, 1.00, 0.78, 1.99 1.33, 0.83, 0.83, 0.84, 2.18
(% reduction) -2.0, 7.4, 3.2, 1.6, 1.8 4.3, 9.3, -18.8, 17.1, 23.0 -6.4, -4.4, -16.3, -1.3, 31.6 -4.7, 19.4, 0.0, -2.4, 26.1
EM 2.93, 6.49, 12.73, 61.85, 88.07 1.17, 0.97, 0.69, 0.82, 1.96 1.25, 0.90, 0.86, 0.77, 2.91 1.27, 1.03, 0.83, 0.82, 2.95
New.EM.ns 2.97, 6.05, 12.16, 62.79, 93.92 0.83, 0.89, 0.75, 0.81, 1.21 1.38, 1.09, 1.03, 0.85, 2.20 1.35, 0.90, 1.03, 0.90, 2.13
(% reduction) -6.5, 6.9, 1.9, -3.6, -13.0 64.4, 47.6, 40.5, 40.9, 85.0 8.6, 6.8, -25.6, 23.4, 10.9 -7.1, 9.1, -24.1, 15.1, 17.4
EM.ns 2.79, 6.50, 12.39, 60.63, 83.12 2.33, 1.70, 1.26, 1.37, 8.09 1.51, 1.17, 0.82, 1.11, 2.47 1.26, 0.99, 0.83, 1.06, 2.58
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 39780.24 42.54 0.25 ∗
loc (32) 1522.77 793.55 4548.91 ∗
New.EM 35980.84 1.14 0.66 1.09
EM 36297.68 1.65 1.98 2.39
New.EM.ns 36688.90 0.78 0.72 0.99
EM.ns 33822.99 715.94 5.59 3.23
V. number of times model with M basis functions selected
New.loc 50 17 2 0
New.EM 0 97 3 0
Combine 0 97 3 0
New.EM.ns 5 48 28 17
Combine.ns 5 55 23 15
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Table 19: Practical; n = 500; σ2 = 1/16; noise distribution : N(0, 1)
M = 5 M = 10 M = 15 M = 20
I. number of converged replicates
New.loc 53 46 21 7
New.EM 96 93 94 88
Combine 100 97 95 88
New.EM.ns 72 60 78 86
Combine.ns 90 82 81 87
II. mean integrated squared error of estimated eigenfunctions (ψν)
New.loc 1.612, 1.799, 1.386, 1.835, 1.524 0.035, 0.195, 0.463, 0.556, 0.343 0.047, 0.169, 0.317, 0.670, 0.552 0.029, 0.204, 0.790, 0.732, 0.629
(sd) 0.036, 0.163, 0.189, 0.104, 0.260 0.025, 0.347, 0.532, 0.531, 0.404 0.070, 0.262, 0.382, 0.646, 0.620 0.020, 0.336, 0.677, 0.539, 0.668
(% reduction) -277.5, -81.4, -16.9, -45.9, -28.2 91.9, 81.6, 59.5, 54.1, 69.6 87.1, 83.8, 72.3, 48.7, 51.9 94.3, 82.0, 38.9, 32.0, 43.7
loc 0.427, 0.992, 1.186, 1.258, 1.189 0.434, 1.059, 1.143, 1.211, 1.127 0.363, 1.044, 1.145, 1.305, 1.148 0.508, 1.134, 1.292, 1.077, 1.117
(sd) 0.386, 0.486, 0.473, 0.540, 0.519 0.387, 0.502, 0.514, 0.536, 0.523 0.261, 0.535, 0.496, 0.510, 0.587 0.407, 0.473, 0.443, 0.721, 0.660
New.EM 1.615, 1.808, 1.381, 1.840, 1.442 0.036, 0.172, 0.396, 0.498, 0.332 0.044, 0.154, 0.407, 0.559, 0.387 0.044, 0.172, 0.486, 0.610, 0.406
(sd) 0.041, 0.144, 0.190, 0.119, 0.204 0.031, 0.288, 0.432, 0.509, 0.420 0.044, 0.241, 0.445, 0.553, 0.473 0.042, 0.251, 0.481, 0.542, 0.439
(% reduction) 0.2, -0.4, 0.8, 0.1, 1.1 33.3, 25.5, 31.5, 20.4, 17.2 27.9, 32.5, 37.6, 18.5, 2.0 38.9, 34.1, 37.8, 26.8, 29.6
EM 1.618, 1.800, 1.392, 1.842, 1.458 0.054, 0.231, 0.578, 0.626, 0.401 0.061, 0.228, 0.652, 0.686, 0.395 0.072, 0.261, 0.781, 0.833, 0.577
(sd) 0.042, 0.152, 0.198, 0.119, 0.203 0.046, 0.263, 0.469, 0.517, 0.463 0.067, 0.263, 0.530, 0.551, 0.444 0.075, 0.229, 0.531, 0.553, 0.539
New.EM.ns 1.615, 1.815, 1.368, 1.801, 1.549 0.038, 0.210, 0.446, 0.498, 0.353 0.041, 0.140, 0.412, 0.592, 0.400 0.043, 0.153, 0.455, 0.610, 0.366
(sd) 0.045, 0.137, 0.191, 0.127, 0.242 0.035, 0.336, 0.437, 0.476, 0.439 0.033, 0.170, 0.421, 0.563, 0.488 0.043, 0.170, 0.459, 0.567, 0.396
(% reduction) -9.7, -0.2, -0.7, -1.1, 5.1 96.9, 85.3, 66.6, 50.2, 77.8 57.3, 53.5, 41.9, 22.9, 28.7 49.4, 31.7, 28.7, 13.7, 12.0
EM.ns 1.472, 1.811, 1.358, 1.781, 1.633 1.226, 1.432, 1.336, 1.000, 1.593 0.096, 0.301, 0.709, 0.768, 0.561 0.085, 0.224, 0.638, 0.707, 0.416
(sd) 0.175, 0.145, 0.257, 0.205, 0.210 0.355, 0.272, 0.380, 0.456, 0.294 0.062, 0.234, 0.522, 0.561, 0.554 0.130, 0.247, 0.487, 0.510, 0.428
III. normalized mean squared error of estimated eigenvalues (λν) × 100
New.loc 2.07, 6.37, 12.65, 69.84, 92.64 0.69, 0.54, 0.62, 0.54, 0.68 0.86, 0.54, 0.71, 0.60, 0.77 0.65, 0.70, 1.67, 0.58, 0.27
(% reduction) 64.6, -108.2, -447.6, -1738, -1023 88.6, 80.0, 74.2, 85.5, 90.5 88.4, 78.2, 70.4, 80.5, 90.6 90.5, 77.6, 59.7, 84.9, 95.4
loc 5.84, 3.06, 2.31, 3.80, 8.25 6.04, 2.70, 2.40, 3.73, 7.19 7.42, 2.48, 2.40, 3.07, 8.19 6.86, 3.12, 4.14, 3.85, 5.91
New.EM 1.81, 5.64, 10.09, 62.83, 84.27 0.62, 0.54, 0.52, 0.43, 0.80 0.67, 0.59, 0.58, 0.53, 0.92 0.62, 0.54, 0.58, 0.52, 0.95
(% reduction) 8.6, 8.9, 2.9, 1.3, 1.8 20.5, 0.0, 5.5, 18.9, 27.3 20.2, -20.4, 15.9, 8.6, 32.8 23.5, 6.9, 25.6, 24.6, 34.0
EM 1.98, 6.19, 10.39, 63.66, 85.84 0.78, 0.54, 0.55, 0.53, 1.10 0.84, 0.49, 0.69, 0.58, 1.37 0.81, 0.58, 0.78, 0.69, 1.44
New.EM.ns 1.90, 5.32, 10.43, 66.94, 93.17 0.56, 0.58, 0.54, 0.43, 0.75 0.71, 0.58, 0.58, 0.48, 0.91 0.61, 0.54, 0.55, 0.52, 0.99
(% reduction) 35.2, 13.5, -2.5, -6.8, -14.1 73.3, 58.6, 15.6, 27.1, 88.5 30.4, 9.4, 32.6, 27.3, 18.8 30.7, 11.5, 24.7, 18.8, 46.8
EM.ns 2.93, 6.15, 10.18, 62.65, 81.63 2.10, 1.40, 0.64, 0.59, 6.51 1.02, 0.64, 0.86, 0.66, 1.12 0.88, 0.61, 0.73, 0.64, 1.86
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 39653.64 0.39 0.36 0.73
loc (28) 499.17 1345.32 1600.02 1872.78
New.EM 36335.23 0.33 0.31 0.46
EM 36646.27 0.60 1.43 1.34
New.EM.ns 37713.38 0.33 0.33 0.46
EM.ns 34339.84 856.30 4.24 3.70
V. number of times model with M basis functions selected
New.loc 25 46 8 1
New.EM 0 93 2 5
Combine 2 97 1 2
New.EM.ns 3 60 17 20
Combine 2 82 7 9
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Table 20: Practical; n = 500; σ2 = 1/8; noise distribution : N(0, 1)
M = 5 M = 10 M = 15 M = 20
I. number of converged replicates
New.loc 51 51 26 6
New.EM 96 97 98 91
Combine 96 98 99 92
II. mean integrated squared error of estimated eigenfunctions (ψν)
New.loc 1.612, 1.782, 1.383, 1.807, 1.537 0.037, 0.183, 0.495, 0.595, 0.340 0.101, 0.189, 0.581, 0.793, 0.537 0.057, 0.301, 0.579, 0.711, 0.439
(sd) 0.039, 0.172, 0.190, 0.115, 0.281 0.034, 0.341, 0.506, 0.559, 0.416 0.300, 0.261, 0.562, 0.643, 0.542 0.049, 0.306, 0.648, 0.678, 0.311
(% reduction) -241.5, -69.4, -19.5, -49.1, -36.9 92.6, 83.9, 56.7, 53.0, 69.0 79.7, 82.6, 48.3, 32.0, 52.9 82.0, 69.2, 45.4, 47.7, 62.9
loc 0.472, 1.052, 1.157, 1.212, 1.123 0.497, 1.134, 1.144, 1.266, 1.098 0.498, 1.084, 1.123, 1.166, 1.141 0.317, 0.977, 1.061, 1.359, 1.183
(sd) 0.406, 0.485, 0.459, 0.517, 0.525 0.437, 0.540, 0.514, 0.537, 0.532 0.340, 0.562, 0.489, 0.497, 0.502 0.174, 0.433, 0.596, 0.677, 0.635
New.EM 1.615, 1.800, 1.384, 1.840, 1.445 0.040, 0.177, 0.454, 0.580, 0.385 0.049, 0.169, 0.529, 0.644, 0.443 0.050, 0.180, 0.518, 0.637, 0.420
(sd) 0.041, 0.152, 0.190, 0.122, 0.208 0.035, 0.294, 0.466, 0.549, 0.454 0.046, 0.212, 0.512, 0.576, 0.505 0.048, 0.234, 0.492, 0.570, 0.424
(% reduction) 0.2, -0.4, 0.6, 0.1, 1.2 27.3, 22.0, 26.7, 13.3, 5.9 21.0, 26.8, 23.7, 12.1, -4.7 31.5, 28.3, 34.8, 24.2, 29.3
EM 1.618, 1.793, 1.393, 1.842, 1.463 0.055, 0.227, 0.619, 0.669, 0.409 0.062, 0.231, 0.693, 0.733, 0.423 0.073, 0.251, 0.794, 0.840, 0.594
(sd) 0.042, 0.156, 0.199, 0.122, 0.210 0.046, 0.257, 0.510, 0.560, 0.460 0.065, 0.238, 0.536, 0.575, 0.442 0.076, 0.218, 0.537, 0.555, 0.542
III. normalized mean squared error of estimated eigenvalues (λν) × 100
New.loc 2.15, 6.52, 14.20, 71.74, 94.02 0.49, 0.60, 0.66, 0.51, 1.02 1.49, 0.99, 0.68, 0.67, 1.68 0.93, 0.69, 1.12, 0.51, 0.37
(% reduction) 66.2, -125.6, -542.5, -1876, -1124 92.4, 80.9, 68.3, 86.6, 87.4 79.9, 72.6, 76.4, 83.2, 78.8 84.6, 38.9, 56.1, 87.5, 94.2
loc 6.37, 2.89, 2.21, 3.63, 7.68 6.43, 3.14, 2.08, 3.82, 8.09 7.42, 3.61, 2.88, 4.00, 7.93 6.02, 1.13, 2.55, 4.09, 6.42
New.EM 1.85, 5.95, 10.37, 63.46, 84.85 0.63, 0.60, 0.61, 0.55, 0.99 0.78, 0.69, 0.68, 0.60, 1.15 0.77, 0.62, 0.64, 0.61, 1.24
(% reduction) 11.1, 8.5, 3.0, 1.4, 1.9 24.1, 0.0, 15.3, 19.1, 33.1 10.3, -15.0, 17.1, 6.3, 27.7 14.4, 3.1, 23.8, 16.4, 26.2
EM 2.08, 6.50, 10.69, 64.37, 86.49 0.83, 0.60, 0.72, 0.68, 1.48 0.87, 0.60, 0.82, 0.64, 1.59 0.90, 0.64, 0.84, 0.73, 1.68
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 10088.01 0.22 70.69 1.31
loc (19) 131.61 277.32 165.85 685.82
New.EM 9176.53 0.23 0.24 0.50
EM 9261.08 11.69 0.36 0.31
V. number of times model with M basis functions selected
New.loc 19 51 9 2
New.EM 0 97 3 0
Combine 0 98 2 0
76
Table 21: Practical; n = 1000; σ2 = 1/16; noise distribution : N(0, 1)
M = 5 M = 10 M = 15 M = 20
I. number of converged replicates
New.loc 53 77 43 28
New.EM 98 97 98 92
Combine 99 100 99 96
New.EM.ns 83 62 84 91
Combine.ns 93 94 89 93
II. mean integrated squared error of estimated eigenfunctions (ψν)
New.loc 1.613, 1.888, 1.393, 1.825, 1.483 0.015, 0.067, 0.169, 0.228, 0.146 0.019, 0.062, 0.200, 0.270, 0.152 0.017, 0.057, 0.180, 0.273, 0.154
(sd) 0.028, 0.099, 0.143, 0.099, 0.260 0.014, 0.134, 0.226, 0.259, 0.203 0.013, 0.051, 0.356, 0.442, 0.309 0.012, 0.055, 0.307, 0.484, 0.361
(% reduction) -527.6, -138.4, -31.5, -75.5, -55.9 93.3, 91.8, 84.2, 78.0, 84.3 91.2, 92.4, 80.7, 76.0, 85.9 92.7, 93.2, 83.8, 77.0, 82.7
loc 0.257, 0.792, 1.059, 1.040, 0.951 0.224, 0.813, 1.069, 1.035, 0.930 0.216, 0.815, 1.035, 1.123, 1.081 0.232, 0.843, 1.111, 1.185, 0.890
(sd) 0.264, 0.498, 0.508, 0.610, 0.539 0.137, 0.523, 0.466, 0.580, 0.541 0.127, 0.499, 0.435, 0.573, 0.558 0.139, 0.565, 0.507, 0.603, 0.503
New.EM 1.614, 1.887, 1.392, 1.852, 1.405 0.016, 0.063, 0.145, 0.232, 0.172 0.021, 0.068, 0.201, 0.251, 0.135 0.019, 0.068, 0.196, 0.263, 0.157
(sd) 0.026, 0.089, 0.136, 0.095, 0.180 0.014, 0.122, 0.193, 0.337, 0.307 0.016, 0.126, 0.322, 0.371, 0.240 0.016, 0.104, 0.285, 0.360, 0.253
(% reduction) -0.7, -0.9, -0.2, 0.2, 1.1 51.5, 56.2, 53.1, 37.3, 31.2 30.0, 52.1, 49.0, 36.1, 25.0 48.6, 60.5, 64.3, 54.4, 44.9
EM 1.603, 1.870, 1.389, 1.855, 1.421 0.033, 0.144, 0.309, 0.370, 0.250 0.030, 0.142, 0.394, 0.393, 0.180 0.037, 0.172, 0.549, 0.577, 0.285
(sd) 0.133, 0.165, 0.180, 0.095, 0.178 0.039, 0.204, 0.330, 0.416, 0.359 0.024, 0.245, 0.439, 0.445, 0.294 0.029, 0.189, 0.489, 0.502, 0.316
New.EM.ns 1.612, 1.891, 1.388, 1.817, 1.529 0.042, 0.114, 0.214, 0.206, 0.203 0.020, 0.074, 0.223, 0.276, 0.144 0.019, 0.069, 0.203, 0.276, 0.160
(sd) 0.028, 0.085, 0.136, 0.093, 0.198 0.170, 0.265, 0.341, 0.223, 0.399 0.016, 0.135, 0.344, 0.395 0.256 0.015, 0.104, 0.288, 0.371, 0.256
(% reduction) -10.4, -1.7, 0.0, -4.3, 3.7 96.8, 92.1, 84.4, 79.3, 87.4 71.0, 67.1, 48.0, 50.3, 60.8 52.5, 50.0, 46.3, 35.5, 27.9
EM.ns 1.460, 1.859, 1.388, 1.742, 1.588 1.302, 1.434, 1.374, 0.994, 1.610 0.069, 0.225, 0.429, 0.555, 0.367 0.040, 0.138, 0.378, 0.428, 0.222
(sd) 0.203, 0.210, 0.221, 0.241, 0.212 0.393, 0.270, 0.347, 0.444, 0.289 0.037, 0.178, 0.358, 0.520, 0.450 0.025, 0.139, 0.363, 0.454, 0.336
III. normalized mean squared error of estimated eigenvalues (λν) × 100
New.loc 1.02, 4.69, 10.74, 70.95, 89.69 0.26, 0.34, 0.25, 0.35, 0.41 0.29, 0.39, 0.30, 0.35, 0.37 0.19, 0.20, 0.14, 0.34, 0.30
(% reduction) 78.0, -136.9, -567.1, -3279, -1648 94.6, 82.7, 80.8, 82.0, 91.3 94.1, 79.5, 72.5, 78.4, 92.0 96.1, 90.4, 88.0, 77.5, 92.2
loc 4.63, 1.98, 1.61, 2.10, 5.13 4.85, 1.96, 1.30, 1.94, 4.72 4.88, 1.90, 1.09, 1.62, 4.63 4.88, 2.09, 1.17, 1.51, 3.85
New.EM 0.93, 4.55, 8.53, 64.31, 79.77 0.25, 0.29, 0.24, 0.33, 0.41 0.22, 0.37, 0.27, 0.32, 0.46 0.26, 0.32, 0.25, 0.31, 0.46
(% reduction) 21.2, 10.6, 0.7, 0.0, 1.1 53.7, 9.4, 27.3, 17.5, 43.1 53.2, -12.1, 38.6, 15.8, 46.5 46.9, -6.7, 49.0, 29.5, 20.7
EM 1.18, 5.09, 8.59, 64.32, 80.67 0.54, 0.32, 0.33, 0.40, 0.72 0.47, 0.33, 0.44, 0.38, 0.86 0.49, 0.30, 0.49, 0.44, 0.58
New.EM.ns 1.01, 4.93, 8.88, 69.14, 94.67 0.34, 0.72, 0.41, 0.37, 4.47 0.24, 0.39, 0.28, 0.31, 0.46 0.26, 0.28, 0.27, 0.33, 0.43
(% reduction) 52.6, 15.7, -0.8, -7.6, -13.8 80.9, -7.5, -64.0, 30.2, 23.6 64.2, -8.3, 37.8, 29.5, 25.8 48.0, -7.7, 37.2, 19.5, 48.2
EM.ns 2.13, 5.85, 8.81, 64.28, 83.20 1.78, 0.67, 0.25, 0.53, 5.85 0.67, 0.36, 0.45, 0.44, 0.62 0.50, 0.26, 0.43, 0.41, 0.83
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 39226.91 0.13 0.26 0.17
loc (22) 496.55 793.63 790.51 948.91
New.EM 36356.12 0.15 0.23 0.14
EM 36328.60 2.04 2.26 0.66
New.EM.ns 39170.75 125.20 0.25 0.13
EM.ns 36399.80 862.07 3.46 0.96
V. number of times model with M basis functions selected
New.loc 7 77 4 5
New.EM 0 97 0 3
Combine 0 100 0 0
New.EM.ns 0 59 6 35
Combine.ns 0 91 1 8
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Table 22: Practical; n = 300; σ2 = 1/16; noise distribution : 1√
2
t4
M = 5 M = 10 M = 15 M = 20
I. number of converged replicates
New.loc 55 23 0 0
New.EM 99 94 95 66
Combine 100 94 95 66
II. mean integrated squared error of estimated eigenfunctions (ψν)
New.loc 1.628, 1.750, 1.457, 1.743, 1.422 0.073, 0.261, 0.549, 0.639, 0.582 * * * * * * * * * *
(sd) 0.045, 0.201, 0.250, 0.145, 0.373 0.053, 0.358, 0.468, 0.553, 0.576 * * * * * * * * * *
(% reduction) -85.6, -49.7, -24.0, -34.4, -2.2 92.6, 79.8, 51.7, 45.2, 56.3 * * * * * * * * * *
loc 0.877, 1.169, 1.175, 1.297, 1.392 0.985, 1.291, 1.136, 1.167, 1.331 * * * * * * * * * *
(sd) 0.579, 0.475, 0.472, 0.490, 0.445 0.601 , 0.403, 0.539, 0.417, 0.523 * * * * * * * * * *
New.EM 1.628, 1.794, 1.427, 1.795, 1.445 0.072, 0.269, 0.570, 0.670, 0.500 0.094, 0.252, 0.557, 0.679, 0.537 0.098, 0.287, 0.616, 0.810, 0.662
(sd) 0.045, 0.183, 0.212, 0.121, 0.205 0.075, 0.296, 0.429, 0.493, 0.510 0.096, 0.273, 0.436, 0.493, 0.527 0.105, 0.321, 0.475, 0.582, 0.612
(% reduction) 0.1, -0.3, 0.3, 0.3, 1.0 7.7, 19.0, 14.5, 17.1, 22.1 2.1, 16.8, 14.0, 18.3, 17.3 31.9, 12.8, 11.1, 12.3, 24.1
EM 1.630, 1.789, 1.431, 1.800, 1.459 0.078, 0.332, 0.667, 0.808, 0.642 0.096, 0.303, 0.648, 0.831, 0.649 0.144, 0.329, 0.693, 0.924, 0.872
(sd) 0.046, 0.186, 0.215, 0.122, 0.206 0.072, 0.401, 0.503, 0.533, 0.548 0.081, 0.318, 0.454, 0.549, 0.557 0.167, 0.289, 0.496, 0.589, 0.655
III. normalized mean squared error of estimated eigenvalues (λν) × 100
New.loc 2.71, 5.93, 15.25, 71.29, 92.85 0.36, 0.56, 0.71, 1.06, 1.60 * * * * * * * * * *
(% reduction) 64.0, -29.5, -381.1, -1498, -1007 95.7, 87.8, 77.9, 82.7, 85.3 * * * * * * * * * *
loc 7.52, 4.58, 3.17, 4.46, 8.39 8.31, 4.60, 3.21, 6.13, 10.91 * * * * * * * * * *
New.EM 2.87, 5.25, 11.76, 63.00, 87.37 0.87, 0.83, 0.74, 0.95, 2.18 1.06, 1.08, 0.93, 1.11, 2.41 1.00, 1.11, 1.22, 1.11, 2.50
(% reduction) 1.4, 7.6, 2.6, 1.8, 1.0 12.1, -12.2, 12.9, 4.0, 18.0 1.9, -36.7, 9.7, 11.9, 17.7 25.4, -27.6, -27.1, 14.0, 31.7
EM 2.91, 5.68, 12.07, 64.16, 88.26 0.99, 0.74, 0.85, 0.99, 2.66 1.08, 0.79, 1.03, 1.26, 2.93 1.34, 0.87, 0.96, 1.29, 3.66
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 39350.28 7.52 ∗ ∗
loc (27) 1185.29 2450.28 ∗ ∗
New.EM 36143.08 1.63 1.34 1.64
EM 36423.37 2.16 3.08 2.77
V. number of times model with M basis functions selected
New.loc 40 23 0 0
New.EM 1 94 5 0
Combine 1 94 5 0
Table 23: Practical; n = 500; σ2 = 1/16; noise distribution : 1√
2
t4
M = 5 M = 10 M = 15 M = 20
I. number of converged replicates
New.loc 44 41 27 6
New.EM 98 95 93 93
Combine 99 99 96 93
II. mean integrated squared error of estimated eigenfunctions (ψν)
New.loc 1.621, 1.820, 1.382, 1.789, 1.494 0.046, 0.182, 0.290, 0.431, 0.376 0.081, 0.144, 0.300, 0.406, 0.425 0.113, 0.280, 0.358, 0.537, 0.469
(sd) 0.040, 0.127, 0.154, 0.141, 0.258 0.044, 0.311, 0.313, 0.463, 0.478 0.132, 0.176, 0.303, 0.452, 0.583 0.086, 0.201, 0.136, 0.660, 0.707
(% reduction) -224.8, -67.1, -23.8, -50.2, -17.0 91.1, 84.1, 74.4, 64.5, 67.4 86.0, 86.8, 72.6, 62.7, 61.2 68.5, 80.2, 70.3, 45.9, 57.1
loc 0.499, 1.089, 1.116, 1.191, 1.277 0.517, 1.142, 1.134, 1.213, 1.155 0.579, 1.095, 1.094, 1.089, 1.094 0.359, 1.413, 1.206, 0.992, 1.092
(sd) 0.417, 0.560, 0.469, 0.480, 0.502 0.398, 0.518, 0.499, 0.522, 0.510 0.474, 0.569, 0.463, 0.472, 0.592 0.270, 0.467, 0.279, 0.568, 0.524
New.EM 1.622, 1.853, 1.393, 1.825, 1.429 0.044, 0.161, 0.345, 0.519, 0.383 0.051, 0.165, 0.345, 0.529, 0.405 0.052, 0.183, 0.382, 0.496, 0.396
(sd) 0.039, 0.126, 0.152, 0.114, 0.189 0.042, 0.226, 0.398, 0.561, 0.515 0.052, 0.242, 0.416, 0.540, 0.515 0.055, 0.248, 0.410, 0.491, 0.480
(% reduction) 0.1, -0.2, 0.4, 0.1, 1.0 20.0, 30.0, 29.0, 23.3, 22.3 15.0, 19.5, 25.2, 23.8, 20.9 32.5, 22.5, 35.7, 37.0, 37.7
EM 1.624, 1.850, 1.398, 1.827, 1.444 0.055, 0.230, 0.486, 0.677, 0.493 0.060, 0.205, 0.461, 0.694, 0.512 0.077, 0.236, 0.594, 0.787, 0.636
(sd) 0.040, 0.132, 0.160, 0.113, 0.194 0.047, 0.267, 0.472, 0.617, 0.570 0.046, 0.214, 0.466, 0.649, 0.624 0.092, 0.222, 0.522, 0.591, 0.578
III. normalized mean squared error of estimated eigenvalues (λν) × 100
New.loc 1.85, 4.95, 14.38, 71.42, 93.44 0.79, 0.59, 0.37, 0.46, 1.08 1.76, 1.04, 0.97, 0.33, 3.29 1.12, 1.32, 0.49, 0.80, 1.30
(% reduction) 74.3, -60.2, -588.0, -1775, -957.0 88.8, 83.0, 81.7, 89.1, 87.3 73.0, 70.8, 56.7, 84.6, 57.0 85.0, 71.9, 86.3, 80.8, 84.4
loc 7.19, 3.09, 2.09, 3.81, 8.84 7.05, 3.47, 2.02, 4.21, 8.49 6.51, 3.56, 2.24, 2.14, 7.66 7.47, 4.70, 3.58, 4.16, 8.31
New.EM 1.78, 5.01, 9.94, 63.55, 83.96 0.66, 0.48, 0.62, 0.49, 1.12 0.66, 0.66, 0.70, 0.50, 1.15 0.64, 0.58, 0.74, 0.47, 1.13
(% reduction) 6.3, 9.1, 2.5, 1.2, 1.6 23.3, -6.7, 18.4, 15.5, 12.5 22.4, -37.5, 13.6, 16.7, 14.8 35.4, -20.8, 3.9, 27.7, 30.7
EM 1.90, 5.51, 10.19, 64.32, 85.34 0.86, 0.45, 0.76, 0.58, 1.28 0.85, 0.48, 0.81, 0.60, 1.35 0.99, 0.48, 0.77, 0.65, 1.63
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 40360.97 1.40 11.16 2.62
loc (18) 894.67 1403.41 1377.64 917.00
New.EM 36390.17 0.90 0.92 0.95
EM 36685.30 1.17 1.94 1.79
V. number of times model with M basis functions selected
New.loc 21 41 11 1
New.EM 0 95 2 3
Combine 0 99 0 1
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Table 24: Practical; n = 500; σ2 = 1/16; noise distribution : Exp(1)− 1
M = 5 M = 10 M = 15 M = 20
I. number of converged replicates
New.loc 56 51 20 6
New.EM 98 95 96 88
Combine 100 95 96 88
II. mean integrated squared error of estimated eigenfunctions (ψν)
New.loc 1.626, 1.839, 1.355, 1.794, 1.501 0.042, 0.186, 0.402, 0.438, 0.365 0.013, 0.012, 0.004, 0.001, 0.007 0.058, 0.272, 0.346, 0.285, 0.168
(sd) 0.044, 0.142, 0.191, 0.124, 0.244 0.063, 0.290, 0.403, 0.358, 0.444 0.239, 0.407, 0.435, 0.457, 0.457 0.039, 0.178, 0.126, 0.168, 0.132
(% reduction) -212.1, -73.3, -25.9, -49.9, -21.4 92.0, 80.6, 67.9, 58.3, 64.8 97.7, 98.8, 99.7, 99.9, 99.3 84.6, 62.1, 59.0, 76.1, 81.7
loc 0.521, 1.061, 1.076, 1.197, 1.236 0.524, 0.958, 1.251, 1.051, 1.036 0.563, 1.038, 1.191, 1.164, 1.075 0.376, 0.718, 0.843, 1.190, 0.916
(sd) 0.403, 0.429, 0.493, 0.497, 0.519 0.424, 0.471, 0.451, 0.542, 0.536 0.403, 0.514, 0.519, 0.488, 0.509 0.196, 0.238, 0.322, 0.418, 0.450
New.EM 1.622, 1.844, 1.388, 1.817, 1.424 0.037, 0.150, 0.339, 0.446, 0.317 0.047, 0.161, 0.391, 0.491, 0.339 0.045, 0.170, 0.393, 0.500, 0.356
(sd) 0.042, 0.138, 0.180, 0.127, 0.220 0.032, 0.151, 0.356, 0.442, 0.379 0.042, 0.144, 0.404, 0.471, 0.394 0.038, 0.147, 0.398, 0.489, 0.401
(% reduction) 0.2, -0.2, 0.4, 0.1, 1.0 28.8, 39.5, 27.1, 9.5, 15.2 11.3, 30.3, 15.7, 4.7, 10.3 27.4, 28.0, 32.0, 28.6, 29.8
EM 1.625, 1.840, 1.393, 1.818, 1.439 0.052, 0.248, 0.465, 0.493, 0.374 0.053, 0.231, 0.464, 0.515, 0.378 0.062, 0.236, 0.578, 0.700, 0.507
(sd) 0.042, 0.144, 0.190, 0.127, 0.213 0.042, 0.283, 0.430, 0.465, 0.412 0.036, 0.219, 0.395, 0.463, 0.422 0.045, 0.214, 0.470, 0.578, 0.528
III. normalized mean squared error of estimated eigenvalues (λν) × 100
New.loc 1.41, 4.71, 10.06, 74.74, 90.43 0.50, 1.05, 0.86, 0.47, 5.97 1.34, 2.65, 1.51, 0.75, 4.79 0.40, 0.37, 0.68, 0.43, 1.42
(% reduction) 76.1, -103.0, -449.7, -2434, -945.4 90.3, 38.6, 49.4, 79.5, 22.0 82.0, 26.4, 21.4, 73.1, 45.0 95.6, 91.7, 81.1, 89.4, 77.2
loc 5.91, 2.32, 1.83, 2.95, 8.65 5.15, 1.71, 1.70, 2.29, 7.65 7.45, 3.60, 1.92, 2.79, 8.71 9.05, 4.44, 3.60, 4.05, 6.22
New.EM 1.40, 4.73, 9.23, 65.15, 84.72 0.58, 0.42, 0.53, 0.41, 1.11 0.61, 0.54, 0.62, 0.44, 1.19 0.61, 0.46, 0.58, 0.42, 1.28
(% reduction) 4.1, 9.7, 2.6, 1.2, 1.3 15.9, -16.7, 14.5, 14.6, 25.5 11.6, -28.6, 13.9, 10.2, 27.4 17.6, 4.2, 14.7, 23.6, 32.3
EM 1.46, 5.24, 9.48, 65.96, 85.81 0.69, 0.36, 0.62, 0.48, 1.49 0.69, 0.42, 0.72, 0.49, 1.64 0.74, 0.48, 0.68, 0.55, 1.89
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 37899.82 35.64 14.17 0.75
loc (29) 587.07 1692.27 2044.38 1641.59
New.EM 36544.75 0.64 0.66 0.73
EM 36824.82 0.95 1.86 1.53
V. number of times model with M basis functions selected
New.loc 23 50 6 1
New.EM 0 95 2 3
Combine 0 95 2 3
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Table 25: Challenging; n = 300; σ2 = 1/16; noise distribution : N(0, 1)
M = 20 M = 25 M = 30 M = 35
I. number of converged replicates
New.loc 56 51 45 21
New.EM 92 92 90 64
Combine 96 96 93 72
II. mean integrated squared error of estimated eigenfunctions (ψν)
Bias 0.169, 0.061, 0.026 0.142, 0.045, 0.020 0.053, 0.009, 0.005 0.084, 0.019, 0.009
New.loc 0.350, 0.296, 0.176 0.335, 0.357, 0.211 0.147, 0.166, 0.118 0.218, 0.224, 0.122
(sd) 0.209, 0.306, 0.222 0.262, 0.383, 0.265 0.090, 0.156, 0.116 0.225, 0.270, 0.110
(% reduction) 32.8, 52.2, 60.1 40.3, 51.6, 57.5 72.4, 74.2, 73.7 52.5, 56.6, 63.8
loc 0.521, 0.619, 0.441 0.561, 0.738, 0.497 0.532, 0.643, 0.449 0.459, 0.516, 0.337
(sd) 0.342, 0.447, 0.440 0.401, 0.493, 0.518 0.395, 0.511, 0.463 0.287, 0.415, 0.376
New.EM 0.374, 0.353, 0.222 0.363, 0.380, 0.203 0.163, 0.247, 0.189 0.216, 0.301, 0.233
(sd) 0.268, 0.363, 0.267 0.280, 0.391, 0.285 0.135, 0.322, 0.308 0.115, 0.343, 0.328
(% reduction) -6.6, -10.0, -25.4 -7.7, -11.1, -12.8 5.8, 19.0, 19.2 -1.4, 2.6, 5.7
EM 0.351, 0.321, 0.177 0.337, 0.342, 0.180 0.173, 0.305, 0.234 0.213, 0.309, 0.247
(sd) 0.231, 0.304, 0.194 0.251, 0.350, 0.214 0.157, 0.397, 0.376 0.118, 0.325, 0.304
III. normalized mean squared error of estimated eigenvalues (λν) × 100
Bias -0.132, -0.017, -0.007 -0.116, -0.014, -0.006 -0.050, -0.004, -0.002 -0.076, -0.008, -0.003
New.loc 10.19, 1.00, 1.06 1.79, 1.10, 0.95 1.57, 0.48, 0.89 2.20, 0.65, 1.05
(% reduction) -105.4, 76.0, 72.5 61.5, 60.1, 77.7 64.2, 79.8, 66.5 60.5, 80.1, 79.1
loc 4.96, 4.17, 3.86 4.65, 2.76, 4.26 4.39, 2.38, 2.66 5.57, 3.27, 5.03
New.EM 7.70, 0.97, 1.20 1.73, 1.22, 1.16 1.34, 0.85, 1.08 1.26, 0.80, 1.08
(% reduction) -206.8, -9.0, -1.7 16.4, -19.6, 1.7 14.6, 10.5, 18.2 19.2, -5.3, 22.9
EM 2.51, 0.89, 1.18 2.07, 1.02, 1.18 1.57, 0.95, 1.32 1.56, 0.76, 1.40
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 140.30 119.43 16.33 38.51
loc (39) 4493.40 4887.01 4193.35 3574.83
New.EM 160.38 115.27 16.77 32.78
EM 196.45 175.62 51.09 71.53
V. number of times model with M basis functions selected
New.loc 56 51 45 21
New.EM 1 3 90 4
Combine 1 1 93 3
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Table 26: Challenging; n = 500; σ2 = 1/16; noise distribution : N(0, 1)
M = 20 M = 25 M = 30 M = 35
I. number of converged replicates
New.loc 71 71 58 46
New.EM 93 91 79 70
Combine 95 96 88 79
New.EM.ns 65 76 62 62
Combine.ns 94 92 89 77
II. mean integrated squared error of estimated eigenfunctions (ψν)
Bias 0.169, 0.061, 0.026 0.142, 0.045, 0.020 0.053, 0.009, 0.005 0.084, 0.019, 0.009
New.loc 0.315, 0.244, 0.149 0.269, 0.232, 0.100 0.162, 0.196, 0.135 0.178, 0.191, 0.117
(sd) 0.261, 0.288, 0.317 0.160, 0.205, 0.107 0.254, 0.330, 0.285 0.124, 0.235, 0.182
(% reduction) 26.2, 51.9, 50.7 38.9, 55.5, 67.8 57.5, 62.1, 60.2 54.9, 62.7, 66.5
loc 0.427, 0.507, 0.302 0.440, 0.521, 0.311 0.381, 0.517, 0.339 0.395, 0.512, 0.349
(sd) 0.323, 0.401, 0.323 0.342, 0.445, 0.343 0.307, 0.453, 0.373 0.274, 0.428, 0.353
New.EM 0.286, 0.215, 0.106 0.261, 0.215, 0.101 0.124, 0.130, 0.082 0.178, 0.189, 0.114
(sd) 0.148, 0.190, 0.097 0.147, 0.191, 0.101 0.080, 0.147, 0.113 0.125, 0.224, 0.162
(% reduction) 1.0, 7.3, -8.2 -0.8, 2.7, 0.0 -0.8, 16.7, 22.6 -3.5, 11.3, 18.0
EM 0.289, 0.232, 0.098 0.259, 0.221, 0.101 0.123, 0.156, 0.106 0.172, 0.213, 0.139
(sd) 0.155, 0.203, 0.096 0.149, 0.188, 0.101 0.081, 0.166, 0.144 0.126, 0.258, 0.215
New.EM.ns 0.287, 0.209, 0.100 0.271, 0.224, 0.094 0.121, 0.132, 0.089 0.170, 0.142, 0.080
(sd) 0.148, 0.173, 0.071 0.159, 0.197, 0.089 0.060, 0.164, 0.138 0.107, 0.154, 0.095
(% reduction) 57.2, 64.6, 32.0 -68.3, -7.2, 32.9 31.2, 21.4, 15.2 -21.4, 4.7, 20.0
EM.ns 0.670, 0.590, 0.147 0.161, 0.209, 0.140 0.176, 0.168, 0.105 0.140, 0.149, 0.100
(sd) 0.424, 0.487, 0.113 0.092, 0.311, 0.285 0.109, 0.152, 0.110 0.073, 0.224, 0.190
III. normalized mean squared error of estimated eigenvalues (λν) × 100
Bias -0.132, -0.017, -0.007 -0.116, -0.014, -0.006 -0.050, -0.004, -0.002 -0.076, -0.008, -0.003
New.loc 3.01, 2.13, 3.17 1.94, 0.94, 0.75 2.67, 2.06, 2.27 1.99, 0.70, 0.53
(% reduction) 36.6, -7.0, -21.0 59.4, 61.6, 72.0 37.5, 6.4, 0.9 57.4, 68.5, 76.9
loc 4.75, 1.99, 2.62 4.78, 2.45, 2.68 4.27, 2.20, 2.29 4.67, 2.22, 2.29
New.EM 2.39, 0.73, 0.64 1.85, 0.99, 0.68 1.43, 0.53, 0.67 1.85, 0.54, 0.63
(% reduction) 14.9, -19.7, 23.8 15.1, -28.6, 25.3 -3.6, 7.0, 23.0 -7.6, -3.8, 24.1
EM 2.81, 0.61, 0.84 2.18, 0.77, 0.91 1.38, 0.57, 0.87 1.72, 0.52, 0.83
New.EM.ns 2.10, 0.78, 0.75 1.87, 0.81, 0.78 1.51, 0.52, 0.61 1.51, 0.73, 0.60
(% reduction) 40.3, 16.1, 23.5 -6.3, -50.0, 21.2 28.4, 7.1, 20.8 -28.0, -4.3, 30.2
EM.ns 3.52, 0.93, 0.98 1.76, 0.54, 0.99 2.11, 0.56, 0.77 1.18, 0.70, 0.86
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 1526.18 136.76 2103.76 50.82
loc (38) 2281.71 2355.92 2469.33 2724.98
New.EM 196.92 138.32 20.82 47.87
EM 262.13 232.15 37.47 72.12
New.EM.ns 206.30 132.51 20.69 49.68
EM.ns 769.97 67.81 86.72 61.67
V. number of times model with M basis functions selected
New.loc 5 16 56 16
New.EM 1 7 79 11
Combine 1 4 88 6
New.EM.ns 2 10 62 25
Combine.ns 2 2 87 9
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Table 27: Challenging; n = 500; σ2 = 1/8; noise distribution : N(0, 1)
M = 20 M = 25 M = 30 M = 35
I. number of converged replicates
New.loc 76 60 54 39
New.EM 90 81 79 82
Combine 96 86 87 85
II. mean integrated squared error of estimated eigenfunctions (ψν)
Bias 0.169, 0.061, 0.026 0.142, 0.045, 0.020 0.053, 0.009, 0.005 0.084, 0.019, 0.009
New.loc 0.307, 0.242, 0.115 0.268, 0.222, 0.093 0.116, 0.134, 0.097 0.173, 0.183, 0.122
(sd) 0.231, 0.282, 0.199 0.161, 0.207, 0.072 0.056, 0.190, 0.163 0.117, 0.239, 0.177
(% reduction) 28.4, 53.1, 65.2 38.7, 51.9, 66.1 72.4, 73.3, 68.0 54.8, 62.7, 65.3
loc 0.429, 0.516, 0.330 0.437, 0.462, 0.274 0.420, 0.501, 0.303 0.383, 0.491, 0.352
(sd) 0.349, 0.441, 0.320 0.367, 0.395, 0.219 0.331, 0.440, 0.333 0.281, 0.429, 0.327
New.EM 0.297, 0.222, 0.100 0.265, 0.213, 0.098 0.125, 0.128, 0.080 0.173, 0.170, 0.106
(sd) 0.184, 0.223, 0.092 0.158, 0.195, 0.090 0.078, 0.132, 0.091 0.124, 0.205, 0.136
(% reduction) -4.6, 0.9, -5.3 -3.5, 0.0, 5.8 10.1, 18.5, 15.8 1.1, 10.1, 9.4
EM 0.284, 0.224, 0.095 0.256, 0.213, 0.104 0.139, 0.157, 0.095 0.175, 0.189, 0.117
(sd) 0.152, 0.203, 0.097 0.155, 0.190, 0.101 0.115, 0.160, 0.106 0.138, 0.226, 0.157
III. normalized mean squared error of estimated eigenvalues (λν) × 100
Bias -0.132, -0.017, -0.007 -0.116, -0.014, -0.006 -0.050, -0.004, -0.002 -0.076, -0.008, -0.003
New.loc 2.89, 1.62, 1.60 1.76, 0.87, 0.83 1.25, 0.46, 0.70 1.77, 0.63, 0.60
(% reduction) 35.5, 16.1, 36.8 60.5, 59.9, 70.7 67.8, 77.7, 70.8 61.4, 72.6, 76.5
loc 4.48, 1.93, 2.53 4.46, 2.17, 2.83 3.88, 2.06, 2.40 4.58, 2.30, 2.55
New.EM 2.29, 0.77, 0.67 1.85, 0.99, 0.68 1.26, 0.55, 0.74 1.53, 0.64, 0.65
(% reduction) 10.9, -35.1, 6.9 10.6, -32.0, 16.0 6.0, 11.3, 19.6 -2.7, -10.3, 27.8
EM 2.57, 0.57, 0.72 2.07, 0.75, 0.81 1.34, 0.62, 0.92 1.49, 0.58, 0.90
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 298.90 32.53 4.48 9.86
loc (25) 494.28 555.93 378.26 615.58
New.EM 45.81 32.15 4.06 9.60
EM 49.56 45.12 22.77 26.25
V. number of times model with M basis functions selected
New.loc 9 14 54 14
New.EM 1 2 79 15
Combine 2 2 87 9
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Table 28: Challenging; n = 1000; σ2 = 1/16; noise distribution : N(0, 1)
M = 20 M = 25 M = 30 M = 35
I. number of converged replicates
New.loc 76 59 49 45
New.EM 95 71 79 88
Combine 95 81 90 93
II. mean integrated squared error of estimated eigenfunctions (ψν)
Bias 0.169, 0.061, 0.026 0.142, 0.045, 0.020 0.053, 0.009, 0.005 0.084, 0.019, 0.009
New.loc 0.237, 0.148, 0.057 0.223, 0.151, 0.053 0.099, 0.071, 0.035 0.149, 0.115, 0.053
(sd) 0.116, 0.144, 0.042 0.120, 0.130, 0.039 0.048, 0.062, 0.041 0.071, 0.092, 0.052
(% reduction) 21.3, 51.8, 69.4 29.0, 55.1, 73.8 66.8, 73.6, 78.1 55.5, 65.8, 67.7
loc 0.301, 0.307, 0.186 0.314, 0.336, 0.202 0.298, 0.269, 0.160 0.335, 0.336, 0.164
(sd) 0.202, 0.293, 0.218 0.219, 0.324, 0.252 0.151, 0.201, 0.137 0.243, 0.297, 0.149
New.EM 0.243, 0.158, 0.058 0.218, 0.149, 0.057 0.104, 0.092, 0.047 0.146, 0.109, 0.051
(sd) 0.112, 0.142, 0.041 0.106, 0.119, 0.039 0.046, 0.078, 0.057 0.063, 0.088, 0.045
(% reduction) -2.5, 8.1, 13.4 -2.8, 9.1, 26.9 7.1, 14.8, 24.2 -5.0, 4.4, 21.5
EM 0.237, 0.172, 0.067 0.212, 0.164, 0.078 0.112, 0.108, 0.062 0.139, 0.114, 0.065
(sd) 0.093, 0.186, 0.155 0.087, 0.192, 0.179 0.061, 0.103, 0.089 0.055, 0.097, 0.076
III. normalized mean squared error of estimated eigenvalues (λν) × 100
Bias -0.132, -0.017, -0.007 -0.116, -0.014, -0.006 -0.050, -0.004, -0.002 -0.076, -0.008, -0.003
New.loc 2.45, 0.47, 0.41 2.06, 0.77, 0.34 1.28, 0.32, 0.34 1.87, 0.37, 0.41
(% reduction) 47.5, 59.8, 77.1 54.7, 38.9, 79.4 74.1, 74.8, 82.2 64.2, 74.1, 80.1
loc 4.67, 1.17, 1.79 4.55, 1.26, 1.65 4.94, 1.27, 1.91 5.22, 1.43, 2.06
New.EM 2.51, 0.43, 0.40 2.14, 0.70, 0.51 1.28, 0.27, 0.34 1.78, 0.34, 0.35
(% reduction) 11.3, -13.2, 13.0 6.1, -12.9, 8.9 5.9, 34.1, 34.6 -18.7, 12.8, 30.0
EM 2.83, 0.38, 0.46 2.28, 0.62, 0.56 1.36, 0.41, 0.52 1.50, 0.39, 0.50
IV. normalized mean squared error of estimated error variance (σ2) × 100
New.loc 236.51 165.16 27.42 60.40
loc (33) 968.17 905.22 860.51 872.33
New.EM 236.00 163.41 26.73 60.70
EM 245.43 210.32 52.84 77.08
V. number of times model with M basis functions selected
New.loc 6 18 49 18
New.EM 2 2 79 15
Combine 1 2 90 5
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Table 29: Model selection : Easy (n = 200), Practical (n = 500, 1000), and
Challenging (n = 500), σ2 = 1/16, N(0, 1) noise
Model Method Number of converged replicates Frequency of models selected
M = 4 M = 5 M = 6 M = 9 M = 4 M = 5 M = 6 M = 9
New.loc 91 82 86 82 3 80 1 9
New.EM 99 99 99 98 0 99 0 0
Easy Combine 100 100 100 100 0 100 0 0
(n = 200) New.EM.ns 99 99 99 99 0 99 0 0
Combine.ns 99 99 99 99 0 99 0 0
M = 5 M = 10 M = 15 M = 20 M = 5 M = 10 M = 15 M = 20
New.loc 53 46 21 7 25 46 8 1
New.EM 96 93 94 88 0 93 2 5
Practical Combine 100 97 95 88 2 97 1 2
(n = 500) New.EM.ns 72 60 78 86 3 60 17 20
Combine.ns 90 82 81 87 2 82 7 9
M = 5 M = 10 M = 15 M = 20 M = 5 M = 10 M = 15 M = 20
New.loc 53 77 43 28 7 77 4 5
New.EM 98 97 98 92 0 97 0 3
Practical Combine 99 100 99 96 0 100 0 0
(n = 1000) New.EM.ns 83 62 84 91 0 59 6 35
Combine.ns 93 94 89 93 0 91 1 8
M = 20 M = 25 M = 30 M = 35 M = 20 M = 25 M = 30 M = 35
New.loc 71 71 58 46 5 16 56 16
New.EM 93 91 79 70 1 7 79 11
Challenging Combine 95 96 88 79 1 4 88 6
New.EM.ns 65 76 62 62 2 10 62 25
Combine.ns 94 92 89 77 2 2 87 9
Table 30: Model selection : Hybrid, n = 300, σ2 = 1/16, N(0, 1) noise
New.loc New.EM
I. number of converged replicates (total=100)
r M = 10 M = 15 M = 20 M = 25 M = 10 M = 15 M = 20 M = 25
2 76 62 43 29 99 98 94 90
3 65 42 30 26 97 99 95 94
4 19 7 0 0 97 89 87 79
5 8 0 0 0 92 78 32 18
6 0 0 0 0 70 44 13 4
7 2 0 0 0 11 12 6 0
II. frequencies of models selected
r M = 10 M = 15 M = 20 M = 25 M = 10 M = 15 M = 20 M = 25
1 0 (2,2,2) 0 (0,0,0) 0 (0,0,0) 0 (1,1,1) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0)
2 8 (8,8,9) 7 (8,8,8) 4 (4,4,4) 1 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0)
3 46 (52,54,62) 2 (1,2,2) 1 (1,1,1) 0 (0,0,0) 0 (0,0,98) 0 (0,0,1) 0 (0,0,0) 0 (0,0,0)
4 12 (11,9,0) 1 (1,0,0) 0 (0,0,0) 0 (0,0,0) 2 (32,90,1) 1 (1,1,0) 0 (0,0,0) 0 (0,0,0)
5 5 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 36 (64,9,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0)
6 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 50 (2,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0)
7 2 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 11 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0)
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Table 31: Model selection : Hybrid, n = 500, σ2 = 1/16, N(0, 1) noise
New.loc New.EM
I. number of converged replicates (total=100)
r M = 10 M = 15 M = 20 M = 25 M = 10 M = 15 M = 20 M = 25
2 75 63 60 54 100 98 99 85
3 81 78 60 61 99 99 97 96
4 36 11 3 1 99 94 94 93
5 6 0 0 0 95 85 60 38
6 1 0 0 0 61 60 29 8
7 4 0 0 0 7 22 7 3
II. frequencies of models selected
r M = 10 M = 15 M = 20 M = 25 M = 10 M = 15 M = 20 M = 25
1 0 (1,1,1) 0 (0,0,1) 0 (0,0,0) 0 (0,0,1) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0)
2 2 (4,6,6) 2 (3,3,2) 2 (2,2,2) 2 (2,2,1) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0)
3 47 (61,63,79) 2 (1,1,1) 1 (1,1,1) 0 (0,0,0) 0 (0,0,98) 0 (0,0,1) 0 (0,0,1) 0 (0,0,0)
4 30 (20,16,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 2 (43,97,0) 0 (0,1,0) 0 (1,1,0) 0 (0,0,0)
5 3 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 56 (55,1,0) 0 (1,0,0) 1 (0,0,0) 0 (0,0,0)
6 1 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 33 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0)
7 3 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 7 (0,0,0) 1 (0,0,0) 0 (0,0,0) 0 (0,0,0)
Table 32: Model selection : Hybrid, n = 1000, σ2 = 1/16, N(0, 1) noise
New.loc New.EM
I. number of converged replicates (total=50)
r M = 10 M = 15 M = 20 M = 25 M = 10 M = 15 M = 20 M = 25
2 41 39 34 31 48 49 49 46
3 42 37 35 35 49 49 45 43
4 26 13 8 11 49 45 43 46
5 9 3 0 0 49 45 44 32
6 5 0 0 0 29 32 24 12
7 1 0 0 0 6 11 9 3
II. frequencies of models selected
r M = 10 M = 15 M = 20 M = 25 M = 10 M = 15 M = 20 M = 25
1 0 (0,0,0) 0 (0,0,1) 0 (0,0,1) 0 (0,0,1) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0)
2 0 (1,1,1) 1 (1,1,0) 1 (1,1,0) 1 (1,1,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0)
3 11 (17,21,41) 0 (0,0,0) 0 (0,0,0) 0 (0,0,1) 0 (0,0,49) 0 (0,0,0) 0 (0,0,1) 0 (0,0,0)
4 19 (22,20,0) 0 (0,0,0) 0 (0,0,0) 1 (1,1,0) 0 (27,49,0) 0 (0,0,0) 0 (0,1,0) 0 (0,0,0)
5 7 (2,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 26 (22,0,0) 0 (0,0,0) 0 (1,0,0) 0 (0,0,0)
6 5 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 18 (0,0,0) 0 (0,0,0) 1 (0,0,0) 0 (0,0,0)
7 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0) 5 (0,0,0) 0 (0,0,0) 0 (0,0,0) 0 (0,0,0)
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Table 33: Risk for most frequently selected models: Hybrid, σ2 = 1/16, N(0, 1) noise
(based on all converged replicates)
I. mean integrated squared error of estimated eigenfunctions (ψν)
M = 10, r = 5 M = 10, r = 6
n = 300 New.EM 0.042, 0.138, 0.118, 0.023, 0.513 0.042, 0.153, 0.136, 0.022, 0.474, 1.248
(sd) 0.054, 0.168, 0.157, 0.013, 0.528 0.054, 0.195, 0.185, 0.011, 0.532, 0.508
(% reduction) 0.0, 34.3, 38.9, 11.5, 6.4 2.3, 36.5, 39.6, 18.5, 17.0, -8.6
EM 0.042, 0.210, 0.193, 0.026, 0.548 0.043, 0.241, 0.225, 0.027, 0.571, 1.149
(sd) 0.048, 0.291, 0.289, 0.016, 0.465 0.047, 0.312, 0.310, 0.016, 0.507, 0.497
n = 500 New.EM 0.025, 0.066, 0.053, 0.012, 0.233 0.022, 0.076, 0.065, 0.014, 0.215, 1.098
(sd) 0.027, 0.091, 0.088, 0.008, 0.331 0.027, 0.109, 0.105, 0.009, 0.231, 0.531
(% reduction) 3.8, 28.3, 32.9, 14.3, 30.7 8.3, 30.9, 33.0, 6.7, 44.0, 2.5
EM 0.026, 0.092, 0.079, 0.014, 0.336 0.024, 0.110, 0.097, 0.015, 0.384, 1.126
(sd) 0.027, 0.138, 0.133, 0.008, 0.339 0.028, 0.169, 0.165, 0.009, 0.459, 0.538
n = 1000 New.EM 0.010, 0.022, 0.020, 0.006, 0.140 0.009, 0.023, 0.021, 0.006, 0.099, 1.066
(sd) 0.009, 0.023, 0.021, 0.003, 0.293 0.007, 0.025, 0.025, 0.004, 0.142, 0.513
(% reduction) 37.5, 38.9, 28.6, 0.0, 4.1 30.8, 39.5, 32.3, 14.3, 34.0, -25.3
EM 0.016, 0.036, 0.028, 0.006, 0.146 0.013, 0.038, 0.031, 0.007, 0.150, 0.851
(sd) 0.015, 0.032, 0.030, 0.004, 0.175 0.012, 0.039, 0.037, 0.005, 0.237, 0.540
II. normalized mean squared error of estimated eigenvalues (λν) × 100
M = 10, r = 5 M = 10, r = 6
n = 300 New.EM 0.83, 0.69, 0.62, 1.80, 27.32 0.80, 0.80, 0.62, 1.93, 20.50, 1212.58
(% reduction) -5.1, 16.9, 4.6, 2.2, 53.6 -1.3, 14.9, 1.6, -2.1, 50.1, 12.1
EM 0.79, 0.83, 0.65, 1.84, 58.90 0.79, 0.94, 0.63, 1.89, 41.08, 1379.04
n = 500 New.EM 0.37, 0.49, 0.40, 1.12, 7.56 0.32, 0.52, 0.49, 1.21, 6.30, 540.12
(% reduction) 0.0, 19.7, -8.1, 4.3, 47.0 5.9, 26.8, -4.3, 0.8, 54.5, 33.2
EM 0.37, 0.61, 0.37, 1.17, 14.26 0.34, 0.71, 0.47, 1.22, 13.86, 808.37
n = 1000 New.EM 0.26, 0.26, 0.20, 0.64, 5.90 0.23, 0.22, 0.16, 0.61, 1.62, 516.18
(% reduction) 7.1, 42.2, -5.3, 1.5, 9.8 23.3, 53.2, -6.7, -1.7, 55.6, 6.6
EM 0.28, 0.45, 0.19, 0.65, 6.54 0.30, 0.47, 0.15, 0.60, 3.65, 552.56
III. mean squared error of estimated error variance (σ2) × 100
M = 10, r = 5 M = 10, r = 6
n = 300 New.EM 0.602 0.601
EM 0.613 0.438
n = 500 New.EM 0.321 0.283
EM 0.514 0.256
n = 1000 New.EM 0.223 0.138
EM 0.366 0.160
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Table 34: Risk for most frequently selected models: Hybrid, σ2 = 1/16, N(0, 1) noise
(based on selected replicates only)
I. mean integrated squared error of estimated eigenfunctions (ψν)
M = 10, r = 5 M = 10, r = 6
n = 300 New.EM 0.044, 0.125, 0.103, 0.022, 0.406 0.041, 0.140, 0.122, 0.023, 0.495, 1.212
(sd) 0.057, 0.149, 0.118, 0.013, 0.430 0.055, 0.165, 0.163, 0.011, 0.572, 0.529
(% reduction) 2.2, 36.2, 42.1, 12.0, -4.1 -5.1, 36.4, 40.8, 14.8, 14.8, -4.3
EM 0.045, 0.196, 0.178, 0.025, 0.390 0.039, 0.220, 0.206, 0.027, 0.581, 1.162
(sd) 0.052, 0.289, 0.273, 0.014, 0.350 0.045, 0.278, 0.283, 0.016, 0.515, 0.505
n = 500 New.EM 0.024, 0.055, 0.043, 0.012, 0.164 0.025, 0.091, 0.077, 0.013, 0.216, 1.118
(sd) 0.024, 0.056, 0.054, 0.007, 0.147 0.032, 0.134, 0.131, 0.008, 0.178, 0.543
(% reduction) 0.0, 33.7, 40.3, 7.7, 37.2 7.4, 26.0, 28.7, 7.1, 53.3, -1.7
EM 0.024, 0.083, 0.072, 0.013, 0.261 0.027, 0.123, 0.108, 0.014, 0.463, 1.099
(sd) 0.023, 0.107, 0.105, 0.74, 0.246 0.033, 0.195, 0.189, 0.008, 0.524, 0.540
n = 1000 New.EM 0.011, 0.021, 0.017, 0.005, 0.084 0.008, 0.020, 0.019, 0.007, 0.086, 1.010
(sd) 0.011, 0.019, 0.016, 0.002, 0.119 0.007, 0.027, 0.025, 0.005, 0.075, 0.522
(% reduction) 42.1, 40.0, 32.0, 0.0, 22.9 38.5, 41.2, 26.9, 12.5, 25.2, -21.7
EM 0.019, 0.035, 0.025, 0.005, 0.109 0.013, 0.034, 0.026, 0.008, 0.115, 0.830
(sd) 0.015, 0.025, 0.022, 0.003, 0.126 0.014, 0.041, 0.037, 0.005, 0.100, 0.561
II. normalized mean squared error of estimated eigenvalues (λν) × 100
M = 10, r = 5 M = 10, r = 6
n = 300 New.EM 0.67, 0.72, 0.58, 1.91, 16.15 0.93, 0.90, 0.64, 2.00, 23.40, 1340.23
(% reduction) -8.1, -16.1, 3.3, -3.2, 80.8 -3.3, 18.2, 0.0, 0.5, 30.2, 11.0
EM 0.62, 0.62, 0.60, 1.85, 84.11 0.90, 1.10, 0.64, 2.01, 33.52, 1505.25
n = 500 New.EM 0.36, 0.48, 0.30, 0.85, 5.85 0.27, 0.31, 0.60, 1.41, 5.50, 833.66
(% reduction) 2.7, 27.3, 0.0, -1.2, 43.9 10.0, 44.6, -9.1, 2.8, 67.8, 29.7
EM 0.37, 0.66, 0.30, 0.84, 10.42 0.30, 0.56, 0.55, 1.45, 17.08, 1186.57
n = 1000 New.EM 0.36, 0.30, 0.24, 0.73, 5.98 0.19, 0.24, 0.20, 0.55, 1.49, 480.45
(% reduction) 0.0, 40.0, -4.3, 6.4, 5.2 24.0, 45.5, 0.0, 1.8, 38.7, 7.0
EM 0.36, 0.50, 0.23, 0.78, 6.31 0.25, 0.44, 0.20, 0.56, 2.43, 516.39
III. mean squared error of estimated error variance (σ2) × 100
M = 10, r = 5 M = 10, r = 6
n = 300 New.EM 0.353 0.673
EM 0.462 0.462
n = 500 New.EM 0.238 0.345
EM 0.396 0.275
n = 1000 New.EM 0.196 0.114
EM 0.325 0.142
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Table 35: Mean running time for one replicate in seconds: Easy (n = 200), Practical
(n = 500), σ2 = 1/16, Gaussian noise
Model Method Mean running time (standard deviation) ∗
M = 4 M = 5 M = 6 M = 9
New.loc 14.3 (4.4) 14.4 (4) 15.4 (4.9) 16.7 (5.2)
Easy loc 19(1.9) 19(1.9) 19(1.9) 19(1.9)
(n = 200) New.EM 14.7(0.48) 14.4 (0.52) 14.8 (0.42) 16.3 (0.48)
EM 9.8 (0.79) 9.7 (0.48) 10.1 (0.32) 10.7 (1.1)
M = 5 M = 10 M = 15 M = 20
New.loc 63.8 (27.9) 80.9 (45.1) 87.4 (35.8) 92.7 (31.2)
Practical loc 28.4 (3.4) 28.4 (3.4) 28.4 (3.4) 28.4 (3.4)
(n = 500) New.EM 60.2 (9.5) 59.4 (3.1) 70.6 (17.9) 91.9 (30.2)
EM 54.1 (6.7) 47.6 (2.2) 53.7 (6.7) 61.2 (11.9)
∗ for New.loc and New.EM, this means the additional computational cost after obtaining
the initial estimates.
Table 36: CD4 counts data: estimated error variance and eigenvalues
Model : M = 10, r = 4 σ̂2 λ̂1 λ̂2 λ̂3 λ̂4
loc 42,359.3 615,735.6 94,188.6 47,012.6 37,687.1
New.EM 38,411.0 473,416.8 208,201.4 53,253.9 24,582.0
EM 38,132.2 469,784.3 207,961.1 54,007.2 24,344.5
88
