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Introduction
Finite dimensional algebras with a one-parameter family of stable tubes (in the sense
of [30]) have played an important role in the Representation Theory of Algebras. Among
others, these algebras include the tame hereditary algebras [8,30], the tubular algebras [30],
the canonical algebras [11,30] and more generally, the concealed-canonical algebras and
the quasitilted algebras of canonical type [23,24]. On the other hand, comparing recent
results [24,28] yields that we may not expect to get ‘nice’ families of stable tubes (that
is, separating families [27] or tubes without external short cycles [28]) but in the above
mentioned situations.
In this work we introduce a new class of algebras called supercanonical algebras
which—up to derived equivalence—include all the above examples and many more and
which still accept families of stable tubes with interesting properties. For the definition,
fix an algebraically closed field k, finitely many posets S1, . . . , St (possibly not con-
nected) and pairwise different numbers λ3, . . . , λt ∈ k \ {0}. The supercanonical algebra
A(S1, . . . , St ;λ3, . . . , λt ) is the quotient of the quiver algebra obtained by identifying in
the double cones α(Si)ω all the sources in a single source α and all the sinks in a single
sink ω and requesting the t − 2 relations κi = κ2 − λiκ1 (3 i  t), where κi is the class
of any path from α to ω in α(Si)ω .
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family of tubes (Tρ)ρ in the Auslander–Reiten quiver ΓA and these tubes remain in the
bounded derived category Db(A) of the module category modA. Certainly, this family is
separating only if A is a concealed-canonical algebra. Examples of supercanonical alge-
bras include—up to derived equivalence—the canonical algebras (all Si linearly ordered
posets), pg-critical algebras (t = 3, S1 tilted of type Dn and S2, S3 linearly ordered, see
[25]) and many non-polynomial growth tame algebras (see [27]). Moreover, the class of
supercanonical algebras is, up to derived equivalence, closed under the formation of one-
point extensions in tubes (1.5).
Supercanonical algebras appear frequently: for any algebra B = kQ/I , given as a quiver
with relations, if B is non-schurian, then there is a quotient B/K which is supercanonical
(2.6). On the other hand, supercanonical algebras form a class containing algebras not
belonging to other classes of algebras that were exhaustively studied. For instance, if A is
a supercanonical algebra which is derived equivalent to a quasitilted algebra [17], then A
is already a canonical algebra (8.3). The name ‘supercanonical algebra’ is therefore to be
understood as a sort of ‘generalized canonical algebra’.
The paper intends to study the main features of the class of supercanonical algebras.
Section 1 is devoted to give examples of supercanonical algebras. In Section 2 we show
some basic properties, among other things we calculate the Hochschild cohomology and
study the structure of modB , where B = A/(α) for a supercanonical algebra A. We in-
troduce the notion of supercanonical algebra of Dynkin class A(S1, . . . , St ;λ3, . . . , λt )
where the poset algebra k[Si ] is tilted of Dynkin type for i = 1, . . . , t . These algebras have
global dimension  2 and are derived equivalent to supercanonical algebras in ‘normal
form’ H [M], where H is a hereditary poset with a unique sink (6.5).
Recall that the Auslander–Reiten translation τDb(A) :Db(A) → Db(A) is a auto-
morphism inducing the transformation φA :K0(A) → K0(A) between the Grothendieck
groups. In Section 3, we study the K-theory of supercanonical algebras, defining a rank
and a degree function on the Grothendieck group K0(A) and showing a Riemann–Roch-
type theorem. This provides useful tools for the considerations in Sections 4, 5 and 6. In
Section 4, we show that a supercanonical algebra A is tame if and only if A is derived
tame and in this case the homological (= Euler) quadratic form qA is non-negative. In
Section 5, we study the periodicity of the Coxeter matrix φA for a supercanonical algebra
A of Dynkin class. In fact, we show that for such an algebra A, the matrix φA is periodic
if and only if radqA has rank two. Section 6 is devoted to the calculation of an important
invariant, the discriminant δ(A). In fact δ(A) = 0 exactly when φA is periodic.
In Section 7 we study the structure of the category modA of finitely generated left mod-
ules for a supercanonical algebra A. We show the existence of the one-parameter family of
stable tubes and characterize those algebras A which accept a preprojective component in
the Auslander–Reiten quiver ΓA. Indeed, there are simple examples of supercanonical al-
gebras A(S1, S2) such that ΓA(S1,S2) has no preprojective or preinjective components. This
fact yields another difference with the concealed-canonical case.
Finally, in Section 8 we start the study of the derived category Db(A) of a super-
canonical algebra. Among other things we prove the following basic fact: if A(S1, . . . , St ;
λ3, . . . , λt ) and A(S′1, . . . , S′m;λ′3, . . . , λ′m) are two derived equivalent supercanonical al-
gebras of Dynkin class, then t = m and there is a bijection σ : {1, . . . , t} → {1, . . . , t} such
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study of Db(A) for general supercanonical algebras A in a forthcoming publication.
1. Definitions and examples
1.1. Let S be a finite poset, the cone αS (respectively the double cone αSω) is the poset
obtained from S by adjoining a smallest element α (respectively a smallest element α and
a largest element ω). We view posets as fully commutative quivers.
Denote by κS the class of any path from α to ω in αSω . For each vertex v in S, denote
by κS,v :α → v the class of any path from α to v in αS.
Let S1, . . . , St be a finite number of posets, t  2 and numbers λ3, . . . , λt ∈ k \ {0}
pairwise different. We define the supercanonical algebra A(S1, . . . , St ;λ3, . . . , λt ) as the
quiver algebra obtained by identifying the αi (respectively the ωi ) in the double cones
αi(Si)ωi as in the picture:
and requesting the t − 2 relations κi = κ2 − λiκ1, i = 3, . . . , t .
1.2. Examples
(1) In case t = 2, one (or the two) of S1 and S2 may be empty. In this way we get the
algebra
without relations additional to those in αSω . If S is also empty A(φ,φ) is the Kronecker
algebra.
(2) In case all Si are linear, we call A(S1, . . . , St ;λ3, . . . , λt ) supercanonical of linear
type.
Sometimes we write (n) for the poset 1 → 2 → ·· · → n. With Si = (ni) we obtain
precisely the canonical algebras of weight type (n1 + 1, . . . , nt + 1). Indeed the represen-
tation theory of canonical algebras [11,20–22,30] are relevant for this work in providing
background and inspiration. The canonical algebras have a strong link to geometry, aris-
ing as follows. The category of finite dimensional representations of a canonical algebra
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ily of pairwise orthogonal tubes. This family is naturally indexed by the projective line,
equipped with a finite set of marked points λ1, . . . , λt corresponding to the nonhomoge-
neous tubes of this family, say of rank p1, . . . , pt , respectively. The date p1, . . . , pt and
λ1, . . . , λt , conversely, determine a weighted projective line X whose category of coherent
sheaves cohX contains a tilting object T with endomorphism ring EndT isomorphic to A.
Standard application of tilting theory now allows to relate the classification problems
for modA and cohX. For supercanonical algebras in general, while desirable, such a re-
lationship to a natural geometric object is not established up to now. On the other hand,
as we are going to show later, the K-theory of supercanonical algebras is very close to the
K-theory of canonical algebras. The K-theoretic data, in particular, do allow to attach a
genus to each supercanonical algebra A, agreeing with the genus of the attached weighted
projective line in case A is canonical, which is a good indicator for the complexity of the
problem to classify the indecomposable A-modules.
(3) Consider the poset
The algebra A((1), (1),Dn;1) is a pg-critical algebra [25].
(4) Let S = S(n,m) be the semichain poset
The algebra A(S) is tame of non-polynomial growth. Also the algebras A((n), S) and
A((1), (1), S;λ)∼= A((1), (1), S;1) are tame of non-polynomial growth. See [27].
(5) Let S1, . . . , St be posets which are tilting equivalent to path algebras of Dynkin type.
We say that A(S1, . . . , St ;λ3, . . . , λt ) is supercanonical of Dynkin class.
1.3. By Db(A) we denote the derived category Db(modA). We say that two algebras
A and B are derived equivalent if Db(A) and Db(B) are triangular equivalent. For the next
result, recall that a one-point extension A of the algebra B by the B-module M is given as
A = B[M] =
[
k 0
M B
]
where the operations on A are given by the usual matrix operations.
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(a) If A is tame concealed, then A is derived equivalent to A((n1), (n2)) or A((n1), (n2),
(n3);1) for ∑3i=1 1/(ni + 1) > 1.
(b) If A is tubular and n > 6, then A is derived equivalent to A((n1), (n2), (n3);1) for∑3
i=1 1/(ni + 1)= 1.
(c) If A is pg-critical, then A is derived equivalent to A((1), (1),Dn;1).
Proof. Only (c) deserves an argument. Let A be pg-critical, a look at the list in [25] shows
that there is a source (or sink) a of A such that B = A/(a) is domestic tubular of type D˜n.
Say A = B[M] for M indecomposable and M lies on a tube of rank n − 2 (maybe coin-
serted) and M is on the second level. Then
Db(B)
F
∼−−−−−→ Db(k∆)
for ∆ of type D˜n and F(M) = N is indecomposable on a tube of rank n − 2 and quasi-
length N = 2. Hence Db(A) ∼−→ Db(k∆[N]) [4]. Choosing adequately ∆ and N we get
the desired result. 
1.4. We define the squid algebra B(S1, . . . , St ;λ3, . . . , λt ) where S1, . . . , St , λ3, . . . , λt
are as above, as the algebra with quiver
where the algebra on the circle is obtained by identifying the starting vertices of the cones
αiSi in the vertex ω and demanding that
κSi,v(κ2 − λiκ1) = 0
for i = 3, . . . , t and all v ∈ Si . Squids were introduced in [7] and later it was shown the
relation with canonical algebras [29]. We generalize those results as follows.
Proposition. There is a tilting module T over A = A(S1, . . . , St ;λ3, . . . , λt ) such that
EndA(T ) is isomorphic to B = B(S1, . . . , St ;λ3, . . . , λt ).
Proof. For each vertex v ∈ Si , there is an inclusion
Pv → Pα
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{Pα,Pω,P ′v : v ∈ Si , i = 1, . . . , t} defines a tilting module over A with endomorphism
ring B .
Observe that all modules in T have projective dimension p dimS  1. We set P ′α = Pα
and P ′ω = Pω .
Let i ∈ {1, . . . , t}, v ∈ Si and consider the exact sequence
0 → Pv f−→ Pα g−→ P ′v → 0
and apply HomA(−,P ′x) to get exactness of the sequence
HomA
(
P ′v,P ′x
) g∗−→ HomA(Pα,P ′x) f ∗−→ HomA(Pv,P ′x)→ Ext1A(P ′v,P ′x)→ 0.
Clearly, if P ′x(v) = 0, then f ∗ is an epimorphism. Hence Ext1A(P ′v,P ′x) = 0 and T is a
tilting system.
Obviously EndA(T ) determines the squid quiver corresponding to B . It just remains to
verify the relations.
For each v ∈ Si , there are unique paths
α
κα,v−−→ v κv,ω−−→ ω
in Si , whose composition yields the unique path κi from α to ω crossing through Si . Pass-
ing to projective modules yields
Hence the relations for B follow from those for A. 
1.5. We present a first example showing that the structure of the module category of a
supercanonical algebra may be completely different from the canonical algebra case.
Consider the algebra
A = A(S) with S formed by two non-comparable points.
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(a) A is a tame algebra of non-polynomial growth.
(b) ΓA does not accept a preprojective (or preinjective) component.
(c) There are stable tubes T in ΓA and modules X ∈ ΓA \ T such that
HomA(X,T ) = 0 = HomA(T ,X).
Proof. (b) A = B[R], where R = W ⊕Pω , with W indecomposable. In ΓB :
Hence R is not directing (see [18]) and the component C of ΓA containing Pα has
oriented cycles (see [10]). Since W → Pα , and W → Si (i = 1,2) are irreducible maps in
ΓA, then Si ∈ C . By symmetry all projective and injective A-modules lie on C .
(c) Consider the indecomposable A-module
It is not hard to see that p dimA M = 1, i dimA M = 1, Ext1A(M,M) = k and τAM = M ,
where τA denotes the Auslander–Reiten translation in modA. Hence M yields a stable tube
T with M on the mouth.
Clearly, HomA(M,P2) = 0, which yields the desired cycle.
(a) Consider the automorphism h :A→ A, h(1) = 2, h(2) = 1. The skew group algebra
C = A[h] is Morita equivalent to the basic algebras depicted below. Hence C is a gentle
algebra with two cycles and therefore tame of non-polynomial growth [30]. Therefore, A is
Morita equivalent to the skew group algebra C[hˆ] for an automorphism hˆ :C → C and A
is therefore tame of non-polynomial growth.

1.6. We shall consider the following extension problem.
Let A be a derived canonical algebra equivalent to A(p1, . . . , pt ;λ3, . . . , λt ) and S be
an indecomposable A-module of derived quasi-length  lying on the (derived) tube of
rank p1. We want to study the one-point extension A[S] and see in which situation it is
derived equivalent to a supercanonical algebra.
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quiver
and bound by the relations:
ziri = x1,p1 . . . x1,a+1 (1 i  1), zirj = 0, i = j,
xi,pi . . . xi,1 = x2,p2 . . . x2,1 − λix1,p1 . . . x1,1, i = 3, . . . , t.
Proposition.
(a) A[S] and C are derived equivalent.
(b) A[S] is derived equivalent to a canonical algebra if and only if  = 1.
(c) If 1  < p1, then A[S] is derived equivalent to a supercanonical algebra.
Proof. Observe that A[S] is derived equivalent to the algebra B given by the quiver
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yix1p1 . . . x11 = yi+1x2p2 . . . x21, i = 1, . . . , q − 1,
yqx1p1 . . . x1,a+1 = 0 and xjpj . . . xj1 = x1p1 . . . x11 − λj x2p2 . . . x21, j = 3, . . . , t.
To see that B is tilted from C, consider the C-module
T = ⊕P(i,j) ⊕Pα ⊕ Pω ⊕ P ′x
where 0 → P∗ → Pqα → P ′∗ → 0 is an exact sequence defined in the obvious way. Then T
is a tilting C-module and B = EndC(T ).
Observe that for  = 1, then q = 1 and a = p1 − 1. Hence B is the canonical algebra
A(p1 + 1,p2, . . . , pt ;λ3, . . . , λt ). In no other case the algebra B is derived canonical as it
is shown in [5].
For  < p1, then q = 1 and a = p1 − . Then B is a supercanonical algebra
A(S1,p2, . . . , pt ;λ3, . . . , λt ), where S1 is the poset
The proof is complete. 
1.7. Remark
In case q  2, the algebra C defined in 1.5 belongs to a more general class of ‘super-
canonical algebras’, where instead of finite posets, we allow finite vector space categories
for insertion in the arms.
Let V be a vector space category with finitely many objects, and let | · | :V → modk
denote the forgetful functor. The double cone V̂ over V is obtained by adjoining an initial
object α and a terminal object ω to V with morphisms given by
(α, v) := |v|, (v,ω) := Homk
(|v|, k), (α,ω) = k
and composition extending the composition of V putting[
α
a−→ v b−→ ω]= b(a),
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space categories with 1-dimensional objects) we obtain a canonical morphism κV :α → ω.
We will only be concerned with this extended definition of supercanonical algebras in
Sections 8.3 and 8.4.
2. Some basic facts
2.1. Let {S1, . . . , St ;λ3, . . . , λt } be a set of data defining the supercanonical algebra
A = A(S1, . . . , St ;λ3, . . . , λt ). Let B be the algebra obtained as the quotient A/(α). Ob-
serve that B is the poset algebra obtained by identifying the end vertices of the cones
(Si)ω.
For R = radPα we get that
A = B[R] =
(
k 0
BRk B
)
the one-point extension of B by the module R.
For each poset Si we define the characteristic module Wi over k[Si] as:
Wi(x) = k, x ∈ Si and Wi(β) = 1k, for x β−→ y.
Clearly Wi is indecomposable. Let Wi be the characteristic module of (Si)ω viewed as a
B-module.
We recall that k[Si] denotes the incidence algebra associated to the poset Si . Denote by
S =∏ti=1 k[Si ].
Lemma.
(a) B = [⊕ti=1 Wi ]S, that is, B is the one-point coextension of S by ⊕ti=1 Wi .
(b) If t = 2, the B-module R decomposes as R = W 1 ⊕W 2.
(c) If t > 2, R is indecomposable.
Proof. (a) and (b) are clear.
(c) As a module on the one-point coextension [⊕ti=1 Wi ]S, we have
R =
(
t⊕
i=1
Wi, k
2, γ :
t⊕
i=1
HomSi (Wi,Wi) → k2
)
,
γ (1W1) = (1,0), γ (1W2) = (0,1), γ (1Wi ) = (−λi,1).
Assume R decomposes as R = R′ ⊕R′′ with W ′ =⊕si=1 Wi , W ′′ =⊕si=s+1 Wi and
R′ =
(
W ′, k, γ ′ :
s⊕
HomSi (Wi,Wi) → k
)
,i=1
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W ′′, k, γ ′ :
t⊕
i=s+1
HomSi (Wi,Wi) → k
)
(other decompositions obviously can not hold). Moreover
W ′ ⊕W ′′
a=
(
a′ 0
0 a′′
)
−−−−−−→
t⊕
i=1
Wi
with a′ = (ai), a′′ = (ai) for some ai :Wi → Wi, yields
(⊕s
i=1 HomSi (Wi,W ′)
)⊕ (⊕ti=s+1 HomSi (Wi,W ′′))
(γ 0
0 γ ′′
)
a∗=(Hom(Wi,ai))
k ⊕ k
b=
(
b11 b12
b21 b22
)
⊕t
i=1 HomSi (Wi,Wi)
γ
k2
commutative diagram with a∗ and b invertible maps.
Hence
(1
0
)= γ a∗(1W1) = b( γ ′ 00 γ ′′ )(1W1) implies that b21 = 0.(−λi
1
)
= γ a∗(1Wi ) = b
(
γ ′ 0
0 γ ′′
)
(1Wi ) =
(
b12γ ′′(1Wi )
b22γ ′′(1Wi )
)
, for i > s.
If s = 1, then b12 = 0. Therefore λt = 0 which contradicts t > 2. If s > 1, then 1W2 =
b21γ ′(1W2) = 0, also a contradiction.
Hence R is indecomposable. 
2.2. Let S1, . . . , St be a family of posets and B a finite dimensional k-algebra with a
unique sink ω such that B/(ω) =∏ti=1 k[Si]. Let R be a B-module. We shall establish a
criterion on R for the one-point extension B[R] to be a supercanonical algebra.
Proposition. Let B be as above and R be a B-module. The following are equivalent:
(a) The extension A = B[R] is a supercanonical algebra of type A(S1, . . . , St ;λ3, . . . , λt )
for some λ3, . . . , λt ∈ k.
(b) The following conditions hold for R:
(i) For any vertex v = ω in B , dimk R(v) = 1 and dimk R(ω) = 2.
(ii) If t = 2, then R = W 1 ⊕ W 2, where Wi = (Wi, k, id) in modBi where Bi =
[Wi ]k[Si] is the one-point coextension of the poset algebra k[Si ] by the charac-
teristic module Wi .
(iii) If t > 2, then R is indecomposable and for any vertices vi ∈ Si , vj ∈ Sj with
i = j , and any exact sequence of the form
0 → Pω µ−→ Pvi ⊕ Pvj → C → 0
we have Ext1 (C,R) = 0.B
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act sequence as above and suppose Ext1B(C,R) = 0. Then HomB(µ,R) : HomB(Pvi ⊕
Pvj ,R) → HomB(Pω,R) is not onto.
Certainly, there exists non-zero paths κ ′i :vi → ω and κ ′j :vj → ω in B such that
µ(eω) = (κ ′i , κ ′j ) ∈ Pvi (ω) ⊕ Pvj (ω). Take the natural inclusions ai :Pvi → R, evi 	→ 1 ∈
R(vi) and aj :Rvj → R, evj 	→ 1 ∈ R(vj ). Then HomB(µ,R)(βai, β ′aj ) = βκ ′i + β ′κ ′j ∈
R(ω) = k2, for any β,β ′ ∈ k. But this image space being one-dimensional, we get that κ ′i
and κ ′j are linearly dependent. This is impossible in a supercanonical algebra A = B[R].
(b) ⇒ (a). We may clearly assume t > 2. Then R is indecomposable. For each i =
1, . . . , t , let κ ′i :vi → ω be a non-zero path in B from vi ∈ Si to ω. Call ai = R(κ ′i ) ∈ R(ω).
Since dimk R(ω) = 2 and R is indecomposable, there exist i = j such that ai and aj
generate R(ω). Say i = 1, j = 2. Then for i  3, ai = a1 − λia2 for some λi ∈ k (the case
ai = λia2 is impossible as we are about to argue). It is enough to show that λi = λj for
i = j . Otherwise ai = aj and we may consider the exact sequence
0 → Pω µ−→ Pvi ⊕ Pvj → C → 0
with µ(eω) = (κ ′i , κ ′j ) which satisfies
HomB(µ,R)
(
βκ ′i , β ′κ ′j
)= βai + β ′aj = (β + β ′)ai
which is one-dimensional. Hence HomB(µ,R) is not onto and Ext1B(C,R) = 0, contra-
dicting (iii). 
2.3. The case t = 2 is homologically special. The following observation is interesting
due to the fact that the Hochschild cohomology is invariant under derived equivalence. Let
Hi(A) indicate the ith Hochschild cohomology of A.
Proposition. Let A be a supercanonical algebra as above. Then
H 1(A) =
{
k if t = 2,
0 if t > 2.
Proof. Write A = B[R] as in 2.1, then there is a long exact sequence of the form (see [15]):
0 → H 0(A)→ H 0(B) → EndB(R)/k → H 1(A) → H 1(B) → Ext1B(R,R) → ·· ·
→ Hi(A) → Hi(B) → ExtiB(R,R) → ·· · .
For t = 2, R = W 1 ⊕ W 2 and EndB(R) = EndB W 1 ⊕ EndB W 2 = k2. Observe that
H 1(B) =⊕tj=1 H 1(k[(Sj )ω]) = 0 because Hi(k[(Si)ω]) is the ith simplicial cohomol-
ogy of a cone. Moreover,
Ext1B(R,R) =
2⊕
Ext1B
(
Wj,Wj
)= 1⊕Ext1k[(Sj )ω](Wj,Wj )= 0
j=1 j=1
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Ext1B
(
W 1,W 2
)= 0.
For t > 2, it is easy to check that EndB R = k. 
2.4. We briefly consider the structure of the supercanonical algebras of Dynkin class.
This will be of use later.
Examples and remarks. (a) The following algebras are supercanonical algebras of Dynkin
class A5:
The poset algebras associated to S1, S2 and (5) are tilting equivalent. On the other hand,
as a canonical algebra of tubular type A′′ is derived-tame and A, A′ are wild, hence A
(respectively A′) and A′′ are not even derived equivalent (see [27], see also [19]).
(b) Recall that if A is derived equivalent to k[∆] and ∆ is of Dynkin type, then A is
representation-finite and A is a tilted algebra (of type ∆).
Proposition. Let A = A(S1, . . . , St ;λ3, . . . , λt ) be a supercanonical algebra of Dynkin
class, that is, Si is tilted of Dynkin type ∆i , i = 1, . . . , t . Consider B = A/(α) such that
A = B[R]. Then
(a) B is a tilted algebra of tree type.
(b) gdimA 2.
Proof. With the notation of 2.1, B = [W ]S, where S =∏ti=1 k[Si ] and W =⊕ti=1 Wi is
the sum of characteristic modules.
H. Lenzing, J.A. de la Peña / Journal of Algebra 282 (2004) 298–348 311Each Wi is a sincere indecomposable k[Si ]-module and Γk[Si ] consists of a single com-
ponent. Hence (see [30]), there is a (complete) section Si = S(Wi →) in Γk[Si] formed by
all vertices X ∈ Γk[Si] such that there is a sectional path XWi .
In the coextension [W ]S, the relative injective I 0ω satisfies I 0ω/ soc I 0ω = W =
⊕t
i=1 Wi .
The component C of ΓB where I 0ω lies is a directing component (see [6] or [10]) and has a
complete section as in the picture (of type (∐(∆i)wi )/(wi = w) which is a tree).
Moreover C is a preinjective component of ΓB . Hence B is a tilted algebra with a com-
plete preinjective component.
(b) Consider the case t > 2, the case t = 2 being similar. The indecomposable B-module
R is a predecessor of the module I 0ω which separates the module category, all indecompos-
able injective B-modules being successors of I 0ω . Hence p dimB R = 1. Since moreover
gdimB  2, then gdimA = 2. 
2.5. We recall that an algebra A = kQ/I is strongly simply connected if for any convex
subcategory B of A we have H 1(B) = 0 [31].
We immediately get:
Proposition. Let A be a supercanonical algebra of Dynkin class as in 2.3. Then A is
strongly simply connected if and only if t > 2. In this case dimk H 2(A) = t − 3 and
dimk H i(A) = 0 for i  3.
Proof. Assume t > 2, then 2.3 gives H 1(A) = 0. Any convex subcategory C of A is, up to
duality, a convex subposet of B = A/(α). Since A is of Dynkin class, B does not contain
crowns, that is, full subcategories of the form
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for all i  1. As in 2.2, Hi(A) ∼= Exti−1B (R,R).
Using the exact sequences
0 → R → Pα → Sα → 0 and 0 → Sω → R → I 0ω → 0
we get that dimk Ext1B(R,R) = dimk Ext2A(Sα,Sω) − 1. Since dimk Ext2A(Sα,Sω) counts
the number of relations (t − 2) starting at α and ending at ω, then we get dimk H 2(A) =
dimk Ext1B(R,R) = t − 3. Moreover, gdimA = 2 implies that Hi(A)= 0 for i  3. 
2.6. We show here the ‘minimality’ property of supercanonical algebras stated in the
introduction. We recall that an algebra C = kQ/I is said to be schurian if dimk C(i, j) 1
for any pair of vertices i, j in Q, moreover we shall assume in this case that C is triangular,
that is, Q does not have oriented cycles.
Proposition. Let C be a triangular algebra which is not schurian. Then there exists an
ideal J of C such that C/J is a supercanonical algebra.
Proof. Clearly, it is enough to suppose that every quotient C/J with J = 0 is schurian.
Then clearly, there is a unique source α and a unique sink ω in the quiver Q of C such that
dimk C(α,ω) = 2. We shall prove that C is a supercanonical algebra.
Let α δω be a path in Q. We show that the class [δ] in C is non-zero. Otherwise
consider
δ :α
δ1x β−→ y δ2ω
such that [δ1] = 0 and [βδ1] = 0 in C. Consider any other path
δ′ :α
δ′1x β−→ y δ
′
2ω
through β and observe that either [δ′1] = 0 or [δ′1] = λ[δ1] for some λ ∈ k \ {0} which im-
plies that [βδ′1] = 0 and [δ′] = 0. Hence the quotient C/(β) is non-schurian, a contradiction
which shows that [δ] = 0.
Let (α γiω)i=1,...,s be the set of paths from α to ω in Q. Consider the quotient algebra
C(i) = C(γi) formed by those paths which are linearly dependent to γi . By [9], C(i) is a
poset algebra associated to a poset α(Si)ω . We may suppose that C(1), . . . ,C(t) is a set of
representatives of C(i), i = 1, . . . , s. We shall prove that C = A(S1, . . . , St ;λ3, . . . , λt ) for
some pairwise different elements λ3, . . . , λt from k \ {0}.
Indeed, if there is an arrow x β−→ y in Q with x ∈ C(1) and y ∈ C(2), there would be
paths
δ :α
δ1x δ2ω in C1 and ε :α
ε1x ε2ω in C2
in such a way that [βδ1] = λ[ε1] and [ε2β] = µ[δ2] for some λ,µ ∈ k \{0}. Hence [δ2δ1] =
µ−1[ε2βδ1] = λµ−1[ε2ε1], contradicting the choice of C1 and C2. Since dimk C(α,β) =
2, it is clear that C is the indicated supercanonical algebra. 
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3.1. Consider A = A(S1, . . . , St ;λ3, . . . , λt ) a supercanonical algebra.
Let K0(A) be the Grothendieck group with the bilinear form 〈−,−〉A :K0(A) ×
K0(A) → Z given on classes of A-modules by
〈[X], [Y ]〉
A
=
∞∑
i=0
(−1)i dimk ExtiA(X,Y ).
We shall study the pair (K0(A), 〈−,−〉A).
Important elements of K0(A) are:
px = [Px] class of the projective module associated to the vertex x,
qx = [Ix ] class of the injective module associated to the vertex x,
ex = [Sx] class of the simple module associated to the vertex x,
v = [R] where R = radPα and A = B[R], hence pα = eα + v,
w ∈ Zn with w(i) = 1 for each vertex i, hence w = pα − pω = qω − qα.
We define also the rank function
rk :K0(A)→ Z, rk = 〈−,w〉A.
Consider qA :K0(A) → Z the (homological) quadratic form associated to 〈−,−〉A, that
is, qA(x) = 〈x, x〉A. Recall that radqA = {x ∈ K0(A): qA(x + y) = qA(y), ∀y ∈ K0(A)}
is a direct factor of K0(A).
Finally, if 〈x, y〉A = xC−tA yt , where CA is the Cartan matrix of A, then φA = −C−tA CA
is called the Coxeter matrix of A. Clearly, φA is defined by piφA = −qi for all vertices i .
If no confusion arises we denote φ := φA.
Lemma. The following hold:
(i) w is a positive sincere radical vector.
(ii) The rank function is φ-invariant.
(iii) If M ∈ modA, then rk[M] = dimk Mω − dimk Mα .
(iv) Indecomposable projectives (respectively injectives) have rank 1 (respectively −1).
(v) x ∈ radqA if and only if xφA = x .
3.2. Consider K ′0(A) = ker(K0(A) rk−→ Z). This is a pure subgroup of K0(A) and fix-
ing a = [Pα] ∈ K0(A) we have
K0(A) = Za ⊕K ′0(A).
For each 1 i  t , let Ui = Zw +∑s∈Si (pα − ps)Z as subgroup of K0(A).
Lemma. The following holds:
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(ii) 〈Ui,Uj 〉 = 0 for i = j .
(iii) K ′0(A)=
∑t
i=1 Ui .
(iv) Ui ∩ (∑j =i Uj ) = Zw.
(v) (∑j =i Uj )⊥ = Ui for each i = 1, . . . , t .
Proof. The elements a = pα , ps − pα (s ∈ Si , i = 1, . . . , t), w = pα −pω form a Z-basis
of K0(A), hence Ui is a direct summand of K0(A).
(ii) For s ∈ Si and s′ ∈ Sj , i = j we get
〈pα − ps,pα − ps ′ 〉 = 〈ps,ps ′ 〉 − 〈ps,pα〉 − 〈pα,ps ′ 〉 + 〈pα,pα〉 = 0 − 1 − 0 + 1 = 0.
(i) Observe that 〈Uj ,φ(Ui)〉 = −〈Ui,Uj 〉 = 0 for i = j . Therefore
φ(Ui) ⊂
(∑
j =i
Uj
)⊥
.
Since V = (∑j =i Uj )⊥ has rank n−(1+∑j =i (rkUj −1)) with n = 2+∑ti=1(rkUi −1),
it follows that V and Ui have the same rank. Therefore Ui = V = φ(Ui), showing also (v).
The other claims are clear. 
3.3. Let φS denote the Coxeter matrix of the incidence algebra k[S] and χS(T ) =
det(T id−φS) the characteristic polynomial.
For a supercanonical algebra A = A(S1, . . . , St ;λ3, . . . , λt ), the subgroup Ui = Zw +∑
s∈Si (pα − ps)Z of K0(A) is φ-invariant, we denote by φi = φ|Ui the restriction of φ
to Ui .
Proposition.
(a) As bilinear lattices the groups Ui/Zw and K0(k[Si]) are isomorphic. The action of φi
on Ui induces φSi via this isomorphism. Moreover, the characteristic polynomial of φi
is (T − 1)χSi .
(b) The characteristic polynomial of φA is
(T − 1)2
t∏
i=1
χSi (T ).
Proof. (a) Consider the linear map
h :K0
(
k[Si ]
)→ Ui/Zw, es 	→ pα − ps.
Then 〈
h(es), h(es ′)
〉 = 〈pα − ps,pα − ps ′ 〉A = 〈ps,ps ′ 〉k[Si ], for s, s′ ∈ Si .A
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polynomial of φi is (T − 1)χSi .
(b) Clearly K0(A) = Zpα + Zw +∑ti=1∑s∈Si (pα − ps)Z. We shall express −qα =
pαφ as linear combination of pα,w and {pα −ps : s ∈ Si, i = 1, . . . , t}. Say −qα = λpα +
µw +∑i,s µi,s (pα − ps). Then calculating the values of these vectors at α and ω we get:
−1 = λ+µ+
∑
µis and 0 = 2λ+µ+
∑
µis .
Therefore λ= 1. The transformation φ takes the form
φ =

1 | 0 | · · · | 0 | 0
– – – – – – – – – – – – – –∗ | φS1 | · · · | 0 | 0
– – – – – – – – – – – – – –... | ... | . . . | ... |
– – – – – – – – – – – – – –∗ | 0 | · · · | φSt | 0
– – – – – – – – – – – – – –∗ | ∗ · · ·∗ | · ∗ · | ∗ · · ·∗ | 1

and therefore the characteristic polynomial is as described. 
3.4. Corollary. Assume that A is supercanonical of Dynkin class. Then the following holds:
(a) The restriction of qA to K ′0(A) is non-negative.
(b) corankqA  2.
(c) radqA ∩K ′0(A) = Zw.
Proof. (a) Follows from 3.2.
(b) Since each k[Si ] is tilted of Dynkin type, then 1 is not a root of χSi (T ). Each vector
of radqA is an eigenvector of φA with eigenvalue 1. By 3.3, rkZ radqA  2.
(c) Observe that K ′0(A) is φ-stable with characteristic polynomial (T − 1)
∏t
i=1 χSi (T )
by 3.3. Since w ∈ radqA ∩K ′0(A), it should generate this lattice. 
3.5. Some examples
(a) Let Sn be the poset formed by n non-comparable points. Let An = A(Sn) be the
supercanonical algebra given by the following quiver with all the paths γi :α → i → ω
equal in An.
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φn =

3 − n | 3 − n 3 − n · · · 3 − n | 2 − n
– – – – – – – – – – – – – – – – – –
1 | 0 1 · · · 1 | 1
1 | 1 0 · · · 1 | 1
... | · · · · · · · · · · · · | ...
1 | 1 1 · · · 0 | 1
– – – – – – – – – – – – – – – – – –
−2 | −1 −1 · · · −1 | −1

.
Observe that φS = − id and therefore the action of φn on U = Zw +∑s∈S(pα − ps)Z
has period 2. Moreover, eαφ2n = eα + (4 − n)w. Thus proving the following:
(1) The characteristic polynomial of φn is (T − 1)2(T + 1)n.
(2) If n = 4, φ4 is periodic of period 2. For n = 4, φn is not periodic.
(b) Consider the supercanonical algebra A′n = A((1), . . . , (1);λ3, . . . , λn) whose quiver
has the shape:
and for the paths γi :α → i → ω the relations γi = γ2 − λiγ1 hold, i = 3, . . . , n. Observe
that the lattice (K0(A′n), 〈−,−〉A′n ) is isomorphic to (K0(An), 〈−,−〉An). In particular the
Coxeter matrix φA′4 is periodic of period 2, as it is well known from the K-theory of ca-
nonical algebras (see [21]).
Nevertheless, observe that H 1(An) = 0 while H 1(A′n) = 0 for n 3. Moreover, A′3 is
a domestic tame algebra, while A3 is wild, as can be easily checked by the consideration
of the universal cover of A3.
(c) Consider the algebra A = A(S) given by the quiver
with the corresponding relations. Observe that A is not of Dynkin class.
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φ =

3 1 1 1 1 2
−1 0 1 0 0 −1
−1 1 0 0 0 −1
1 0 0 0 1 1
1 0 0 1 0 1
−2 −1 −1 −1 −1 −1

which yields eαφn = (2n+ 1, n,n,n,n,2n) and hence φ is not periodic.
On the other hand observe that qA  0 with corankqA = 2 and radqA ∩ K ′0(A) =
Zw +ZwS , where wS = (0,1,1,1,1,0) is the class in K0(A) of the characteristic module
corresponding to the poset S. Correspondingly, qB  0 with corankqB = 1. A calculation
shows that the characteristic polynomial of φ is χ(T ) = (T − 1)4(T + 1)2, a factorization
that reflects the fact that the rank of radqA is 2 but still φ is not periodic. Finally, observe
that A is a tame algebra of non-polynomial growth.
4. The homological form and the representation type
4.1. Let A = A(S1, . . . , St ;λ3, . . . , λt ) be a supercanonical algebra. Recall that
qA(x)= 〈x, x〉A is the homological form of A.
Consider the quotient B = A/(ω), then A = B[R] for R = radPω .
Recall that v = [R] ∈ K0(B) and w ∈ K0(A) as defined in 3.1.
Lemma.
(i) w ∈ radqA.
(ii) qA is non-negative if and only if qB is non-negative.
Proof. (i) is 3.1. Let x ∈ K0(A) and write x = (x − x(α)w) + x(α)w such that y = x −
x(α)w ∈ K0(B). Then qA(x)= qA(y) = qB(y). The remark follows. 
4.2. By [3], for each connected triangular algebra A such that qA  0 there is a unique
Dynkin diagram ∆A such that qA is equivalent to ζm ⊕ q∆A , where ζ is the trivial form in
one variable, m = corankqA and q∆A is the quadratic form associated to ∆A.
Observe that the poset S = S(n,m) introduced in 1.2 has qk[S]  0 of corankm and
Dynkin type Dn−m. We say that a connected poset S is a semichain if it is obtained from a
full convex subquiver of some S(n,m). Hence for a semichain S we get qk[S]  0 and its
Dynkin type is An or Dn.
A general semichain is a poset with quiver of the following shape:
We shall assume that our semichains are not linear.
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A = A(S,φ) be the supercanonical algebra with the following shape:
Clearly qA  0 since B = A/(α) is a Dynkin diagram (4.1). The universal cover of A
contains a hereditary subcategory of type
which is clearly wild. Hence A is wild.
Lemma. Let A = A(S1, . . . , St ;λ3, . . . , λt ) be a supercanonical algebra with t > 2. Sup-
pose that B = A/(α) is of tame type. Then each Si is either linear, a semichain or (1)∐(1).
Proof. Assume S1 is not of the indicated types. Then B has a full subcategory of one of
the shapes:
where the box indicates points in S. Both cases being wild, we get the claim. 
4.4. Theorem. Let A = A(S1, . . . , St ;λ3, . . . , λt ) be a supercanonical algebra and B =
A/(α). Assume that one of the following conditions hold:
• t > 2.
• t = 2 and each of S1 and S2 is either linear, a semichain or (1)∐(1).
Then the following are equivalent:
(a) A is derived tame.
(b) A is tame.
(c) B is tame.
(d) B is derived tame.
(e) qA  0.
(f) qB  0.
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(c) ⇒ (a). In view of 4.3, each Si is either linear, a semichain or (1)∐(1). If t = 2, then
the universal covering A˜ is an infinite semichain. By [26] A is derived tame.
If t > 2: in case all Si are linear, A is a canonical algebra and the result is known.
Suppose that S1 is a semichain or (1)
∐
(1). Then the proof of 4.3 shows that t = 3 and
S2 = (1) = S3. As observed in 1.2, A is derived tame.
(d) ⇒ (f). In case all Si are linear the result is known. Assume S1 is not linear. Then
either t = 2 and A˜ is a semichain or t = 3 and S2 = (1) = S3. In any case B is a semichain.
Hence qB  0.
(f) ⇒ (d). Only the cases discussed in (c) ⇒ (d) are allowed by the hypothesis qB  0.
Hence B is derived tame. 
4.5. Let A = A(S1, . . . , St ;λ3, . . . , λt ) be as above and B = A/(α). Suppose that A is
tame. Then by 4.3 or taking the covering A˜, we get that each Si is either linear, a semichain
or (1)
∐
(1), i = 1, . . . , t .
We propose the following table of tame situations for A.
Type of Si Growth
domestic linear non-polynomial
all Si = (ni ) linear t  3, 3 t  4, –∑t
i=1 1/(ni + 1) > t − 2
∑t
i=1 1/(ni + 1) = t − 2
t = 2,
S1 semichain or (1)
∐
(1), – –
√
S2 any
t = 3,
S1 semichain, – –
√
S2 = (1) = S3
In the non-polynomial growth cases, the corankqA may take any value  1. It is inter-
esting to notice that the example considered in 1.5 has radqA = Zw.
5. Supercanonical algebras of Dynkin class
5.1. In this section we shall consider closely the case of supercanonical algebras A =
A(S1, . . . , St ;λ3, . . . , λt ) where each k[Si] is a poset algebra tilted of Dynkin type ∆i .
Let B = A/(α) and A = B[R]. We already saw in 2.4 that B is tilted of tree type ∆,
formed as
320 H. Lenzing, J.A. de la Peña / Journal of Algebra 282 (2004) 298–348where there is a section Si of type ∆i with shape Si = S(→ Wi) in Γk[Si ] and xi is the
orbit corresponding to the characteristic module Wi of k[Si].
Let S be a poset such that k[S] is tilted of Dynkin type ∆. The following holds:
• qS > 0 and in particular, radqS = {0}.
• The Coxeter matrix φS is periodic of period p(S). Moreover, if χS(T ) is the charac-
teristic polynomial we have the following (write Vn(T ) = (T n − 1)/(T − 1)):
∆ factorization of χS(T ) period of φS
An Vn+1 n + 1
Dn V2V2(n−1)/Vn−1 2(n− 1)
E6 V2V3V12/V4V6 12
E7 V2V3V18/V6V9 18
E8 V2V3V5V30/V6V10V15 30
5.2. Proposition. Let A be as in 5.1. Then φi = φ :Ui → Ui is periodic with the same
period as φSi .
Proof. Assume p is the period of φSi . We need to show that φp = 1 on Ui . Since radqSi =
{0}, then φSi − 1 is invertible and
(φSi − 1)
(
p−1∑
j=0
φ
j
Si
)
= φpSi − 1 = 0
implies that
p−1∑
j=0
φ
j
Si
= 0 on K0
(
k[Si ]
)
.
By 3.3(a), there exists a linear form λ :Ui → Z such that
x
(
p−1∑
j=0
φj
)
= λ(x)w, for each x ∈ Ui.
Since wφ = w, multiplying the above equation by (φ − 1), yields
x
(
φp − 1)= 0 for all x ∈ Ui. 
5.3. Let A = A(S1, . . . , St ;λ3, . . . , λt ) be a supercanonical algebra of Dynkin class
and suppose pi is the period of φSi . Set
p = lcm(p1, . . . , pt ).
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(a) φp = 1 on K ′0(A).
(b) There exists δ(A) ∈ Z such that for a = [Pα] ∈ K0(A):
(i) aφp − a = δ(A)w, and more generally,
(ii) xφp − x = δ(A) rk(x)w for any x ∈ K0(A).
Proof. Let Ui = Zw +∑s∈Si (pα − ps)Z be as in 3.2. By 5.2, φ has period pi on Ui .
Since K ′0(A) =
∑t
i=1 Ui , then φ has period p = lcm(p1, . . . , pt ) on K ′0(A).
For (b) we need to calculate a(φp − 1). For any x ∈ K ′0(A) get〈
x, a
(
φp − 1)〉= 〈xφ−p, a〉− 〈x, a〉 = 〈x, a〉 − 〈x, a〉 = 0.
Therefore a(φp − 1) ∈ K ′0(A)⊥ = Zw (since K ′0(A)⊥ ⊂ (
∑
j =i Uj )⊥ = Ui for all i =
1, . . . , t). It follows the existence of the desired δ(A). 
Remark. (a) In view of the proposition, Example 3.5(a) yields δ(An) = 4 − n for the alge-
bra An studied there. Further the (super)canonical algebra A′n = A((1), . . . , (1);λ3, . . . , λn)
from 3.5(b) yields δ(A′n) = 2(4 − n).
(b) We call δ(A) the discriminant of A and observe that it is a derived invariant, since
δ(A) is determined by the structure of the lattice (K0(A), 〈−,−〉A).
Corollary. φ is periodic on K0(A) if and only if δ(A) = 0. In that case the period of φ
is p.
5.4. We shall calculate δ(A) in the framework of the Riemann–Roch formula. We need
some preparation.
We introduce the averaged Euler form as
〈〈x, y〉〉 =
p−1∑
j=0
〈
xφj , y
〉
, for x, y ∈ K0(A),
and the degree function deg :K0(A) → Z as
deg(x) = 〈〈a, x〉〉 − 〈〈a, a〉〉 rk(x).
Lemma.
(a) deg :K ′0(A)→ Z is φ-invariant.
(b) 〈〈x, y〉〉 = −〈〈y, xφp〉〉 for all x, y ∈ K0(A).
(c) 〈〈a, xφ − x〉〉 = δ(A) rk(x) for all x ∈ K0(A).
(d) 2〈〈a, a〉〉 = −pδ(A).
(e) ∑p−1j=0 xφj = deg(x)w for x ∈ K ′0(A).
(f) δ(A) = deg(aφ).
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then the second argument remains invariant replacing x for xφ.
(b)
〈〈x, y〉〉 =
p−1∑
j=0
〈
xφj , y
〉= − p−1∑
j=0
〈
y, xφj+1
〉= − p−1∑
j=0
〈
yφp−(j+1), xφp
〉= −〈〈y, xφp〉〉.
(c) As in [21], we have:
〈〈a, xφ − x〉〉 =
p−1∑
j=0
(〈
aφj , xφ
〉− 〈aφj , x〉)= 〈x, aφp − a〉= δ(A) rk(x).
(d) 〈〈a, a〉〉 =
〈
p−1∑
j=0
aφj , a
〉
=
p−1∑
j=0
(〈
aφp − a, aφp−j 〉+ 〈a, aφp−j 〉)
=
p−1∑
j=0
δ(A)
〈
w,aφp−j
〉− p−1∑
j=0
〈
aφp−(j+1), a
〉= −pδ(A)− 〈〈a, a〉〉.
(e) For x ∈ K ′0(A), xφp = x and for y =
∑p−1
j=0 xφj we get
yφ = y,
that is, y ∈ radqA ∩K ′0(A) = Zw, by (a) and 3.4. Say y = µw, with µ ∈ Z.
Since 〈a, y〉 = λ〈a,w〉 = λ and rk(x)= 0, then
λ =
〈
a, x
(
p−1∑
j=0
φj
)〉
= 〈〈a, x〉〉 = deg(x). 
5.5. Riemann–Roch formula
For all x, y ∈ K0(A)
〈〈x, y〉〉 = p(1 − g(A)) rk(x) rk(y)+ ∣∣∣∣ rk(x) rk(y)deg(x) deg(y)
∣∣∣∣
where g(A) = 1 + 12δ(A).
Proof. We check the formula using that K0(A) = Za ⊕K ′0(A).
(1) For x = a and y ∈ K0(A), the formula follows from the definition of deg(y) using
5.4(c), (d).
(2) For x ∈ K ′0(A), y = a, the assertion follows from (1) using that 〈〈x, a〉〉 = −〈〈a, xφp〉〉
and 5.4(a).
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〈〈x, y〉〉 = −〈〈y, xφp〉〉= −〈〈y, x(p−1∑
j=0
φj
)
(φ − 1)
〉〉
= −deg(x)〈〈y, x(φ − 1)〉〉= 0, by 5.4(e). 
The number g(A) appearing in Riemann–Roch formula is called the genus of A. We
shall give examples later.
5.6. We gather together the conditions for the periodicity of φA for a supercanonical
algebra of Dynkin class.
Theorem. Let A = A(S1, . . . , St ;λ3, . . . , λt ) be a supercanonical algebra of Dynkin class.
Let p = lcm(p(S1), . . . , p(St )) and B = A/(α).
The following are equivalent:
(a) φ is periodic.
(b) φp = 1 and p is the exact period of φ.
(c) δ(A) = 0.
(d) radqA has rank two.
(e) radqB has rank one.
Proof. (a) ⇒ (c). Assume φn = 1 for n 1. By 5.3,
aφp = a + δ(A)w and a = aφnp = a + nδ(A)w,
therefore δ(A) = 0.
(c) ⇒ (d). By 3.4, we know that radqA has rank at most 2. Since w ∈ radqA, we need
to construct a vector in radqA linearly independent to w. By 5.3, aφp = a and as in 5.4(e),
we get
for y =
p−1∑
j=0
aφj , that yφ = y.
That is, y ∈ radqA. If y = λw for some λ ∈ Q, then
0 = 〈〈a, a〉〉 = 〈y, a〉 = λ〈w,a〉 = −λ rk(a)= −λ,
which contradicts the fact that
rk(y)= 〈y,w〉 = p rk(a) = 0.
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K ′0(A) = Zw, then x /∈ K ′0(A). That is, rk(x) = 0. Since xφ = x , then 5.4(c) yields
0 = 〈〈a, xφ − x〉〉 = δ(A) rk(x).
Therefore, δ(A) = 0.
(c) ⇒ (b). By 5.3, φ has period p in K ′0(A) and aφp = a. Hence φ has period p on
K0(A) = Za ⊕K ′0(A).
(d) ⇒ (e). Assume x and w are linearly independent in radqA. By 3.4, rk(x) = 0 and
we may define
0 = y = x − x(α)w ∈ K0(B).
Hence
y ∈ radqA ∩K0(B) ⊂ radqB.
(e) ⇒ (d). Let y ∈ radqB ⊂ K0(B). To know that y ∈ radqA, it is enough to check that
〈y, eα〉 + 〈eα, y〉 = 0.
Since ea = qα , then 〈y, eα〉 = y(α) = 0 and eα = pα − v with v ∈ K0(B),
〈eα, y〉 = −〈v, y〉B = 0. 
Corollary. φA periodic implies qA  0.
Proof. By 4.1, it is enough to show that qB  0. Let 0 = y ∈ radqB , then y(ω) = 0. For
any x ∈ K0(B),
x = λy +
t∑
i=1
λixi
with λ,λi ∈ Q and xi ∈ K0(k[Si ]) for i = 1, . . . , t .
Then
qB(x) =
t∑
i=1
λ2i qSi (xi) 0 and qB  0. 
5.7. Examples
The following examples yield supercanonical algebras of Dynkin class with periodic
Coxeter matrix:
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Hence both A and A′ are supercanonical of Dynkin class. For B = A/(α) observe that the
indicated vector y ∈ K0(B) belongs to radqB and therefore radqB has rank 1. The period
of φA is lcm(2(6 − 1),2,2) = 10. Similarly, for B ′ = A′/(α) the indicated vector lies in
radqB ′ showing that radqB ′ has rank 1. The period of φA′ is lcm(18,2)= 18. Observe that
A is a tame algebra, while A′ is wild.
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is non-negative of corank one, but observe that since y has coordinates of mixed signs, B
is a tilted algebra of Euclidean type (indeed, of type E˜8) and of finite-representation type.
Moreover, we write also the degree function on the indecomposable projective modules
and observe that restricted to the vertices of B , this degree function is a multiple of y .
According to 5.6, φA is periodic of period 12 and the characteristic polynomial factor-
izes as
χA(T ) = (T − 1)
2V2V
2
3 V12
V4V6
.
As the Coxeter polynomial of a periodic matrix, all roots of φA lie on the unit circle. The
form of χA excludes, however, that it is the Coxeter polynomial of a canonical algebra.
5.8. Proposition. Let A = A(S1, . . . , St ;λ3, . . . , λt ) be a supercanonical algebra of Dynkin
class and B = A/(α). Then φA is periodic if and only if B is a tilted algebra of Euclidean
type. In this case u = (deg([Px ]))x∈B is a vector in radqB .
Proof. If B is a tilted algebra of Euclidean type, then 0  qB has corank one. Then 5.6
implies that φA is periodic.
Conversely, assume φA is periodic. By 5.6, 0 qB has corank one. Observe that since
B does not contain crowns, B is simply connected (2.5). By [1] and [2], B is derived
equivalent to k∆ for a quiver ∆ of Euclidean type. By 2.4, B is tilted of (tree) type ∆ with
a complete slice on the preinjective component.
If δ(A) = 0, in 5.6 we showed that y =∑p−1j=0 aφj ∈ radqA, but y(x) = 〈[Px ], y〉 =−〈〈a, [Px]〉〉 = −deg([Px ]) and y(α) = 0. Thus u ∈ radqB . 
5.9. Consider A a supercanonical algebra of Dynkin class with period p. Let
S1, . . . , Sn be a complete set of pairwise non-isomorphic simple A-modules and a = [Pα],
u =∑p−1j=0 aφj ∈ K0(A).
We know that deg(x) = 〈〈a, x〉〉 − 〈〈a, a〉〉 rk(x)= 〈u,x − rk(x)pα〉.
We get easily the following assertions with respect to the classes pv = [Pv] ∈ K0(A) of
projective A-modules Pv :
deg(pv) = 〈u,pv − pα〉 = 〈pα − pv,uφ〉
= −(〈〈a, a〉〉 + 〈pv,uφ〉)= −(〈pv, 〈〈a, a〉〉w + uφ〉). (1)
Hence deg(pv) is, up to the additive function 〈〈a, a〉〉 rk and up to sign, the v-coordinate of
v := uφ. Moreover by 5.3,
vφ − v = δ(A)w = δ(A)(pα − pω). (2)
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simple modules ei = [Si] takes the form C−1(i, j) = 〈[Si ], [Sj ]〉, hence
C−1 +C−t = 2I − F +R (3)
where F(i, j) = number of arrows between i, j and R(i, j) = number of relations between
i, j .
Since φ = −C−tC, then from (2) we get
vC−tC + v = −δ(A)w or v(C−1 +C−t )= −δ(A)wC−1. (4)
Since wφ = w, then wC−1 = −wC−t = −(pα −pω)C−t .
Moreover we have pvC−t = ev , which implies that
2v − vF + vR = δ(A)(eα − eω). (5)
We are ready to state the main result required for the calculation of δ(A). Recall that
given a function f : {1, . . . , n} → Z we define the deviation of f from additivity as a func-
tion ∆(f ) : {1, . . . , n} → Z
∆(f )(i) = 2f (i)−
∑
j
F (i, j)f (j)+
∑
j
R(i, j)f (j)
and say that f is additive if ∆(f ) = 0.
Proposition. Let A be as above and consider the degree function deg : {1, . . . , n} → Z,
i 	→ deg(pi). The the following holds:
(a) ∆(deg)(i) = 0 for every i = α,ω; ∆(deg)(α) = δ(A) and ∆(deg)(ω) = −δ(A).
(b) deg is an additive function if and only if δ(A) = 0.
Proof. As shown above, deg only differs from an additive function by v which differs from
an additive function by δ(A)(eα − eω). 
Remark. Observe that (b) in the proposition was obtained also in 5.8.
6. On the calculation of the discriminant δ(A)
6.1. For a poset S such that k[S] is tilted of Dynkin type, form the supercanonical
algebra A(S). For p = p(S) we shall have
aφp − a = δ(A(S))w in K0(A(S))
with a = [Pα]. We define the discriminant δ(S) = δ(A(S)) of S as an invariant of the
poset S.
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Theorem. Let A = A(S1, . . . , St ;λ3, . . . , λt ) be a supercanonical algebra of Dynkin class.
Let p = lcm(p(S1), . . . , p(St )). Then
δ(A) = p
(
t∑
i=1
χ(Si)− 2
)
.
Proof. Consider the characteristic vectors wi ∈ K0(k[Si ]) as vectors in K0(A), that is,
wi(x) = 1 if x ∈ Si , otherwise wi(x)= 0.
Observe that for a = [Pα] ∈ K0(A) we get
aφA = −qα = a +
t∑
i=1
wi − 2w.
Moreover, each wi has zero rank and therefore
p−1∑
j=0
wiφ
j = deg(wi)w.
Hence
aφ
p
A − a = p
[
t∑
i=1
(
1 − deg(wi)
p
)
− 2
]
,
that is,
δ(A) = p
[
t∑
i=1
(
1 − deg(wi)
p
)
− 2
]
.
Specializing the formula for the case of A(Si) we get:
δ(Si) = −p(Si)
[degA(Si)(wi)
p(Si )
+ 1
]
or
χ(Si) = 2 + δ(Si)
p(Si )
= 1 − degA(Si)(wi)
p(Si )
.
To complete the proof we need to check that
deg(wi) = p′i degA(S )(wi),i
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[P (i)α ] ∈ K0(A(Si)). Then with the obvious notations
a(i)φA(Si) = a(i) +wi − 2w(i).
Hence 〈a(i),wi〉A(Si) = 〈a,wi〉A, 〈a(i)φA(Si),wi〉A(Si ) = 〈aφA,wi〉A, etc. Showing that
degA(wi) = 〈〈a,wi〉〉A =
p−1∑
j=0
〈
aφj ,wi
〉
A
=
p−1∑
j=0
〈
a(i)φ
j
A(Si)
,wi
〉
A(Si)
=
p′i−1∑
s=0
〈〈
a(i)φsA(Si),wi
〉〉
A(Si)
= p′i degA(Si)(wi),
where the last equality holds by 5.4(a). The proof is complete. 
6.2. Examples
(a) Consider the linear poset S = (n). We know that the period p(S) = n+ 1. The result
corresponding to canonical algebras (see [21]) shows that δ(S) = −(n + 2) and hence
χ(S) = n/(n+ 1).
(b) Consider the poset S as indicated below (1 j  n− 2).
Let A = A(S) and B = A/(α). Consider the B-modules in ΓB as in 2.4. A simple
computation using exactness of the almost split sequence yields that
[Y0] =
{ [I 0ω] − [Yn−1] if n is odd,
[I 0ω] − [Xn−1,n−1] if n is even.
Since every X = Xi,j or Yj has p dimAX  1 and i dimA X  1, we get
[Xi,j−1] = [Xi,j ]φA and [Yj−1] = [Yj ]φA, all i and 2 j.
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[τAXi,1] = [Xi,1]φA = [Xi,0] + eα and [τAY1] = [Y0] + eα.
Therefore,
[Yn−1]φn−1A =
{
w − [Yn−1] if n is odd,
w − [Xn−1,n−1] if n is even.
Thus
[Yn−1]φ2(n−1)A = [Yn−1] and p(S) = 2(n− 1).
In 6.5 we shall prove that A(S) is derived equivalent to A(Dn)—see notation in 1.2.
Hence the calculation of δ(Dn) in 6.6 provides δ(S) = δ(Dn) = −2(n− 1).
(c) Let S = (1)n, that is S, consists of n non-comparable points. In 3.5(a) we implicitly
showed that δ(S) = n− 4. In particular, observe that the calculation given in (b) can not be
extended to S = (1)∐(1).
For n = 2, δ(S) = −p(S) but for n = 3, δ(S) = −1 > −2 = −p(S).
6.3. We establish a close relation between the invariant δ(A) and the values of the
quadratic form qA. A first glimpse at this result could be read in 5.6.
Theorem. Let A = A(S1, . . . , St ;λ3, . . . , λt ) be a supercanonical algebra of Dynkin class.
Let p = lcm(p(S1), . . . , p(St )). Then
(a) qA(x)  0 for each x ∈ K ′0(A). Moreover, qA(x) = 0 for x ∈ K ′0(A) if and only if
x ∈ Zw.
(b) qA(x)  − δ(A)2p rk(x)2 for all x ∈ K0(A). Moreover, the bound is reached for u =∑p−1
j=0 aφj .
Proof. (a) was shown in 3.4.
(b) For x ∈ K0(A), set
y =
p−1∑
j=0
xφj and u =
p−1∑
j=0
aφj .
Observe that y − rk(x)u ∈ K ′0(A) and for any z ∈ K ′0(A) we have:〈
y − rk(x)u, z〉= 〈〈x, z〉〉 − rk(x)〈〈a, z〉〉 = 〈〈x, z〉〉 − rk(x)deg(z) = 0,
the last equality due to the Riemann–Roch formula.
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also y − px ∈ K ′0(A), then by (a) we get
0 〈y − px,y − px〉 = qA(y)− p
(〈x, y〉 + 〈y, x〉)+ p2qA(x).
Moreover, the Riemann–Roch formula yields the following:
qA(y) = rk(x)2〈u,u〉 = rk(x)2〈〈a,u〉〉 = rk(x)2
[−pδ(A)
2
p +
∣∣∣∣1 p0 p(p−1)2 δ(A)
∣∣∣∣]
= − rk(x)
2pδ(A)
2
,
〈y, x〉 = 〈〈x, x〉〉 = − rk(x)
2pδ(A)
2
,
〈x, y〉 = −〈y, xφ〉 = −〈〈x, xφ〉〉 = − rk(x)
2pδ(A)
2
−
∣∣∣∣ rk(x) rk(x)deg(x) deg(x)+ δ(A) rk(x)
∣∣∣∣
= −δ(A)
2
rk(x)2(2 − p).
Therefore, qA(x) 1p2 [p(〈x, y〉 + 〈y, x〉)− qA(y)] = −δ(A)2p rk(x)2. 
Corollary.
(i) qA  0 if and only if δ(A) 0.
(ii) If δ(A) < 0, the absolute value of rk(x) for any root of qA is bounded by
√
2p/(−δ(A)).
6.4. Lemma. Let S be a connected poset such that k[S] is tilted of Dynkin type. Let A =
A(S), then the following holds:
(a) δ(S)−3p(S)/2 and χ(S) 1/2.
(b) Assume that there are commutative relations starting at α in A, then
δ(S)−p(S) and χ(S) 1.
Proof. (a) By 6.3, for any x ∈ K0(A) we have
δ(S) −2p(S)qA(x)
rk(x)2
.
Let x = eω − eα which has rk(x) = 2. Calculate
qA(x) = 2 − 〈eω, eα〉 − 〈eα, eω〉 3
since there is an arrow from α to ω (hence Ext1A(Sα,Sω) = 0) and no relations from α to ω
(hence Ext2 (Sα, Sω) = 0) and Exti (Sα, Sω) = 0, for i  3.A A
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x = ps − eα which has rk(x)= 2. We get
qA(x) = 2 − 〈ps, eα〉 − 〈eα,ps〉 = 2 − 〈eα, es〉 − 〈eα, eω〉 = 2 − 1 + 1 = 2. 
Corollary. Let A be a supercanonical algebra of Dynkin class. Then we have
δ(A) p
2
(t − 4).
Proof. For each i = 1, . . . , t , the algebra A(Si) has gdimA(Si)  2. Then the lemma
yields δ(Si)−3p(Si)/2. Hence we get
χ(Si) = 2 + δ(Si)
p(Si)
 1
2
,
and
δ(A) = p
(
t∑
i=1
χ(Si)− 2
)
 p
(
t
2
− 2
)
. 
6.5. Consider the situation in which A = A(S1, . . . , St ;λ3, . . . , λt ) is supercanonical of
Dynkin class. The following result yields a ‘normal form’ for A in its derived equivalence
class.
Proposition. There is a hereditary algebra H with a unique sink and a H -module U such
that:
(a) B = A/(α) and H are tilting equivalent.
(b) H [U ] is a supercanonical algebra of Dynkin class of the form A(S′1, . . . , S′t ;λ′3, . . . , λ′t )
where Si and S′i are tilting equivalent, i = 1, . . . , t;λ′3, . . . , λ′t ∈ k.
(c) A and H [U ] are derived equivalent.
Proof. As we have observed before, the algebra B is tilted of tree type with a complete
slice S = S(I 0ω →) in its preinjective component. Killing the unique source I 0ω in S yields
a union
⋃t
i=1 S(Wi →) where S(Wi →) is a slice in Γk[Si ], with Wi the characteristic
module of the poset algebra k[Si], i = 1, . . . , t .
Then H = EndB(⊕X∈S X)op is a hereditary algebra with a unique sink ω0 and the
quotient H/(ω0) =∏ti=1 Hi , where Hi is a hereditary algebra tilting equivalent to k[Si].
Write T =⊕X∈S X for short.
Consider the equivalences
Σ = HomB(T ,−) :T → Y ⊂ modH and
Σ ′ = Ext1B(T ,−) :F →X ⊂ modH,
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torsion-free modules Y with HomB(T ,Y ) = 0. We shall define a module U ∈ modH with
the desired properties.
If t > 2, then R is indecomposable. Observe R is not projective and R, τBR ∈F (since
R is sincere and B is tilted). In this case set U := Σ ′τBR which is an indecomposable
H -module.
For every vertex Y in S , the corresponding injective H -module is IY = Σ ′τBY . Hence
dimk U(Y ) = dimk HomH
(
Σ ′τBR,Σ ′τBY
)= dimk HomB(τBR, τBY )
= dimk HomB(R,Y )
where the last inequality is due to the fact that τBY has no injective predecessors and R has
no projective successors in ΓB . Moreover, [R] = q0ω + pω in K0(B) and hence for Y = I 0ω
dimk U(Y ) = dimk HomB(R,Y ) =
〈[R], [Y ]〉
B
= 〈[I 0ω], [Y ]〉B + dimk Y (ω)
= dimk HomB
(
I 0ω,Y
)+ 0 = 1
and
dimk U
(
I 0ω
)= dimk HomB(R,I 0ω)= 2.
To prove that H [U ] is supercanonical of type A(H1, . . . ,Ht ;λ′3, . . . , λ′t ) we use the
criterion established in 2.2.
Let fi :ΣI 0ω → ΣWi be the natural inclusion between projective H -modules. Consider
the exact sequence
0 → ΣI 0ω µˆ=(f1,µf2)−−−−−−−→ ΣW1 ⊕ΣW2 → C
(
µˆ
)→ 0
and observe that
Ext1H
(
C
(
µˆ
)
,U
)= coker HomH (µˆ,U)= cokerHomB(R, νˆ)
where νˆ = (g1,µg2) : I 0ω → W1 ⊕W2 is such that
∑
gi = fi .
Since dimk HomB(R,Wj ) = 1, we may find an indecomposable injective Iai with ai in
the poset Si such that
HomB(R, Iai ) = HomB(Wj , Iai )◦HomB(R,Wj ).
Therefore there is a map
εˆ = (h1,µh2) : I 0ω → Ia1 ⊕ Ia2
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The latter module is clearly isomorphic to Ext1B(C(µˆ),R) obtained from the corresponding
exact sequence in modB
0 → Pω µˆ−→ Pa1 ⊕ Pa2 → C
(
µˆ
)→ 0.
The result follows from 2.2. Finally, [4] implies that A and H [U ] are derived equivalent.
To complete the proof we still have to consider the case t = 2. In this case R =
W 1 ⊕W 2, where Wi = (Wi, k, id) ∈ modBi , and Bi is the coextension [Wi ]k[Si], i = 1,2.
In this case define H = EndB(⊕X∈S X)op with S = S(I 0ω →) as above. The algebra H
has a unique sink w0 such that H/(w0) = H1∏H2. Consider the characteristic modules
W ′i of Hi (i = 1,2) and the induced modules W ′i = (W ′i , k, id) ∈ modB ′i , where B ′i is the
coextension [W ′i ]Hi , i = 1,2. Set U := W ′1 ⊕W ′2 ∈ modH such that H [U ] is supercanon-
ical.
Consider the given equivalence of derived categories F :Db(B) → Db(H), which maps
I 0w to the injective I ′w corresponding to the unique sink at H . By 1.4, A = B[R] is derived
equivalent to the squid algebra [I 0ω ⊕ I 0ω]B and H [U ] is derived equivalent to [I ′w ⊕ I ′w]H .
This completes the proof of the proposition. 
6.6. Due to 6.5, to calculate δ(S) for a poset S tilted of Dynkin type, it is enough to
suppose that S is a hereditary poset with a single sink. We shall calculate δ(S) for the
(non-linear but non-necessarily Dynkin) posets (a, a′, b, c 2)
which correspond to the orientations in which A(S) has one (1) or two (2) commutativity
relations. We use 5.9 for our computations.
(1) Consider the degree function deg : {1, . . . , n} → Z, i 	→ deg(Pi), where n = a+ b+
c is the number of vertices of A(S). Let x = deg(P1), y = deg(P2) and z = deg(P3). Then
using the additivity of deg along the branches of S and that ∆(deg)(α) = δ(:= δ(A(S))
and ∆(deg)(ω) = −δ, we get:
ax = by = cz − (c − 1)p,
2ax = (a − 1)x + (b − 1)y + (c − 1)z − (c − 2)p (at vertex 4),
2p − z = −δ (at vertex ω).
H. Lenzing, J.A. de la Peña / Journal of Algebra 282 (2004) 298–348 335An easy substitution yields the discriminant
δ(S) = pabc − (a + b)c − a − b
ab + ac + bc − abc .
(2) With the same procedure as in case (1), we calculate the deviation from additivity of
the degree function to get:
ax − (a − a′)p = by = cz (additivity on the branches),
2
[
ax − (a − a′)p]= (b − 1)y + (c − 1)z + (a − 1)x − (a − a′ − 1)p (at vertex 5),
2p − a′x = −δ (at vertex w).
We get
δ(S) = p [a
′(a − a′)− 2a](b+ c)− [a′(a − a′)− 2a − a′ + 2]bc
ab + ac + bc − abc .
For our main case of interest, namely the Dynkin diagrams we have 1/a+1/b+1/c > 1
and we get the following values of δ(S) when S is hereditary of type Dn or Ep (p = 6,7,8).
We only consider some possible orientations.
Dynkin case p(S) ab + ac + bc − abc Orientation (1) or δ(S) χ(S)
(a, b, c) (2) 2 a′  a
An linear linear −(n+ 2) n/(n + 1)
(a, b,1) n+ 1 n + 1 (1) ab − 2(n+ 1) ab/(n + 1)
Dn+2 (2,2, n) 2(n+ 1) 4 (1) −2(n+ 1) 1
(2) a′ = a = 2 2(n− 2)(n+ 1) n
(n,2,2) (1) (n− 6)(n+ 1)/2 (n+ 2)/4
(2) 2 a′  n 2(n+ 1)(a′ − 2) a′
E6 (2,3,3) 12 3 (1) −8 4/3
(3,3,2) (1) 0 2
(2) a′ = 2 −4 5/3
(2) a′ = 3 16 10/3
E7 (2,3,4) 18 2 (1) −9 3/2
(2) a′ = 2 180 12
(3,2,4) (2) a′ = 2 72 6
(4,2,3) (1) 45 92
(2) a′ = 2 36 4
E8 (2,3,5) 30 1 (1) 0 2
(2) a′ = 2 840 30
Corollary. Let S be a poset tilted of Dynkin type. Then the following holds:
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(b) χ(S) = 1 if and only if S is of one of the following shapes.
Proof. Let S be a poset tilted of Dynkin type ∆. By 6.5, there is a hereditary poset S′ with
a unique sink such that A(S) and A(S′) are derived equivalent. Moreover S′op is given by
the complete section S(W →), where W is the characteristic module of S. That is, S′ is
determined by the vertex Wτ in the τ -orbit graph O(ΓS) = ∆ of the Auslander–Reiten
quiver of S.
(1) If S is linear with n vertices, then
χ(S) = n
n+ 1 < 1.
If χ(S)<1, then the associated poset S′ is linear (otherwise χ(S) = χ(S′) = ab/(a+b)1).
Hence the orbit Wτ has a unique neighbor in O(ΓS) and by [30] this means that W is
projective-injective. Hence S is linear.
(2) For the indicated posets we get χ(S) = 1 as shown in the table. If χ(A) = 1, then
either S′ is of type A3 with non-linear orientation or of type Dn with orientation (2,2,
n − 2) in case (1) above. In the latter case Wτ has a unique neighbor in O(ΓS). A simple
inspection of the different orientations of S (see for example Bongartz’ classification of
representation-finite sincere algebras as given in [30, Chapter 6]), yields the result. 
6.7. We shall prove here an enhancement of Theorem 4.4 for a class of supercanonical
algebras which includes the supercanonical algebras of Dynkin class.
Theorem. Let A = A(S1, . . . , St ;λ3, . . . , λt ) be a supercanonical algebra such that Si is a
direct sum of posets which are tilted of Dynkin type. The following are equivalent:
(a) A is tame.
(b) A is derived tame.
(c) δ(A) 0 and χ(Si) 1 for i = 1, . . . , t .
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(i) A is domestic if and only if δ(A) < 0 and χ(Si) < 1 for i = 1, . . . , t .
(ii) A is linear growth if and only if δ(A) = 0 and χ(Si) < 1 for i = 1, . . . , t .
(iii) A has non linear growth if and only if δ(A)  0 and χ(Si)  1 for i = 1, . . . , t and
χ(Sj ) = 1 for at least one 1 j  t . Moreover in this case t = 2 or t = 3 and Si = (1)
for i = j .
Proof. (b) ⇒ (a) is known.
(a) ⇒ (c). Let α be the source of A and B = A/(α). We observe first that each Si is
either linear, a semichain or (1)
∐
(1). Indeed 4.3 proves this in case t > 2. If t  2, and S1
is not of the desired form, then the universal cover A˜ of A contains a full subcategory of
one of the following shapes
But then A˜ (and hence A) is wild, a contradiction. Therefore, 4.3 implies that qA  0
and 6.3 implies that δ(A) 0.
Moreover, Si is of finite-type, then Si is either linear, (1)
∐
(1) or a semichain of one of
the types described in Corollary 6.6(b). In these cases χ(Si) 1, i = 1, . . . , t .
(c) ⇒ (b). By hypothesis, Si is either connected of one of the types described in Corol-
lary 6.6 or else Si = (1)∐(1). Then the assertion follows from 4.4.
Next, we prove (i), (ii), (iii). First observe that if χ(S1) = 1, then A contains a full
subcategory of the form A((1)
∐
(1)) which is of non-polynomial growth. Hence A is of
non-polynomial growth. Moreover, δ(A) 0 implies that
χ(S1)+
t∑
i=2
χ(Si) 2.
Then either t  2 and χ(S2) 1 or else t = 3 and S2 = (1) = S3.
In case χ(Si) < 1 for i = 1, . . . , t , then A is a canonical algebra and the claim is well
known (see [21]). 
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7.1. Let A = A(S1, . . . , St ;λ3, . . . , λt ) be a supercanonical algebra of Dynkin class.
As we already showed in 1.5, there are examples of algebras A (with t = 2) such that ΓA
does not accept preprojective components. We shall consider the general situation.
Theorem. There is a preprojective component in the Auslander–Reiten quiver ΓA associ-
ated with A if and only if one of the following situations occur:
(a) t > 2.
(b) t = 2 and neither S1 nor S2 is linear.
(c) t = 2 and both S1 and S2 are linear.
If it exists, the preprojective component is unique.
Proof. (⇐) (a) Assume t > 2. By 2.1, the module R = radPα is indecomposable. Let
B = A/(α) such that A= B[R].
By 2.3, B is tilted of tree type with the (relative) injective module I 0ω lying on a slice in
the connecting component C of ΓB . Hence B accepts a unique preprojective componentP
of ΓB .
We show that ΓA has a preprojective component using the criterion in [10]: namely, for
each vertex i of A, the quotient A(i) formed by those vertices j such that there is no path
from j to i satisfies one of the following conditions:
(P1) There is a preprojective component P ′ of ΓA(i) and for every indecomposable direct
summand X of radPi , X /∈ P ′ holds.
(P2) radPi is a directing A(i)-module and every indecomposable direct summand X of
radPi has only finitely many predecessors in modA(i), all of them directing.
We proceed by induction on the (increasing) order of A.
For α, R = radPα is indecomposable, then either R /∈ P ((P1) holds) or R ∈ P (and
then (P2) holds). Take i > α and form
A(i) = B/(j : α < j  i).
Then A(i) is tilted (since convex in B) and connected, hence accepts a unique preprojective
componentP ′ of ΓA(i) . Clearly, the module Ri = radPi is indecomposable and either Ri /∈
P ′ ((P1) holds) or Ri ∈P ′ (and (P2) holds).
(b) Assume t = 2 and neither S1 nor S2 is linear.
In this case, R = W 1 ⊕ W 2, where Wi is the characteristic module of k[Si ]. Let P be
the preprojective component of ΓB . We shall prove that Wi /∈ P and hence P remains a
component in ΓA.
Indeed, since S1 and S2 are not linear, we may find in B a convex subcategory of the
following shape
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[W 0i ] = wi ∈ K0(k[D]), i = 1,2.
Observe that 〈[W 0i ],w0〉D = 0 and thereforeW 0i has infinitely many predecessors which
are k[D]-modules. Since W 0i is a submodule of Wi , then Wi has infinitely many predeces-
sors and thus Wi /∈P as desired.
(c) In this case A is tilted of type A˜n and hence has a preprojective component.
(⇒) Assume A does not satisfy (a), (b) or (c). We may assume that S1 = (m) and S2 is
not linear. The preprojective component P of ΓB looks as follows:
Let Si be the maximal section starting at Pi . Observe that Si does not contain injective
modules (since otherwise there would be no sincere indecomposable A-module). Hence
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W 2(i) = 0 for all i ∈ {ω,1, . . . ,m}. Therefore there is a path of morphisms
Pm τY Y W 2
•
in ΓA (may be not in P) for certain Y . This means that R = Pm ⊕ W 2 is not directing.
Then [10] implies that A does not accept a preprojective component. 
7.2. Let A = A(S1, . . . , St ;λ3, . . . , λt ) be a supercanonical algebra.
Let R = radPα and A = B[R], where B is a poset algebra. Let W0 = I 0ω be the inde-
composable injective B-module associated to the unique sink ω of B (and of A).
Let κ1, κ2 ∈ HomA(Pω,Pα) as defined in 1.1. Then for every ρ = (µ1,µ2), there is a
map ρˆ = −µ1κ1 +µ2κ2 ∈ HomA(Pω,Pα). Consider the exact sequence in modA
0 → Pω ρˆ−→ Pα → W0(ρ) → 0.
Proposition.
(a) For w0 = [W0] ∈ K0(B), we get w0(1 − φ−1B ) = [R].
(b) Each W0(ρ) is indecomposable with restriction to B equal to W0. Moreover
[W0(ρ)] = w ∈ K0(A).
(c) W0(ρ) ∼= W0(ρ′) iff ρ′ and ρ are linearly dependent. We suppose ρ ∈ P1k.
(d) If X is an indecomposable faithful module with [X] = w, then X ∼= W0(ρ) for some
ρ = λi (i = 3, . . . , t).
(e) For ρ = ρ′ in P1k, HomA(W0(ρ),W0(ρ′)) = 0 = Ext1A(W0(ρ),W0(ρ′)).
(f) For each ρ = λi (i = 3, . . . , t), p dimA W0(ρ) 1 and i dimAW0(ρ) 1.
(g) For ρ = λi (i = 3, . . . , t), τAW0(ρ) ∼= W0(ρ).
Proof. (a) Let v = [R], then v = w0 + pω and
w0
(
1 − φ−1B
)= q0ω(1 − φ−1B )= w0 + pω = v.
(b), (c), (d), (e) are clear.
(f) p dimA W0(ρ) 1 by definition. For ρ = λi , there is an injective resolution:
0 → W0(ρ) → Iω ρˆ−→ Iα → 0.
(g) By [30], [τAW0(ρ)] = wφA = w. If τAW0(ρ) is faithful then τAW0(ρ) = W0(ρ′) for
some ρ′ ∈ P1k. Hence ρ = ρ′.
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exists
0 = µ :Pω → Pi f−→ Pj → Pα with X(µ) = 0.
Then W0(µ)=cokerµ and HomA(X, τAW0(µ)) =0 (see [28]). Since p dimAW0(µ)1,
then
0 = HomA
(
X,τAW0(µ)
)∼= D Ext1A(W0(µ), τAW0(ρ))∼= HomA(W0(ρ),W0(µ)).
Hence 0 = HomA(W0(ρ),W0(µ)) and ρ = µ should be one of λi (otherwise τAW0(ρ) ∼=
W0(ρ) is faithful). 
7.3. With the notation of 7.2, each ρ ∈ I = P1k \ {λi : i = 3, . . . , t} yields a tubular
component Tρ of ΓA with the module W0(ρ) on the mouth (see [30]). This family (Tρ)ρ∈I
is a sincere family of stable homogeneous pairwise orthogonal tubes in ΓA.
Theorem. The family T = (Tρ)ρ∈I in ΓA satisfies the following:
(1) Tρ is a sincere homogeneous stable tube and Tρ , Tρ′ are orthogonal for ρ = ρ′.
(2) Assume that A is supercanonical of Dynkin class. Then the following holds:
• For any indecomposable X ∈ modA, there is an integer n ∈ N such that either
HomA(τnAX,Tρ) = 0 or HomA(Tρ, τ−nA X) = 0, for some ρ ∈ I . We may choose
nmax{|Si |: i = 1, . . . , t},
• In case rkX > 0, then HomA(X,Tρ) = 0 for every ρ ∈ I ,
• In case rkX < 0, then HomA(Tρ,X) = 0 for every ρ ∈ I .
Proof. Let X be an indecomposable A-module and consider it as a module over the one-
point extension A = B[R], that is, X = (V ,B Y, γ :V → HomB(R,Y )) and Y =⊕si=1 Yi
an indecomposable decomposition into indecomposable representations.
Assume A is of Dynkin class. Then B is a tilted algebra with a complete slice S(I 0ω →)
in its preinjective component. Hence W0 = I 0ω is separating in modB , that is, with finitely
many exceptions, for an indecomposable B-module X, either HomB(X,W0) = 0 (and then
there is an inclusion X → Wm0 for some m) or HomB(W0,X) = 0 (and then there is an
epimorphism Wm0 → X for some m). See [30].
(a) Assume HomB(Y,W0) = 0 and take an inclusion h1 :Y1 → Wm0 . Consider the pro-jection Y π1−→ Y1 and the induced maps:
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U(HomB(R, addW0)),
see [30]. Therefore it contains at least a faithful direct summand W0(ρ), ρ = λi (by 7.2(d)),
such that HomB(X,W0(ρ)) = 0.
(b) Assume that all modules Yi are not comparable with W0. Then
dimk HomB(R,Yi) =
〈
v, [Yi ]
〉
B
= 〈w0(I − φ−1B ), [Yi]〉B
= 〈w0, [Yi]〉B − 〈w0, [τBYi ]〉B = 0.
Hence Y is indecomposable and X = (0, Y,0). Since also Y (ω) = 0, then Y ∈ modk[Si]
for some i = 1, . . . , t . By 2.3, there is a number m  |Si | such that τmB Y ∈ Si . That is
HomB(τmB Y,W0) = 0. Moreover, τmA Y = (k, τmB Y, k ∼−→ HomB(R, τmB Y )), since as above
dimk HomB(R, τmB Y ) = dimk HomB(τmB Y,W0) = 1. By case (a), there is a ρ = λi with
HomA(τmA Y,W0(ρ)) = 0.
(c) Observe that for an indecomposable B-module X the following holds:
0 < rk[X] = 〈[X],w〉
A
= dimk HomA
(
X,W0(ρ)
)− dimk Ext1A(X,W0(ρ))
implies that HomA(X,W0(ρ)) = 0, for every ρ ∈ P1k. 
8. Some remarks on the derived category of a supercanonical algebra
8.1. Let A = A(S1, . . . , St ;λ3, . . . , λt ) be a supercanonical algebra with gdimA 2.
Let B = A/(α). Consider the family of homogeneous stable pairwise orthogonal tubes
(Tρ)ρ∈I (with I = P1k \ {λ3, . . . , λt }) defined in 7.3. Recall that for ρ ∈ I , there are exact
sequences in modA
0 → Pω ρˆ−→ Pα → W0(ρ) → 0 and 0 → W0(ρ) → Iω → Iα → 0
where W0(ρ) is the module in the mouth of Tρ . In particular, p dimA W0(ρ)  1 and
i dimA W0(ρ) 1.
Suppose S1 is a poset of type An with an orientation
H. Lenzing, J.A. de la Peña / Journal of Algebra 282 (2004) 298–348 343We shall construct a stable tube T := T (S1) of rank n in ΓA. As before, let W1 be the
characteristic module of the poset S1, then in Γk[S1] we have modules as follows:
Moreover, p dimA Xi,j  1 and i dimA Xi,j  1 and HomB(R,Xi,j ) = 0 for 1 j < i .
Hence τAXi,j = Xi,j−1 for 1 < j < i .
Observe that [τBXa,1] = [W0]−[Yb,b] in K0(B) and since dimk HomB(R, τBXa,1) = 1,
then [Xa,1]φA = [τBXa,1] + eα = w − [Yb,b] in K0(A), such that [τAXa,1] = [τBXa,1] +
eα = [Xa,1]φA. Since by hypothesis p dimA τAXa,1  2 then p dimA τAXa,1  1 and
HomA(τAXa,1,A) = 0. Therefore [τ 2AXa,1] = [Xa,1]φ2A = w − [Yb,b]φA = w − [Yb,b−1].
Continuing in the same way, we get
[
τa+iA Xa,a
]= w − [Yb,b−i] for i = 0,1, . . . , b − 1 and[
τa+bA Xa,a
]= w − [Yb,1]φA = w − (w − [Xa,a])= [Xa,a].
Therefore [τ iAXa,a](1  i  a + b) is a family of modules on the mouth of a stable tube
T := T (S1) in ΓA (of rank n) with
p dimA τ iAXa,a  1 and i dimτ iAXa,a  1.
Observe that in case b = 1, that is, S1 is linearly oriented, then T (S1) may be defined in a
unique way. In case a, b 2, then we may define T (S1)1 as above admitting Xa,i (1 i  a)
as modules in the mouth of T (S1). We may also define a stable tube T (S1)2 admitting Yb,j
(1 j  b) as modules in its mouth.
All the tubes built in ΓA remain tubes in the derived category Db(A) as indicated in the
following statement.
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2. Suppose that Si is a poset of type Ani with orientation
Consider the family of homogeneous tubes (Tρ)ρ∈I and the tubes T (S1)1 , . . . ,T (Sm)1 and
T (S1)2 , . . . ,T (Sm)2 (defined only for those Si with bi  2). Then the following holds:
(a) (Tρ)ρ∈I , (T (Si)j ) are stable pairwise orthogonal tubes in Db(A), j = 1,2. If 2 ai, bi ,
then T (Si)1 and T (Si)2 are not orthogonal tubes.
(b) If T is a stable tube of rank n in ΓDb(A), then T n − 1 = V2Vn+1 is a factor of the
characteristic polynomial χA(T ) of φA.
Proof. (a) Observe that for any module X in a tube Tρ or T (Si)j in ΓA, we have p dimAX 
1 and i dimAX  1. If
w ∈ HomDb(A)
(
X,τAX[1]
)= Ext1A(X, τAX)
is the element defining the almost split sequence 0 → τAX u−→ Y v−→ X → 0 in modA, then
τAX
u−→ Y v−→ X w−→ τAX[1]
is an Auslander–Reiten triangle in Db(A), see [14, 4.7]. Therefore Tρ and T (Si)j remain
tubes in Db(A).
The statement about orthogonality is clear. Observe that if a1, b1  2 then
Xa,1 → Xa−1,1 → ·· · → W1 → Y2,2 → ·· · → Yb,b
is a non-zero map. Hence T (S1)1 and T (S1)2 are not orthogonal tubes.
(b) If T is a stable tube with [Xi] ∈ K0(Db(A)) = K0(A) (1 i  n) the classes of the
complexes on the mouth of T and τDb(A)Xi = Xi−1 with X0 = Xn. Then we complete to
a basis of K0(A), where φA takes the form
Hence χA(T ) = (T n − 1)det(T id−C). 
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statement gathers some remarks which have essentially been proved before.
Consider the unique source α (respectively sink ω) of A and the quotient B = A/(α)
(respectively B ′ = A/(ω)). Write A = B[R] = [U ]B ′ for the B-module R = radPα and
the B ′-module U = Iω/ soc Iω .
Theorem.
(a) The algebras B and B ′ are derived equivalent.
(b) If Si is a direct sum of posets tilted of Dynkin type, then B is tilted of a hereditary
poset H with a unique sink. Moreover, there is a H -module U such that H [U ] is a
supercanonical algebra derived equivalent to A.
(c) If A is of Dynkin class and A′ = A(S′1, . . . , S′m;λ′3, . . . , λ′m) is a supercanonical alge-
bra derived equivalent to A, then t = m and there is a permutation σ : {1, . . . , t} →
{1, . . . , t} such that the poset algebras k[Si] and k[S′σ(i)] are derived equivalent,
i = 1, . . . , t .
Proof. (a) Observe that B = [W ]S, where S =∏ti=1 k[Si ] is the direct product of the poset
algebras associated to S1, . . . , St and W =⊕ti=1 Wi the direct sum of the characteristic
modules. Dually B ′ = S[W ] and therefore B and B ′ are derived equivalent.
(b) Same proof as 6.5.
(c) By [15], the Hochschild cohomology is derived invariant. Hence if t = 2, then
0 = H 1(A) = H 1(A′) and then m = 2 (2.2); if t > 2, then t − 3 = dimk H 2(A) =
dimk H 2(A′) = m− 3. Therefore m = t .
By 3.3, (T − 1)2∏ti=1 χSi (T ) = χA(T ) = χA′(T ) = (T − 1)2∏ti=1 χS ′i (T ).
Suppose first that S1 is tilted of type An. We shall prove that χS1(T ) is also a factor of
χA′(T ). Indeed, by 8.1, there is a stable tube T in ΓA of rank n. Let X be a module on
the mouth of T . Then any derived equivalence F :Db(A) → Db(A′) sends T to a stable
tube in Db(A′) of rank n and Y = F(X) is a complex on the mouth of T ′. For any m 1,
consider the extension A[X, (m)] formed by inserting a ray of length m starting at X in the
tube T . As in 1.5, A[X, (m)] is a supercanonical algebra Aˆ = A(Ŝ1, S2, . . . , St ;λ3, . . . , λt )
where Ŝ1 is tilted of type An+m. Therefore χAˆ(T ) = (T − 1)2Vn+m+1
∏t
i=2 χSi (T ). By
[12], A[X, (m)] is derived equivalent to A′[F(X), (m)] as a DG-algebra which admits
a stable tube of rank n + m in its derived category. Hence, by 8.1, Vn+m+1 is a fac-
tor of the characteristic polynomial of A′[F(X), (m)]. Since m is arbitrary, we get that∏t
i=2 χSi (T ) =
∏t
i=2 χS ′i (T ). Without loss of generality, we may suppose that none of Si
or S′j is tilted of type An.
Let Qn(T ) be the n-th cyclotomic polynomial in Z[T ]. By definition T n − 1 =∏
m|nQm(T ) and Qn(T ) is irreducible over Q[T ]. Observe that we have (unique) fac-
torizations
χS(T ) = Q2(T )
∏
nm|2n
Qm(T ) if S is tilted of type Dn and
χS(T ) = Q3(T )Q12(T ),Q2(T )Q18(T ) or Q2Q10Q30 if S is tilted of type Ep
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If S1 is tilted of type Dn and n = 6,9 or 15, then there is some S′j tilted of type Dn. We
may assume S1 is tilted of type Dn with n = 6,9 or 15. Correspondingly, Q4(T ), Q6(T )
or Q6(T ) is a factor of χA(T ) = χA′(T ) and there is some S′j which is tilted of type Dn.
The rest of the argument follows from the uniqueness of the cyclotomic factorization. 
8.3. We recall from [17] that an algebra A is quasitilted if there is a hereditary
category H and a tilting complex T in Db(H) such that A = EndDb(H)(T ). Equiva-
lently, gdimA  2 and for any indecomposable A-module X, either p dimAX  1 or
i dimA X  1. Recently, Happel [16] showed that a quasitilted algebra A is either tilted or
quasitilted of canonical type (that is, H = cohX, for X a weighted projective line). The
latter class of algebras was classified in [24].
We shall prove that only in few cases a supercanonical algebra is derived equivalent to
a quasitilted algebra.
Theorem. Let A = A(S1, . . . , St ;λ3, . . . , λt ) be a supercanonical algebra derived equiva-
lent to a quasitilted algebra. Then A is already a canonical algebra.
We give the proof in 8.5 after showing some particular cases.
8.4. For the next lemma we shall briefly consider the generalized notion of supercanon-
ical algebras as defined in 1.6.
Lemma. Let A = A(S) be supercanonical algebra, where S is either the vector space
category consisting of a single point of dimension n or else is the poset consisting of two
incomparable points. Then A is not quasitilted.
Proof. The algebras considered have Coxeter polynomials (T − 1)2V2 and (T − 1)V2V2
respectively. In view of Happel’s result, A is quasitilted of canonical type. This is impossi-
ble by the classification in [24]. 
Corollary. Let A = A(S1, . . . , St ;λ3, . . . , λt ) be a supercanonical and quasitilted algebra,
then A is already a canonical algebra.
Proof. We shall show that each Si is a linearly ordered poset. Indeed, by [17, II.1.15], each
A(S), as full subcategory of A, is also quasitilted.
By the lemma, Si is a poset (that is, does not contain points of dimension 2) and Si is
linearly ordered (that is, does not contain two incomparable points). 
8.5. Proof of 8.3
Let H be a derived category and T a tilting complex in Db(H) such that A =
EndDb(H)(T ). The possible situations for H are the following:
• modH1, where H1 is a hereditary representation-finite algebra,
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• cohX, where X is a weighted projective line.
Since 1 is a root of the Coxeter polynomial, then the first case is excluded. By 8.1,
Db(A) admits stable tubes, which is not the case for Db(H2), where H2 is a wild connected
hereditary algebra.
Hence Db(A) = Db(cohX) for a weighted projective line X. Consider the rank function
rkX for Db(cohX) and rkA = 〈−,w〉 for A. If δ(A) = 0, then δ(X) = 0 and K0(A) =
Za ⊕ ker(rkA). Hence rkA = β rkX for some β ∈ Q \ {0}. Moreover, this also holds in case
δ(A) = 0 (and hence δ(X) = 0) as shown in [21].
We may assume Db(A) = Db(cohX), rkA = rkX and Pα belongs to H = cohX. We
claim that all Px ∈H as well.
Since each indecomposable object of Db(H) belongs to some H[n], we have Pω ∈
H[n]. Since HomA(Pω,Pα) = 0, we get n = −1,0. Since rkA(Pω) = 1 and objects
in H[−1] have negative rank, then Pω ∈ H. Moreover, for any x ∈ ⋃ti=1 Si , we have
HomA(Pω,Px) = 0 = HomA(Px,Pα). Therefore, Px ∈H. Altogether, the Px form a tilt-
ing object in H with endomorphism ring Aop. Hence A is quasitilted and the assertion
follows from Corollary 8.4. 
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