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WRONSKIANS AS n -LIE MULTIPLICATIONS
A.S. DZHUMADIL’DAEV
Abstract. Filipov proved that Jacobian algebra is n -Lie. In our
paper we consider algebras defined on associative commutative al-
gebra U with derivation ∂ by (k+1) -multiplication V 0,1,... ,k =
∂0∧∂1∧· · ·∧∂k (Wronskian). We study whether they have (k+1) -
Lie, k -left commutative and homotopical (k+1) - Lie structures.
We prove that: Wronskian algebra (U, V 0,1,... ,k) is homotopical
(k + 1) -Lie, moreover, (U, {0, λ2V
0,1, . . . , λi+1V
0,1,... ,i, . . . ; i =
1, 2, . . . }) is homotopical for any λ2, λ3, . . . ∈ K ; k -left commu-
tative, if and only if k > 2 ; it is (k+ 1) -Lie, if and only if k = 1,
p is any or (p, k) = (2, 2) or (p, k) = (2, 4) or (p, k) = (3, 3),
where p is the characteristic of main field K .
1. Introduction
Let U be an associative commutative algebra with commuting deriva-
tions ∂1, . . . , ∂n. The following determinant on U, called Jacobian, is
well known
Jacn(u1, . . . , un) =
∣∣∣∣∣∣
∂1u1 · · · ∂1un
...
...
...
∂nu1 · · · ∂nun
∣∣∣∣∣∣
In [4], [5] it was proved that (U, Jacn) as n -ary algebra is n -Lie, i.e.,
Jacobian satisfies the Leibniz rule:
Jacn(u1, . . . , un−1, Jacn(un, . . . , u2n−1)) =
n∑
i=1
Jacn(un, . . . , un+i−1, Jacn(u1, . . . , un−1, un+i), un+i+1, . . . , u2n−1).
There exists another remarkable determinant, called Wronskian. It is
defined on any associative commutative algebra U with one derivation
∂ by the rule
V 0,1,... ,k(u0, . . . , uk) =∣∣∣∣∣∣∣∣
u0 u1 · · · uk
∂ u0 ∂ u1 · · · ∂ uk
...
...
...
...
∂ku0 ∂
ku1 · · · ∂
kuk
∣∣∣∣∣∣∣∣
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The aim of our paper is to study algebra U as n -ary algebras under
wronskian multiplications.
Let A and M be vector spaces and T k(A,M) = Hom(A⊗k,M)
be a space of polylinear maps A × · · · × A → A with k arguments.
Set T 0(A,M) = M and T k(A,M) = 0, if k < 0. Set T ∗(A,M) =
⊕kT
k(A,M).
Let ∧kA be k -th exterior power of A and Ck(A,M) = Hom(∧kA,M)
be subspace of T k(A,M). Set C0(A,M) = M and Ck(A,M) = 0, if
k < 0 and C∗(A,M) = ⊕kC
k(A,M).
Let A be algebra with signature Ω [8]. This means that Ω is a set
of polylinear maps A×· · ·×A→ A. An element ω ∈ Ω is called as n -
ary multiplication, if ω ∈ T n(A,M). We set |ω| = n, if ω ∈ T n(A,A).
If necessary to pay attention to signature, instead of A we will write
(A,Ω). If Ω consists of one element ω we set A = (A, ω).
Let (A, ω) an n -ary algebra with vector space A over a field K of
characteristic p ≥ 0 and polylinear map with n arguments A× · · · ×
A → A. Recall that a linear map D : A → A is called derivation of
A, if
D(ω(a1, . . . , an)) =
n∑
i=1
ω(a1, . . . , ai−1, D(ai), ai+1, . . . , an),
for any a1, . . . , an ∈ A. Let La1...an−1 : A→ A be a linear map defined
by
La1,... ,an−1a = ω(a1, . . . , an−1, a).
Let Der A be an algebra of all derivations of the algebra (A, ω). An
algebra (A, ω) is called n -Lie [4], if ω is skew-symmetric and
La1,... ,an−1 ∈ Der A,
for any a1, . . . , an−1 ∈ A. About n -Lie algebras called also as Nambu,
Filipov, Takhtajan see also [9], [10].
Let Symk be the permutation group and sign σ is signum of the
permutation σ ∈ Symk. Denote by Symk,l the subset of k, l -shufle
permutations, i.e., permutations σ ∈ Symk+l, such that σ(1) < · · · <
σ(k), σ(k+1) < · · · < σ(k+ l). Usually by the set of permutations for
Symk one understands the standard set {1, . . . , k}, but in our paper
we use some non-standard sets of order k, something like 2, 3, . . . , k+
1} in definition of Ql. Form the context will be clear what kind of sets
we use.
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An algebra (A, ω) with n -ary multiplication ω is called (n−1) -left
commutative, if∑
σ∈Sym2n−2
sign σ ω(aσ(1), . . . , aσ(n−1), ω(aσ(n), . . . , aσ(2n−2), a2n−1)) = 0,
for any a1, . . . , a2n−2, a2n−1 ∈ A.
Call an algebra (A, ω) as homotopical n -Lie [11], if ω ∈ Cn(A,A)
and∑
σ∈Symn−1,n−1
sign σ ω(aσ(1), . . . , aσ(n−1), ω(aσ(n), . . . , aσ(2n−2), aσ(2n−1))) = 0,
for any a1, . . . , a2n−2, a2n−1 ∈ A. In [6] such algebra is called Lie n -
algebra.
An algebra (A,Ω) is called homotopical Lie algebra [11], if Ω con-
sists of elements ω1, ω2, . . . , such that ωk ∈ C
k(A,A) and∑
σ∈Symi−1,j
sign σ ωi(aσ(1), . . . , aσ(i−1), ωj(aσ(i), . . . , aσ(i+j−1))) = 0,
for any a1, . . . , ai+j−1 ∈ A and i, j = 1, 2, . . . .
In section 2 we prove that any n -Lie algebra is (n− 1) -left commu-
tative and any (n−1) -left commutative algebra is homotopical n -Lie.
Examples of Wronskian algebras show that inverse of these statements
are not true.
Let U be associative commutative algebra with derivation ∂. Let
V i1,... ,ik = ∂i1 ∧ · · · ∧ ∂ik be the generalized Wronskian, i.e.,
V i1,... ,ik(u1, . . . , uk) =
∣∣∣∣∣∣
∂i1u1 · · · ∂
ikuk
...
...
...
∂iku1 · · · ∂
ikuk
∣∣∣∣∣∣
For example, V 0,1,2,... ,k is the standard Wronskian.
Theorem 1.1. Let U be any associative commutative algebra over the
field K of characteristic p ≥ 0 and derivation ∂. Then
i. For any k > 0, the algebra (U, V 0,1,... ,k) is homotopical (k + 1) -
Lie. Moreover, (U, {0, λi+1V
0,1,... ,i, i = 1, 2, . . . }) is homotopical
Lie, for any λi ∈ k, λ1 = 0.
ii. The algebra (U, V 0,1,... ,k), k > 0, is k -left commutative, if and
only if k 6= 2.
iii. The algebra (U, V 0,1,... ,k) is (k + 1) -Lie, if and only if one of the
following conditions are hold
• k = 1 and p is any prime number or 0
• k = 2 and p = 2
• k = 3 and p = 3
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• k = 4 and p = 2.
Remark. One can check that (U, {V 0,1, λ3V
0,2,3, λ4V
0,2,3,4}) is ho-
motopical, if and only if −5λ23+7λ4 = 0 and there are no homotopical
prolongation for {V 0,1, V 0,1,4}. Description of homotopical structures
with beginning part V 0,1 will be discussed in another paper. Results
will follow from the following general fact. Suppose that A is Ω -
homotopical Lie algebra, where Ω = {ωk ∈ ∧
k(A,A) : k = 1, 2, . . . },
such that ω1 = 0. Denote by A
lie an algebra A under Lie multiplica-
tion ω2. Then ωk ∈ Z
k(Alie, Alie), for any k ≥ 2.
By theorem 1.1, Wronskians as n -Lie multiplications in sense of
Filipov, for n > 2 can appear only in cases of small characteristics
p = 2, 3. In [4] it was established the following result: if A is n -
Lie with multiplication ω then A is (n− 1) -Lie under multiplication
i(a)ω, for any a ∈ A. Using this construction from (k+1) -Lie algebras
V 0,1,... ,k one can obtain another n -Lie algebras with n ≤ k.
Theorem 1.2. Let n ≥ 2 and p = charK ≥ 0. The following gener-
alized Wronskians are n -Lie multiplications
• n = 2
– p = 2, V 2
r−2l,2r , 0 ≤ l ≤ r
– p = 2,
∑2l
i=1 V
i,2l+1−i, 0 < l
– p = 3, V 2·3
r,3r+1, 0 ≤ r
• n = 3
– p = 2, V 1,2,4
– p = 2, V 2,3,4
– p = 2,
∑2l
i=1 V
0,i,2l+1−i, 0 < l
– p = 3, V 1,2,3
• n = 4
– p = 2, V 1,2,3,4
– p = 3, V 0,1,2,3
• n = 5, p = 2, V 0,1,2,3,4
Over a fields of characteristic 0 Wronskian V 0,1,... ,k can serve as n -
Lie multiplication only in case of Lie algebras, n = 2, k = 1.
Corollary 1.3. Let U be associative commutative algebra with deriva-
tion ∂ over a field of characteristic p = 3. Endow U by 3 -multiplication
V 1,2,3. Then U is a triple Lie system.
It is well known that, if D1, D2 are derivations of some associa-
tive commutative algebra U, then D1 ∧ D2 : (u, v) 7→ D1(a)D2(b) −
D2(a)D1(b) is a Lie multiplication. In case of small characteristics
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might happen that D ∧F is also Lie multiplication, if D or F is not
a derivation.
Corollary 1.4. Let D ∈ Der U be a derivation of some associative
commutative algebra U. Then the multiplication D2 ∧ D3 : (u, v) 7→
D2(u)D3(v)−D2(v)D3(u) endows U by a structure of Lie algebra, if
p = 3. The multiplication D2
k
∧ D2
k−1 : (u, v) 7→ D2
k
(u)D2
k−1(v) −
D2
k−1(u)D2
k
(v) is also endows U by a structure of Lie algebras, if
p = 2.
Our calculations are based on two ideas. The first idea (a polynomial
trick) means the following. Suppose that some statement X about as-
sociative commutative algebra with unit U and commuting derivations
D =< ∂1, . . . , ∂n > was obtained by using
• linear properties of U
• associativity, commutativity and unit properties of U
• Leibniz rule for derivations ∂1, . . . , ∂n.
• commuting property of derivations [∂i, ∂j] = 0, i, j = 1, 2, . . . , n
Then this statement is true for any associative commutative algebra
with unit and commuting derivations.
In particular, we can take as U the polynomial algebra K[x1, . . . , xn]
and ∂i = ∂/∂ xi or algebra of divided power polynomials (in case of
p > 0 )
On(m) = {x
α =
n∏
i=1
x(αi) : 0 ≤ αi < p
mi ,m = (m1, . . . , mn)},
xαxβ =
n∏
i=1
(
αi + βi
αi
)
xα+β,
with special derivations
∂i : x
α 7→ xα−ǫi , ǫi = (0, · · · , 0, 1
i
, 0, · · · , 0), i = 1, . . . , n.
We can consider the statement X for (divided) polynomial algebras.
The second idea concerns D -invariant polynomials [2]. Let ψ ∈
T k(U, U) be polylinar map. It is called D -invariant, if
∂ψ(u1, . . . , uk) =
k∑
i=1
ψ(u1, . . . , ui−1, ∂ui, ui+1, . . . , uk),
for any u1, . . . , uk ∈ U and ∂ ∈ D. In other words, ψ is D -invariant,
if any ∂ ∈ D is derivation for ψ. Notice that U is D -graded:
U = ⊕s≥0Us, UsUl ⊆ Us+l,
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U0 =< 1 >,
∂iUs ⊆ Us−1,
UD = {u ∈ U : ∂iu = 0, ∀i = 1, . . . , n} = U0.
For graded D -invariant polylinear map ψ ∈ T k(U, U) denote by πψ
a polylinear form πψ ∈ T k(U, U0), defined on homogeneous basic ele-
ments e1, . . . , ek ∈ U by
πψ(e1, . . . , ek) = ψ(e1, . . . , ek),
if ψ(e1, . . . , ek) ∈ U0 and
πψ(e1, . . . , ek) = 0,
if ψ(e1, . . . , ek) ∈ ⊕s>0Us. Call πψ as a support of ψ and k -typle of
basic homogeneous elements (e1, . . . , ek), such that πψ(e1, . . . , ek) 6= 0
as a supporting chain. Let Γ be a set of supporting chains. Then [2]
ψ can be restored by support πψ in a unique way. Namely,
ψ(u1, . . . , uk) =
∑
{α1,α2,... ,αk}∈Γ
∂α1(u1)
α1!
. . .
∂αk(uk)
αk!
πψ(xα1 , . . . , xαk).
So, to find D -polylinear form it is enough to calculate its support. We
us this method in calculations of Qψ, Qshortψ, Qlongψ and Qaltψ. In
our case n = 1 and the restoring formula looks more simpler
ψ =
∑
i1,... ,ik∈Γ
λi1,... ,ik
∂i1u1
i1!
. . .
∂ikuk
ik!
,
where λi1,... ,ik = πψ(x
i1 , . . . , xik) ∈ K. In case of divided polynomials
here xi should be changed to x(i) and ∂
iu
i!
to ∂iu. Calculations of
support chains and support forms was made by Matematica.
2. Connections between n -Lie, (n− 1) -left commutative
and homotopical n -Lie structures
Define quadratic maps
Q,Qshort, Qlong, Qalt : C
k(A,A)→ T 2k−1(A,A),
by
Qψ(a1, . . . , a2k−1) = ψ(a1, . . . , ak−1, ψ(ak, . . . , a2k−1))
−
k∑
i=1
ψ(ak, . . . , ak+i−1, ψ(a1, . . . , ak−1, ak+i), ak+i+1, . . . , a2k−1),
Qlongψ(a1, . . . , a2k−1) =∑
σ∈Symk−1,k ,σ(k−1)=2k−1
sign σ ψ(aσ(1), . . . , aσ(k−2), aσ(k−1), ψ(aσ(k), . . . , aσ(2k−1))),
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Qshortψ(a1, . . . , a2k−1) =∑
σ∈Symk−1,k ,σ(2k−1)=2k−1
sign σ ψ(aσ(1), . . . , aσ(k−1), ψ(aσ(k), . . . , aσ(2k−2), a2k−1)),
Qaltψ(a1, . . . , a2k−1) =∑
σ∈Symk−1,k
sign σ ψ(aσ(1), . . . , aσ(k−1), ψ(aσ(k), . . . , aσ(2k−2), aσ(2k−1))),
These definitions divide elements {a1, . . . , a2k−1} into two types.
Call elements of the (k−1) elements subset {a1, . . . , ak−1} as a short
and elements of the k elements subset {ak, . . . , a2k−1} as a long.
Notice that Qψ ∈ T 2k−1(A,A) is skew-symmetric by short argu-
ments and by long arguments, i.e., by first (k − 1) arguments and
last k arguments, if ψ ∈ Ck(A,A). It is easy to see that, Qshortψ ∈
T 2k−1(A,A) is skew-symmetric by all short arguments and skew-symmetric
by all long arguments, except one, if ψ ∈ Ck(A,A). Similarly, Qlongψ ∈
T 2k−1(A,A) is skew-symmetric by all long arguments and by all short
arguments except one, if ψ ∈ Ck(A,A). Notice that Qaltψ ∈ C
2k−1(A,A).
Proposition 2.1. Suppose that ω ∈ Ck(A,A) and one of the follow-
ing conditions are held
• p = 0, k > 2,
• p > 0, k 6≡ 0, 1(mod p), k ≡ 1(mod 2),
• p > 0, k 6≡ −1, 2(mod p), k ≡ 0(mod 2).
Take place the following statements.
i) If Qω = 0, then Qshortω = 0, and Qlongω = 0.
ii) If Qshortω = 0 or Qshortω = 0, then Qaltω = 0.
Proof. Call σ ∈ Symk−1,k as a short permutation, if σ(k − 1) =
2k − 1. To any short permutation σ corresponds k − 2 -typle r′(σ)
and k -typle r′′(σ) defined by
r′(σ) = {σ(1), . . . , σ(k − 2)},
r′′(σ) = {σ(k), . . . , σ(2k − 1)}.
Call σ ∈ Symk−1,k as a long permutation, if σ(2k−1) = 2k−1. To
any long permutation σ corresponds k−1 -typle r′(σ) and k−1 -typle
r′′(σ) defined by
r′(σ) = {σ(1), . . . , σ(k − 1)},
r′′(σ) = {σ(k), . . . , σ(2k − 2)}.
Notice that
r′(σ) ∪ r′′(σ) = {1, . . . , 2k − 2},
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for any σ ∈ Symk−1,k. In other words, any r
′(σ) is uniquely defined
by r′′(σ).
Call an element of the form
Aσ := ψ(aσ(1), . . . , aσ(k−1), ψ(aσ(k), . . . , aσ(2k−1)))
as a short (long) σ -element, or just short (long) element, if σ is short
(long) permutation. Let Symsk−1,k be the set of short permutations
and Symlk−1,k be the set of long permutations. It is evident that
Symk−1,k = Sym
s
k−1,k ∪ Sym
l
k−1,k
and
Qψ = Qshortψ +Qlongψ,(1)
The identity Qψ = 0 for ψ ∈ Ck(A,A) gives us that
ψ(aσ(1), . . . , aσ(k−1), ψ(aσ(k), . . . , aσ(2k−1))) =
k−1∑
i=0
(−1)k−i−1ψ(aσ(k), . . . , âσ(k+i), . . . , aσ(2k−1), ψ(aσ(1), . . . , aσ(k−1), aσ(k+i))).
(2)
In particular, (2) means that, any short σ -element can be presented
as a sum of k long elements. More exactly, the short element Aσ is a
sum of k long elements of the form Aτ , where the long permutation
τ satisfies the condition r′(τ) ⊂ r′′(σ). Since |r′′(σ) \ r′(τ)| = 1, there
exists exactly one element, say i, such that r′′(σ) = r′(τ)∪ {i}. Then
i ≤ 2k−2 and i is not equal to k−1 elements of r′(τ). So, there are
k − 1 possibilities to choose i.
In other words, according (2) the element
Qlongψ(a1, . . . , a2k−1) =
∑
σ∈Syms
k−1,k
sign σ ψ(aσ(1), . . . , aσ(k−1), ψ(aσ(k), . . . , aσ(2k−1)))
can be presented in the form
(k − 1)
∑
σ∈Syml
k−1,k
ψ(aσ(1), . . . , aσ(k−1), ψ(aσ(k), . . . , aσ(2k−1)))
So, from conditions ψ ∈ Ck(A,A), Qψ = 0 one can obtain that
Qlongψ = (k − 1)Qshortψ.(3)
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Let us give another interpretation of (2). If σ is a long permutation,
then Aσ is a sum of k − 1 short elements and one long element Aσ˜,
where
σ˜ =
(
1 · · · k − 1 k · · · 2k − 2 2k − 1
σ(k) · · · σ(2k − 2) σ(1) · · · σ(k − 1) 2k − 1
)
So, Aσ can be presented as a sum of short elements of the form Aτ ,
where r′(τ) ⊂ r′′(σ). More exactly, r′′(σ) \ r′(τ) = {i}, for some
i ∈ {1, 2, . . . , 2k− 2} and i can not be equal to one of k− 2 elements
of r′(τ). So, there are k possibilities for the long permutation σ, such
that Aτ can be one of summands of Aσ. Notice that
sign σ = (−1)k−1sign σ˜.
Therefore, summation of sign σ Aσ for all σ ∈ Sym
l
k−1,k according
(2) gives us that
Qshortψ = k Qlongψ + (−1)
k−1Qshortψ.(4)
We see that the determinant of the system of linear equations (3) and
(4) is equal to∣∣∣∣ 1 −k + 1k −1− (−1)k
∣∣∣∣ = −k2 + k + 1 + (−1)k
Therefore, from the conditions Qψ = 0 and ψ ∈ Ck(A,A) imply the
following identities
Qlongψ − 2Qshortψ = 0, k ≡ −1(mod p), k ≡ 0(mod2), p > 0,
Qlongψ +Qshortψ = 0, k ≡ 2(mod p), k ≡ 0(mod 2), p > 0,
Qlongψ −Qshortψ = 0, k ≡ 0(mod p), k ≡ 1(mod2), p > 0,
Qlongψ = 0, k ≡ 1(mod p), k ≡ 1(mod 2), p > 0,
and
Qlongψ = 0, Qshortψ = 0, p = 0, k > 2.
So, according (1)
Qaltψ = 0,
if p = 0, k > 2 or k 6≡ 0, 1(mod p), k ≡ 1(mod 2), or k 6≡ −1, 2(mod p), k ≡
0(mod 2).
Corollary 2.2. If an algebra (A, ω) is n -Lie, then it is (n − 1) -left
commutative. If algebra (A, ω) (n − 1) -left commutative, then it is
homotopical n -Lie.
In particular, any n -Lie algebra is homotopical n -Lie. As show the-
orems 1.1 and 1.2 the inverse of this statement is not true. Proposition
2.1 for 3-algebras was also noticed in [1], [7].
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3. Proof of theorem 1.1 and 1.2
Let
Zn = {α = (α1, . . . , αn) : αi ∈ Z}
and
Zn+ = {α ∈ Z
n : αi ≥ 0, i = 1, . . . , n}.
Set for α ∈ Zn,
|α| =
n∑
i=1
αi.
Let U be associative commutative algebra with derivation ∂. Let
ψ ∈ Ck(U, U) and g ∈ C l(U, U). Define f ⌣ g, f ∧ g ∈ Ck+l(U, U)
and bilinear maps Q(f, g), Qalt(f, g) ∈ C
k+l−1(U, U), Qshort(f, g) ∈
T k+l−1(U, U) by
f ⌣ g(u1, . . . , uk+l) = f(u1, . . . , uk)g(uk+1, . . . , uk+l),
f ∧ g(u1, . . . , uk+l) =
∑
σ∈Symk+l
sign σ (f ⌣ g)(uσ(1), . . . , uσ(k+l)).
f ⋆ g(u1, . . . , uk+l−1) = f(u1, . . . , uk−1, g(uk, . . . , uk+l−1)),
Q(f, g) = f(u1, . . . , uk−1, g(uk, . . . , uk+l−1))−
l∑
i=1
g(uk, . . . , uk+i−2, f(u1, . . . , uk−1, uk+i−1), uk+i, . . . , uk+l−1),
Qalt(f, g)(u1, . . . , uk+l−1) =
∑
σ∈Symk−1,l
sign σ (f⋆g)(uσ(1), . . . , uσ(k+l−1)),
Qshort(f, g)(u1, . . . , uk+l−1) =
∑
σ∈Symk−1,l−1
sign σ (f⋆g)(uσ(1), . . . , uσ(k+l−2), uk+l−1).
Notice that definitions of Q as bilinear maps are compatible with
definitions of Q as quadratic maps in the previous section: Q(f, f) =
Q(f), Qalt(f, f) = Qalt(f), Qshort(f, f) = Qshort(f).
Since (C∗(U, U),∪) is associative, (C∗(U, U),∧) is also associative.
Let
Ckloc,s(U) = {∂i1 ∧ · · · ∧ ∂
ik : 0 ≤ i1 < . . . < ik, i1 + · · ·+ ik = s}
and
Ckloc(U) = ⊕sC
k
loc,s(U).
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Notice that V α ∈ Ckloc,|α|(U), for any α ∈ Z
n
+. Set |ψ| = s, if ψ ∈
Ckloc,s(U).
Let ψ ∈ T k(A,A). Define i(a)ψ ∈ T k−1(A,A) by
i(a)ψ(a1, . . . , ak−1) = ψ(a, a1, . . . , ak−1).
Proposition 3.1. If ψ is k -Lie, then i(a)ψ is (k − 1) -Lie for any
a ∈ A.
Proof. See [4].
Proposition 3.1 can be modified by the following way
Lemma 3.2. If ψ is k -Lie, then for (k−l) -Lie multiplications ψl :=
i(a1)i(a2) · · · i(al)ψ take place the following relations
Q(ψi, ψj) = 0, i ≤ j.
Lemma 3.3. Ckloc,s(U) = 0, if s < k(k − 1)/2.
Proof. If 0 6= ∂i1 ∧ · · · ∧ ∂ik ∈ Ckloc,s(U), then s = i1 + . . . + ik ≥
0 + 1 + 2 + · · ·+ (k − 1) = (k − 1)k/2.
Lemma 3.4. [3] For any α ∈ Zk+, and β ∈ Z
l
+,
Qalt(V
α, V β) ∈ Ck+l−1loc,|α|+|β|(U).
Corollary 3.5.
Qalt(V
0,1,... ,k, V 0,1... ,l) = 0,
for any k, l > 0.
Proof. Notice that |V 0,1,... ,k| = k(k + 1)/2. Therefore
Qalt(V
0,1,... ,k, V 0,1,... ,l) ∈ Ck+l+1loc,(k2+l2+k+l)/2(U).
It is evident, that (k2+l2+k+l)/2 < (k+l+1)(k+l)/2. Therefore, by
lemma 3.3, Ck+l+1loc,(k2+l2+k+l)/2(U) = 0. Thus, Qalt(V
0,1,... ,k, V 0,1,... ,l) = 0.
Lemma 3.6. Qshort(V
0,1,... ,k, V 0,1,... ,k) = 0, if k > 2. If k = 2, then
Qshort(V
0,1,2, V 0,1,2) = V 0,1,2,3 ⌣ id.
Proof. Notice that Qshort(V
0,1,... ,k, V 0,1,... ,k) is a linear combination
of cochains of the form (∂i1 ∧ ∂i2k) ⌣ ∂i2k+1 , such that i1+ · · ·+ i2k +
i2k+1 = k
2 + k and 0 ≤ i1 < i2 < · · · < i2k. We have i1 + · · ·+ i2k >
0 + 1 + 2 + · · ·+ (2k − 1) = (2k − 1)k. Therefore,
k2 + k = i1 + · · ·+ i2k+1 > (2k − 1)k.
This inequality is not possible, if k > 2.
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Consider the case k = 2. We have
Qshort(V
0,1,2, V 0,1,2) = λV 0,1,2,3 ⌣ ∂0,(5)
for some λ ∈ K. In obtaining this formula we use only associativ-
ity, commutativity and linearity properties of U and Leibniz rule for
derivation. Therefore, (5) is true for any associative commutative al-
gebra U with derivation ∂ and λ does not depend from U and ∂.
In particular, we can take U = K[x] and ∂ = ∂/∂x. We have
Qshort(V
0,1,2, V 0,1,2)(1, x, x2, x3, 1) = λV 0,1,2,3 ⌣ ∂0(1, x, x2, x3, 1).
Further,
Qshort(V
0,1,2, V 0,1,2)(1, x, x2, x3, 1) =
V 0,1,2(1, x, V 0,1,2(x2, x3, 1))− V 0,1,2(1, x2, V 0,1,2(x, x3, 1))
+V 0,1,2(1, x3, V 0,1,2(x, x2, 1)) + V 0,1,2(x, x2, V 0,1,2(1, x3, 1))
−V 0,1,2(x, x3, V 0,1,2(x, x2, 1)) + V 0,1,2(x2, x3, V 0,1,2(1, x, 1))
= ∂2(V 0,1,2(1, x2, x3))− V 0,1,2(1, x2, 6x)) + V 0,1,2(1, x3, 2x0)
+V 0,1,2(x, x2, 0)− V 0,1,2(x, x3, 2x0) + V 0,1,2(x2, x3, 0) = 12
and
λV 0,1,2,3 ⌣ ∂0(1, x, x2, x3, 1) = λ12
Thus, λ = 1.
Lemma 3.7. Let ψ ∈ Ck(A,A) and X be a linear span of the set
{a1, . . . , ak−1} and Y be a linear span of the set {b1, . . . , bk}. Then
Qψ(a1, . . . , ak−1, b1, . . . , bk) = 0, if X ⊆ Y.
Proof. Let X ⊆ Y and dimY = l ≤ k.
Since ψ is skew-symmetric, if l < k, then
ψ(b1, . . . , bk) = 0,
for any b1, . . . , bk ∈ Y and
ψ(a1, . . . , ak−1, bi) = 0,
for any a1, . . . , ak−1 ∈ X ⊆ Y, bi ∈ Y. Therefore, in this case Qψ =
0(a1, . . . , ak−1, b1, . . . , bk) = 0.
Suppose now that dimY = k. If dimX < k − 1, by the same
reasons,
ψ(ei1 , . . . , eik−1 , c) = 0,
for any c ∈ A. Thus in this case our lemma is true.
It remains to consider the case dimX = k − 1 and dimY = k.
WRONSKIANS AS n -LIE MULTIPLICATIONS 13
Let {e1, . . . , ek} be basis of Y, such that {e1, . . . , ek−1} be basis of
X. Since Qψ is polylinear by arguments a1, . . . , ak−1, b1, . . . , bk, to
prove our lemma it is enough to establish, that
Qψ(e1, . . . , ek−1, e1, . . . , ek) = 0.
Since ψ is skew-symmetric,
ψ(e1, . . . , ek−1, ei) = 0,
if i ≤ k − 1. So,
k∑
i=1
ψ(e1, . . . , ei−1, ψ(e1, . . . , ek−1, ei), ei+1, . . . , ek) =
ψ(e1, . . . , ek−1, ψ(e1, . . . , ek−1, ek)).
In other words, Qψ(e1, . . . , ek−1, e1, . . . , ek) = 0. Lemma is proved
completely.
Lemma 3.8. V 0,1,2,3 is 4 -Lie multiplication, if p = 3.
Proof. We have
|V 0,1,2,3| = 6⇒ |QV 0,1,2,3| = 12.
The set of all (3, 4) -partitions of 12 is
Γ3,4(12) = {({0, 1, 2}, {0, 1, 2, 6}), ({0, 1, 2}, {0, 1, 3, 5}),
({0, 1, 2}, {0, 2, 3, 4}), ({0, 1, 3}, {0, 1, 2, 5}),
({0, 1, 3}, {0, 1, 3, 4}), ({0, 1, 4}, {0, 1, 2, 4}),
({0, 1, 5}, {0, 1, 2, 3}), ({0, 2, 3}, {0, 1, 2, 4}), ({0, 2, 4}, {0, 1, 2, 3}),
({1, 2, 3}, {0, 1, 2, 3})}
Thus,
QV 0,1,2,3 =
∑
(α,β)∈Γ3,4(12)
λ(α,β)V
α ⌣ V β,(6)
where
α = {i1, i2, i3}, β = {i4, i5, i6, i7},
0 ≤ i1 < i2 < i3, 0 ≤ i4 < i5 < i6 < i7, i1 + · · ·+ i7 = 12.
In receiving of formula (6) one uses only the Leibniz rule. Therefore,
this formula is universal, i.e., coefficients λα,β are integers that do
not depend on U and derivation ∂. So, it is true for any associative
commutative algebra U with derivation ∂ In particular, we can take
U = Q[x], ∂ = ∂/∂x. To find λα,β we can substitute al = x
il , l =
1, . . . , 7 and calculate QV 0,1,2,3 in k[x]. We have
λα,β =
1
i1! · · · i7!
QV 0,1,2,3.
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By lemma 3.7,
QV 0,1,2,3(1, x, x2, 1, x, x2, x6) = 0,
Q V 0,1,2,3(1, x, x3, 1, x, x3, x4) = 0,
Q V 0,1,2,3(1, x, x4, 1, x, x2, x4) = 0.
Thus, if
(α, β) ∈ {({0, 1, 2}, {0, 1, 2, 6}), ({0, 1, 3}, {0, 1, 3, 4}), ({0, 1, 4}, {0, 1, 2, 4})},
then λα,β = 0.
We have
V 0,1,2,3(1, x2, x3, x4) =
∣∣∣∣∣∣∣∣
1 x2 x3 x4
0 2x 3x2 4x3
0 2 6x 12x2
0 0 6 24x
∣∣∣∣∣∣∣∣
= 48x3,
V 0,1,2,3(1, x, x2, x4) =
∣∣∣∣∣∣∣∣
1 x x2 x4
0 1 2x 4x3
0 0 2 12x2
0 0 0 24x
∣∣∣∣∣∣∣∣
= 48x,
Thus
V 0,1,2,3(1, x, x2, 1, x2, x3, x4) =
V 0,1,2,3(1, x, x2, V 0,1,2,3(1, x2, x3, x4))−0−0−V 0,1,2,3(1, x2, x3, V 0,1,2,3(1, x, x2, x4)) =
48V 0,1,2,3(1, x, x2, x3)− 48V 0,1,2,3(1, x2, x3, x) = 0,
and
λ{0,1,2},{0,2,3,4} = 0.
Further,
V 0,1,2,3(1, x, x3, x5) =
∣∣∣∣∣∣∣∣
1 x x3 x5
0 1 3x2 5x4
0 0 6x 20x3
0 0 6 60x2
∣∣∣∣∣∣∣∣
= 240x3,
V 0,1,2,3(1, x, x2, x5) =
∣∣∣∣∣∣∣∣
1 x x2 x5
0 1 2x 5x4
0 0 2 20x3
0 0 0 60x2
∣∣∣∣∣∣∣∣
= 120x2.
Thus
V 0,1,2,3(1, x, x2, 1, x, x3, x5) =
V 0,1,2,3(1, x, x2, V 0,1,2,3(1, x, x3, x5))−0−0−V 0,1,2,3(1, x, x3, V 0,1,2,3(1, x, x2, x5)) =
240V 0,1,2,3(1, x, x2, x3)− 120V 0,1,2,3(1, x, x3, x2) =
360V 0,1,2,3(1, x, x2, x3) = 4320,
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and
λ{0,1,2},{0,1,3,5} =
4320
0!1!2!0!1!3!5!
= 3.
Similar calculations show that
λ{0,1,3},{0,1,2,5} = −3, λ{0,1,5},{0,1,2,3} = 3, λ{0,2,3},{0,1,2,4} = λ{0,2,4},{0,1,2,3} = 0
So, we have established that
QV 0,1,2,3 = 3 V 0,1,2 V 0,1,3,5 − 3 V 0,1,3 V 0,1,2,5 + 3 V 0,1,5 V 0,1,2,3
In particular, if p = 3, then
QV 0,1,2,3 = 0.
Corollary 3.9. If p = 3, then V 1,2,3 is 3 -Lie multiplication and V 2,3
is 2 -Lie multiplication.
Proof. Follows from lemma 3.8 and proposition 3.1 and the follow-
ing observations
i(1)V 0,1,2,3 = V 1,2,3,
i(x)V 1,2,3 = V 2,3.
Lemma 3.10. V 0,1,2,3,4 is 5 -Lie multiplication, if p = 2.
Proof is similar to the proof of lemma 3.8, so we will omit calculation
details. We have
|V 0,1,2,3,4| = 10⇒ |QV 0,1,2,3| = 20.
Therefore, QV 0,1,2,3 is a linear combination of V α ⌣ V β, where
(α, β) ∈ Γ4,5(20), and
Γ4,5(20) = {({0, 1, 2, 3}, {0, 1, 2, 3, 8}), ({0, 1, 2, 3}, {0, 1, 2, 4, 7}),
({0, 1, 2, 3}, {0, 1, 2, 5, 6}), ({0, 1, 2, 3}, {0, 1, 3, 4, 6}), ({0, 1, 2, 3}, {0, 2, 3, 4, 5}),
({0, 1, 2, 4}, {0, 1, 2, 3, 7}), ({0, 1, 2, 4}, {0, 1, 2, 4, 6}), ({0, 1, 2, 4}, {0, 1, 3, 4, 5}),
({0, 1, 2, 5}, {0, 1, 2, 3, 6}), ({0, 1, 2, 5}, {0, 1, 2, 4, 5}), ({0, 1, 3, 4}, {0, 1, 2, 3, 6}),
({0, 1, 3, 4}, {0, 1, 2, 4, 5}), ({0, 1, 2, 6}, {0, 1, 2, 3, 5}), ({0, 1, 3, 5}, {0, 1, 2, 3, 5}),
({0, 2, 3, 4}, {0, 1, 2, 3, 5}), ({0, 1, 2, 7}, {0, 1, 2, 3, 4}), ({0, 1, 3, 6}, {0, 1, 2, 3, 4}),
({0, 1, 4, 5}, {0, 1, 2, 3, 4}), ({0, 2, 3, 5}, {0, 1, 2, 3, 4}), ({1, 2, 3, 4}, {0, 1, 2, 3, 4})}
Thus, there exist λα,β ∈ Z, such that
QV 0,1,2,3,4 =
∑
(α,β)∈Γ4,5(20)
λ(α,β)V
α ⌣ V β,
Calculations as in the proof of lemma 3.8 show that
QV 0,1,2,3,4 =
4 V 0,1,2,7 V 0,1,2,3,4 + 2 V 0,1,3,6 V 0,1,2,3,4 − 2 V 0,1,4,5 V 0,1,2,3,4
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+2 V 0,2,3,5 V 0,1,2,3,4 + 2 V 0,1,2,6 V 0,1,2,3,5 − 2 V 0,2,3,4 V 0,1,2,3,5
−2 V 0,1,2,5 V 0,1,2,3,6 − 2 V 0,1,3,4 V 0,1,2,3,6 − 4 V 0,1,2,4 V 0,1,2,3,7
+2 V 0,1,3,4 V 0,1,2,4,5 + 4 V 0,1,2,3 V 0,1,2,4,7 + 2 V 0,1,2,3 V 0,1,2,5,6
−2 V 0,1,2,4 V 0,1,3,4,5 + 2 V 0,1,2,3 V 0,1,3,4,6 + 2 V 0,1,2,3 V 0,2,3,4,5
In particular, if p = 2, then
QV 0,1,2,3,4 = 0.
Corollary 3.11. If p = 2, then V 1,2,3,4 is 4 -Lie multiplication, V 2,3,4
is 3 -Lie multiplication and V 3,4 is 2 -Lie multiplication.
Proof. Follows from lemma 3.10 and proposition 3.1 and the fol-
lowing facts
V 1,2,3,4 = i(1)V 0,1,2,3,4,
V 2,3,4 = i(x)V 1,2,3,4,
V 3,4 = i(x2)V 2,3,4/2.
Remark. It is easy to calculate QV 1,2,3,4, Q V 2,3,4, Q V 3,4 and QV 1,2,3, Q V 2,3
over Z directly as in calucating QV 0,1,2,3,4 and QV 0,1,2,3. For exam-
ple,
QV 1,2,3,4 =
4 V 1,2,7 V 1,2,3,4 + 2 V 1,3,6 V 1,2,3,4 − 2 V 1,4,5 V 1,2,3,4
+2 V 2,3,5 V 1,2,3,4 + 2 V 1,2,6 V 1,2,3,5 − 2 V 2,3,4 V 1,2,3,5
−2 V 1,2,5 V 1,2,3,6 − 2 V 1,3,4 V 1,2,3,6 − 4 V 1,2,4 V 1,2,3,7
+2 V 1,3,4 V 1,2,4,5 + 4 V 1,2,3 V 1,2,4,7 + 2 V 1,2,3 V 1,2,5,6
−2 V 1,2,4 V 1,3,4,5 + 2 V 1,2,3 V 1,3,4,6 + 2 V 1,2,3 V 2,3,4,5
and
QV 1,2,3 =
3 V 1,2 V 1,3,5 − 3 V 1,3 V 1,2,5 + 3 V 1,5 V 1,2,3.
Lemma 3.12. (Lukas) If a =
∑
i≥0 aip
i, 0 ≤ ai < p, and b =∑
j≥0 bjp
j , 0 ≤ bi < p, are p -adic presentations of a and b, then(
a
b
)
≡
∏
i
(
ai
bi
)
(mod p)
Let
O1(m) = {x
(i) : x(i)x(j) =
(
i+ j
i
)
x(i+j), 0 ≤ i, j < pm}
be divided power algebra over the field K of characteristic p > 0 and
∂ : O1(m)→ O1(m), x
(i) 7→ x(i−1),
be special derivation.
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Lemma 3.13. Let U = O1(m), p > 0. Then
i. ∂q ∈ Der U if and only if q = pk for some k > 0.
ii. ∂p
k−1 ∧ ∂p
k
is 2 -Lie, if and only if p = 2 or p = 3, k = 1.
iii. ∂p
k−2 ∧ ∂p
k−1 ∧ ∂p
k
is 3 -Lie, if and only if p = 3, k = 1, or
p = 2, k = 1 or p = 2, k = 2.
Proof. (i) If ∂q derivation, then
∂q(x(i)x(j)) = ∂q(x(i))x(j) + x(i)∂q(x(j))⇒(
i+ j
i
)
−
(
i+ j − q
i
)
−
(
i+ j − q
j
)
≡ 0(mod p),
for any 0 ≤ i, j. If q is not power of p, say q = pkb, where b > 1 and
p are mutually prime, then by Lukas lemma,
i = pk, j = pk(b− 1)⇒
(
pkb
pk
)
≡ b 6≡ 0(mod p).
Contradiction. So, ∂q 6∈ Der U, if q is not power of p.
(ii) Suppose that ψ = ∂p
k−1 ∧ ∂p
k
is 2 -Lie. Then
A(i, j, s) := ψ(x(i), ψ(x(j), x(s)))−ψ(ψ(x(i), x(j)), x(s))−ψ(x(j), ψ(x(i), x(s))) = 0,
for any i, j, s ≥ 0. Take i = pk, j = pk + 1, s = 2pk − 3. We have
ψ(x(i), x(j)) = λx(2), ψ(x(i), x(s)) = µx(p
k−2),
for some λ, µ ∈ K and
ψ(x(i), ψ(x(j), x(s))) = ψ(x(p
k), x(2)x(p
k−3) − xx(p
k−2)) =
2ψ(x(p
k), x(p
k−1)) = −2.
If pk > 3, then 2 < pk − 1. Since ψ(x(i), u) = 0, for any u ∈ U, i <
pk − 1, we have
A(pk, pk + 1, 2pk − 3) = −2 6= 0,
if pk > 3, p 6= 2.
Now check that ψ is 2 -Lie, if (p, k) = (3, 1) or p = 2.
Let pk = 3, i.e., p = 3, k = 1. Prove that ∂2∧∂3 is 2 -Lie operation
on U. Let
ω(a, b) = ∂2(a)∂3(b)− ∂3(a)∂2(b).
We have
ω(ω(a, b), c) =
∂2(∂2(a)∂3(b))∂3(c)−∂2(∂3(a)∂2(b))∂3(c)−∂3(∂2(a)∂3(b))∂2(c)+∂3(∂3(a)∂2(b))∂2(c) =
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∂4(a)∂3(b))∂3(c)
∼∼∼∼∼∼
+2∂3(a)∂4(b)∂3(c)
−−−−−−
+∂2(a)∂5(b)∂3(c)
−∂5(a)∂2(b)∂3(c)− 2∂4(a)∂3(b)∂3(c)
∼∼∼∼∼∼
− ∂3(a)∂4(b)∂3(c)
−−−−−−
−∂5(a)∂3(b)∂2(c)−∂2(a)∂6(b)∂2(c)+∂6(a)∂2(b)∂2(c)+∂3(a)∂5(b)∂2(c) =
−∂4(a)∂3(b))∂3(c)+∂3(a)∂4(b)∂3(c)+∂2(a)∂5(b)∂3(c)−∂5(a)∂2(b)∂3(c)
−∂5(a)∂3(b)∂2(c)−∂2(a)∂6(b)∂2(c)+∂6(a)∂2(b)∂2(c)+∂3(a)∂5(b)∂2(c)
By similar way one can easy find ω(ω(b, c), a) and ω(ω(c, a), b) .
Therefore,
ω(ω(a, b), c) + ω(ω(b, c), a) + ω(ω(c, a), b) =
− ∂4(a)∂3(b))∂3(c)
−−−−−−
+ ∂3(a)∂4(b)∂3(c)
∼∼∼∼∼∼
+ ∂2(a)∂5(b)∂3(c)
≃≃≃≃≃≃
− ∂5(a)∂2(b)∂3(c)
======
− ∂5(a)∂3(b)∂2(c)
≡≡≡≡≡≡
− ∂2(a)∂6(b)∂2(c)
⌣⌣⌣⌣⌣
+ ∂6(a)∂2(b)∂2(c)
≈≈≈≈≈≈
+ ∂3(a)∂5(b)∂2(c)
∼=∼=∼=∼=∼=∼=
− ∂4(b)∂3(c))∂3(a)
∼∼∼∼∼∼
+ ∂3(b)∂4(c)∂3(a)
≍≍≍≍≍≍
+ ∂2(b)∂5(c)∂3(a)
.
=
.
=
.
=
.
=
.
=
.
=
− ∂5(b)∂2(c)∂3(a)
∼=∼=∼=∼=∼=∼=
− ∂5(b)∂3(c)∂2(a)
≃≃≃≃≃≃
− ∂2(b)∂6(c)∂2(a)
⌢⌢⌢⌢⌢
+ ∂6(b)∂2(c)∂2(a)
⌣⌣⌣⌣⌣
+ ∂3(b)∂5(c)∂2(a)
− − − −
− ∂4(c)∂3(a))∂3(b)
≍≍≍≍≍≍
+ ∂3(c)∂4(a)∂3(b)
−−−−−−
+ ∂2(c)∂5(a)∂3(b)
≡≡≡≡≡≡
− ∂5(c)∂2(a)∂3(b)
− − − −
− ∂5(c)∂3(a)∂2(b)
.
=
.
=
.
=
.
=
.
=
.
=
− ∂2(c)∂6(a)∂2(b)
≈≈≈≈≈≈
+ ∂6(c)∂2(a)∂2(b)
⌢⌢⌢⌢⌢
+ ∂3(c)∂5(a)∂2(b)
======
= 0.
Let now p = 2. Prove that for any nonnegative integer k, ∂2
k
∧∂2
k−1
is 2 -Lie operation on U. For
ω = ∂2
k
∧ ∂2
k−1
we have
ω(a, b) = ∂(∂2
k−1(a)∂2
k−1(b)).
Therefore
ω(ω(a, b), c) =
∂(∂2
k
(∂2
k−1(a)∂2
k−1(b))∂2
k−1(c)) =
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∂
(
∂2
k+1−1(a)∂2
k−1(b)∂2
k−1(c) + ∂2
k−1(a)∂2
k+1−1(b)∂2
k−1(c)
)
=
Similarly,
ω(ω(b, c), a) =
∂
(
∂2
k+1−1(b)∂2
k−1(c)∂2
k−1(a) + ∂2
k−1(b)∂2
k+1−1(c)∂2
k−1(a)
)
,
and
ω(ω(c, a), b) =
∂
(
∂2
k+1−1(c)∂2
k−1(a)∂2
k−1(b) + ∂2
k−1(c)∂2
k+1−1(a)∂2
k−1(b)
)
.
Thus,
ω(ω(a, b), c) + ω(ω(b, c), a) + ω(ω(c, a), b) =
∂
(
∂2
k+1−1(a)∂2
k−1(b)∂2
k−1(c)
−−−−−−
+ ∂2
k−1(a)∂2
k+1−1(b)∂2
k−1(c)
∼∼∼∼∼∼
+ ∂2
k+1−1(b)∂2
k−1(c)∂2
k−1(a)
∼∼∼∼∼∼
+ ∂2
k−1(b)∂2
k+1−1(c)∂2
k−1(a)
======
+ ∂2
k+1−1(c)∂2
k−1(a)∂2
k−1(b)
======
+ ∂2
k−1(c)∂2
k+1−1(a)∂2
k−1(b)
−−−−−−
)
= 0.
(iii) Suppose that ψ = ∂2
k−2 ∧ ∂2
k−1 ∧ ∂2
k
, k > 2, is 3 -Lie.
Then
A(i1, i2, i3, i4, i5) = B(i1, . . . , i5)− C(i1, . . . , i5) = 0,
for any i1, . . . , i5 ≥ 0, where
B(i1, . . . , i5) = ψ(x
(i1), x(i2), ψ(x(i3), x(i4), x(i5))),
C(i1, . . . , i5) =
ψ(ψ(x(i1), x(i2), x(i3)), x(i4), x(i5)) + ψ(x(i3), ψ(x(i1), x(i2), x(i4)), x(i5)+
ψ(x(i3), x(i4), ψ(x(i1), x(i2), x(i5))).
Take i1 = 2
k − 2, i2 = 2
k, i3 = 2
k − 1, i4 = 2
k + 1, i5 = 2
k+1 − 4. Then
ψ(x(i3), x(i4), x(i5)) =
∣∣∣∣∣∣
x(1) x(3) x(2
k−2)
x(0) x(2) x(2
k−3)
0 x(1) x(2
k−4)
∣∣∣∣∣∣ = x
(2k−1)
and
ψ(x(i1), x(i2), x(i3)) = λx(0),
ψ(x(i1), x(i2), x(i4)) = µx(2),
ψ(x(i1), x(i2), x(i5)) = νx(2
k−3),
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for some λ, µ, ν ∈ K. If k > 2, then 2 < 2k − 2. Therefore,
B(i1, . . . , i5) = 1,
C(i1, . . . , i5) = 0,
if k > 2. So, if k > 2 we obtain contradiction
A(2k − 2, 2k, 2k − 1, 2k + 1, 2k+1 − 4) = 1 6= 0.
It is easy to check that ∂2 ∧ ∂3 ∧ ∂4 and ∂0 ∧ ∂ ∧ ∂2 are 3 -Lie.
Corollary 3.14. (i) p = 3. For any k ∈ Z+, ∂
pk−pk−1 ∧ ∂p
k
is 2-Lie
operation.
(ii) p = 2. For any k, l ∈ Z+, k > l, ∂
pk−pl ∧∂p
k
is 2-Lie operation.
Proof. i) For p = 3, we have pk − pk−1 = 2pk−1, pk = 3pk−1. Since
F = ∂p
k−1
∈ Der U, our statement follows from lemma 3.13 ii used for
F instead of ∂.
ii) For p = 2, we have pk−pl = pl(pk−l−1), pk = pk−lpl. Therefore,
for F = ∂p
l
,
∂p
k
= F p
k−l
, ∂p
k−pl = F p
k−l−1.
Our statement follows from lemma 3.13 ii used for F p
k−l
instead of
∂p
k
.
Proof of theorem 1.1
i Corollary 3.5
ii Lemma 3.6
iii Suppose that (U, V 0,1,... ,q) is (q + 1) -Lie. If q = 1, then it is
2 -Lie for any characteristic p. .
Assume that q > 1. By lemma 3.1, V q = i(1)i(x) · · · i(x(q−2))V 0,1,... ,q
is 1 -Lie, i.e., ∂q ∈ Der U. If q > 1 and p = 0 this is not possible.
So p > 0. Take U = O1(m). By lemma 3.13 i, q should be power
of p. Suppose that k = pt.
By lemma 3.1, V p
t−1,pt = i(1)i(x) · · · i(x(p
t−2))V 0,1,... ,p
t
is 2 -Lie. By
lemma 3.13 ii it is possible in the following cases p = 2 or p = 3, t = 1.
By lemma 3.1, V 2
t−2,2t−1,2t = i(1)i(x) · · · i(x(2
t−3))V 0,1,... ,2
t
is 3 -Lie.
By lemma 3.13 iii this is possible only in the cases p = 2, t = 1 or
p = 2, t = 2. Theorem 1.1 is proved completely.
Proof of theorem 1.2 Corollaries 3.9 and 3.11. Calculations for
checking that
∑2l
i=1 V
0,i,2l+1−i, p = 2, is 3 -Lie can be done by analo-
gous way. Then by proposition 3.1
∑2l
i=1 V
i,2l+1−i, p = 2, is 2 -Lie.
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