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Abstract. In this paper we propose and analyse a new unbiased stochas-
tic method for solving a class of integral equations, namely the second
kind Fredholm integral equations. We study and compare three possible
approaches to compute linear functionals of the integral under consider-
ation: i) biased Monte Carlo method based on evaluation of truncated
Liouville-Neumann series, ii) transformation of this problem into the
problem of computing a nite number of integrals, and iii) unbiased
stochastic approach. Five Monte Carlo algorithms for numerical inte-
gration have been applied for approach (ii). Error balancing of both
stochastic and systematic errors has been discussed and applied dur-
ing the numerical implementation of the biased algorithms. Extensive
numerical experiments have been performed to support the theoretical
studies regarding the convergence rate of Monte Carlo methods for nu-
merical integration done in our previous studies. We compare the results
obtained by some of the best biased stochastic approaches with the re-
sults obtained by the proposed unbiased approach. Conclusions about
the applicability and eciency of the algorithms have been drawn.
1 Introduction
Integral equations are of high applicability in dierent areas of applied math-
ematics, physics, and engineering. In particular, they are widely used in me-
chanics, geophysics, electricity and magnetism, kinetic theory of gases, quantum
mechanics, mathematical economics, and queuing theory. That is why it is rea-
sonable to develop and study ecient and reliable approaches to solve integral
equations.
An important advantage of Monte Carlo (MC) methods is that they allow to
nd directly an unknown linear functional of the solution of integral equations
with a number of operations necessary to calculate the solution of an integral
equation only at one point of the domain [15]. The existing MC methods for in-
tegral equations (MCM-int eq.) are based on probabilistic representations of the
Liouville-Neumann series for the second kind Fredholm integral equation [2, 4].
The possible unbiased approaches deal with innite series, while the biased MC
approaches use probabilistic representations of truncated Liouville-Neumann se-
ries. A well known and widely used biased method is the Markov chain MC (see,
for example [11]). Usually, the Markov chain stops after a xed number of steps.
The unbiased stochastic algorithm proposed in this work is actually based on
a probabilistic representation of the innite series introducing some probability
for absorbtion. The idea of the construction of the algorithm is similar to the
one used in [8] for solving linear systems.
A possible approach to deal with the problem of approximation of linear func-
tionals of the solution of an integral equation is to transform it into approximate
evaluation of nite number of integrals (FNI) (linear functionals of iterative
functions) [3, 4]. We have already applied a variance reduction approach called
importance separation method for each of integrals and extended the study of
its properties for solving integral equations (see [10]). Here we extend the study
of the properties to ve dierent MC algorithms for multidimensional numerical
integration for solving integral equations. These algorithms are: Crude MC algo-
rithm [15], based on SIMD-oriented fast Mersenne Twister pseudo-random num-
ber generator [13, 18], quasi-Monte Carlo (qMC) algorithm based on  Sobol
quasirandom sequences, MC algorithms (MCA-MSS-1 and MCA-MSS-2) based
on modied Sobol quasirandom sequences [5{7] and a stratied symmetrised MC
algorithm (MCA-MSS-2-S) [5].
The paper is organized as follows. The problem setting is given in Section 2.
A description of biased stochastic approaches applied to solve the problem under
consideration is presented in Section 3. In this section some error analysis based
on the concept of balancing both stochastic and systematic errors is done. The
new unbiased stochastic approach is presented in Section 4. Numerical results
are described and analysed in Section 5. Some nal conclusions are drawn in
Section 6.
2 Formulation of the Problem
Consider the second kind Fredholm integral equation:
u(x) =
Z


k(x; x0)u(x0)dx0 + f(x) (1)
or
u = Ku+ f (K is an integral operator); where
k(x; x0) 2 L2(
 
); f(x) 2 L2(
) are given functions and u(x) 2 L2(
) is an
unknown function, x; x0 2 
  Rn (
 is a bounded domain).
We are interested in Monte Carlo methods for evaluation of linear functionals
of the solution of the following type:
J(u) =
Z
'(x)u(x)dx = ('; u); (2)
where '(x) 2 L2(
) is a given function. We can apply successive approximation
method for solving integral equations:
u(i) =
iX
j=0
K(j)f = f +Kf + : : :+K(i 1)f +K(i)f; i = 1; 2; : : : (3)
where u(0)(x)  f(x). It is known that the condition kKkL2 < 1 is a sucient
condition for convergence of the Liouville-Neumann series [2, 4]. Thus, when this
condition is satised, the following statement holds:
u(i)  ! u as i!1:
Therefore,
J(u) = ('; u) = lim
i!1
('; u(i)) = lim
i!1
0@'; iX
j=0
K(j)f
1A = lim
i!1
iX
j=0

';K(j)f

:
Usually it is assumed that '(x) 2 L2(
), because k(x; x0) 2 L2(

); f(x) 2
L2(
). In a more general setting k(x; x
0) 2 X(
  
); f(x) 2 X(
), where X
is a Banach space. Then the given function '(x) should belong to the adjoint
Banach space X, and the problem under consideration may by formulated in
an alternative way:
v = Kv + '; (4)
where v; ' 2 X(
), and K(
  
) 2 [X ! X]. In such a way one may
compute the value J(v) =
R
f(x)v(x)dx = (f; v) instead of (2). An important
case for practical computations is the case when X  L1, where L1 is dened in
a standard way:
k f kL1 =
Z


jf(x)jdx; k K kL1  sup
x
Z


jk(x; x0)jdx0:
In this case the function '(x) from the functional (2) belongs to L1, i.e. '(x) 2
L1 since L1  L1. It is also easy to see that (Kv; u) = (v;Ku), and also
('; u) = (f; v). This fact is important for practical computations since often the
computational complexity for solving the adjoint problem is smaller than the
complexity for solving the original one. The above consideration shows that if
'(x) is a Dirac {function (x  x0), then the functional J(u) = ('(x); u(x)) =
((x  x0); u(x)) = u(x0) is the solution of the integral equation at the point x0,
if u 2 L1.
An approximation of the unknown value ('; u) can be obtained using a trun-
cated Liouville-Neumann series (3) for a suciently large i:
('; u(i)) = ('; f) + (';Kf) + : : :+ (';K(i 1)f) + (';K(i)f):
So, we transform the problem for solving integral equations into a problem for
approximate evaluation of a nite number of multidimensional integrals. We will
use the following denotation (';K(j)f) = I(j), where I(j) is a value, obtained
after integration over 
j+1 = 
  : : :  
; j = 0; : : : ; i: It is obvious that
the calculation of the estimate ('; u(i)) can be replaced by evaluation of a sum
of linear functionals of iterative functions of the following type (';K(j)f); j =
0; : : : ; i, which can be presented as:
(';K(j)f) =
Z


'(t0)K(j)f(t0)dt0 =
=
Z
G
'(t0)k(t0; t1) : : : k(tj 1; tj)f(tj)dt0 : : :dtj ;
(5)
where t = (t0; : : : ; tj) 2 G  
j+1  Rn(j+1). If we denote by Fj(t) the integrand
function
F (t) = '(t0)k(t0; t1) : : : k(tj 1; tj)f(tj); t 2 
j+1;
then we will obtain the following expression for (5):
I(j) = (';K(j)f) =
Z
G
Fj(t)dt; t 2 G  Rn(j+1): (6)
Thus, we will consider the problem for approximate calculation of multiple in-
tegrals of the type (6).
The above consideration shows that there are two classes of possible stochas-
tic approaches. The rst one is the so-called biased approach when one is looking
for a random variable which mathematical expectation is equal to the approxi-
mation of the solution problem by a truncated Liouville-Neumann series (3) for
a suciently large i. An unbiased approach assumes that the formulated random
variable is such that its mean value approaches the true solution of the problem.
Obviously, in the rst class of approaches there are two errors: a systematic one
(a truncation error) Rsys and a stochastic (a probabilistic) one, namely RN ,
which depends on the number N of values of the random variable,or the num-
ber of chains used in the estimate. In the case of unbiased stochastic methods
one should analyse the only probabilistic error. In the case of biased stochas-
tic methods more careful error analysis is needed: balancing of both systematic
and stochastic error should be done in order to minimize the computational
complexity of the methods (for more details, see [4]).
Let us now present the simplest stochastic approach, known also as Crude
Monte Carlo method (CMCM) for evaluating integrals. It is well-known that
CMCM reduces problem to the approximate calculation of mathematical ex-
pectation which coincides with the unknown functional dened by (2) (see, for
example, [4]). The Monte Carlo quadrature formula is based on the probabilis-
tic interpretation of an integral. If fxlg; l = 1; : : : ; N is a uniformly distributed
sequence in G, then the Crude Monte Carlo approximation to the integral I(j)
is
I(j)  IN (j) = V(G)
N
NX
l=1
Fj(xl)
with integration error "N (j) = jI(j)   IN (j)j 
r
V ar(F )
N
, where V(G) is the
volume of G and V ar(Fj) is the variance of the corresponding random variable
whose mathematical expectation coincides with the unknown functional. This
random variable depends on the integrand F (t).
3 Biased Stochastic Approaches
In this section, a brief description of the biased stochastic approaches for solving
the problem (1)-(2) presented in Section 2 is given.
3.1 Monte Carlo Method for Integral Equations
It is known (see [15, 4]) that the approximate calculation of linear functionals
of the solution of an integral equation ('; u) brings to the calculation of a nite
sum of linear functionals of iterative functions (';Kjf); j = 0; : : : ; i. First, we
construct a random trajectory (Markov chain) Ti of length i starting from state
x0 in the domain 
:
Ti : x0  ! x1  ! : : :  ! xi
according to the initial (x) and transition p(x; x0) probabilities. The functions
(x) and p(x; x0) satisfy the requirements for non-negativeness, to be accept-
able to function '(x) and the kernel k(x; x0) respectively and
R


(x)dx = 1,R


p(x; x0)dx0 = 1 for any x 2 
  Rn. From the above supposition on the
kernel k(x; x0) and the well-known facts that
Ei['] = ('; u
(i)); where i['] =
'(x0)
(x0)
iX
j=0
Wjf(xj);
and W0 = 1; Wj =Wj 1
k(xj 1; xj)
p(xj 1; xj)
; j = 1; : : : ; i
it follows that the corresponding Monte Carlo estimation of ('; u(i)) can be
presented in the following form:
('; u(i))  1
N
NX
l=1
i[']l:
Therefore, the random variable i['] can be considered as an biased estimate of
the desired value ('; u) for i suciently large with a statistical error of order
O(N 1=2), where N is the number of chains and i[']l is the value of i['] taken
over the l-th chain.
It is very important that the same trajectories of the type Ti can be used
for a biased approximate evaluation of ('; u(i)) for various functions '(x). Fur-
thermore, they can be used for various integral equations with the same kernel
k(x; x0), but with dierent right-hand sides f(x).
3.2 Monte Carlo Algorithms based on Modied Sobol 
Sequences
 sequences are uniformly distributed sequences (u.d.s.). The term u.d.s. was
introduced by Hermann Weyl [17]. For practical purposes an u.d.s. should satisfy
the following requirements [15, 16]: (i) the best asymptote as N ! 1, (ii) well
distributed points for smallN , and (iii) a computationally inexpensive algorithm.
Suitable distributions such as  sequences are also called (t;m; s)-nets and
(t; s)-sequences in base b  2 [12]. I. M. Sobol [15] denes his -meshes and 
sequences, which are (t;m; s)-nets and (t; s)-sequences in base 2, respectively.
Subroutines to compute these points can be found in [1], and with more details
in [14]. Here we consider two randomized quasi-Monte Carlo algorithms based
on Sobol  sequences, namely MCA-MSS-1 and MCA-MSS-2.
3.2.1 Summary of the MCM-MSS-1. One of the algorithms (based on a
procedure of shaking) was proposed recently in [6]. The idea is that we take a
Sobol  d-dimensional point (vector) x. Then x is considered as a centrum
of a sphere with a radius  << 1. A random point  2 Ud uniformly distributed
on the sphere is taken. Consider a random variable  dened as a value of
the integrand at that random point, i.e., j = Fj(). Consider random points
(l)() 2 Ud; l = 1; : : : ; N . Assume (l)() = x(l) + !(l), where !(l) is a unique
uniformly distributed vector in Ud. The radius  is relatively small  1
2dj
, such
that (l)() is still in the same elementary lth interval Edl =
dY
=1
"
a
(l)
j
2d
;
a
(l)
 + 1
2d
#
,
where the pattern  point x
(l) is. We use a subscript i in Edi to indicate
that the l-th  point x
(i) is in it. So, we assume that if x(l) 2 Edl , then
(l)() 2 Edl too. It was proven in [6] that the mathematical expectation of the
random variable j = Fj() is equal to the value of the integral (6), that is
Ej =
R
Ud
Fj(t)dt: This result allows to dene a randomized algorithm called
Monte Carlo Algorithm based on Modied Sobol Sequences (MCA-MSS-1).
In [7] the probability error of the algorithm MCA-MSS-1 is analysed. It is
proved that for integrands with continuous and bounded rst derivatives, i.e.
Fj 2 W1(L;Ud), where L = kFjk, it holds err(Fj ; d)  c0d kFjkN
  1
2
  1
d and
r(Fj ; d)  c00d kFjkN
  1
2
  1
d , where the constants c
0
d and c
00
d do not depend on N .
3.2.2 Summary of the MCM-MSS-2. The second algorithm called MCA-
MSS-2 is a modication of MCA-MSS-1 algorithm. It is proposed and analysed
in [5]. It is assumed that n = md, m  1. The unit cube Ud is divided into md
disjoint sub-domains, such that they coincide with the elementary d-dimensional
subintervals Ud =
Smd
l=1Kl; where Kl =
Qd
=1[a
(l)
 ; b
(l)
 ); with b
(l)
   a(l) = 1
m
for all l = 1; : : : ; d. In such a way in each d-dimensional sub-domain Kl there is
exactly one  point x
(l). Assuming that after shaking, the random point stays
inside Kl, i.e., 
(l)() = x(l) + !(l) 2 Kl one may try to exploit the smoothness
of the integrand in case if the integrand Fj belongs to W
2(L;Ud). In each sub-
domain Kj the central point is denoted by s
(j), where s(j) = (s
(j)
1 ; s
(j)
2 ; : : : ; s
(j)
d ).
Suppose two random points (l) and (l)
0
are chosen, such that (l) is selected
during our procedure used in MCA-MSS-1. The second point (l)
0
is chosen to be
symmetric to (l) according to the central point s(l) in each cube Kl. In such a
way the number of random points is 2md. One may calculate all function values
f((l)) and f((l)
0
), for l = 1; : : : ;md and approximate the value of the integral
in the following way:
I(f)  1
2md
2NX
l=1
h
f((l)) + f((l)
0
)
i
: (7)
This estimate corresponds to MCA-MSS-2.
In [5] it is proved that the Monte Carlo algorithmMCA-MSS-2 has an optimal
rate of convergence for functions with continuous and bounded second derivative
[4]. This means that if Fj 2W2(L;Ud), where L = kFjk, it holds err(Fj ; d) ec0d kFjkN  12  2d and r(Fj ; d)  ec00d kFjkN  12  2d ; where the constants c0d and
c
00
d do not depend on N .
Remark 31 Note that both MCA-MSS-1 and MCA-MSS-2 have one control pa-
rameter, that is the radius  of the sphere of shaking. At the same time, to be
able to eciently use this control parameter one should increase the computa-
tional complexity. It happens because after shaking the random point may leave
the multidimensional sub-domain, and one needs to check if the random point is
still in the same sub-domain. It is clear that the procedure of checking if a ran-
dom point is inside the given domain is a computationally expensive procedure
when one has to deal with a large number of points.
3.3 Stratied Symmetrised Monte Carlo Approach
The main idea of the stratied symmetrised Monte Carlo approach is to gen-
erate a random point (l) 2 Kl uniformly distributed inside Kl and after that
take the symmetric point (l)
0
according to the central point s(l). Such a com-
pletely randomized approach simulates the concept of MCA-MSS-2 algorithm,
but the shaking is with dierent radiuses  in each sub-domain. This algorithm is
called MCA-MSS-2-S, because this approach looks like the stratied symmetrised
Monte Carlo. Obviously, MCA-MSS-2-S is less expensive than MCA-MSS-2, but
the drawback is that there is not such a control parameter like the radius ,
which can be considered as a parameter randomly chosen in each sub-domain
Kj .
It is important to notice that all three above mentioned algorithms MCA-
MSS-1, MCA-MSS-2 and MCA-MSS-2-S have optimal (unimprovable) rate of
convergence for the corresponding functional classes, that is MCA-MSS-1 is op-
timal in W1(L;Ud) and both MCA-MSS-2 and MCA-MSS-2-S are optimal in
W2(L;Ud).
3.4 Specic Modication of the Algorithms for Solving Integral
Equations
In the current versions of MCA-MSS-1 and MCA-MSS-2 algorithms the following
modications of the algorithms have been made:
{ When the function from the desired linear functional is the -function, the
dimension of the corresponding quasirandom and pseudorandom sequences
coincides with the number of transitions in Liouville-Neumann series. For
any other function, the dimension is larger than the number of transitions
by one.
{ Minimal distance between quasirandom points is calculated to compute each
of the integrals with a dierent dimension. This procedure during the pre-
processing approximation of the integrals increases the total computational
time for MCA-MSS-1 and MCA-MSS-2 algorithms.
{ We do one additional check: it is veried not only if the generated pseudo-
random point lies inside the corresponding integration domain, but also if
it lies inside the corresponding elementary multidimensional interval. Usu-
ally some points are rejected and that is why the total number of samples
corresponding to MCA-MSS-2 is smaller than the number of samples for
MCA-MSS-1 for some prescribed xed values of coecient ratio.
{ One important feature of MCA-MSS-2 is that it is ecient when the number
of divisions is the same for all directions, i.e. the integration domain is divided
into multidimensional subcubes.
3.5 Error Analysis of Biased Stochastic Approaches
So far we have considered only biased stochastic approaches. We analyse the
problem for approximate calculation of linear functional of the solution of inte-
gral equation ('; u). Let us denote the i-th iterative approximation of u (i  0)
by u(i) and the Monte Carlo approximation by ~u. It is known that two errors
systematic one (a truncation error) Rsys and stochastic (a probabilistic) one,
RN appear. Actually, we approximate the truncated Liouville-Neumann series.
If " is a given suciently small positive parameter then
j('; u)  ('; ~u)j  j('; u)  ('; u(i))j+ j('; u(i))  ('; ~u)j = "i + "N < ";
where "i is the truncation error, "N is the probability error. We can obtain a
lower bound for the number i of iterations using [2]:
i >
ln
"
2j('; u(0))  ('; u)j
ln kKkL2
;
where u(0) is the initial approximation of u. Using the Cauchy-Bunyakowski
inequality it is easy to show that
j('; u(0))  ('; u)j  k'kL2(
)ku(0)   ukL2(
):
The second multiplier can be estimated:
ku(0)   ukL2(
)  (kIkL2 + kKkL2 + : : :+ kKkiL2 + : : :)kr(0)kL2(
);
where r(j) = f   u(j)  Ku(j); j = 0; 1; : : : :
Taking the limit for i!1 one can obtain
ku(0)   ukL2 
kr(0)kL2(
)
1  kKkL2
:
It holds if the condition kKkL2 < 1 is fullled.
4 Unbiased Stochastic Approach
In this section an Unbiased Stochastic Approach (USA) will be discussed and
analysed. The unbiased approach is based on the presentation of the functional
under consideration as an innite series. We are following a similar strategy like
in our previous work [8] accept that now the state space is continuous and the
transition density function, as well as the probability of absorbtion is no more
discrete. In this case the random trajectory (Markov chain) Ti introduced in Sec-
tion 3, subsection 3.1 is innite. The USA method is a generalization to integral
equations of the method developed in [8] for solving systems of linear algebraic
equations. The discrete Markov chain used in [8] is replaced by a continuous one
with transition probabilities depending on the kernel k(x; x0). In subsection 4.1
we describe the case 0  k(x; x0)  1, where 1   k(x; x0) is an absorbtion rate.
In subsection 4.2 we develop the USA algorithm for more general kernels, where
the above condition may not be fullled.
4.1 Unbiased approach for a simplied problem
We start with a simple case assuming that 0  k(x; x0)  1 for any x; x0 2 
 
[0; 1]d; x = (x1; : : : ; xd); x
0 = (x01; : : : ; x
0
d).
Assume that Y  U [0; 1]d is a uniformly distributed random variable in
[0; 1]d. Then we use the following stochastic presentation:
u(x) = Efk(x; Y )u(Y ) + (1  k(x; Y ))0g+ f(x);
which suggests a representation for the function u(x) based on the same ideas
used in [8] for solving linear systems of equations. The probability for absorbtion
is 1 k(x; Y ), the score is the function f(x), and if the trajectory is not absorbed
then it continues at point Y . We consider a random trajectory (Markov chain)
Ti of length i starting from state X = x = x0 in the domain 
 assuming that
@  Rd n
, i.e.:
Ti : x0  ! x1  ! : : :  ! xi;
where
P (xi+1 2 [a; b]=xi 6= @) = k(x; Ui)P (Ui 2 [a; b]);
P (xi+1 = @=xi 6= @) = 1  k(x; Ui)
and
P (xi+1 = @=xi = @) = 1; and f(@) = 0:
Then we have:
u(x) = E
 1X
i=0
f(xi)=x0 = x
!
= E
 
X
i=0
f(xi)=x0 = x
!
; where  = inf
i0
(xi) = @:
Obviously, one can write
u(x) = E
 1X
i=0
f(xi+1)=x0 = x
!
+ f(x) = E
 
E
 1X
i=0
f(xi+1)=x1
!!
+ f(x)
=
Z


k(x; y)u(y)dy + f(x)
(8)
The algorithm in this simplied case may be described as follows.
Algorithm 41 :
Unbiased stochastic algorithm for 0  k(x; y)  1; x; y 2 [0; 1]d
1. Initialization Input initial data: the kernel k(x; y), the function f(x), and
the number of random trajectories N .
2. Calculations:
2.1. Set score=0
2.2. Set x0 = x; test = 1
Do j = 1; N
Do While (test 6= 0)
score = score+ f(x0)
U = rand[0; 1]d, V = rand[0; 1]
If k(x0; U) < V then
test = 0 else
x0 = U
Endif
Endwhile
Enddo
3. Compute the solution:
u(x) = scoreN
4.2 Unbiased approach for the general problem
Now we may describe the method for the case when the kernel k(x; y) may be
negative and also we allow that jk(x; y)j  1, but still k(x; y) 2 L2(
  
). If
 1  k(x; Y )  0, then k(x; Y ) is not any more the probability to stop. Instead,
jk(x; Y )j is used as a probability to stop. But now one needs to compute  u(Y )
instead of u(Y ). In this case, the score is  f(x) instead of f(x). If jk(x; Y )j 
1, then the random walk continues and the score is k(x; Y )f(x). The above
described procedure leads to the following method, which is a modication of
the previous approach. Assume we deal with the Markov chain Ti of length i
starting from state X = x = x0 in the domain 
 assuming that   Rd  
:
Ti : x0  ! x1  ! : : :  ! xi;
where in this case
P (xi+1 2 [a; b]=xi 6= @) = min (jk(xi; xi+1)j; 1) ;
P (xi+1 = @=xi 6= @) = 1 min (jk(xi; xi+1)j; 1) ;
and
P (xi+1 = @=xi = @) = 1:
Then we have:
u(x) = f(x) + E
 1X
k=1
kY
i=1
k^(xi 1; xi)f(xi 1)=x0 = x
!
;
where k^(x; x0) is dened in the following way:
k^(x; x0) =
8<:k(x; x
0) if jk(x; x0)j  1
1 if 0  k(x; x0)  1
 1 if   1  k(x; x0)  0
Now, we may present the algorithm in this more general case:
Algorithm 42 :
Unbiased stochastic algorithm for the general case:
1. Initialization Input initial data: the kernel k(x; y), the function f(x), and
the number of random trajectories N .
2. Calculations:
2.1. Set score=0
2.2. Do j = 1; N
2.3. Set x0 = x; test = 1, prod=1
Do While (test 6= 0)
score = score+ f(x0)  prod
U = rand(0; 1)d
If jk(x0; U)j > 1 then
prod = prod  k(x0; U)
else x0 = U
V = rand[0; 1]d
If jk(x0; U)j < V then
test = 0 else
prod = prod  sign (k(x0; U)), x0 = U
Endif
Endwhile
Enddo
3. Compute the solution:
u(x) = scoreN
4.3 Some extensions of the unbiased approach
4.3.1 Weak approximation In many situations, like for instance in sensitiv-
ity analysis [5], one is not necessary interested in pointwise value of the solution
but in mean values
R


'(x)u(x)dx. In some applications the given function '(x)
may be considered as a weight function. Often the support of '(x) is a relatively
small subdomain of 
.
We can still use a double randomization technique for computing such a quan-
tity. If '(x) is a probability density function dened on 
, then the integral under
consideration can be presented as a mean value of u(x), i.e.,
R


u(x)'(x)dx =
E (u(Y )), where Y is a random variable which admits '(x) as a density func-
tion. This will only lead to a slight modication of the algorithm. More precisely,
the starting point x0 is the random variable Y . It is not always easy to sample
from ', more importantly, ' is not always a density function. There is another
possibility that can be used if ' is bounded. One can pick the starting point
x0 uniformly distributed at random and multiply the sum of the values of the
random variable (the score) by '(x0).
4.3.2 Global approximation Another important extension is the possibility
to compute the solution of the Fredholm integral equation of second kind in all
points of the domain 
 using the results of the same unbiased USA algorithm.
One should take into account that during the random walk many points of the
domain are visited. The information obtained during this process can be used
(after a proper statistical treatment) to obtain an approximation of the solution
at all point of the domain. The following procedure may be used to do that:
(i) The starting point x0 is picked up at random uniformly.
(ii) Because of that, all the visited points among all the random trajectories
are also uniformly distributed. One may state that for each visited point we
obtain a score, which mean value is an unbiased estimate of the solution at this
point.
(iii) We may express the approximation of the solution at any point x by
using the Taylor expansion. We assume that we have values of the solution in
a neighborhood of x of distance h at points xi; i = 1; : : : ; Nh and h 2 Rd is a
d-dimensional vector, such that h = xi   x:
u(xi) = u(x + hi) + ru(x) hi
+ 12 (h)
T [D2u(x)]h +O(h3);
where ru(x) =

@u(x)
@x1
; : : : ;
@f(x)
@xd

is the gradient, [D2u(x)] =

@2u(x)
@xi@xk
d
i;k=1
is the Hessian matrix, and (h)T means transposed vector h. Obviously, the mean
value of the solution at points xi may be expressed in the following way:
1
Nh
NhX
i=1
u(xi) = u(x) +
1
Nh
NhX
i=1
hiru(x) + 1
Nh
NhX
i=1
h2i
2
[D2u(x)] +O(h3); (9)
where the Hessian matrix may be estimated from above by the maximum of all
second derivatives at point x.
Obviously, it is important to chose the value of h, the size of the d-dimensional
domain ANh;x around the point x in which we want to compute the solution. The
value h should be small enough, such that the second order term in the Taylor
expansion is relatively small. At the same time, the number of points lying in
ANh;x should not be too small, since than the variance of the rst order term is
too big. The mathematical expectation of the rst order term in (9) is zero, and
its variance depends on the number of point as O( 1Nh ). We can now estimate
the value u(x) by the mean value 1Nh
PNh
i=1 u(xi).
5 Numerical Results and Discussion
Numerical results are presented and discussed within two subsections. In the rst
one we are focussing on the comparison of the three classes of methods described
above, namely Markov chain MC for integral equations, computing nite number
of integrals, and the newly proposed unbiased stochastic algorithm. In the second
subsection we do further investigation of the USA algorithm.
5.1 Comparison of the dierent algorithms
The numerical algorithms are tested on the following example [9]:
u(x) =
Z


k(x; x0)u(x0)dx0 + f(x); 
  [0; 1] (10)
where
k(x; x0) = x2ex
0(x 1); (11)
f(x) = x+ (1  x)ex; (12)
'(x) = (x  x0): (13)
The solution of this test problem is u(x) = ex. We are interested in an approxi-
mate calculation of ('; u), where '(x) = (x  x0); x0 = 0:5.
5.1.1 Numerical experiments We have performed the following biased
stochastic algorithms: MC algorithm and qMC based on Sobol sequences for
integral equations and several algorithms for integrals into which the problem of
solving integral equations is transformed. For the above set of algorithms we use
Crude MCA, quasi-Monte Carlo algorithm based on  Sobol quasirandom
sequences, MCA-MSS-1, MCA-MSS-2, and MCA-MSS-2-S.
The algorithms have been studied after 10 runs to average the nal approx-
imation and for various sample sizes chosen according to proper sample size for
Sobol quasirandom sequences. The samples number is dened by the require-
ment for error balancing following the approach given in Section 3, subsection
3.5. The number of iterations i=d is xed, but it is chosen according to the
L2-norm of the kernel k(x; x
0). For approximate computation of any integral
I(j); j = 0; : : : ; i dierent number of samples are chosen to satisfy the error
balancing requirements.
Table 1. Relative errors and computational time for computing u(x0) at point x0 = 0:5
using MCM for integral equations.
i " N Crude MC Sobol seq.
Rel. err. Time (s) Rel. err. Time (s)
1 0.4 128 0.05960 < 0:0001 0.05916 < 0:0001
2 0.14 1024 0.00566 < 0:0001 0.00670 < 0:0001
2 0.08 4 096 0.00294 0.01 0.00712 < 0:0001
3 0.02 32 768 0.00092 0.17 0.00204 0.01
4 0.018 65 536 0.00076 0.49 0.00096 0.03
Table 2. Relative errors and computational time for computing u(x0) as a nite num-
ber (i) of integrals from the Liouville-Neumann series at x0 = 0:5 using Crude MCM.
i N Integral equation FNI
Sobol seq. Crude MC Sobol seq. Crude MC
Rel. err. Time (s) Rel. err. Time (s) Rel. RN Rel. RN
1 128 0.05158 < 0:0001 0.05197 < 0:0001 0.00024 0.00016
2 1024 0.01439 < 0:0001 0.01405 < 0:0001 2e-05 0.00033
2 4 096 0.01438 < 0:0001 0.01422 < 0:0001 5e-06 0.00015
3 32 768 0.00399 0.01 0.00404 0.11 1e-06 4e-05
4 65 536 0.00111 0.03 0.00108 0.63 1e-06 3e-05
Because of the bias of the rst two classes of algorithms there is a reason to
present the relative errors, as well as, the approximation of the corresponding
Liouville-Neumann series with a xed length in Table 2, Table 3, and Table 4,
Table 3. Relative errors and computational time for computing u(x0) as a nite num-
ber of integrals from the Liouville-Neumann series at x0 = 0:5 using MCA-MSS-1 and
MCA-MSS-2 algorithms for integrals.
i N  MCA-MSS-1 MCA-MSS-2
Int. eq. FNI Int. eq. FNI
Sobol CMCM Time Sobol CMCM CMCM
Rel. err. Rel. err. (s) Rel. RN Rel. RN Rel. RN Time (s) Rel. RN
1 128 2e-03 0.0516 0.0515 <1e-04 0.0003 0.0004 0.0514 <1e-04 0.0005
2 1017 2e-04 0.0144 0.0144 0.02 2e-06 2e-06 0.0144 0.02 2e-05
2 4 081 6e-05 0.0144 0.0144 0.14 2e-06 3e-06 0.0144 0.16 7e-06
3 32 749 8e-06 0.0040 0.0040 10.4 8e-07 8e-07 0.0040 10.73 1e-06
4 65 521 4e-06 0.0011 0.0011 54.9 1e-07 1e-07 0.0011 55.4 2e-07
as well. We have used symbolic computations to determine the values of the
systematic error Rsys for number of iterations up to 3. In Table 6 we present the
computed values for the systematic error Rsys at point x0 = 0:1 and x0 = 0:5 just
to have an idea about the magnitude of this kind of error. One can clearly see that
the systematic error decreases when the number of iterations increase. At the
same time, for such small number of iteration i the systematic error dominates in
almost all cases. The reason for that is that the analysis of balancing of stochastic
and systematic errors are done following the assumption that Crude MC method
is used. Actually, the applied algorithms, especially randomized quasi-Monte
Carlo algorithms MCA-MSS-1, MCA-MSS-2 based on shaking of Sobol points
are much higher quality and their stochastic error RN is much smaller than the
systematic error Rsys. Some typical values of RN are, say 10
 6 for relatively
small number of random trajectories. These algorithms are very ecient when
the norm of the kernel is relatively small. Then one may increase (but not too
much) the number of iterations i, which will allow for a small number of N (and
low computational complexity) to have a relatively high accuracy.
One should take into account that the choice of sample size to compute
integrals dened on subdomains (IDSs) for the algorithm MCA-MSS-2-S is a
crucial question. The IDSs have dierent dimensionality and this fact aects
the corresponding sample size. The following strategy is applied here: rst, the
number Ni is chosen to be approximately equal to 2
k (to give a possibility for a
fair comparison with results obtained using Sobol quasirandom sequences) and
to be close to the i-th power of an integer. We need this because the integration
domain is the i-th dimensional unit cube. Then, N1 := Ni, Nl < Ni; l =
2; 3; : : : ; i   1, and Nl is the l-th power of an integer that is the number of
sunintervals on each direction. Finally, we have chosen to compute each IDS with
the same number of samples. It denes serious restrictions about the sample size
Table 4. Relative errors and computational time for computing u(x0) as a nite num-
ber (i) of integrals from the Liouville-Neumann series at x0 = 0:5 using MCA-MSS-2-S
algorithm for integrals.
i N Integral equation Finite number of int, FNI
Crude MC Crude MC
Rel. err. Time (s) Rel. RN
1 128 0.05182 < 0:0001 4e-09
2 1 024 0.01437 < 0:0001 6e-08
2 4 096 0.01437 0.01 2e-08
3 46 656 0.00399 0.31 2e-08
4 4 096 0.00111 0.04 1e-06
4 531 441 0.00111 5.97 7e-09
applied during the numerical experiments. Nevertheless, we succeeded to achieve
the goal of studying properties of MCA-MSS-2-S for solving integral equations
based on the computation of a nite number of integrals.
5.1.2 Discussion and applicability The tendencies concerning the behavior
of biased MC algorithms here are similar to the tendencies observed in [5]. The
following observations can be drawn based on the results of our computations:
{ MCA-MSS-2 algorithm gives a slightly larger relative stochastic error RN
in comparison with MCA-MSS-1 related to the linear functional under con-
sideration, and smaller relative stochastic error (almost 10 times smaller for
the most cases) related to the nite number of integrals.
{ MCA-MSS-2-S algorithm gives the smallest relative stochastic error and
the shortest computational time for a xed number of steps in Liouville-
Neumann series in comparison with MCA-MSS-1 and MCA-MSS-2, but se-
rious restrictions about the choice of sample size exist for its implementation.
{ The main disadvantage of MCA-MSS-1 and MCA-MSS-2 algorithms is the
high computational complexity due to computing the minimal distance be-
tween the generated original Sobol sequences.
{ MCM-int. eq. algorithm gives the smallest relative errors and corresponding
to the problem of approximation of a linear functional of the integral equation
(10) in comparison with other biased MC algorithms and similar computing
time to the Crude MC and MCA-MSS-2-S algorithms.
{ MCM-int. eq. has smaller relative errors in comparison with unbiased USA
algorithm especially for smaller sample sizes (512; 1024) or similar relative
errors for larger ones.
Table 5. Relative errors and computational time for computing u(x0) at dierent
initial points using unbiased USA for integral equations.
N x0 = 0:5 x0 = 0:99
i Rel. err. Time (s) i Rel. err. Time (s)
128 1.3 0.02618 0.001 2.38 0.00237 0.001
512 1.28 0.01160 0.002 2.39 0.00714 0.002
1 024 1.28 0.01020 0.001 2.38 0.00199 0.005
2 048 1.27 0.00422 0.006 2.38 0.00213 0.005
16 384 1.27 0.00142 0.024 2.38 9e -06 0.044
65 536 1.27 0.00075 0.096 2.37 0.00041 0.142
131 072 1.27 0.00037 0.154 2.37 0.00024 0.281
262 144 1.27 0.00014 0.305 2.37 0.00026 0.558
4 194 304 1.27 0.00003 4.888 2.37 0.00011 8.802
Table 6. Relative systematic error Rsys computed for three number of iterations i =
1; 2; 3 at two points x0
x0 i = 1 i = 2 i = 3
x = 0:1 2.28 e-03 0.635 e-03 0.176 e-03
x = 0:5 51.8 e-03 14.3 e-03 3.99 e-03
{ USA algorithm is the fastest and the most reliable for larger sample sizes
than all other algorithms under consideration. The reason for that could be
the fact that the algorithm is unbiased and also the probability for absorbtion
of the random trajectory is chosen to depend on the problem data, namely,
k(x; x0) and f(x).
{ The average number of the steps of the unbiased USA algorithm is smaller
than 2 due to the fast convergence because i) the initial point at each chain is
0:5, and ii) the most of the kernel values are ranged in (0; 1; 0; 3) in this case.
Just to make a comparison: for MC algorithms 2; 3; 4 jumps are necessary to
reach the prescribed accuracy (the L2 norm of the kernel is approximately
equal to 0:3, i.e. one can expect a fast convergent iterative process).
{ USA algorithm behavior has been studied for other initial points, especially
for x0 = 0:99; the average number of iteration steps for USA algorithm
increased and was approximately equal to 2 (more precisely, it is around
2:4) for all sample sizes considered.
5.2 Further investigation of the USA algorithm
There are two parts in this subsection. In the rst one we study a new example,
to show how to handle the dierent diculties described in Subsection 4.3. In
the second part we compute a global approximation of the solution of the rst
example (10).
5.2.1 General USA algorithm In order to validate the general version of
the unbiased algorithm we consider a second numerical example, where the kernel
can take negative values and also its absolute value can be greater than 1:
u(x) =
Z 1
0
k(x; x0)u(x0)dx0 + f(x); (14)
where
k(x; x0) = (2x0   1)x2ex0(x 1); (15)
f(x) = ex + (2ex   2  xex   x): (16)
'(x) = (x  x0); (17)
where x0 take values 0:1; 0:5; and 0:99 in dierent numerical experiments. The
solution of the above equation is still u(x) = ex. We use special parameter  to
be able to deal with various diculties, namely, with negative kernels and values
of the kernel greater then one in absolute value. If the values of the parameter
 increases, then we approach instability barrier when the variance is getting
innite.
Following the idea in subsection 4.3, Section 4 we also compute two quantities:
I1 =
Z 1
0
u(x)dx; (18)
as well as
I2 =
Z 1
0
2xu(x)dx (19)
to illustrate our new unbiased approach.
For the rst quantity the initial value is just picked up uniformly, while for
the second one we have two possibilities:
(i) pick the starting point x0 according to the density 2x; this leads to a ran-
dom variable distributed as
p
U (U is a uniformly distributed random variable)
using the well-known inversion method;
(ii) one can also start uniformly at random from the point x0 and multiply
the sum of values of the random variable (score) by 2x0.
Some results for the numerical solution of the second example (14){(17) are
presented in Table 7. All simulations are done for a xed number of random
trajectories N = 106. One can see, that for each point x0 = 0:1; 0:5; 0:99 the
standard deviation and the error increases with . This result is in full agreement
with the theory, since when the parameter  increases the norm of the kernel
Table 7. Relative error (Err.), standard deviation () and mean value of steps of
absorbtion i for the USA approach for various values of ; N = 106.
 = 1  = 2  = 4
Err.  i Err.  i Err.  i
x = 0:1 7e-05 0.105 1.003 1e-05 0.17 1.009 9e-04 0.62 1.02
x = 0:5 2e-04 0.600 1.116 1e-04 0.97 1.27 0.004 8.43 1.63
x = 0:99 5e-04 1.388 1.588 3e-04 2.76 2.05 0.008 32.9 2.48
U meth.1 6e-04 0.900 1.178 8e-04 1.39 1.38 0.012 11.65 1.70
I2 meth.(i) 1e-03 1.95 1.176 1e-03 2.63 1.38 0.015 20.5 1.70
I2 meth.(ii) 2e-04 1.03 1.27 8e-04 1.70 1.58 0.013 14 2
k(x; x0) is getting closer and closer to 1. That is why for high values of  we can
observe some numerical instability.
In the second part of Table 7 the results obtained for another functional of
the solution, namely I2 (see, (19)) by applying dierent techniques of sampling:
the rst example is when we sample uniformly U , the next example is when we
pick the starting point x0 according to the density 2x (see, approach (i) described
above), and the last example is when we start uniformly at random from the
point x0 and multiply the sum of values of the random variable (score) by 2x0
(see, approach (ii) described above). One can see from the results presented in
the table that approach (ii) has outperformed approach (i). These results give
a sort of hint how to chose the sampling technique. The results also show that
with the increasing of  when we approach to the limit of the convergency the
relative error and standard deviation are getting bigger and bigger.
5.2.2 Global approximation We are now dealing with the algorithm de-
scribed in Subsection 4.3 of Section 4 to compute an approximation in all the
points of the domain. It is also important to see how the accuracy improves
when the number of random trajectories N increases if we apply our approach
for computing the solution in all the points of the domain. Results for the rel-
ative error, standard deviation  and mean value of number of steps i in each
random trajectory are presented in Table 8.
The numerical results show that the relative error decreases with the increas-
ing the number of random trajectories N according to the expectations. When
the unbiased USA algorithm is used for computing the values of the solution in
all the points of the domain, the following observations can be drown:
{ when the solution is computed at any point x by using the Taylor expansion
the accuracy is satisfactory; the relative error increases as expected, but it
is still small enough;
Table 8. Relative error, standard deviation and mean value of steps of absorbtion i
for the USA approach for various values of number of random trajectories N .
 i N = 104 N = 105 N = 106 N = 107
x = 0:1 0.14 1.009 3e-04 6e-04 5e-05 4e-05
x = 0:5 0.76 1.27 3e-03 1e-03 7e-04 1e-05
x = 0:99 0.92 2.37 2e-03 1e-03 8e-04 8e-05
h = 0:2 0.91 1.41 5e-03 6e-03 7e-03 6e-03
h = 0:1 8e-03 2e-03 2e-03 1.5e-03
h = 0:05 1e-02 4e-04 8e-04 7e-05
{ if the parameter h is too big (h = 0:2), then the procedure smoothes the
information obtained from the points where we have an unbiased estimation
for the solution; that is why the increase of the number of random trajectories
does not improve the accuracy; it means that the information which is used
is too integrated ;
{ for relatively small values of h, say h = 0:05, when N is small we have very
small number of points in which we have unbiased estimates of the solution;
the information is fragmentized, and that is why the relative error is big;
with increasing the number of random trajectories, the information used is
getting more integrated, and the error decreases signicantly.
6 Conclusions and Future Plans
A new unbiased stochastic method for solving Fredholm integral equations of
second kind was proposed and analysed. We have studied three possible ap-
proaches to compute linear functionals of the solution of integral equation under
consideration:
{ biased Monte Carlo method based on evaluation of truncated Liouville-
Neumann series,
{ transformation of this problem into the problem of computing a nite number
of integrals, and
{ unbiased stochastic approach.
Five Monte Carlo algorithms for numerical integration have been applied in
the second case, namely
{ Crude Monte Carlo method based on a high quality SIMD-oriented Mersenne
Twister pseudorandom number generator,
{ Quasi-Monte Carlo based on  Sobol quasirandom sequences,
{ a stratied symmetrised MC algorithm MCA-MSS-2-S,
{ a randomized Quasi-Monte Carlo based on a special procedure of shaking
 Sobol quasirandom points with a convergence rate O

N
  1
2
  1
d

, and
{ a randomized Quasi-Monte Carlo with a convergence rate O

N
  1
2
  2
d

.
We have shown that the procedure of balancing of both stochastic RN and
systematic Rsys errors is very important for the quality of the biased algorithms.
In almost all numerical experiments performed, the unbiased USA algorithm
performs with relatively high accuracy and low computational complexity in
comparison with the best available biased algorithms. The numerical examples
studied in this work are one-dimensional since we are comparing Monte Carlo
algorithms only. It is obvious that the same algorithms can be used in any xed
dimension. However, the algorithms based on evaluation of nite number of
integrals will suer more from the eect of high dimensionality, because they are
based on quadrature points.
As a further step, we would like to focus on the analysis of the variance of the
unbiased USA algorithm, especially to study how the unbalancing of the kernel
may reect to the accuracy of the results. It is also important to study the com-
putational complexity of USA in terms of number of oating point operations,
and how the complexity depends on the problem's parameters. Some compari-
son of the stochastic approaches under consideration with known deterministic
algorithms could be also considered.
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