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１はじめに
主成分分析のような外的変数をもたない多変量解析が適用される多くの応用場面において，変数選択は有
用である．
これまで，主成分分析における変数選択の研究としては，JollifYb(1972)，RobertandEscoufier(1976)，
Krzanowski(1987)，Morietal（2004)などがある．これらの研究は，基本的に，元の全変数から求められ
る主成分に対して，できるだけ多くの情報をもつように－部の変数から通常の主成分を抽出しようというも
のである．これに対して，TanakaandMori(1997)は，拡張主成分分析(ModifiedPrincipalComponent
Analysis,ＭＰＣA)と呼ばれる手法を提案している．この手法は，選択された変数だけでなく，選択されな
かった変数の情報も再現するものである．このＭＰＣＡは，その計算の中に変数選択手順を自然に含むので，
この規準を妥当な変数群を見つけることに直接利用できる．このようにして見つけた主成分は，高い妥当性
をもち，実際の適用が容易な多次元の評価指標を提供してくれることになる．
ところで，前述した手法のほとんどは，量的データを扱う手法である．一方では，質的データに対して変
数選択を行う場合も実際には多く存在する．これに対して，コレスボンデンス分析における変数選択(たとえ
ば，IizukaetaL,2002)などが適用可能である．しかし，選択された変数の情報だけでなく，選択されなかっ
た変数の情報も含むような変数選択規準はまだない．
そこで，ＭＰＣＡを質的データに対応できるように拡張することを考える．すなわち，質的データの数量化
とＭＰＣＡを同時に実行しようというものである．ここでは，交互最小二乗法(AlternatingLeastSquares，
ALS)の考え方(PRINCIPALS,YOungetaL,1978)を利用して，数量化とＭＰＣＡを同時に実行する．こ
の手法の一部は，Ｍｏｒｉｅｔａｌ（1997)でも提案されているが，ここではその手法をさらに進め，変数選択手順
の考案と選択結果等について考察する．
２拡張主成分分析
ＭＰＣＡ（TanakaandMori，1997）について簡単に触れておく．
量的データＹ(、個体，ｐ変数)が得られているとする．このＹのｐ個の変数のうち，９個(’三９二ｐ)の
変数の線形結合により得られるγ個(’二γ二９)の主成分で，元のデータ（Ｙ）をできるだけよく予測する，
すなわち，このときの主成分は，９個の変数の`情報を基にしながらも，残りのｐ－９個の変数の情報も取り込
んだものとして推定しようというものである
ここで,Ｙｉを９個の変数をもつＹの部分行列,】ｂを残りの'－９個の変数をもつ部分行列とし,Ｙ＝(YiL）
とするＡを９変数に対するウエイト行列とすると，Ｔｌによるｒ個の線形結合は，Ｚ＝ＹｉＡとなる．これ
が元の変数（ｐ変数）を最もよく表すようにＡを推定する．
Ａを求める規準として，次の２つを用いる．
（Ｃｌ）線形結合Ｚを用いてＹの予測効率を最大にする(Rao,1964）
（Ｃ２)ＹとＺの間のＨ１/係数(RobertandEscoufier,1976)を最大にする
（Cl)では,予測効率の最大値ＰはＰ＝ＺＭｒ(S)として得られるⅡC2)ではＪＷ係数はＪＷ＝
{喜入ｗ,}v贄として得られるただい；はJ-,Ｍ,の分散共分散行列をs-(二!；菫）
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としたとき，次の一般化固有値問題から得られるｊ番目の固有値である．
［(ＳＦ,＋s12sm)一人s,,]｡＝０ (1) 
ここで得られる9個の固有値を大きい順に入1,入2,…,､対応する固有ベクトルをα１，α2'…，α9とすれば，
目的のＡの解は，Ａ＝(α,,…川）として得られる．このとき，寄与率Ｐは，９個の変数から求められる最
初のｒ個の主成分によって説明される元の変動の割合であり，ＲＶ係数は，元のｐ変数の布置とｒ個の主成
分の布置の近さを示すものとなる．
ここでは，（Cl)の寄与率ＰによるＭＰＣＡの規準を変数選択に利用する．すなわち，ｐ個の変数のうち
Yｉとして考えられる９個の組み合わせの中から，この寄与率Ｐを最大にする変数群を選ぶもので，そのとき
の寄与率Ｐが最適な規準値ということになる．
３交互最小二乗法による質的データの数量化手法
3１最適変換
Ｘを〃個体，ｐ変数の質的データ行列とする．このときｊ番目の変数⑰ｊが１，２，…,cＪのようにラベル
付けされたcJ個のカテゴリーをもつとする．ｘを数量化するために⑰ｊを次のような要素をもったダミー変
数Ｇｊに置き換える．
助F(；|::二llilIH乢川ﾉｰⅢ川棚ト!』Ⅶ’
ｕ１ｊｋをＧ/のＡ番目の最適なカテゴリースコアとするとⅢj＝、と,u1jkgijkにより，〃×ｐの数量化行列
ＹがＸの最適変換行列として得られる．ここでは，このｕ１ｊＡを次の３２節のように推定する
3.2交互最小二乗法
質的データに対する数量化の手法，つまり最適なカテゴリースコアｕ１ｊＡとＭＰＣＡにおけるウエイト行列
Ａの推定のためにＡＬＳによるあらゆる尺度に対応した主成分分析（PRINCIPALS,ＹＯｕｎｇｅｔａｌ，1978）
を適用する．
ｚを(1)式で得られるｎ個の主成分行列(、×ｒ)，Ｂを係数行列(『×ｐ)として，
Ｙ＝ＺＢ (2) 
としておく。ＹにｕﾉﾉﾙＺにＡが含まれている状況で，ＹがＹを最もよく予測するように，このＢを決め
たい．このとき，最適化の規準を，
８＝か(Ｙ－Ｆ)Ｔ(Ｙ－Ｐ）
とする．これに対して，ＡＬＳによる２つのパラメータの推定手順は以下のようになる．
(3) 
(stepO）初期値設定：
Ｙの初期値を与える．元の質的データでもよいし，乱数でもよい．このＹを変数ごとに標準化しておく．
(stepl）モデル推定：
Ｙ＝(Yi,Yb）としてＭＰＣＡを適用し，固有値問題(1)を解き大きい方からｒ個の固有値に対応する固
有ベクトルとしてＡを求める。これより，主成分得点Ｚ＝ＹｉＡと係数ベクトルＢ＝(ＺＴＺ)-1ＺＴＹ，さら
に(2)式よりＹを求める。
(step2）収束判定：
(3)式により，前の８と現在の８を比較し，実質的変化が見られないときは収束したとみなし，ここで止め
るそうでなければ，次に進む．
(step3）最適変換：
step2で求めたＹを固定して，(3)式の８を最小化するようにカテゴリースコアｕ１ｊＡを求め，最適変換行
列Ｙを求める．この最適変換は，平均０，分散ｌの条件の下で，各変数ごとに行う．
steplからstep3までを収束するまで繰り返す．
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４変数選択手法
最適な変数群は，その時の９に対する全ての変数の組み合わせについて寄与率Ｐを計算し，その中で最大
のＰの値を提供する変数群として得られる．しかし，この方法は，全体の変数の数ｐが大きくなれば，それ
だけ計算コストも大きくなってしまう．そこで，変数減少法，変数減増法，変数増加法，変数増減法の４つ
の簡便法(森他,1998)を用いる．
５質的データに対する変数選択の手順
本研究で提案する質的データに対するＭＰＣＡ規準を利用した変数選択手法は，次のとおりである．
(procl） 
３節で述べた数量化をＸに対して行い，数量化された行列Ｙを得るすなわち，９＝ｐとして，ｕ）ｊｋとＡ
を推定する．この結果を見て，次元数ｒを特定する．
(proc2） 
９を決める．変数減少法などの後退系の「選択手順」であれば，９＝ｐ－ｌ，変数増加法などの前進系の「選
択手順」であれば，９:＝γ，ある特定の変数の数に着目するときは，その数を９とする．
(proc3） 
「選択手順」に応じて，Ｙｉの候補を決め，その候補１つ１つに対して，３節の数量化を実行し，ｕ）ｊＡとＡを
推定し，寄与率Ｐを求める．これをすべての候補に対して実行し，その中で最も大きな寄与率Ｐを与える
Ｙｉをその９における最適な変数群とする．
(proc4） 
９を更新する.後退系の「選択手順」では，９:＝９－１，前進系の「選択手順」では，９:＝９＋ｌとする．あ
る特定の変数の数についてのみ着目しているときは，ここで終了する．
(proc5） 
前進系，後退系の「選択手順」においては，寄与率Ｐの値と変数の数９が事前に決めた値より大きければ，
proc3に戻り，そうでなければ，終了する．
上記の「選択手順」とは，４節で述べた４つの逐次選択手法のことである．proc3では，この逐次選択の
手順によって，検討すべきＹｉの候補となる変数群が決まってくる．また，proc2やproc4の「ある特定の
変数に着目するとき」とは，ｐ個の変数から９個の変数を取り出す全ての組み合わせについて寄与率Ｐを求
めることを意味する．
６数値例
２３変数の検査項F1をもつ「軽症意識障害(MildDisturbanceOfConsciousness,ＭＤＯＯ佐野他，1971)」
のデータに，提案の手法を適用した例を示す．このデータは脳障害などの患者の軽症意識を調べようとする
ものであるが，佐野他（1971)やThnakaandKodake(1981)などでは，解析には冗長である２変数を除い
た２３項目の妥当性の検討や検査項目の特定と同時に，２３項目と同等のスケールがより少ない項目で得られ
ないかの研究がなされている．２３項目の検査項目は表１のとおりであり，これらの変数が５段階，もしくは
２段階のカテゴリーで評価されている．
このＭＤＯＣデータに対して，前述した変数選択手順により変数選択を行った．選択手順については，４つ
の逐次選択手法を採用した．
それぞれの選択手法による寄与率Ｐの値の変化を図１に示す．４手順でのＰの値の比較では，それぞれに
表１ＭDOCデータ(解析に使用する２３変数）
食事
見当識（季節）
自分の病識の程度
１から２０まで数える
診察中の態度
保持傾向
尿失禁
見当識（月日）
意欲
計算力
自発動作
生年月日が言える
呼び名・挨拶への反応
見当識(時間）
知識
声の調子
自発発語
名前が言える
見当識(場所）
見当識(人）
命令への反応
表情
注意
へ
。
戸
ｌ
『
１
１
Ｌ
Ｐ
Ｏ
ｑ
〉
訂
１
で
１
９
】
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
 
０
４
８
２
 
２
６
１
１
１
２
 
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
Ｖ
 
Ｖ３ 
Ｖ７ 
Ｖ１１ 
Ｖ１５ 
Ｖ１９ 
Ｖ２３ 
Ｖ４ 
Ｖ８ 
Ｖ１２ 
Ｖ１６ 
Ｖ２０ 
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大きな差はないが，変数減少法，変数増加法では他の２手順と比べて若干小さい値で推移していることがわ
かる．変数減増法，変数増減法では，選ばれた変数とＰの値は同じ結果になった．このことから４手順のう
ち，変数減増法，変数増減法は，より情報を多くもつ変数群を選べているということになる．
次に，変数増減法による変数の選択結果および寄与率Ｐの変化を表２に示す．表２を見ると，変数の数が
１２個や１１個のときのＰの値は，全ての変数を使ったときのＰの値とそれほど大きな違いはない．これによ
り，いくつかの変数(たとえば，１１個や１２個)を落としたとしても，主成分の情報量には大きな影響はなく，
選ばれた変数に基づく主成分は，全２３変数による主成分と大差ない情報をもつことを示している．実際に表
２で選ばれた変数を見てみると，たとえば，９＝１０のときは，「Ｖ１:食事｣，「Ｖ３:呼名・挨拶への反応｣，「Ｖ４：
見当識(場所)｣，「V5:見当識(季節)｣，「V6:見当識(月日)｣，「Vll:知識｣，「Ｖ12:命令への反応｣，「Ｖ16:表情｣，
｢Vl7:態度｣，「Ｖ22:生年月日が言える」が選択されている．これらの変数は，拡張主成分の規準で最もよく元
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図１４手順でのＰの値の変化
(ＭＤＯＣデータ,γ＝2,back:変数減少法,backfbr:変数減増法,fbr:変数増加法,fbrback:変数増減法）
表２変数選択過程(ＭＤＯＣデータ，アー２，変数増減法,ｘが選択された変数）
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の変数を再現している１０変数ということになる．
最後に，ＭＤＯＣデータを数量化せずにカテゴリーをそのままデータ値として変数増減法により変数選択を
行ったときのＰの値と，今回の手法により求められた寄与率Ｐの値(変数増減法による）を図２で比較した
全ての９に対して今回の手法の方が高い値を示している．これより，ＡＬＳによる最適変換が数量化として適
していることがわかる．
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図２カテゴリカルデータのままでの変数選択結果との比較
（ＭＤＯＣデータ，ｒ＝２，fior-back:変数増減法）
７まとめ
拡張主成分分析における規準を利用した変数選択を質的データに適用するために，ＡＬＳによるあらゆる尺
度に対応した主成分分析のアイデアを利用して，数量化とＭＰＣＡを同時に適用する手法を提案した．この
手法では，選択されなかった変数の情報も含んで全体を再現させるというＭＰＣＡの規準により変数選択を
行っており，ＡＬＳによる数量化も，数値例から，うまくパラメータの推定ができていることがわかった．ま
た，これを実行する反復計算も，４つの逐次選択の簡便法により，実用時間内に収めることができた．
今後の課題として，４つの逐次選択手順の有用性を評価するために，全ての組み合わせによる選択結果との
比較があげられる．また，計算上の問題として，反復計算における収束の判定およびそのアルゴリズムにつ
いて，検討．改良を加えていく必要がある．さらに，この手法の特徴をよりつかむために，先行研究で提案さ
れている選択手法との比較も必要であると考える．
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A trial to variable selection for qualitative data 
using alternating least squares method 
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A variable selection method using criteria in Tanaka and Mori's modified principal component analysis 
selects a reasonable subset of quantitative variables that provides principal components which are com 
puted using only a selected subset of variables but which represent all of the variables, including those 
not selected, as much as possible. In this paper modified principal component analysis is extended so 
that it can deal with qualitative data with unordered or ordered categories. Namely both quantification 
of qualitative data and modified principal component, analysis are performed at the same time. To do 
this the iteration technique based on the alternating least squares method by Young et al.'s PRINCI 
PALS is used for quantification at every step of finding the best subset. Example data is analyzed to 
demonstrate the performance and usefulness of the proposed method, in which four cost-saving selection 
procedures are compared for real data analysis. 
Keywords: principal components; iterative quantification; alternating least squares; cost-saving se 
lection procedures. 
