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Because the spectral radius is only an asymptotic measure of the rate of convergence of a
linear iterative method, Golub and dePillis have raised in a recent paper the question of deter-
mining, for each k ~ 1, a relaxation parameter w E (0,2) and a pair of relaxation parameters WI
and W2 which minimize the £2-norm of the k-th power of the SOR and MSOR iteration matrices,
respectively, associated with a real symmetric positive definite matrix with property "Au. Here
we use a reduction of these operators which they derived from the singular value decomposition
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what our results imply.
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(1.1)
1 Introduction and Preliminaries
In a relatively recent paper, Golub and dePillis [1] raise, in the light of new reductions of the SOR
and MSOR iteration matrices, the recurring question of minimizing the £2-norm of the k-th power
of the SOR and MSOR operators as a function of the relaxation parameter(s). This,question is
of interest because for small values of k, it is the norm of the k-th power of the iteration matrix
which governs the rate of convergence in the initial stages of the iteration rather than the spectral
radius of the iteration matrix which is an asymptotic measure.
The new reductions of the SOR and MSOR iteration operators which Golub and dePillis carry
out are achieved using the Singular Value Decomposition (SVD) (see, e.g., [2]). It is based on an
idea of Lanczos [5] who used SVD to reduce a real symmetric positive definite matrix possessing
Property "A". Golub and dePillis derive explicit expressions for both the block SOR and the block
MSOR operators associated with the 2 x 2 block partitioning of A denoted by £w and £WI.W2'
respectively. As a by-product of their analysis they also derived Young's famous relationship (see,
e.g., [7], [6], and [10])
connecting the eigenvalues JL and>' of the block Jacobi operator B and of the SOR operator L w
associated with A and also the more general relationship (see, e.g., [8] and [10])
(1.2)
relating the eigenvalues JL and>. of the block Jacobi operator B and the MSOR L W1 ,W2 iteration
operators, respectively. In (1.1) and (1.2), w, WI and W2 are the relaxation parameters associated
with the SOR and MSOR methods.
In this work we adopt much of the notation used in [1]. Let
A - [ Ip -M] _. 1- B E R n •n- _MT I -. ,,




1s the SVD of M, where U E JR.P'P and V E Rq,q are orthogonal matrices and :E E lRp,q is the








The Jacobi, SOR, and MSOR operators associated with the block partitioning of A in (1.3) are the
matrix B defined via (1.3), the matrix
_ [ (1 - w)I, wM ]
£w - w(I-w)MT (I-w)Iq+w'MTM '
_ [ (I-WI)I, w,M ]
£WI,"'3 - w2(1-Wl)MT (l-wZ)[q+WIWzMTM ' (1.7)
respectively. Golub and dePillis apply the SVD factorization of M given in (1.4), with ~ in (1.5),
to obtained that
(1.8)
where Q = [~ ~] and where P is an appropriate permutation matrix. The matrices .6.(w) and





6.'(W)=['(-,w) , w+s; 22] • .tl. i (Wl'W2)=['-(,w, ) , W+1.9; 2]' i=l, ... ,q.w - W Si - W W.!Ii W2 - WI Si - W2 WIW2.!1j
(1.10)
Note: If q ~ p, then the roles of p and q in (1.9) and (1.10) and also that of WI and Wz in the last
diagonal blocks of (1.9) are interchanged.
In view of(1.6)-(1.10), the questions from {I] cited at the beginning of this paper can be recast
as follow:
Problem I: Determine
min II £: II, = min II tl: II,
wE(O,2) wE(O,2)
= min {ma.x{ m~ IItlf(W)II,,(I-wt }}wE(O,2) l:S.:Smm{p,q}
and
Problem II: Determine
min II £:"w, II, = min II tl'(w"w,) II,
Wl,W2(O,2) WI.l<.7E(O,2)




The restrictions on the relaxation factors w, Wll and W2 to the interval (0,2) come, of course, from
the necessary and sufficient conditions for the powers of the iteration matrices £w and £Wl.'-J2 asso·
ciated with the 2-cyclic consistently ordered and real symmetric positive definite matrix A in (1.3)
to converge (see Thms.. 6.2.2 and 8.3.2 of Young [10]) to the zero matrix.
In this paper we completely settle Problems I and II in the case that k = 1. For this case
-Young and Young and co-authors ([8], [9], [12], (11], and [10]) have found some very interesting
initial results/observations some of which, although analyzed and studied in Young's book [10],
have gaps in them or are only based on numerical evidence. Thus, motivated by the work of Golub
and dePillis [1] and using as a guide the analysis in the works by Young and Young and co-authors,
we have sought to generalize and extend the existing results further and also to fill in the gaps in
the analysis. This we do in Sections 2 for the SOR operator and in Section 3 for the MSOR operator.
In Section 4 we provide lower bounds for the minima of Problems I and II in terms of the
solution to these problems when, instead of the minimization in the £2-norm, the minimization is
done with respect to the energy norm. Actually, these bounds have been found by Young in [10],
but seem relatively unknown. We begin by giving new, simpler, proofs for these bounds which
are based on the reductions in (1.8)-(1.10). These bounds have a somewhat negative implication
concerning the minimum established for Problem I, namely, that the minimum is bounded below
by the spectral radius, pCB), of the Jacobi iteration matrix. Not so with respect to the minimum
established for Problem II, namely, that this minimum is bounded above by pCB).
Finally, in Section 5 we compare a numerical example given in [1], where II £.~~'lL/<l 112 was min-
imized computationally, with the minimum of II £'Wlo'-J2 lI~o, where II £Wl,lL/<l 112 is minimized using
the results of this paper. The comparison shows that the former value is only very slightly better
than the latter one. This may indicate that, at least in cases of practical interest and when the
spectral radius of the Jacobi iteration matrix is dose to 1, in order to save unnecessary calculations
it is better to use directly the theoretical results of this paper regarding the value of the minimum,
II £'Wl.'-J2 112 rather than try and determine the minimum value of II £.~1'lL/<l lb for large k. Actually,
our theoretical results indicate that performing the first few iterations with the iteration operator
whose C2-norm has been minimized as a function of the relaxation parameter(s), rather than its
spectral radius, is only beneficial if the MSOR operator is to be used and when the spectral radius
of the Jacobi operator is close to 1. Thus, for example, accelerating the initial iteration using the
SOR iteration matrix whose C2-norm is minimal does not seem to yield much benefit over the use
of the SOR iteration operator whose spectral radius is optimal.
2 The Minimization of the £2-norm of the SOR Operator
For k = 1, Problem I in (1.11) was studied by Young on pp. 245-247 of [10], where the following
theorem is given:
4
Theorem 2.1 (Young [10, Theorem 7.3.1]) If A is a positive definite matrix of the form (1.3),
then II L w 11,< 1 if and only if
2(1- 1)'/'
w<
t + (1 - t)'/'
where t := p2(B), with B being defined via (1.3).
We mention that in the last paragraph of p. 247 of [10] the following is stated:
"The problem of finding w which minimizes II £w 112 is rather complicated. Values of
[I £w 112 were obtained numerically for various values of Vi and for w = 0,0.05, ... ,2,
and are shown in the accompanying tabulation. Here wgave the smallest value of II £w 112
for the values computed."
(2.1)
Note: In Theorem 2.1 and in the quotation above the notation in [10] has been modified to the
one used in the present work. The aforementioned tabulation is given on p. 247 of [10]'
In this section we solve completely Problem I as stated in (1.11) for the case k = 1. Our solution
requires three theorems, Theorems 2.2-2.4. The proof of Theorem 2.2 is obvious and 1s omltted.
The proof of Theorem 2.3 is easy, while the proof of the main Theorem 2.4 is based on a series of
statements.
Theorem 2.2 Let A E Rn,n be a symmetric positive definite matrix having property "A 11 and the
block form of (1.3). Then the problem of minimizing 11 £w 112, where Lw is the block BOR operator
in (1.6) associated with A, is equivalent to the problem of minimizing the square root of the (virtuaQ
spectral radius o/the matrix 6.T (w)6.(w), where 6.(w) is the matrix given in (1.9)-(1.10).
We shall denote by
Theorem 2.3 Under the assumptions of Theorem 2.2, Problem I for k=l is equivalent to the
determination of the quantity:
where
T(t) ,= T(w, t)" (1 - w)'(1 +w't) +w't + (1 - w +w't)',
C ,= C(w) " (1- w)4
(2.3)
(2.4)
and where t is the square of the spectral radius of the associated block Jacobi iteration matrix B in
(1.3).
5
Note: It should be pointed out that t is also the square of the largest singular value of the
matrix M in (1.4)-(1.5).
Proof: In case t = 0 we immediately have that 62 = (1- w)2 and therefore 'i = p(B) = 0 for
W = 1. Thus in what follows we shall assume that t E (0,1).
For a fixed t E (0,1) and for any w E [0,2], consider the functions
1{ [, ]'/'}L; ,= L;(w) " 2 T(t;) + T (t;) - 4C ,
where
T(t;) ,= T(w, t;) " (1 - w)'(l + w't;) +w't;+ (1- w +w't;)',
(2.5)
(2.6)
with ti, i = 1, ... , min{p, q}, the squares of the eigenvalues of the associated block Jacobi iteration
matrix (or, equivalently, the squares of the singular values of the matrix M in (1.3)). We point out
that although the SOR method does not converge for w = 0 and 2, these values are included in our
analysis as they help with some of our arguments.
First we prove that the quantity
L ,= L(w) " max Li
;=l,...,min{p,q}
(2.7)
is given by the first expression in the braces in (2.2), namely, by
L ,= L(w) " ~ {T(t) + [T'(t) _ 4C] II'} . (2.8)
To see this consider the eigenvalues of the matrix ..6.T(w)..6.;(w) which are nonnegative numbers and
constitute the roots of the characteristic equations
and




with the last root being of multiplicity Ip-ql as can be readily checked. We next note that the largest
of the two roots of (2.9) is given by the expressions for the Li's in (2.5). Since the discriminant
in (2.5) is nonnegative, the maximum value of each L, will be obtained for the maximum value
of the corresponding T(td. On differentiating T(td with respect to t; followed by some simple
manipulations, we can show that
aT(t;) = w'[(2 _ w)' + 2w't;].
ati
(2.11)
In view of (2.11), T(t;) is a strictly increasing function of ti, except for w = 0 or for w = 2 and
tj = O. Thus Li is also a strictly increasing function of ti which proves (2.7)-(2.8). It should also
be observed that for ti = 0, T(td = 2(1 - w)2 and L, = (1 - w)2. In other words, the second term
in the braces in (2.2) is already included in the first term since our study takes into account all
6
possible values oft; E [O,t]. From the structure ofmatrlx 6.(w) in (1.9)-(1.10), it is readily shown
that the spectral radius of 6.T(w)..6..(w) is given by
(2.12)
However, it has also been found that the spectral radius of the matrix ..6..f(w)..6..;(w), for any given
i, is nothing but the quantity L; in (2.5). Moreover, the maximum of L j for all possible i is given
by the expression L in (2.8) which concludes the proof. 0
Theorem 2.4 Under the assumptions of Theorems 2.2 and 2.3, the value of w, call it w, which
yields the minimum in (2.2) is the unique real positive root in (0, 1) of the quartic equation
few) ,= (t' + t')w' + (1- 4t')w' + (-5 + 4t + 4t')w' + (8 - 8t)w + (-4 + 4t) = D. (2.13)
In fact wE (O,w-), where w" is the unique real positive root in (0,1) of the cubic
g(w) ,= (t + t')w' - 3tw' + (1 + 2t)w - 1. (2.14)
The proof of Theorem 2.4 requires a series of lemmas whose proof uses elementary techniques,
but, at the same time, is not always self evident. The lemmas themselves concern the behavior of
the functions T(w, t) and L(w) which appear in (2.2), (2.3), and (2.8). We present the lemmas first.
Lemma 2.5 (Behavior of the functions T(w, t) and &TJ:,t)). For any fixed t E (0,1), the function
&TJ:,t) as a function of w E [0,2] strictly increases from a negative value at w = °to a positive one
at w = 2 and vanishes at the point w = w· E (0,1), the latter constitutes the unique real positive
zero in (0,1) of the cubic in (2.14). Moreover, the function T(w,t) takes only positive values on
[0,2], it strictly decreases in [O,w"'], and it strictly increases in [w·, 2].
Proof: Differentiating twice the function T(w, t) given in (2.3) with respect to w we obtain that
and
8~~t) = 4(t + t')w' _ 12tw' + 4(1 + 2t)w - 4 (2.15)
8'T(t)
8w' = 12(t + t')w' - 24tw + 4(1 + 2t). (2.16)
From (2.16) which is a quadratic in w, it is readily found out that the discriminant is -192t(1+2t2) <
0, implying that a~~~t) > 0. Therefore, a~!t) strictly increases as a function of wE [0,2]. However,
since a~g) 1..,=0 = -4 < 0 and a~g) 1..,=1 = 4t2 > 0, there exists a unique value of w = w.. E (0,1) at
which T(w,t) attains its minimum value. Obviously, w· is the unique zero of g(w) of (2.14). The
remaining assertions of the present lemma readily follow. 0
Lemma 2.6 For any fixed t E (0,1), the function L(w) in (2.8) as a function of w in [0,2] has at
least one local minimum point lying in (O,w·).
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Proof: Differentiating L = L(w) of (2.8), with C = C(w) given in (2.4), with respect to w we
find that
8L = ~{8T(t)+T(t)"£U+8(I-W)'}
8w 2 8w [T'(t) _ 4(1- W)4]: .
The numerator nl of the second fraction on the right of (2.17) is given by the expression 1
n, ,= T(t)a~g) + 8(1- w)' = 16wt - 72tw' +8t(5 + 13t)w'
-20t(3 + 5t)w4+ 12t(1 + 7t + 2t')w' - 28t'(1 + t)w' + 4t'(1 + t)'w',
while the corresponding quantity d1 under the square root in the denominator is given by
d, ,= T'(t) - 4C = 16tw' - 48tw' + 4t(13 + 5t)w4




The function ~~ may not be defined at w = 0, however, taking its limit as w -+ 0+, it can be shown
that
lim 8L = ~ (lim 8T(t) + lim ~) = -4(1 - VI) < O.
w.....o+ 8w 2 w-O+ 8w w.....O+ Vd1
On the other hand, since a~g) Iw:::w. = 0, one can obtain that
(2.20)
(2.21)lim 8L = 4(I-w")' , > O.
w_w· 8w [T'(w", t) _ 4(1- W")4],
From (2.20)-(2.21) we see that L(w) has an odd number of local minimum points in (O,w·) and
the conclusion follows. 0
Lemma 2.7 For any fixed t E (0, I), the junction L(w) in (2.8), as a function of w, strictly
increases in [w·, 1J.
Proof: It is readily seen that for w E [w"1], a~£t) ~ 0 with equality holding for w = w·,
T(t) > 0, and 1- w 2: 0 with equality holding for w = 1. Thus the right hand side of (2.17) is
strictly positive for all values of w in the interval considered and 50 the function L(w) is strictly
increasing there. 0
Lemma 2.8 For any fixed t E (0,1), the global minimum point of L(w) is a point in (O,w·) U(1, 2J
at which ~ vanishes. The set of points at which ~~ vanishes are roots of the equation (2.13).
1 Most of the lengthy symbolic calculations in this pa.per have been double-checked by hand and further checked
using Maple.
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Proof; In (2.17), set ~~ = 0 and combine the two terms to a single ratio. Next, eliminate
the denominator, solve for the radical, and square appropriately. Recall now that in the previous
lemma we proved that ~~IW=l > O. Thus after dividing through (w - I? we obtain that
16(w _ 1)' _ 4T(,)8~2) + (w _ 1) (8~~'))' = O. (2.22)
Using now in (2.22) the expressions for T(t) and 8~ft) from (2.3) and (2.15), respectively, we can
show after some manipulation that
16'w' [(t' + ,3)w' + (1 - 4")w' + (-5 +41+ 4")w' + (8 - 8')w + (-4 +4')] = O. (2.23)
ObViously we can omit the positive factor 16t. Moreover, we can also omit the factor w 2 , since, as
was proved in Lemma 2.6, the values w = 0 and w = 1 cannot be points of local minima. Thus we
obtain equation (2.13) and the proof is complete. 0
Lemma 2.9 For any fixed t E (0,1), equation (2.13) does not have a root in [1,2]. Moreover, the
function L(w) can not have a global minimum at w = 2.
Proof: It is readily checked that the expression for f(w) in (2.13) can be rewritten as follows
f(w) = t3w'+(,'w'+w-l)(2-w)'+4'(w-l)'. (2.24)
Now from (2.24) it is immediately seen that f(w) > 0 for all wE [1,2]' proving that there is no
root of (2.13) in [1,2]. For the second part of our claim we note that
£(2) = 1+ 8" +4'Vl +4" > 1 = £(0),
implying that w = 2 cannot be a global minimum point of L(w) over [0,2]. o
In the sequel we shaU use W ..... V to denote that the two expressions or quantities Wand V
have identical signs.
Lemma 2.10 For any fixed t E (O,w-), ~ takes on positive values only.
Proof: From (2.13) it follows that
h(w) := ;~ = 4(" +t')w3+3(1- 4t')w' + 2( -5 +4' + 4")w + (8 - 8t). (2.25)
Since w· E (0,1), let us, for the sake of convenience, study the function ft(w), on the entire interval




8w' = 12(" + t')w' +6(1 - 4t')w +2(-5 +4' +4").
9
(2.26)
Let D z be the discriminant of 12 in (2.26). Then
D, = 12( -32t' - 16t' +8t3 +16t' +3). (2.27)
By Descartes' rule of signs, it can be found out that D z has a unique real positive zero, denoted by
t4 , which lies in (0,1), with
We distinguish between two cases:
t. '" 0.805086655. (2.28)
Case I: D z < o. Then t E (t'1l1) and, as 12(t2 + t3 ) > 0 is the leading coefficient of 12, h > 0,
for all W E [O,IJ. Thus It is strictly increasing. Moreover, since h(O) = 8(1- t) > 0, !I takes on
strictly positive values for all W E (0,1).
Case II: D2 ;::: O. In this case t E (0, t4 J. Hence h has two real roots. Denote these by WI and
W2 and assume that WI S W2. Let us investigate the positions of WI and W2 with respect to the
numbers 0 and 1. For this purpose put
a, := 12(t' +t3 ), a, := 6(1- 4t'), and ao := 2(-5 +4t +4t')
be the three coefficients of 12 in (2.26). Since az > 0, we can ascertain that
],(0) ao = 2( -5 +4t +4t') ~ 4t' +4t - 5,
(2.29)
],(1) a2 + at + ao = 12t3 - 4t2 + 8t - 4 rv 3t3 - tZ + 2t - 1,
_..!!.L _ 1 rv -al - 2az rv _4t3 - 1.
'"
(2.30)
Now let t vary over (0, t4J. Then those zeros of the fonr quantities in (2.30) which lie in the interval
(0, t<\J are easily found to be the following
-1+ v'6
t, '" 0.459863270, t, =0.5, t3 = 2 '" 0.724744872. (2.31)
In Table 1 we display the actual variation of the signs of the four quantities in (2.30). The table
shows that we need to consider four separate subcases:
Case lIa: t E (0, ttl. In this case Wi < 0 < 1 '$ W2. Consequently, II strictly decreases in [O,lJ
and, since !I(1) = 4t3 + 1 > 0, It takes on positive values on [0,1].
Case lIb: t E [tl,tzJ. This time Wi < °< W2:S 1. Now It strictly decreases in [O,wz] and strictly
increases in [W2. 1J. But then It assumes a minimum at W = W2, where Wz is given by
W2 =
6(4t' -1) + y'D,"
24(t' + t3 )
10
(2.32)
Table 1, Sign, of /,(0), 12(1), qQ, q" for t E (0, t,1
t 0 t, t, t, t,
12(0) - - - 0 +
/,(1) - 0 + + +
qQ - - 0 + +
q, - - - -
Case IIa lIb lIe lId
and where D2 is given in (2.27). We are interested only in the sign of h(W2}' This can be found
by a sequence of algebraic reductions which we summarize as follows. We first evaluate (2.25) at
(2.32) and then eliminate all denominators and positive factors. In this way we find that
4(t' +t')w~ +3(1 - 4t')wj +2(-5 +4t +4t')w, + (8 - 8t)
_ (288t' +36t' +72t' +9) - 3t(-32t' - 16t' +8t' + 16t' +3)L
(2.33)
Now it is clear that in the last expression in (2.33) both terms of the difference are nonnegative.
(The former is strictly positive while the latter, which is nothing but 214Dzvn;, and which becomes
zero for t = t4 .) However, the sign of ft(wz} is the same as the sign of the difference of the squares
of the two terms in the rightmost difference in (2.33). On forming this difference and omitting the
positive common factor of 432t4 one obtains that
j,(w,) _ (288t' +36t' +72t' +9)' - 3( -32t' - 16t' +8t' +16t' +3)'
(2.34)
To prove that h(t) in (2.34) takes only positive values on the interval [t1 • t4] we split the term 7~4t6
into the sum of the two terms, 64t6 and 5~2t6, and rearrange terms in the expression for h(t) as
follows:
h(t) = (-1 + 14t) + 2g3t2 + 4~Ot3 +128t4 + t5 (1~6 + 64t - lOrt2)
+t' (512 _ 4352 t2 + 1024 t4) + 204B t ll3 9 3 9·
11
(2.35)
Now, all terms outside the parentheses are positive. The sum in the first pair of parentheses is
also positive for all t E [t l ,t4l- The quadratic in the second pair, of parentheses has a negative
leading coefficient and two zeros, one of which is negative and the other is approximately equal to
0.842664144. Since both tl and t4 lie strictly between the two zeros of this quadratic, the quadratic
is positive for all t E [tl' t4]. The biquadratic in the third pair of parentheses can be factored as
2~6(3t2 - 2)(4t2 - 3). Since its two positive roots, If ~ 0.816496581 and Vi ~ 0.866025404, are
both strictly to the right of the interval [t l , t4], the biquadratic takes only positive values on (tl, t4l.
But then h(t) takes only positive values in [tt, t4] and hence, by (2.34), hew) takes only positive
values on [t l , til. Altogether we have shown that ft(w) takes only positive values in the interval of
interest [tl' t2].
Case lIe: t E [t2' t3]. Now we have Wl ::; 0 < W2 < 1. This case is similar to the Case lIb.
This means that h first strictly decreases in [0,w2l and then strictly increases in [W2' 1] assuming
a minimum value at w = W2' Since in the previous case it was shown that ft(W2) takes on positive
values in [tt, t4] only, in the present case too the same conclusion holds.
Case lId: t E [t3' t4]. In this case 0::; Wj ::; W2 < 1. Here it is obvious that hew) strictly increases
in [O,Wl]' then strictly decreases in [Wt.W2J, and finally strictly increases in [w2,IJ. Thus Jl(W) has
two local minima one at 0 and the other at W2' However, Jl(O) = 8 - 8t > 0, while ft(W2) > 0
according to Case lIb. Consequently, hew) takes only strictly positive values on {t3' t4]. 0
We are now in a position to prove Theorem 2.4.
Proof of Theorem 2.4: In Theorem 2_3 it was shown that the term (1 - w)2 is already in-
cluded in the first term in the braces in (2.2) at t = O. However, from (2.8) the latter term is
the function L. By virtue of Lemmas 2.5-2.10, the global minimum point of L, as a function of
wE [0,2], is a root of the equation J(w) = 0 given in (2.13) which lies in (O,w"). Recall that
according to Lemma 2.5, w.. is the unique real positive root of the equation g(w) = 0 of (2.11)
in the interval (0,1). Recall also that in Lemma 2.10 we proved that the function ~ takes on
only positive values on (O,w-) implying that J(w) strictly increases in this interval. This, in turn,
implies that J(w) has a unique zero w = Q in the interval which completes the proof. 0
Remark: It is worth mentioning that the Table on p. 247 of Young's book [10] gives, among other
items, the values of wand of the corresponding II Lw112 for -It = 0, .1, ... ,1. According to Young,
these values were found numerically. Our results in Theorem 2.4 now confirm theoretically Young's
findings.
3 The Minimization of the e2-norm of the MSOR Operator
We now turn to Problem II in (1.12) and, for k = 1, completely resolve this minimization problem.
In pp. 283-288 of Young's book [10J, the following theorem is given:
12
(3.1 )
Theorem 3.1 (Young [10, Theorem 8.4.1]): If A is a posilive definite matrix of the form (1.3)
and if the (virtual) spectral radius pCB) of B of (1.3) satisfies





and, unless WI = Ch and Wz = wz,
(3.4)
The proof of Theorem 3.1, whose statement is practicaUy that of Problem II, for k = 1, defined
in (1.12), is given in [12] (see also [10]). However, it is partly evidential and, in any case, covers
only the case t E [~, 1). In this section we develop quite a different approach from that of [12] and
[10] which allows us to extend the analysis to the whole interval [0,1]'
We begin with Theorems 3.2 and 3.3. The proof of Theorem 3.2 is obvious and is thus omitted.
The proof of Theorem 3.3 requires a sequence of lemmas.
Theorem 3.2 Let A E lEt....,n be a symmetric positive definite matrix with property "A" and of the
block form of (1.3). Then the problem of minimizing II £wl,W2112, where £WI,W2 is the block MSOR
operator associated with A, is equivalent to minimizing 0 := 6(wltwz) := p~ (.c~.T(Wl, wz)Ll(w},wz»),
the square root of the (virtual) spectral radius of the matrix LlT(Wl' wz)Ll(w}, wz), where Ll(w},wz)
is given in (1.9)--(1.10).
Theorem 3.3 Under the assumptions of Theorem 3.2, Problem II for the case k = 11·s equivalent









T(t) T(w},wz,t) == (l-wt}z +(1-wd2w~t+wit+(1-wz +WlwZt)Z,
C := C(W"W,) '" (l-w,)'(I-w,)',
(3.6)
(3.7)
and t is the square of the spectral radius of the associated block Jacobi iteration matrix B in (1.3)
(also equals the square of the largest singular value of the matrix M (1.4)-{1.5». Moreover, for





which is attained at the pair
(5:" 3~,)' (3.9)
while for t E [0,1] we have that
which is attained at the pair
(3.10)
(3.11)
Note: The first term in the maximum in (3.5) is considered only for triplets (WI,W2, t) for which
T'(,) ~ 4C.
To find the (virtual) spectral radius of the matrix ~T(Wl,W2)6.(WI,W2)we first observe that,
by virtue of (1.9)-(1.10), its characteristic equation is given by either
,
[ ,]P-'II["]A-(l-w,) A -T(';)A+C ,
i=l
whenever p ;:: q and sr E [0, t), (3.12)
P
[A - (1- w,)'j'-P II [A' - T(,1)A +C] , whenever q ~ p and ,1 E [0, 'J.
i=l
(3.13)
In (3.12) and (3.13) s~ are the squares of the eigenvalues of the block Jacobi iteration matrix
B. Compared to [10, (8.4.8)-(8.4.9), p. 284J, 'he characteri,tic equation (3.12) (or (3.13)) has
an extra factor, the leftmost factor. This factor results from the analysis in Golub and dePillis'
work (see also Theorems 8.2.1 and 8.2.2 of [10]) in case p =f:. q. Now, for any t E [0,1], T(t) ;::: 0.
Therefore T(S2):= T(Wl,W2,S2);::: 0, V 82 :::: S~ E [O,t], i = l, ... ,min{p,q}. On the other hand,
8;~~j:) = 2wfwi > 0, implying that 8~~~2) is strictly increasing. Consequently, T(S2) is a convex
fllfiction on [0, t] whose maximum is attained at one of the endpoints of the interval [0, t]. Following
Young [10J, we denote by R the open square in the (Wt,w2)-plane whose vertices are (0,0), (2,0),
(2,2), and (0,2). Also, we call Region I, denoted by RI, and Region II, denoted by RII, the two
subregions of R in which T(O) ~ T(t) and T(t) ;::: T(O), respectively. Finally, let r := RI nRII
denote the line on which T(t) = T(O).
Except for the leftmost factors, the roots of each factor in the products (3.12) or (3.13) are
given by the expressions
A = ~ [T(,')± [T'(")-4C]'/'], V,, =,1 E [O,'J. (3.14)
For each S2 = s~, the largest of the two roots is the one with the plus sign in front of the radicaL
Moreover, because T(.) attains its maximum at one of the end points of the interval (0, tl, the overall
maximal root corresponds to the larger of T( t) and T( 0). Since T( 0) = (1 - WI? + (1 - wZ)2, it is
readily seen that for (Wl,W2) E RI, the largest of the eigenvalues in (3.12) and (3.13) is given by the
expression in (3.15) below, while for (Wt,W2) E RIl, the maximal root is given by the expression
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in (3.16). These results, whlch are stated in Lemma 3.4 that follows, are almost identical to the
results in the first part of the proof of Theorem 8.4.1 of [10]
Lemma 3.4 The expression giving the maximum in (3.5) is either
max {(1- w,)', (1- W2)2} (3.15)
or
max U[T(t) + [T'(t) - 4Cl'/'] , (1- w,)', (1- w,)'},
depending on whether (WI,W2) E RI or (WI,W2) E RII, respectively.
(3.16)
To find out which of T(O) and T(t) is the largest, we consider the difference
D :~ T(t) - T(O) = [(1 + t)wi + 1] wl- 2(2w, - l)w2w,+ wi (3.17)
as a function of WI. The dlscriminant d = 4w~ [(3 - t)W2 - 4] of D is negative, zero, or positive
depending on whether W2 E (0, 3~t)' W2 = 3~t' or W2 E (3~t' 2), in whlch case D has none, one, or
two real zeros, respectively. Observing that for any t E[0,1], W2 = 3~t (E [~, 2]) yields, by (3.17),
that D = 0 and so WI = 5~! (E [~,~]) and (WI,W2) = (~,~) E R. We conclude that neither of
the two regions RI and RII are empty. To obtain an idea about the shape of the boundary curve
r, we have the following lemma:
Lemma 3.5 For any fixed t E [O,IJ and any W2 E (3~t' 2), the quadmtic (3.17) has two distinct
real roots w~ < w~ such that 0 < w~ < w~ < 2.
Proof; Let a,fl, and", denote the coefficients of the quadratic D := D(wt} in (3.17). To
determine the relative positions of w~ and w~ with respect to the numbers 0 and 2, we next examine
the sign of the following five quantities:
BDI BDIa, D(O), D(2), -B = {3, and 8 = 4a + {3.




a', E C~ t) ,E(2),
It is readily checked that for all adm1ssible values oft and W2, Q = (1 +t)wi+ 1 > 0, D(O) = wi > 0,
2D I = -8wi + 4w2 '" - 2W2 + 1 < 0, and $D I = 4twi +2w2 +4 > O. The only quantity
"'I "'1=0 "'I "'1=2
whose sign needs further investigation is E(W2) := D(2) = (4t - 3)wi +4w2 +4. Since it can be
ascertained that the discriminant of E(W2) is 64(1- t) > 0, the two zeros of E(W2) are distinct real
numbers. Denote these zeros by w~ and wq (w~ < wq). Also, let a',fl'..,/' denote the coefficients
of E(W2). This time, for all admissible values of t, we need to determine the position of w~ and
wq with respect to the numbers 3~t and 2. In order to achieve this we need the signs of the five
quantities
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Table 2: Sign of D(2)
1 ci E (;~,) E(2) 8~L 8E,L Ordering D(2)aw2 w:z=-'- 8"'2 W2=2
0 - + 0 - - w'<.....1...<2-w" +2 3-t -2
- + + - - w'<.....1...<2<w" +2 3-t 2
;1 - + + 0 - » +7
- + + + - » +, - + + + 0 » +,-
- + + + + » +
3 0 + + + + w", - ....i... +4 - 3-1
+ + + + + w'<w"<.....1.....<2 +2 2 3-t
1
Table 3: Ordering of 0, 2, wi, wr
1 Q D(O) D(2) 8D~L 8~-L Ordering80.11 w -0 aWl w -2
0 + + + + O<wi<w~<2
+ + + - + »
1
It can he shown that 0' = 4t - 3, E (3~!) = W~~~2 >
2(4t - 3) 3~t + 4 , and :E I = 2(41 - 3)2 + 4 - 21 - 1.
"'2 "'2=2
0, E(2) = 161 > 0, ::; I",,~_, =,-.
Based on the analysis of the quantities in (3.19), we form Table 2 in which the signs of these
quantities are displayed as t varies in [0,1]. From the signs we can readily determine the position
of the numbers w~, w~ (W~f in the case of t = ~), 3~t' and 2; as is illustrated in the last but one
column of Table 2. From that column and the sign of a' as W2 varies in the interval (3~t' 2), we
can then determine the last column in the table which lists the signs of the Quantity D(2). We see
that D(2) is strictly positive for all t E [0, IJ and W2 E (3~P 2).
Returning to the signs of the five quantities in (3.18), in a similar table to Table 2 except for
its last column, we construct Table 3. The conclusion of the lemma can now be readily drawn. 0
In Figure 1 the curve r, which is the boundary between RI and RII, and its position in R is
drawn for the values t = 0.6, 0.75, and 0.9. Note the similarity of the curve r to the graph shown














Figure 1: The Boundary Curves r for the Regions RI and RII
Lemma 3.6 For any fixed t E [0,1) and any (Wl,Wz) E RI, the solution to the optimizalion problem
(3.5) occurs at the point (Wl,WZ) = (5~t' 3~t) and the corresponding minimum value 0/6 is g= ~.
Proof: As in the proof of Lemma 3.4, when (Wl,Wz) E RI, the expression to be minimized is
(3.15). In view of the fact that Wz E [3~t 1 2] and 3~t ~ ~ (> I). the smallest possible value of (1 -
wZ)2 is attained at Wz = W2 = 3~t. But then, the corresponding value for WI is &h = 5~t. Since (1-
wZ)2 > (l-wz)2 > (I-WI)2, for any Wz E (3~t'2), we see that 62 = max{(I-wl)2,(I-wz)2) ;:::
max{(l- iJd"2, (1- wz)Z} = (1- (2)Z = 6'2 = (p/ and the proof is done. 0
We now examine the case when (Wl,WZ) E RI! which is not an easy case to analyze.
Lemma 3.7 Suppose that WI and W2 are not equal to 1. Then, for any fixed t E (0,1), the points
(Wl,W2) E RII at which the root function
), := ),(w"w" ,) " ~ [T(') + IT'(,) - 4Cjl/']
of the quadratic
)" - T('), +C = 0, (3.21)
attains its minimum value occur at stationary points of (3.20). Moreover, these stationary points





a, (t' - t)wl + (t' +t)w~ + (2t' + t - l)wi
+(t + l)w, + (t +1),
(-3t' +2t + l)wl + (2t' - 4t - 2)w~+
(-2t +2)wi + (2t - 2)w"
(3.24)
C, .- Cl(W,) (2t - 2)wl +(-3t + 5)w~ + (t - 3)wi,
and
a, U2(W2) (t' +t)w, + (t +1),
b, b,(w,) (_t2 + t)wi - 4tw2 - 2, (3.25)
c, c,(w,) (t - l)wi +2w,.
Note: The value t = 0 is not included in the interval under consideration in the lemma because,
when t = 0, the root function). in (3.20) equals, via (3.6)-(3.7), max{(1-wl)2, (1-w2?}' However,
when). is so, the optimal values for '6 and &:it and W2 have been already found in (3.10) and (3.11),
respectively.
Proof: As is known from the proof of Lemma 3.4, the maximum of the three expressions in (3.16)
is given by the largest between the last two expressions if and only if (WI, W2) E r and by the first ex-
pression ifand only if (Wi> w,) E RII\f. Since when T(t) = T(O), max {t [T(t) + [T'(t) - 4C]'/']} =
max{(l- WI)2, (1-wz)2}, to solve (3.5) it suffices to determine the minimum of the root function in
(3.20) subject to (3.21). Obviously, the corresponding minimum point will be among the stationary
points of (3.20) subject to (3.21). The stationary points we seek are those points (WllW2) E RIl at
which
8!- = 8!- = O. (3.26)
8Wl 8W2
Assume first that (Wl,W2) E RII\r so that D = T2 - 4C > O. On differentiating (3.20) with
respect to Wt. setting ;:1 = 0, and then, on using the the assumption that Wl,W2 f:. 1, we obtain
after several algebraic reductions that
[
8T ]8T ,
2T + 8Wl (1- w,) 8Wl +4(1 - w.)(I- w,) = O.
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(3.27)
Substituting T = T(WI,W21 t) from (3.6) and its resulting first partial derivative with respect to WI
in (3.27) yields the quadratic in (3.22) whose coefficients are given in (3.24). Analogously, if the
roles of WI and W2 are interchanged, the same quadratic (3.22) results. Since>' is subject to (3.21),
we can differentiate this equation with respect to WI and W2. But then, on using (3.26), we obtain
that
(2)' _ T) a>. = >. aT _ ac = 0,
aWl aWl WI (3.28)
(2). _ T) a>. = >. aT _ ac = o.
aW2 aW2 W2
By virtue of (1 - WI) :~ = (1 - W2) :~ and of the fact that>. f; 0, equations (3.28) give that
aT aT
-(I-wd -+(I-w,) - =0
aWl 8W2
(3.29)
from which, after some algebraic manipulation using (3.6), we derive (3.23) with its coefficients
given in (3.25).
Assume now that D = O. This implies that (WbW2) E r.
Lemma 3.6.
This is a boundary case covered in
o
Lemma 3.8 The quadratic equations (3.22) and (3.23) of Lemma 3.7 share a common root if their
resuUant P vanishes, thal is, if
or equivalently, if
P := tllw~l + tlow~O + 19w~ + tswg +hW~ + t6w~ + t5w~ + t4wi +t3W~ + t2W~ = 0,
where
tlO t S - 11e + 34t6 - 3915 + 39t3 - 34t2 + lIt - 1,
tg 2t7 _ 22t6 + 58t5 - 46t4 - 26t3 + 62t2 - 34t + 6,
ts = 4t 7 - 27t6 + 4015 + 13t4 - 60t3 + 23t2 + 16t - 9,
t7 20t6 _104tS + 140t4 + 16t3 - 14St2 + 8St - 12,
ts 4tS + 16t5 - 108t4 + 11213 + 60t';!: - 12St + 44,
ts 24t5 - 56t4 - 16t3 + 80t2 - St - 24,
t 4 52t
4 - 104t3 - 16t2 + 104t - 36,





Proof: By virtue of the previous lemma, the stationary points (WI, WZ) E RII\r satisfy equations
(3.22)-(3.23) with their coefficients being given in (3.24)-(3.25). These two equations considered as
quadratics in WI must share a common root. For this, a necessary condition is that their (Sylvester)
resultant must vanish (see, e.g., [4]). In our case this resultant is given by (3.30). Using (3.24)-
(3.25) in (3.30) it can shown that the polynomial P := P(wz) is given by (3.31) with its coefficients
in (3.32). To examine whether (3.30) is also a sufficient condition for P1(w.) and Pz(w,) to share
a common root, we must test if both leading coefficients of P1(wt} and Pz(wd can vanish simulta-
neously. It can be seen, however, that az = (t + l)(twz +1) > 0 for all t E (0,1) and Wz E (0,2)
which implies that we cannot have al = a2 = O. Hence (3.30) is also a sufficient condition. 0
Lemma 3.9 For t E (0,1), the eleven roots of the resultant (3.31), with its coefficients given in
(3.32), are as follow,
_(_' )'/' _(_')'/' (...1...)'/' (_')'/'
I-t ' I-t ' I-t ' I-t .
0, 0, 1, _1_ ...1...I-t' I-t' -'-I-P
(3.33)
Proof: It can be shown that P in (3.31)-(3.32) admits the factorization
P = -(1 - t')w;(w, -1)(tw, + 1)((1- t)w, - 1)((1- t)w, - 2)'((1- t)w; - 2)'.
From this factorization it is clear that the roots of P = 0 given are given in (3.33).
(3.34)
o
Lemma 3.10 The distinct values of Wz E (0,2) \ {I} of Lemma 3.9 given in (3.33) which are
admissible as ordinates of possible stationary points of the function .x of Lemma 3.7 are the following
{
1:1' V t E (O,!),w, = (, )'/' 1 (3.35)
1-' ,V t E (0,,.).
Proof: Since Wz E (0,2) \ {I}, it is obvious that the only admissible values for Wz as well as the
corresponding intervals of t E (0,1) are the ones given in (3.31). 0






(Wl,WZ)1 ::= (I~t' I:t)'
(
z 5-31 _ 7-t 2_21 1/ 2 ( , )'/')
(WloWZ}Z (I+t) 3-t-Z(Z-Zt)l/2 1 I-t ,








Proof: Let WI be the common root of (3.22) and (3.23). Then this root will satisfy the linear
system (3.22)-(3.23) with unknowns wi and WI. Solving the aforementioned linear system when
a l b2 - a2bl f 0 for the values of W2 (and t) of Lemma 3.10 we obtain that
alC2 - a2cl
- -
a l b 2 - a2b2·
(3.39)
Note that equations (3.39) are consistent since the elimlnation of WI yields (3.30). For W2 = l~t'
it is readily found that WI = l~! E (0,2) for t E (0, t), while for W2 = (l':tf /2, we obtain after
. I' h 25-31-7_t2_2t l / 2 (02)! all (OI)Th" blih hsome mampu atlons t at WI = (l-t) 3-t_2(2_2tpn E , or t E '2". IS esta s es t e
first part of the lemma.
It remains to be seen which of the pairs in (3.37) lies in RII\f. To do this, below, we shall check
for each of the two pairs (WloW2) and for the values of t indicated in (3.37) whether W2 < 3~t. If
W2 < 3~t holds, then, in view of Lemmas 3.5 and 3.6, (Wl,W2) E ill! \ f. However, if W2 ~ 3:1'
then we need to consider the sign of D = T(t) - T(O) in (3.17). If D > 0, then (Wl,W2) E RII \ f,
while if D < 0, then (WloW2) E RI\f. The case D = °is just a limiting case and hence (WI! W2) E f.
First, for the point (WloW2h, we have three cases to consider. Case 1. W2 = l~t < 3~t when
t E (O,~) and so (WloW2h E RlI\r. Case 2. W2 = l~t = 3~t when t = k and so (WI!W2)1 =
(~,~) = (5~t'3~t) E r. Case 3 W2 = l~t > 3~t when t E (~,t)· In thls case to determine the
location of (WI,W2h we use the sign of D = T(t) - T(O). From (3.17) we have that
D «1 + t)wi + l)wl- 2(2w, -l)W,W, +wi
(3.40)
_ (1 + I) + (1- I)' - 2(1+ t)' + (1 + t)' = 1- 3t < 0,
implying that (WI, W2h E RI\r and so the point (WI, W2h can be discarded for all t E (k, t)·
(
,)'/' 4We finally come to (WI,W2h. It can be readily checked that I-t > 3-1 for all t. Forming
the difference D we now have that
( ') [2 5-31 _ 7-1 2-2t l'~]'D:: (1 + t) (T'=i) + 1 (1+1) 3_1_2(2_21)'1'
( (
' ) lf2 1) (, )If2 2 5-3-1 - 7-1 2-21 2
2 r=T - 'i'="i" (1+1) 3_1_2(2_2t)l/~ + r=T
[(10 - 6t) - (7 - t)(2 - 2')'/'1'(3 + I)
2 [4 - (2 - 2')'/'J [(10 - 61) - (7 - 1)(2 - 21)'/'](1 + ') [3 - I - 2(2 - 21)'/']
+ 2(1+1)'[3_1_2(2_21)'/']'
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[(50 - 60' + lB") - (10 - 6')(7 - t)(2 - 2')'" + (7 - ')'(1 - t)](3 +')
+ [(10 - 6')(1 + t) - (7 - ')(1 + ')(2 - 2')"']
x [(3 - ')(2 - 2')'" - 4(1- ') - 4(3 - ,) + B(2 - 2')''']
+ (1 + ')'[(3 - ')' - 4(3 - ')(2 - 2')'" + B(1 - ,)]
= [99 - 123' + 33" -,' - (70 - 52' + 6")(2 - 2')"'](3 + ,)
+ [10 +4' - 6" - (7 + 6' - ")(2 - 2')"'11-16 + B' + (11- ')(2 - 2')"']
+ (1+ 2' +")[17 - 14<+ " - (12 - 4')(2 - 2')"']
(3.41)
(3.42)
[297 - 27Qt - 24t 2 + 30t3 - (, - (210 - 86t - 34t2 + 6t 3 )(2 - 2t)1/2]
+ [-314 + 52t + 280t 2 - 84t3 + 2t4 + (222 + 74t - 134t2+ 14t3 )(2 _ 2t)lj2]
+ [17 + 20t - 1Ot2 - 12i3 + t4 - (12 + 20t + 4t 2 - 4t3)(2 _ 2t)1/2]
-19Bt + 246t2 - 66t3 + 2t4+ (HOt _ 104t2+ 12t3)(2 _ 2t)1/2
-(99 - 123' +33" - ") + (70 - 52' + 6").(2 - 2')'"
Now 99 - 123t + 33t' -,' = 99(1 - 2') + 75' + 32t' + t'(l - ,) > 0 and 70 - 52t + 6t' = 18 +
52(1- t) +6t' > 0, ~ t E (0,1). Therefore D _ (70 - 52' + 6t')'(2 - 2t) - (99 - 123t + 33" - ")'
= (9800 - 24360' + 21648t' - 8336t' + 1320t' + 72t') - (9801 - 24354t + 21663t' - 8316t' +
1335t4 - 66t5+6) = -(1 +t)6 < 0, implying that (WIl wzh E RI\f and 50 (Wl, W2h can be discarded
for all t E(O,!). 0
We are now ready for the proof of Theorem 3.3.
Proof of Theorem 3.3: We begin with the case when WI and/or W2 are different than L
(Recall that the cases in which WI and/or Wz are different than 1 were excluded from the last few
lemmas.) From the results of Lemmas 3.6, 3.7, and 3.11, it is clear that we need determine the
value of>. in (3.20) for the pair (WloW2h in (3.38). For this we need to evaluate T(WloW2' t) and
C(WloW2) at (Wl,W2h for all t E (0, l]. Now
( 1 1 ) ( 1)' ( 1)" tT 1 + t I 1 _ t' t = 1- 1+ t + 1 - 1+ t (1 - t)2 + (1 + t)2
(
1 __1_ t )2_ t(1_2t+2t2)
+ 1-' + (1+')(1 t) - (1+')(1 t)'
and




To complete the proof we need to consider the cases when W1 and/or W2 are equal to 1. Starting
with W1 = 1, we find that
D ~ T(t) - T(O) ~ '[-(2 - t)w; +2wz+ 1] > 0
if and only if
(
1+ vr:r=t) ( 3)W2 E 0, 2 _ t and tEO, 4 .
Minimizing T(t) as function of W2 yields that T(t) attains a minimum at W2 = 1:'t provided that
t E (O,!). Fort E [!,~), minT(t);::- t, for all W2 E (0,2). Therefore
On the other hand and in view of Lemma 3.6, it can be found out that
T(l,w"t) ~ t > ( 1 +t)'-- , If w, E (0,2) and If t E3 - t G,D·
Suppose next that W2 = 1. Then




while from Lemma 3.6 we have that
Minimizing T(t) as function of WI yields that T(t) attains a minimum at WI = I~t for all t E (0,1).
Therefore
T (_l_,l,t) _ t >
1 + t (!:..±..!)'3-t
This completes the proof of the theorem. o
4 The Minimization of the Energy Norms of the SOR and MSOR
Operators
Under the assumptions of Theorems 2.2 and 3.2 we give below two theorems concerning the energy
norms of the SOR and MSOR operators which can actually be found in Young's book [10] but seem
not to be well-known among the researchers working in the area. We include them for completeness
and for the sake of comparison with the results obtained in Sections 2 and 3. Also, based on the
reductions in (1.9)-(1.10) obtained by Golub and dePillis in [1], we are able to give a much simpler
proof of Theorem 15.2.1 of [10].
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Theorem 4.1 Under the assumptions of Theorem 2.2, the minimum of
is attained at w = 1. lv[oreover,
II £dl L = p(B),
A'
where B is the block Jacobi iteration matrix associated with A.






, 0::;8i<l, i=l, ... ,min{p,q},
w(l-w)sj (1-w)+w2s~
(4.3)
appearing in equations (1.9)-(1.10). It can be readily ascertained that .6.i(W) is just the forward
SOR iteration operator associated with the matrix
A; (4.4)




wSi (1 - w)
Thus the SSOR iteration operator associated with Ai has the spectral radius
(4.5)
p (S~·) = p(V;(w)~;(w)) ~ IIV;(w)~;(w)11, ~ IIV;(w)11, 1I~;(w)ll,. (4.6)
But from (4.3) and (4.5) we see that Vi(W) = P.6. i (w)pT , where P = (~ ~). Hence
p(S~') ~ 1I~;(w)II~. (4.7)
Finally, as Ai is 2-cyclic symmetric and positive definite, the optimal relaxation parameter is w= 1
and so according to Theorem 15.2.2 of [10], s~ = P (sf;) ::; p (S~i) for all w E (0,2). Our proof is
now done. 0
Corollary 4.2 Under the assumptions of Theorem 2.2,
min II £w IIA'" = II £, IIA'" = p(B) ~ II £w II, = min II £w II" (4.8)
",E(O,2) ,-"E(O,2)
where wis the value of the optimal w of Theorem 2.4 and where equality in (4.8) holds only in the
trivial case when -It = p(B) = O.
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As is seen, the energy norm of the SOR operator gives a better minimum value than that of
the e2-norm.
For the energy norm of the corresponding MSOR operator we simply state part of Theorem
8.5.1 of [10]. It is based on results in (11] and [9].
Theorem 4.3 Under the assumptions oj Theorem 3.2,
Corollary 4.4 Under the assumptions of Theorem 3.2,
prE). (4.9)
(4.10)
where (WI ,W2) is the pair (3.9) or (3.11), whichever applies, and where equality in (4.10) holds only
in the trivial case when -Ii = pCB) = O.
As is seen, the values of the minimum energy norms of the SOR and MSOR operators are
identically the same and this value is larger than the minimum value of the £2-norm of the MSOR
operator. Consequently, of the four minimum values presented in tills work, and more specifically
in Theorems 2.4, 3.3, 4.1, and 4.3, the best minimum is that which was found in Theorem 3.3. We
shall have more to say about this in the next section.
5 Concluding Remarks
We believe that, in part, the question willch was raised by Golub and dePillis and which was
reiterated at the beginning of the paper was motivated by a phenomenon in SOR theory called
the "hump". Tills phenomenon oocurs when an eigenvalue l/ of the SOR iteration matrix whose
modulus is equal to the spectral radius has a nonlinear elementary divisor. This can cause the
relative error for small number of iterations m to actually increase since then the convergence is
governed by the term mil/1m- I . It is in such a situation when it might, in fact, become beneficial
to begin the iteration using relaxation parameters which are not optimal for the spectral radius.
For a discussion of the hump phenomenon see Chapter 7.1 in Young's book [10].
In Section 4 of [1] there is a numerical example regarding the MSOR iteration operator associ-
ated with the matrix
A = tridiag (-~ 1 -~) E R loo,1002' , 2 .
It is well known that here t1/ 2 = pCB) = cosC7l"/101):::::: ,999516282. Using numerical minimization
Golub and dePillis obtain that the pair (W1,W2) which minimizes II.ct~'W2112 is given by
«"I ,w,) " (0.6961,2.0000)




For this particular example, using the optimal results of the present work in Theorem 3.3, which




11£., ,., 112 '" 0.999033267




We see that after 50 iterations, the optimal result found numerically in [1] for the f2-norm of the
50-th power of the MSOR iteration operator is only by 0.21% better than the 50-th power of the
optimal £2-norm of the first(!) power of the MSOR iteration operator found theoretically. This
mlght suggest that at least in some cases of practical interest, where the values of p(B) are close
to 1, it would be better to minimize the £2-norm of the MSOR iteration operator based, on a
numerical approximation obtained for p(B), rather than to estimate the optimal £2-norm of the
k-th power of the same operator for large k. Tills is because the latter minimization has to be
done computationally and so the extra number of calculations may well outway the gain by only a
slight improvement in the reduction factor.
Consider the example on p. 88 of Young's book [10]. There p(£;;:;) = 0.8, from which we can
find out that t = p2(B) = ~~ ~ 0.987654321. From either Theorem 3.1 (willch is Young's) or our





On numerically solving the inequality
1+' '" 0.987730061.
3-'
where wl,opt and W2,opl are the relaxation parameters which give the spectral radius of the MSOR
operator a minimum (and which, in this case, according to Young are equal to the common value
1+Jt=t and yield that p (.cWI ,cpl ,"'2,op,) = 0.8), we find that the inequality holds for m :s; 13. This
says then that, in the case of a hump, we should start with 13 iterations or so using the MSOR
iteration operator with the relaxation parameters given in (3.9). Further experiments that we have
carried out on examples in which the spectral radius of the Jacobi matrix is even closer to 1,
show that even more iterations should be initially performed using the MSOR iteration operator
when its £2-norm is minimal before switching to the SOR or MSOR iteration operators whose
spectral radius is optimal. Thus in situations when the value of p{B) is not available precisely, but
is known to be very close to 1, (3.9) tells us that the optimal pair (Wl,W2) is very close to (j, 2). We
therefore suggest to perform intially 15 to 20 iterations using, for example, (WI ,(2) = (0.667,1.99),
before switching to an adaptive SOR method (see, e.g., Hageman and Young [3]).
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Concerning the viability of starting the iterations with the SOR operator with the relaxation
parameter giving its £2-norm a minimum as found in Theorem 2.4 or doing the same with the
MSOR operator, when a Jacobi iteration matrix has a spectral radius p2(B) < i, with the relaxation
parameters chosen to give its £2-norm minimum as found in Theorem 3.3, our numerical experiments
indicate poor adavantage in speeding up the convergence using the above approach.
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