Abstract: This article presents an efficient approach for solving economic load dispatch (ELD) problems in different test power systems using a novel seeker optimization algorithm (SOA) In the SOA, the act of human searching capability and understanding are exploited for the purpose of optimization. In this algorithm, the search direction is based on empirical gradient by evaluating the response to the position changes and the step length is based on uncertainty reasoning by using a simple fuzzy rule. In this paper, four test systems of the ELD problems are solved by adopting the SOA. A comparison of obtained simulation results by adopting the SOA is carried out with those published in the recent literatures. It is revealed from comparison that the optimization efficacy of the SOA over the prevailing optimization techniques for the solution of the multimodal, non-differentiable, highly non-linear, and constrained ELD problems is promising.
Introduction
The prime objective of the ELD problem is to minimize the total generation cost in power system (with an aim to deliver power to the end user at minimal cost) for a given load demand with due regard to the system equality and inequality constraints [1] . To date, various investigations on ELD problems have been undertaken as better solutions would result in more saving in the operating cost.
Several classical methods, such as the lambda iteration (LI) method and gradient method have been applied to solve the ELD problems. But unfortunately, these methods are not feasible in practical power systems owing to the non-linear characteristics of the generators and non-smooth cost functions. Consequently, many powerful mathematical optimization techniques that are fast and reliable, such as non-linear programming and dynamic programming have been employed to solve the ELD problems. But due to the non-differential and non-convex characteristics of the cost functions, these methods are also unable to locate the global optima. Among the artificial intelligence methods, Hopfield neural networks [2] have been applied to solve the non-linear ELD problems, but these methods suffer from excessive numerical iterations, resulting in huge computations. Complex constrained ELD problems have been solved by many population-based optimization techniques in recent years. Some of the population-based optimization methods are genetic algorithm (GA) [3] , simulated annealing (SA) [4] , Tabu search [5] , improved fast evolutionary programming (EP) (IFEP) [6] , particle swarm optimization (PSO) [3] , ant colony optimization (ACO) [7] , differential evolution (DE) [8] , bacteria foraging with Nelder-Mead (BF-NM) [9] , Seeker optimization algorithm (SOA) [12] is essentially a novel population based heuristic Biogeography-based optimization (BBO) [10] , a hybrid technique combining DE with BBO (DE/BBO) [11] .
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Search algorithm. It is based on human understanding and searching capability for finding an optimum solution. In the SOA, optimum solution is regarded as one which is searched out by a seeker population. The underlying concept of the SOA is very easy to model and relatively easier than other optimization techniques prevailing in the literature. The highlighting characteristic features of this algorithm are the following: a. Search direction and step length are directly used in this algorithm to update the position, b. Proportional selection rule is applied for the calculation of the search direction, which can improve the population diversity so as to boost the global search ability and decrease the number of control parameters making it simpler to implement, and c. Fuzzy reasoning is used to generate the step length because the uncertain reasoning of human searching could be the best described by natural linguistic variables, and a simple ifelse control rule.
The algorithm is to model the cooperative manner of human being while performing the group dynamics. In view of the aforementioned underlying concepts of the SOA as an optimizer, can this algorithm be exploited for the solution of the ELD problems of different capacities and volumes? Are the results yielded by the SOA comparable to those reported in the recent literatures? Basically, the present work is an attempt to utilize the optimizing capability of the SOA for the solutions of highly constrained ELD problems.
The present work focuses on the performance of the SOA as an optimizing tool in solving different ELD problems. The main contribution of the paper can be summarized as follows: 1. Four test cases of the ELD problems are solved with the help of the SOA and the best results obtained are presented in this paper. 2. The best results obtained for the test cases considered by adopting the SOA are compared with those published in the recent papers. 3. Based on the quality and the improved convergence speed of the solution as obtained and presented in this paper, the applicability of the SOA in solving the practical ELD problems of power systems is proposed. The rest of the paper is organized as follows. In Section 2, mathematical modeling of the ELD problem is done. In Section 3, an objective function is formulated which requires to be optimized. The SOA is narrated in Section 4. Test cases and simulation results are presented in Section 5 to demonstrate the performance of the algorithm for the ELD problems. Section 6 focuses on conclusions of the present work.
Mathematical Modeling of the ELD Problem

A. ELD with Quadratic Cost Function and Transmission Loss
The problem of the ELD is multimodal, non-differentiable and highly non-linear. Mathematically, the problem can be stated as in (1) [1, 6] .
Subject to, (i) Real Power Balance Constraint The power balance operation can be modeled as in (2) .
The transmission loss ( L P ) may be expressed as a quadratic function of generations (using B coefficient matrix) as given in (3). 
(ii) Generation Capacity Constraints The generating capacity constraints are written as in (4).
B. ELD Problem with Valve Point Loading
For a more practical and accurate model of the cost function, multiple valve steam turbines are considered. Total cost of the generating units with valve point loading is given in (5) [6] .
It is to be noted here that the fuel cost coefficients i e and i f are introduced in (5) to model the valve point loadings.
C. ELD Problem with Valve Point Loading and Multiple Fuel Options
Considering both valve point loading effect and multiple fuels, the cost function [13] is as in (6) .
Formulation of The Objective Function
The objective function ( ) ( OF ) is designed as in (7) that requires to be minimized.
The weighing factors are selected to make the corresponding terms competitive during the process of optimization. The unit of each weighing factor involved in (7) is $/MWh.
Seeker Optimization Algoritm and Its Application to the ELD Problem
A. Seeker Optimization Algorithm
The SOA [12] is a population-based heuristic search algorithm. It regards the optimization process as an optimal solution obtained by a seeker population. Each individual of this population is called a seeker. The total population is randomly categorized into three subpopulations. These subpopulations search over several different domains of the search space. All the seekers in the same subpopulation constitute a neighborhood. This neighborhood represents the social component for the social sharing of information.
B. Steps of Seeker Optimization Algorithm
In 
In (8), ) ( ⋅ sign is a signum function on each variable of the input vector. On the other hand, in altruistic behavior, seekers want to communicate with each other, cooperate explicitly, and adjust their behaviors in response to the other seeker in the same neighborhood region for achieving the desired goal. That means the seekers exhibit entirely pro-group behavior. The population then exhibits a self-organized aggregation behavior of which the positive feedback usually takes the form of attraction toward a given signal source. Two optional altruistic directions may be modeled as in (9)-(10).
In (9)- (10), ) (t g best represents neighbors' historical best position, ) (t l best means neighbors' current best position. Moreover, seekers enjoy the properties of pro-activeness; seekers do not simply act in response to their environment; they are able to exhibit goal-directed behavior. In addition, the future behavior can be predicted and guided by the past behavior. As a result, the seeker may be pro-active to change his search direction and exhibit goal-directed behavior according to his past behavior. Hence, each seeker is associated with an empirical direction called as pro-activeness direction as given in (11).
and it is assumed that )
. Aforementioned four empirical directions as presented in (9)- (11) is selected by applying the following proportional selection rule (shown in Figure 1 ) as stated in (12) . 
In (12), j r is a uniform random number in [0, 1],
is the percent of the numbers of " m " from the set is understood that one may find the near-optimal solutions in a narrower neighborhood of the point with lower fitness value and on the other hand, in a wider neighborhood of the point with higher fitness value.
A fuzzy system may be an ideal choice to represent the understanding and linguistic behavioral pattern of human searching tendency. Different optimization problems often have different ranges of fitness values. To design a fuzzy system to be applicable to a wide range of optimization problems, the fitness values of all the seekers are sorted in descending manner (for minimization problem) / in ascending manner (for maximization problem) and turned into the sequence numbers from 1 to S as the inputs of fuzzy reasoning. The linear membership function is used in the conditional part since the universe of discourse is a given set of numbers, i.e. in the universe of discourse can be neglected for a linguistic atom [15] . Thus, the minimum value 0111 . 0 min = μ is set. Moreover, the parameter, δ of the Bell membership function is determined by (14) . In (14), the absolute value of the input vector as the corresponding output vector is represented by the symbol ) ( ⋅ abs . The parameter ω is used to decrease the step length with increasing time step so as to gradually improve the search precision. In the present experiments, ω is linearly decreased from 0.9 to 0.1 during a run. The best x and rand x are the best seeker and a randomly selected seeker respectively from the same subpopulation to which the ith seeker belongs. It is to be noted here that rand x is different from best x and δ is shared by all the seekers in the same subpopulation.
Solution of Economic Load Dispatch Problems by a Novel
In order to introduce the randomness in each variable and to improve the local search capability, the following equation is introduced to convert i μ into a vector i μ with elements as given by (15) .
In (15) d) Subpopulations learn from each other: Each subpopulation is searching for the optimal solution using its own information. It hints that the subpopulation may trap into local optima yielding a premature convergence. Subpopulations must learn from each other about the optimum information so far they have acquired in their respective domain. Thus, the position of the worst seeker of each subpopulation is combined with the best one in each of the other subpopulations using the following binomial crossover operator as expressed in (18) .
In ( 
the diversity in the population, good information acquired by each subpopulation is shared among the subpopulations. The flowchart of the algorithm is depicted in Figure 3 . 
B. Implementation of SOA for ELD Problem
The steps of the SOA, as implemented for the solution of the ELD problem of this work, are shown in Figure 4 .
Test Cases and Solution Results
SOA has been applied to solve the ELD problems in four different test cases for investigating its optimization capability. The software has been written in MATLAB-7.3 language and executed on a 3.0-GHz Pentium IV personal computer with 512-MB RAM.
A. Description of the Test Cases
The following four test cases are considered in this work. In the different test cases, while comparing the costs obtained by the algorithms with that obtained by the SOA, the numbers within the {… } denote the minimum values of the total generation costs in $/h as reported in the referred literatures [ ...] . The values of the total generation cost are presented in the descending order. a) Test case 1: 20-generating units without valve point loading: A system with 20 generators is taken as the test case 1. The system input data are available in [3, 16] . The valve point loading effect is not considered for this case but transmission loss is considered. For this test case load demand is 2500 MW. The best generation costs reported for the algorithms in the literature like BBO {62456.77926} [10] , Lambda iteration (LI) {62456.6391} [2] , Hopfield model (HM) {62456.6341} [2] , and chaotic and Gaussian PSO (PSO-CG) {59804.0500} [16] are compared with the SOA-based best generation cost {59421}. The
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Initialization: Read input data, set number of run counter, read cost curves of machines and B coefficients, set maximum population number, set lower and upper limits of each generator output, read SOA parameters, set termination criteria (i.e. maximum iteration cycles). Step 5 till the end of the maximum iteration cycles/stopping criterion. Determine the best string corresponding to optimum objective function value. Determine the optimal generation string corresponding to the grand optimum objective function value.
best solutions of the generation schedules, the generation costs etc as obtained from 50 trial runs of the SOA and other afore-mentioned algorithms are presented in Table 1 . The convergence profile of the cost function is depicted in Figure 5 . The input data of the system are taken from [17] . The load demand is 6000 MW. The best generation cost {9.0012e+06} obtained by using the SOA has been compared with those by using simple PSO (SPSO) {9543984.777} [18] , PSO with Crazy (PSO-Crazy) {9520024.601} [18] , New PSO {9516448.312} [18] , PSO with time varying acceleration coefficient (PSO-TVAC) {9500448.307} [18] , BBO {9417633.637644} [10] , and DE/BBO {9417235.78639} [11] . The best solutions of the generation schedules and the generation costs etc as obtained from 100 trial runs of the different algorithms are shown in Table 2 . The convergence profile of the cost function is depicted in Figure 6 . The input data are given in [6] . The load demand is 10500 MW. The best generation cost{113120}obtained by the SOA is compared to those obtained by using IFEP {122624.3500} [6] , hybrid EP and sequential quadratic programming (SQP) (EP-SQP) {122324} [19] , PSO with local random search (LRS) (PSO-LRS) {122035.7946} [20] , DE combination with SQP (DEC-SQP) {121741.9793} [8] , new PSO (NPSO) {121704.7391} [20] , new PSO with LRS (NPSO-LRS) {121664.4308} [20] , combined PSO with realvalued mutation (CBPSO-RVM) {121555.32} [21] , ACO {121532.41} [7] , self-organizing hierarchical PSO (SOH-PSO) {121501.14} [22] , hybrid GA-pattern search-SQP (GA-PS-SQP) {121458.14} [19] , quantum PSO (QPSO) {121448.21} [23], BBO {121426.953} [10] , BF-NM {121423.63792} [9] , DE/BBO {121420.8948} [11] , real-coded GA (RCGA) {121418.5425} [24] , improved coordinated aggregation-based PSO (ICA-PSO) {121413.20} [25] , and PSO with both chaoticsequence and crossover (CCPSO) {121403.5362} [26] . The best solutions of the generation schedules and the generation costs etc as obtained from 50 trial runs of the different algorithms are presented in Table 3 . The convergence profile of the cost function is depicted in Figure 7 . [13] . The load demand is 2700 MW. Transmission loss is not considered in this case. The best generation cost {564.7591} obtained by the SOA is compared to those obtained by the combined improved GA with multiplier updating (MU) (IGA-MU) {627.5178} [13] , conventional GA with MU (CGA-MU {624.7193} [13] , PSO-LRS {624.2297} [20] , NPSO {624.1624} [20] , NPSO-LRS {624.1273} [20] , RCGA {623.8281} [24] , ACO {623.7000} [7] , BBO {605.6387} [10] and DE-BBO {605.6230} [11] . The best solutions of the generation schedules and the generation costs etc as obtained from 100 trial runs of the algorithms are shown in Table 4 . The convergence profile of the cost function is depicted in Figure 8 . The results of interest are bold faced in the respective tables. 14 TG*means total generation (MW), TTL* means total transmission loss (MW), PM* means power mismatch (MW), TGC*means total generation cost ($/h), TI*means time/iteration (S), NR* means not reported in the referred literature
B. Discussions on the Results of the Test Cases
Solution quality: It is noticed from Tables 1-4 that the minimum cost achieved by applying the SOA is the least one as compared to those achieved by the earlier reported algorithms. It is to be recalled here that the highlighting characteristic features of the SOA are (i) the direct usage of search direction and step length to update the position, (ii) the application of proportional selection rule for the calculation of the search direction which can improve the population diversity so as to boost the global search ability and decrease the number of control parameters making it simpler to implement, and (iii) adaptation of fuzzy reasoning to generate the step length because the uncertain reasoning of human searching could be the best described by natural linguistic variables. These features in the SOA help the algorithm to yield better solutions. It emphasizes on the fact that the SOA offers the best near-optimal solution for the ELD problems considered.
Comparison of the best generation costs: Comparing the minimum costs achieved by the reported algorithms as may be observed from Tables 1-4 , the minimum costs achieved by the SOA are the least values given by 59421 $/h, 9.0012e+06 $/h, 113120 $/h, and 564.7591$/h for the test cases 1-4 respectively. Power mismatches are also the least ones in the SOA as compared to those in others. Hence, it can be concluded that for all the four test cases the optimization performance of the SOA is found to be the best one.
Testing of robustness: The performance of any heuristic search based optimization algorithm is best judged through repetitive trial runs so as to compare the robustness/consistency of the algorithm. For this specific goal, the frequency of convergence to the minimum cost at different ranges of generation cost with fixed load demand is to be recorded. While experimenting the same for the four test cases, it is observed that the frequency of convergence to the minimum generating cost of less than 120 3 
10
× $/h is 50 out of 50 independent trial runs for the test case 2, and the same of less than 605.5 $/h is 100 out of 100 independent trial runs for the test case 4. These frequency figures of attaining the minimum costs with minimum variations are the maximum ones as compared to the other algorithms of the referred literatures for these two test cases. The same for the test cases 1 and 2 are not included in the referred literatures. But, the authors of the present have tested the same with the SOA for the test cases 1 and 2 also and it is noticed that the convergence to the minimum value of the cost function with a minimum variation is achieved with high frequency values. The frequency of converging to the better solution is always higher in the SOA as compared to the other methods. Thus, it may be inferred that the SOA is the most consistent and robust in achieving the lowest cost in all the runs Computational efficiency: Apart from yielding the minimum cost by the SOA, it may also be noted that the SOA yields the minimum cost at comparatively lesser time of execution of the program. Thus, this approach is also efficient as far as the computational time is concerned.
Conclusion
In this article a novel seeker optimization algorithm, based on the act of human searching capability and understanding while performing any task, is applied to the solution of the constrained, multimodal, non-differentiable, and highly non-linear economic load dispatch problem of small, as well as, large size test power systems. It is revealed that the SOA has the ability to converge to a better quality near-optimal solution and possesses better convergence characteristics and robustness than other prevailing techniques reported in the recent literatures. It is also clear from the results obtained by different trials that the SOA is free from the shortcoming of premature convergence exhibited by the other optimization algorithms. The simulation results clearly reveal that the SOA may be used as an excellent optimizer for the solution of practical economic load dispatch problems of power systems. 
