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Abstract: Recent developments in the fields of computer science, such as advances in the areas of
big data, knowledge extraction, and deep learning, have triggered the application of data-driven
research methods to disciplines such as the social sciences and humanities. This article presents
a collaborative, interdisciplinary process for adapting data-driven research to research questions
within other disciplines, which considers the methodological background required to obtain a
significant impact on the target discipline and guides the systematic collection and formalization of
domain knowledge, as well as the selection of appropriate data sources and methods for analyzing,
visualizing, and interpreting the results. Finally, we present a case study that applies the described
process to the domain of communication science by creating approaches that aid domain experts in
locating, tracking, analyzing, and, finally, better understanding the dynamics of media criticism. The
study clearly demonstrates the potential of the presented method, but also shows that data-driven
research approaches require a tighter integration with the methodological framework of the target
discipline to really provide a significant impact on the target discipline.
Keywords: Big Data; Web Intelligence; media analytics; social sciences; humanities; linked open data;
adaptation process; interdisciplinary research; media criticism
1. Introduction
Recent advances in areas such as Big Data and deep learning have paved the way for
the development of Web Intelligence systems that are capable of performing knowledge
extraction and data analytics tasks on large and dynamic web and social media corpora
in real time. Driven by this success, methods from computer science have expanded to
disciplines within the social sciences and humanities, such as business, communication
science, economics, healthcare, and even religion. Some researchers have raised concerns
about whether the current approach of transferring methods to other fields without consid-
ering the target field’s theoretical framework, research background, and concepts is really
a good strategy for unfolding the full potential of data-driven research approaches [1].
In fact, there are areas within the field of natural language processing that have been
doing particularly well, by building upon existing frameworks from other disciplines.
In sentiment analysis, for example, many of the most influential researchers draw upon
models from psychology and neuroscience [2,3]. The well-known Hourglass of Emotions
model and its revisited version [2], for example, blend concepts from psychology, affective
neuroscience, and computer science.
Bartlett et al. [4] note that it is telling that computer scientists are rarely called to
embrace traditional sociological thought, and they contest the idea that computer scientists
should be legitimate interpreters of social phenomena, even if they have been analyzed
with data-driven methods. Researchers such as Connolly argue that computer scientists
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should receive a more comprehensive training in social sciences [1] to make them better
suited for contributing to these fields. Given the wide area of academic disciplines that are
considered as social sciences, such a strategy seems challenging and barely actionable in
the short term.
This paper, in contrast, proposes a collaborative process that aims at creating a shared
understanding between computer scientists and the researchers in the target domain,
provides multiple feedback loops to ensure that knowledge extraction and data analytics
tasks are well aligned with the underlying theoretical frameworks, and yields results that
significantly impact the target domain. The process guides the research design, the collec-
tion and formalization of domain knowledge (e.g., as linked open data), data acquisition,
data selection, knowledge extraction, and data analytics. It also actively promotes a close
collaboration between researchers from different fields to unfold the full potential of their
joint research endeavors.
The rest of this paper is structured as follows: Section 2 discusses related research in
the fields of Big Data and Web Intelligence. We then provide an overview of the process
used for adapting data-driven research methods to other fields. Afterwards, we elaborate
on its application to the field of communication science, provide a short discussion of
the relevant research framework and background (Section 4), and demonstrate how the
process impacts tasks such as collecting domain knowledge (Section 5) and the processes of
data acquisition and selection (Section 6), as well as how it affects the choice of knowledge
extraction and data analytics techniques (Section 7). Section 8 finally demonstrates the
potential of the constructed data analytics platform based on a use case that analyzes the
media coverage of the New Year’s Eve sexual assaults in Cologne in 2015. The paper closes
with the presentation of conclusions in Section 9.
2. Related Work
Big Data and Web Intelligence provide powerful methods for analyzing web and social
media content. The potential and capabilities of these data-driven approaches have been
successfully demonstrated in many domains ,such as political science [5], environmental
communication [6,7], financial market analysis [8,9], healthcare [10], and marketing [11].
Ranganath et al. [5] drew upon social movement theories from political science to
design a quantitative framework for studying how advocates push their political agendas
on Twitter. They used two datasets for analyzing message and propagation strategies,
as well as the community structures adopted by these advocates. Chung and Zeng [12]
used network and sentiment analysis on Twitter to investigate the discussion on U.S.
immigration and border security. The authors uncovered major phases in the Twitter
coverage, identified opinion leaders and influential users, and investigated the differences
in sentiment, emotion, and network characteristics between these phases.
In the environmental communication domain, Khatua et al. [7] studied the perception
of nuclear energy in tweets covering the 2017 Nobel Peace Prize won by the campaign
to abolish nuclear weapons and the 2011 Fukushima nuclear disaster. Scharl et al. [6]
presented visual tools and analytics to support environmental communication in the
Media Watch on Climate Change (https://www.ecoresearch.net/climate accessed on
21 February 2021), the Climate Resilience Toolkit (https://toolkit.climate.gov/ accessed
on 21 February 2021), and the NOAA Media Watch [13]. All three platforms aggregate
and analyze the coverage of environmental topics in different outlets, including news
media, Fortune 1000 companies, and social media, such as Twitter, Facebook, Google+,
and YouTube. The article discusses (i) the implemented metrics and visualizations for
measuring communication success, (ii) monitoring the efficiency and impact of newly
published environmental information, programs to engage target groups in interactive
events, and the distribution of content through partners and news media, and (iii) tracking
communication goals.
However, even in traditional mediums, such as television, where metrics by Nielsen Me-
dia Research (https://www.nielsen.com accessed on 21 February 2021) are well-established
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standards for audience ratings, Web Intelligence is gaining in importance, since it pro-
vides techniques for assessing audience engagement rather than the impact and reach of
television programs [14]. Wakamiya et al. [15] and Napoli [14] discussed the advantages
of performing complementary analyses of social network activities related to television
programs, and Scharl et al. [16] investigated the emotion in online coverage of HBO’s Game
of Thrones in Anglo-American news media, Twitter, Facebook, Google+, and YouTube.
Li et al. [17] drew upon company-specific news articles to study their impact on the
movements of stock markets. They concluded that public sentiments voiced in these
articles cause fluctuations in the market, although their impact depends on the company
as well as the article content. Xing et al. [18] presented an analysis of common mistakes
and error patterns within sentiment analysis methods used in the financial domain and
provided suggestions on how to counter them. They also provided a comprehensive study
of data-driven approaches used for financial forecasting in [9].
Kim et al. [19] investigated the coverage of the Ebola Virus on Twitter and in news
media. They created topic and entity networks, computed per-topic sentiment scores,
and analyzed the temporal evolution of these networks. Yang et al. [10] developed a
recommender system for patients interested in information on diabetes. Their approach was
developed on Weibo.com, which is the largest microblogging site in China, and suggested
new content based on the users’ interests and their attitude towards a topic by considering
features extracted from the users’ tweets.
The application domain plays an important role in choosing data sources, analytics,
and visualizations. Marketing, for instance, often focuses on the discussion of products and
product features in online word-of-mouth channels by applying techniques such as opinion
mining and conjoint analysis. Xiao et al. [11] extracted consumer preferences from product
reviews and used an economic preference measurement model to derive and prioritize
customer requirements at a product level based on this information.
A common theme of the work presented above is the expansion of data-driven ap-
proaches to other research fields, particularly to social sciences. As outlined in the introduc-
tion, such approaches have been highly successful, but have also raised concerns regarding
their efficiency and legitimacy in terms of impact on the target domain [1,4]. The presented
paper aims at addressing these concerns by proposing a collaborative process that promotes
a shared understanding of the research framework and an alignment of hypotheses and
goals between the disciplines, as outlined in the next section.
3. Method
Computer scientists that adapt data-driven research methods to other fields often
have only a limited understanding of the theoretical framework that guides research within
the target domains. Although such knowledge might not be strictly necessary for applying
data science to new fields, it seems sensible to suggest that aligning data-driven research
with the concepts, research questions, and methodological framework of the target domain
will improve the efficiency, effectiveness, and impact of the research outcomes within the
target discipline.
This section introduces an iterative process that supports this alignment by promoting
a collaborative, interdisciplinary approach that leverages expert knowledge. We have
successfully applied this process to a number of interdisciplinary research projects covering
domains such as business ethics, communication science, investment, and pharmaceutical
drug development.
Figure 1 illustrates the proposed process, which consists of five main tasks that trigger
corresponding feedback loops used to align the research design, goals, hypotheses, and
data-driven research methods with the target domain and to consequently improve the
quality and impact of the created artifacts. The following subsections elaborate on these
tasks in greater detail, and are followed by a comprehensive discussion of how this process
has been applied to the creation of the Swiss Media Criticism portal in Sections 4–8.
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Figure 1. Adapting data-driven research to a new target domain.
3.1. Adaptation to the Research Framework and Background of the Target Domain
The first step aims at creating a joint understanding between computer scientists and
researchers from the target domain. It involves introducing the background, research frame-
work, and hypotheses to computer scientists, and communicating the available methods,
their potential, and their limitations to the colleagues from the target domain. This stage
should also consider how existing concepts from the target domain might support down-
stream data acquisition, knowledge extraction, and analysis. Finally, the research design,
hypotheses, and experiments that help in either confirming or rejecting these hypotheses
are created in this step.
An illustrative example of the impact of this first adaptation step is given in Section 4;
the definition of media criticism within the communication science literature, which re-
quires a particular stakeholder to voice criticism, had a significant impact on the approach
used to detect media-critical content in online news and social media. The domain’s re-
search framework has also been instrumental in determining:
1. The required domain knowledge on stakeholders and sources (Section 5), which, in
turn, influenced:
2. The sources and source groupings considered by data acquisition components (Section 6)
and
3. The types and kinds of entities supported in the named entity-linking process (Section 7.1);
4. Whether a domain-specific affective model or standard sentiment should be used in
the knowledge extraction pipeline (Section 7.2);
5. The approach used for data analytics, i.e., investing considerable effort into building
the Swiss Media Criticism portal and analytics dashboard, which supports real-time
tracking of emerging issues in addition to historical analyses (Section 8).
3.2. Formalization of Domain Knowledge and Selection of Relevant Data Sources
Afterwards, domain experts formalize domain knowledge and collect relevant data
sources. The importance of this step cannot be overstated, especially since all later analyses
will draw upon data retrieved from sources specified in the formalization step. The domain
experts, therefore, need to clearly state which sources are relevant and useful to the
analyzed domain and are required for answering the research questions. At the end of this
task, they provide:
• Domain knowledge, such as ontological knowledge on entities (e.g., relevant stake-
holders, locations, events, etc.) and their relations to each other, which is well suited
for supporting data acquisition and knowledge extraction processes. Approaches
for computing the domain specificity (Section 6), named entity linking (Section 7.1),
and sentiment analysis (Section 7.2) also benefit heavily from domain knowledge.
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• Data sources, such as (i) links to relevant web resources (e.g., news media sites),
(ii) search terms, and (iii) social media accounts of major stakeholders.
Section 5 outlines the tasks necessary for collecting and formalizing the relevant
domain knowledge in greater detail.
3.3. Acquiring and Preprocessing Textual Data
The content acquisition process leverages the specified data sources and domain
knowledge for content acquisition and filtering. The later step is of particular importance
for content sources, such as news media, that cover a broad selection of topics and, conse-
quently, contain both relevant and irrelevant content.
Criteria and concepts from the research framework (e.g., the concept of media crit-
icism) and formalized knowledge (e.g., stakeholders, domain concepts, etc.) from the
previous step are instrumental in ensuring that only relevant documents are included in
the information space on which analytics will be performed. Depending on the chosen ap-
proach, domain experts might provide (i) regular expressions for white- and blacklists (i.e.,
text patterns that identify relevant and irrelevant content) or (ii) gold-standard documents
for training supervised machine learning components and deep learning, or (iii) might ask
computer scientists to apply more advanced techniques that combine these approaches,
such as ensemble methods.
Experts then browse this corpus in order to evaluate the acquired documents in terms
of (i) relevance, (ii) coverage, and (iii) quality (i.e., whether the content is complete and
free of noise, such as navigation elements). The feedback on the data quality triggers (i)
adaptations of the domain-specificity component, which aims at improving the document
relevance and/or coverage (if relevant documents have been filtered), (ii) the inclusion of
additional sources to address missing document sources, and (iii) the optimization of the
boilerplate removal to improve the document quality.
This iterative feedback process is also a good point to reflect on the necessity of the
selected sources. Within the presented use case, for example, we observed that especially
web sites of small media outlets tended to violate web standards and caused problems
with the boilerplate removal. This observation, combined with the insight that these sites
do not contribute a relevant amount of media-critical content and, therefore, have no real
impact on the validation of the research hypotheses, led to the decision to remove them
from the list of data sources, yielding a better overall content quality.
3.4. Knowledge Extraction
Once the data acquisition and preprocessing pipeline has been established, knowledge
extraction processes (Section 7) draw upon methods such as (i) named entity linking
to identify persons, organizations, and locations relevant to the use case, (ii) sentiment
analysis to determine the polarity (i.e., positive versus negative coverage) of the retrieved
documents, topics, and stakeholders, and (iii) keyword analysis to extract topics and
concepts covered in these documents. The contextual information obtained from the
knowledge extraction pipeline yields annotations that form the contextualized information
space [20], which is then used for further analyses. Domain experts provide feedback on
the annotation quality to aid improvements of the underlying methods, as well as the
modeling of the relevant stakeholders.
3.5. Visualizations and Analytics
In the last steps, computer scientists draw upon data analytics and visualizations to
obtain the results required for verifying or rejecting research hypotheses, to conduct ex-
periments, and to generate insights that are relevant to the target domain. The outcome of
this step is not limited to one-time analyses, but may also comprise the creation of expert
systems, such as Web Intelligence dashboards, that equip researchers with powerful tools
for continuously monitoring relevant web and social media coverage to gain additional
insights into stakeholders, new trends, and factors that drive these developments. Finally,
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as the case study in Section 8 demonstrates, domain experts are indispensable for interpret-
ing insights generated by data-driven methods and for relating them to the target domain’s
theoretical framework.
4. Use Case—Analyzing Media Criticism
The following sections demonstrate the application of the introduced process to
research in the field of communication science that focuses on media criticism.
As suggested in Section 3, we start by outlining the importance of the topic and the
relevant research background within the target discipline. Afterwards, we elaborate on
how this background is used to guide the collection of domain knowledge (Section 5), ac-
quire relevant content (Section 6), adapt knowledge extraction methods to the given use case
(Section 7), and, finally, create an expert system that is tailored towards performing analyses
that help in answering research questions within the domain’s theoretical framework.
4.1. Research Background
Mass media play a pivotal role for democratic societies. However, a number of recent
national and international debates (e.g., on the media coverage of the 2020 US election
and the COVID-19 pandemic) have shown that the performance of mass media is highly
contested and trust in journalism is on the decline. A study that was published by Gallup
in September 2020 (https://news.gallup.com/poll/321116/americans-remain-distrustful-
mass-media.aspx accessed on 21 February 2021) shows that only 9% of U.S. citizens have
a great deal of confidence in media reporting, while more than 60% of the respondents
described their confidence in news media as “not very much” or “none”. The performance
of the media is also highly contested in Germany, where the term Lügenpresse (lying
press) was elected as the worst German word of 2014 (https://www.unwortdesjahres.net/
fileadmin/unwort/download/pressemitteilung_unwort2014.pdf accessed on 21 February
2021) and is still used by some ideological groups.
Measuring and understanding the issues, dynamics, and impact of media criticism is
a challenging task that can tremendously benefit from systematic studies that cover media
criticism from major stakeholders, such as (i) mass media, (ii) media-critical agents, and (iii)
social media across different outlets and media. An analysis of the daily output produced
by these stakeholders makes it clear that it is no longer feasible to manually collect and
analyze these document streams by hand and that a collaborative research design that
integrates methods from computer sciences is required.
4.2. Research Framework
Journalism possesses substantial definatory power due to its selection of fragments of
reality and the resulting staging of it. However, journalistic descriptions of the reality are at
least partly subjective and depend on a number of long-term factors, such as the journalist’s
socialization, know-how, and self-conception, but also on short-term circumstances, such as
the available time for production, events occurring shortly before or after, and the accessible
resources (experts, pictures, etc.).
Moreover, citizens depend on trustworthy journalism, which can be achieved by
periodic information about current processes in the sector, journalistic work routines,
or dominant pressures [21]. Substantial media criticism also empowers the public to
overcome its role as an exclusive consumer and enables it to acquire the role of a media-
literate agent and citizen who shoulders responsibility for the media system’s status quo
and quality [22]. Therefore, society cannot go without a continuous, public, and critical
debate about journalistic performances [23]. We understand media criticism as optimistic–
constructive or negative, public, and reflexive observation, description, and evaluation of
media process routines, concerning all relevant participants, referring to accepted rules and
standards [21,24]. Crucial is an explicit assessment of a relevant media issue concerning
products, agents, actions, or procedures [21,25].
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Up to now, academic research lacks a systematic inventory and quantitative empirical
basis of editorial-based media criticism, as well as of agents and institutions that practice
public media criticism, aside from [26,27]. What is the yearly output of media-critical stake-
holders? On which issues do they focus? What resonance do existing agents encounter
in mass media? Moreover, little is known from a scientific point of view about the issues,
dynamics, and impact of media criticism debates. What seems obvious is that circum-
stances for editorial-based media critics are deteriorating due to ongoing concentration
processes within the media system [28]. Furthermore, on the basis of content analyses,
Wyss, Schanne, and Stoffel [27] hint at the often episodic character of media criticism and
deplore the absence of explicit evaluations and statements that focus on structural deficits.
It remains uncertain whether other agents are able to fill this gap with their own qualitative
and systematic coverage. Although the number of critical agents and institutions has
increased since digital channels have spread, at least some of them are highly dynamic
and show variable lifespans, such as media blogs [29–31]. The societal relevance of media
criticism along with recent developments, such as the declining trust in journalistic stake-
holders, the structural changes in the media industry, and the neglect of media criticism
by communication research [32,33], emphasizes the importance of a systematic scientific
analysis of this topic.
4.3. Conclusions
The discussions of research questions, research framework, and the available data
analytics capabilities yielded the following insights that directly influenced the project’s re-
search design: The dynamics of media criticism are of particular interest to communication
science. We, therefore, decided to develop an expert system that acquires, identifies, and
monitors media-critical coverage in real time, enabling historical analyses as well as active
tracking of current issues. Due to the importance of research questions that focus on the
output and impact of different media-critical actors, we have defined three groups from
which media-critical coverage will be collected (Section 5.3). The data acquisition com-
ponent will also draw upon the discipline’s definition of media criticism for determining
whether an article is relevant for the analysis (Section 6). Finally, the knowledge extraction
components (Section 7) will perform named entity linking to identify major stakeholders,
phrase detection to automatically obtain associations that provide clues on important topics
and the framing behavior of agents, and sentiment analysis to gather insights on whether
issues are perceived as positive or negative. Based on these design decisions, the created
expert system will allow an efficient and effective analysis of relevant issues, stakeholders,
their output, and the impact of their criticism.
5. Collecting Domain Knowledge and Data Sources
5.1. Domain Knowledge on Stakeholders
The research framework emphasizes the importance of gathering qualitative and
quantitative insights into (i) the output of media-critical stakeholders and (ii) the issues,
dynamics, and impacts of media-critical debates. Consequently, domain experts compiled
stakeholder lists that contain media entities (persons and organizations) of all four Swiss
language regions, as well as key organizations and persons of foreign countries. Infor-
mation on international stakeholders was provided because Swiss German media-critical
coverage can potentially also refer to entities outside of Switzerland. In addition to active
organizations, historical entities were part of the list, as well as existing agents that have not
produced any publication output in the last few years. The domain experts also provided
background information on entities, such as abbreviations, addresses, and key people.
In total, these efforts yielded the object lists outlined in Table 1.
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Mass media (print, radio, TV, online) 524
Publishing houses and print offices 85
Publishers, CEOs, and editors in chief 344
Media events and media awards 21
Syndicates and associations 11
Media scholars and (commercial and non-profit) research organizations 50
Foundations and media schools 22




Selected organizations and persons from foreign countries 39
Miscellaneous 462
Information programs of the Swiss Broadcasting Corporation (SRG) 64
General media-critical keywords (media-relevant terms) 398
In addition, the experts assembled a general keyword list of about four hundred
concepts that might indicate media criticism, which contains terms such as journalism,
mass media, newspaper, broadcaster, editorial, circulation, tabloid press, practical training,
audience rating, or gatekeeper. These terms were manually extracted from a set of media-
critical articles that were used by the domain-specificity components (Section 6) and from
literature covering communication and media studies. This keyword list was used by the
mentioned domain-specificity components as another indicator for media criticism.
5.2. Formalizing Domain Knowledge
The domain experts provided the collected domain knowledge on media-critical
stakeholders in a tabular form, specifying information such as the stakeholder’s name,
possible abbreviations, Twitter accounts, homepages, organization, and type. These tables
were converted into the Resource Description Framework (RDF) linked data format, which
is more easily interpretable by automated processes and serves as input for the named
entity linking component (Section 7.1).
Maali et al. [34] introduced the Publishing Pipeline for Linked Government Data,
which utilizes Open Refine (https://openrefine.org/ accessed on 21 February 2021) to-
gether with an RDF extension (https://github.com/stkenny/grefine-rdf-extension ac-
cessed on 21 February 2021) to convert tabular data into RDF. We simplified this pipeline to
contain only the steps “Data clean-up” and “Transformation into RDF”, and subsequently
adopted it for the targeted lightweight RDF graph used further along in the process.
The main advantages of the outlined procedure are (i) its simplicity and (ii) that
the configuration used for the conversion pipeline can be exported, edited, and reused.
As such, it is only necessary to create this pipeline once, since it is possible to just reapply it
on an updated dataset.
5.3. Selecting Relevant Data Sources
Gaining a comprehensive picture of publicly performed online media criticism re-
quires analyzing the publication output of opinion-leading media-critical agents (press
releases, news features, blogs, project reports) and their response rate in relevant mass me-
dia and specialized publications focusing on media. In this context, “publicly performed”
means mass media online distribution, as well as publications that are accessible on organi-
zational web sites, available for everyone, and, hence, usable cross-systemically [21]. Based
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on these insights, the domain experts organized sources of media-critical content into three
source categories, as outlined in Table 2: mass media, professional public, and social media.






Journalists and media stakeholders 740
Total 1275
1. A total of 185 mass media sources were identified by the experts, comprising web
pages of radio stations, TV stations, and printed media with an edition of at least
15,000 copies, as well as online only media. In addition to editions, crucial factors
concerning printed media were timeliness, universality, and periodicity. This category
also contained well-established TV and radio programs (i.e., programs that have been
broadcasted for at least five years).
2. The professional public category gathered articles from 100 Swiss German media-
critical agents participating in the public discourse related to media criticism and
the corresponding press releases. It included a heterogeneous range of organizations
that are either part of the media system (intra-media agents) or belong to another
societal system (extra-media agents) [27]. The resulting list contains 170 agents with
approximately 100 harvestable URLs.
3. Based on the domain experts’ assessment, our research considered two different types
of social media accounts: The first one collected tweets from mass media sources,
and the second one collected tweets from media- and journalism-related persons. For
inclusion in the Twitter sample, profiles needed to fulfill the following three criteria:
(i) at least 100 followers, (ii) a relation to Swiss media criticism, and (iii) the majority
of the tweets must be written in German. The system monitored 180 Twitter accounts
of mass media and 740 accounts of Swiss journalists and media-related persons.
A minor drop-out on the web sources could be determined due to the lack of relevant
or up-to-date content, or because content was secured by a paywall or offered exclusively
as a podcast, ePaper, or another non-trivial data format. In the case of mass media, program
preview sites and audio-only content were removed as well. In the case of paywalls, a
subscription for important outlets was organized.
6. Data Acquisition and Preprocessing
Based on the information provided in the previous step, our content acquisition
pipeline drew upon web crawlers and the Twitter web API to retrieve potentially relevant
content. Since between 50 and 60% of a typical web page consists of noise, such as naviga-
tion menus, links to related documents, advertisements, and copyright notes, the content
acquisition processes also deploy boilerplate removal [35] to identify and remove noise
elements as well as overview pages (i.e., summarization pages and entry points).
Afterwards, a domain-specificity classifier ensures that only relevant documents are in-
cluded in the corpus (or information space) by filtering irrelevant documents. The informa-
tion space used for analyzing media criticism, therefore, will contain mostly media-critical
documents rather than arbitrary media coverage. The following sections describe the
evolution of the domain-specificity component within the Swiss Media Criticism project.
6.1. Keyword-Based Approach
The first version of the content acquisition pipeline drew upon black- and whitelist
items to determine the domain specificity of documents. Keyword-based queries are very
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common in social sciences and have the advantage of being well accepted within this
discipline. Nevertheless, they provide low performance in terms of recall, since media
criticism can be voiced in manifold ways and settings, ranging from sport events like
the ski accident of Michael Schuhmacher in 2013, to tragic disasters in aviation like the
Germanwings accident in 2015, to political statements like the Böhmermann affair in 2016,
and to public health and policy issues, such as the reporting on the COVID-19 crisis.
Knowledge-aware text classification systems address this problem by considering both the
document’s vocabulary and background knowledge, such as the presence of media-critical
entities and terms in the classification process.
6.2. Knowledge-Aware Text Classification
The next iteration of the domain-specificity component drew upon the formalized
domain knowledge to calculate the probabilistic affiliation of a new and unknown text
with a given set of categories. In the presented project, two categories—media criticism
and not media criticism—were used, corresponding to relevant and irrelevant content.
To gather the needed domain-specificity information, domain experts (i.e., communi-
cation scientists) collected a gold-standard corpus of both media-critical and non-media-
critical documents. Special attention was paid to finding document pairs dealing with the
same topic, where one document contained media criticism while the other one did not,
as this helped to minimize the risk of topic-specific bias. In addition, the domain experts
aimed to include a wide range of topics, such as sports, direct democracy, affirmative
actions, disabilities, the Holocaust, offshore leaks, the Pope, Islam, climate change, the en-
ergy transition, and airplane accidents, in the gold standard. All selected documents were
published in a Swiss medium after 2010. The media-critical documents in the sample only
considered texts for which media criticism was clearly identified as the main topic and
was not just peripherally mentioned. The final gold standard comprised 503 media-critical
documents and 643 corresponding non-media-critical counterparts, which were used for
training the classifier.
This iteration used the Naïve Bayes classification algorithm due to its simplicity and
explainability, which allowed the determination of the reasons for a correct (or incorrect)
classification result. Being able to observe and correct the process if necessary helped in
building the domain expert’s trust in the classifier, and this was therefore identified as a
crucial step in creating the system.
The overall probability of an unknown text was derived from the probabilities of the
contained terms: First, the document ws converted into a “bag of words” representation
that also considered n-grams and skip-grams. A stopword filter and a frequency-based filter,
which remove terms that have been used less than three times in all collected documents,
were applied to speed up the computation time. The prior probability for each element of
this bag of words was received from the knowledge base calculated previously. The overall
probability of an article being media critical given its included terms P(M|t) was calculated
with the cross-product of its terms’ prior probability P(M) and the likelihood P(t|M) that
they were contained divided by its evidence P(t).






In this scenario, prior probability describes the general probability of an unknown
text containing media criticism according to the training data, while likelihood refers to the
probability of an unknown text’s term being related to a media-critical text. Meanwhile,
evidence means the probability of an unknown text’s terms being contained in any of the
trained categories (in this cas,e media criticism M and not media criticism ¬M).
evidence = P(t) = P(M)P(t|M) + P(¬M)P(t|¬M) (2)
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We further introduced ensemble heuristics, where the classification functions as a
baseline, and further knowledge sources, such as (i) source whitelists, (ii) black- and
whitelists, and (iii) named entity annotation and text patterns, function as regulators.
Documents that contain no or only a few keywords received a penalty on the estimated
probability of containing media criticism. The ensemble methods applied in this iteration
achieved results with a recall of over 71%, which is already considerably better than the
keyword-based approach.
6.3. Deep Learning for Text Classification
The final iteration of the domain-specificity component drew upon a transformer ar-
chitecture to perform the classification process. As outlined in Figure 2, the classifier used a
Bidirectional Encoder Representations from Transformers (BERT) language model [36] with
twelve transformer layers and a maximum sequence length of 512 tokens to create a contex-
tualized representation of the input document, in which each token was represented by a
768-dimensional vector. Text classification tasks usually only consider the BERT symbol for
classification output ([CLS]), which starts each document and provides a 768-dimensional
vector representation of its content. Since combining multiple hidden layers has been
shown to improve accuracy [36], we pooled the output of the last four hidden layers and
fed it through two linear layers, which then provided the final classification result.
Figure 2. Architecture of the deep learning classifier.
We used the Hugging Face transformer library (https://huggingface.co accessed on 21
February 2021) in conjunction with PyTorch (https://pytorch.org accessed on 21 February
2021) to implement the classifier and evaluated it using the following two pre-trained
transformer models:
• German BERT base (https://huggingface.co/bert-base-german-cased accessed on 21
February 2021): A case-sensitive BERT transformer that has been trained on over 10 GB
of textual data comprising the German Wikipedia dump (6 GB), the OpenLegalData
dump (2.4 GB), and 3.6 GB of news articles.
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• Multilingual BERT (https://huggingface.co/nlptown/bert-base-multilingual-uncased-
sentiment accessed on 21 February 2021): A case-insensitive, multilingual BERT model
that has been fine-tuned for sentiment analysis on product reviews in English, Dutch,
German, French, Spanish, and Italian.
Experiments that aimed at optimizing the model’s hyperparameters yielded the
following settings: a batch size of four, a dropout value of 0.3 to prevent overfitting,
an Adam optimizer with a learning rate of α = 3× 10−5, a binary cross-entropy (BCE) loss
function, and a training limit of 35 epochs with early stopping if the validation loss does
not improve.
Both models were fine-tuned on the domain-specificity classification task using the
gold standard created by our domain experts. In our experiments, the German BERT
Base model achieved an F1 score of 92.5% with both a precision and a recall of 92.5%.
The multilingual BERT model even topped this performance with an F1 score of 95.8%
(recall: 95.6%, precision: 95.8%). This considerable boost in performance came at the cost
of a lower explainability of the provided classification results.
7. Knowledge Extraction
The selection of the knowledge extraction techniques was guided by the research
framework discussed in Section 4, which requires (i) the analysis and tracking of major
stakeholders, (ii) the identification of dominant issues, and (iii) the classification of media
criticism as either optimistic–constructive or negative. Weichselbraun et al. [37] discussed the
use of domain-specific affective models, which support capturing emotions that go beyond
standard sentiment and emotion models. An assessment that compared the optimistic–
constructive and negative dimensions from communication science literature with standard
sentiment polarity (dimensions: positive and negative) concluded that, for the purpose of the
joint research project, the use of sentiment polarity is an efficient (availability of high-quality
sentiment lexicons) and effective (sufficiently high correlation between both metrics) strategy.
Consequently, we deployed named entity linking for identifying stakeholders (Section
7.1), the phrase extraction method described by Weichselbraun et al. [38] for tracking
associations and dominant issues, and sentiment analysis (Section 7.2) to automatically
determine whether the feedback was positive or negative.
7.1. Named Entity Linking
Named entity linking identifies mentions of named entities, such as persons or or-
ganizations that are important stakeholders in the public discourse on media criticism,
as well as locations, and links them to structured knowledge sources, such as the DBpedia,
GeoNames, and custom linked open data repositories. Therefore, it paves the way for
analytics that assign sentiments to entities, identify trends, and reveal relations between
these entities. Transforming the domain knowledge on media criticism assembled by the
domain experts to a linked data format (Section 5.2) enables us to leverage these data for
named entity linking.
The webLyzard platform used in this project draws upon Recognyze [39], a named
entity linking component that queries linked open data sources to obtain textual, contextual,
and structural information on entities, which is then used to identify entity mentions in text
documents. Figure 3 outlines this process. Recognyze uses analyzers, i.e., graph mining
components, that retrieve the relevant information from the available linked data sources.
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Figure 3. Named entity linking with Recognyze.
Name analyzers yield textual information that comprises different named variants
and abbreviations used to refer to an entity (e.g., BBC, British Broadcasting Corporation,
etc.). Context analyzers mine contextual information, such as keywords obtained from
the organization’s description, products and services offered by an organization, its web
address, and mail and email addresses. Structural information is obtained by structure
analyzers, which reveal relations between the extracted entities—for instance, that John
Reith was the founder of the BBC or that Future Media is an operational division of the BBC.
The obtained information was then used to create disambiguation profiles that iden-
tified potential named entity mentions in textual content, thus helping to disambiguate
these mentions and ground them to the correct entity in the linked open data repository.
7.2. Sentiment Analysis
Sentiment analysis computes the polarity (positive versus negative) of targets, such
as documents, sentences, topics, and named entities. Therefore, it is useful to determine
how targets are perceived by the public or to identify conflicting targets, i.e., targets with a
high standard deviation of the sentiment value, which indicates that the coverage of these
targets is framed differently in the analyzed outlets.
The Swiss Media Criticism portal uses a context-aware sentiment analysis approach
to determine the text sentiment, which considers the text’s context prior to evaluating its
sentiment. Therefore, it combines a static sentiment lexicon that contains sentiment terms ti
that either indicate a positive or negative sentiment (e.g., good and excellent versus bad and
horrible) with a contextualized sentiment lexicon, which determines the sentiment value
for ambiguous sentiment terms (ti ∈ Tambig) based on the text’s context Ci, expressed as a
set of non-sentiment terms within the text. The term expensive, for instance, is considered
negative in conjunction with context terms such as overpriced, while the context terms
high value and quality might indicate a positive usage of this term.
Aggregating the sentiment value of all terms ti within a sentence with context Ci





N (ti) · s′′(ti, Ci) (3)
The sentiment lexicon s′′(ti, Ci) yields the contextualized sentiment value for ambigu-
ous sentiment terms ti and falls back to the static sentiment lexicon s(ti) for unambiguous
sentiment terms or if no context terms are available.
s′′(ti, Ci) =
{
s′(ti, Ci) if ti ∈ Tambig and Ci 6= ∅
s(ti) otherwise
(4)
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−1 if ti is negated
+1 otherwise
(5)
The system also propagates the sentence sentiment to topics, sources, and entities,
i.e., it allows assessment of whether a certain entity occurs frequently in a positive or
negative context or how a certain new media site frames a particular topic.
8. Visualizations and Analytics—The Swiss Media Criticism Portal
The expert system that was created, the “Swiss Media Criticism portal and analytics
dashboard”, was developed within the Radar Media Criticism Switzerland project, funded
by the Swiss National Science Foundation, and was built upon the webLyzard platform
(https://www.weblyzard.com accessed on 21 February 2021), which provides components
for scalable knowledge acquisition and extraction [40], advanced analytics [16], and vi-
sualizations [6]. The expert system has been actively used by communication scientists
from the project consortium, and efforts towards extending this system to further countries,
domains, and research groups are planned.
Figure 4 illustrates the Swiss Media Criticism portal and analytics dashboard, which
enables users to search, refine, analyze, and interpret media-critical coverage from Swiss
online sources.
Figure 4. Screenshot of the Swiss Media Criticism portal featuring a query for the search term “corona”.
The system aggregates media-critical content and yields keyphrase statistics (left
bottom), relevant documents (center), real-time analytics, such as the geographic distribu-
tion of the media coverage (right top), a tag cloud highlighting terms associated with the
current query (right middle), and a keyword graph outlining how the associated terms are
connected to each other (right bottom). The case study in the following section outlines
how the computed associations and the corresponding visualizations provide clues con-
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cerning the framing behavior of the agents and support the development of hypotheses
that describe the effects that the coverage has among the target audience.
The created expert system provides powerful analytics for addressing the major issues
and questions raised within the research framework:
• The platform provides real-time coverage of current (e.g., Figure 4) and past (e.g.,
Section 8.1) issues, thus enabling experts to analyze the dynamics of both current and
past issues and to participate in the discourse with data-driven insights.
• Stakeholder groups (i.e., mass media, professional public, and social media) are
organized in different samples, allowing domain experts to analyze and contrast the
output and impact of these groups.
• Named entity linking enables analyses that focus on the stakeholder groups that have
been defined by the domain experts (Section 5).
• Phrase extraction automatically identifies terms and concepts that are associated
with stakeholders, locations, and queries, supporting domain experts in uncovering
important topics, dominant issues, and their framing.
• Sentiment analysis provides insights into the perception of stakeholders and issues.
• Drill-down analyses ensure that aggregated results and trends presented in the portal
are valid and help in understanding the underlying reasons for the observed effects.
The following case study demonstrates how these analytics and visualizations are
instrumental in understanding the media-critical discourse and its dynamics by supporting
analyses that (i) aid in answering fundamental questions on the temporal course and
lifespan of issues, (ii) highlight important agents participating in the discourse, and (iii)
identify the sentiment (positive versus negative) of its coverage.
8.1. Case Study: New Year’s Eve Sexual Assaults in Cologne
During the night of New Year’s Eve in 2015/2016, numerous women were robbed and
sexually molested at the Cologne main station. Generally, the suspects were described as
African- or Arabic-looking. A public debate emerged over immigrants, sexism, and cultural
values. In this context, the role of mass media coverage of delicate topics was critically
discussed, and the term Lügenpresse (lying press) was suddenly socially acceptable again.
Searching for media-critical coverage of these events using the keywords Silvester-
nacht (night of New Year’s Eve), Köln (Cologne), and Medien (media) during the period
from 31 December 2015 to 31 March 2016 yielded 72 documents in the mass media and
professional public categories, as well as 227 Tweets from media-critical stakeholders.
Figure 5 compares the media-critical coverage in mass media and in Tweets authored
by media-critical stakeholders.
For mass media, the most relevant concepts were Köln (Cologne, 36 mentions), Täter
(offenders, 36 mentions), and Übergriffe (assaults, 16 mentions), indicating that the discourse
was focused on these particular events.
The discussion of media-critical stakeholders, in contrast, focuses on the implications
of the events for Switzerland, as indicated by the keywords Frauen (women, 17 mentions),
Schweiz (Switzerland, 12 mentions), and Durchsetzungsinitiative (an upcoming people’s vote
regarding the deportation of criminal foreign citizens, nine mentions). It is also interesting
to note that the term “refugeeswelcome”, which was present only in the Twitter tag cloud,
became a hashtag for some of these discussions.
The geographic distribution of the locations mentioned in the articles indicates that the
coverage focused on Cologne, Stuttgart, and Sweden, where similar events were reported,
as well as in Poland due to an article that covered the drastic means by which Poland’s
government tried to strengthen its influence on the media, mentioning the Polish media
coverage of the events in Cologne.
Figure 6 reveals the topic’s life cycle, which seems to be typical for mass media
coverage, with a heavy increase in coverage when the issue first became apparent three days
after New Year’s Day. The mostly episodic mass media coverage, which has been criticized
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by media scholars, seemed to continue as far as media-critical coverage is concerned.


































































































Figure 5. Tag clouds of the media-critical coverage of the New Year’s Eve sexual assaults in Cologne on
Twitter (top), in news media (bottom), and in locations mentioned in the news media coverage (right).
Figure 6. Frequency graph illustrating the topic’s life cycle in mass media in the first quarter of 2016.
After a fortnightly high during which the issue was dominant, the media lost interest,
as hardly any new information became available or there was a lack of similar follow-up
events. The steep decline was followed by a steady loss of importance, which ended
in disappearance. When considering that almost three hundred monitored agents only
yielded 72 hits over three months, it became obvious that this event did not attract a lot of
media-critical coverage in Switzerland. Hence, the hypothesis of media-critical coverage
not being widespread is supported. Swiss journalists held themselves back from criticizing
their professional colleagues in Germany, but also omitted a discussion of what should be
done differently by Swiss media if a comparable event would happen in Switzerland.
At the same time, the system revealed which sources participated in a public debate
and how strongly each source had been involved (Figure 7). From a media studies perspec-
tive, this feature is relevant concerning the distinction of mass media with institutionalized
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forms of media criticism and editorial teams without similar structures or for recogniz-
ing differences between tabloid press and quality media. Institutionalization means that
there is at least a personal specialization or an organizational beat in the topic field of
media journalism. According to structuration theory, institutionalization of media criticism
should lead to more regular and more qualitative coverage [41]. Moreover, the coverage’s
geographic distribution becomes visible; therefore, it is also more discernible if one regional
press cooperation reports more often than another.
The deepening analysis in Table 3 points out that only 22 of the 185 mass media titles
covered the event from a media-critical point of view. This corresponds to an average
of 0.31 contributed articles per title in the category of the mass media. The reaction of
the professional media in this case was even lower. Only 8 of the 100 professional public
media titles covered the issue. This corresponds to an average of 0.13 contributed articles
per title in the category of the professional public. This result shows that mass media
criticism cannot be fully substituted with criticism by professional public agents. Moreover,
the analysis allows a comparison between tabloid papers and quality press. In the sample,
we found 24 articles coming from five quality press titles, but only five articles in five
tabloid press titles. We could argue that substantial media criticism is not something that
tabloid press is predestined for due to its meta-level nature and its complex context with
ethics or law. Therefore, media criticism is a topic that tabloids seem to avoid, fearing they
could perform poorly.
Figure 7. Cropped screenshot of the Swiss Media Criticism portal demonstrating the most frequent
sources of the selected articles. Included are the source name (Quelle), number of documents (Anzahl),
reach (Reichweite), influence (Einfluss), and sentiment.
Table 3. Average number of articles per medium.
Category Articles (Agents) Average per Medium
Top Categories
Mass media 59 (185) 0.31
Professional public 13 (100) 0.13
Sub-Categories
Quality media 24 (5) 4.80
Tabloid press 5 (5) 1.00
Institutionalized media criticism 17 (5) 3.40
The data show that forms of institutionalized media criticism structures within the
newsroom do indeed lead to more coverage. In the category of the media with institution-
alized media criticism, we found an average of 3.4 contributed articles per title, whereas
editorial teams without such specialization published far fewer articles.
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Although the analysis shows certain tendencies, it is clear that one case study is not
enough to determine whether institutionalization is meaningful or not. Just by skimming
the articles, it becomes evident that the expression “lying press” is hardly existent in Swiss
mass media coverage. The Swiss journalists do not seem to be willing to support the
polemical use of this inadequate term. In addition, mass media only perform “embedded
media criticism”, which means that critical content is not the main topic of an article, but is
peripherally mentioned in a few sentences.
Figure 8 shows the sentiment for the press coverage of the New Year’s Eve sexual
assaults in Cologne. The figure indicates the framing behavior of the involved agents—
more precisely, whether an issue is mainly framed with positive, neutral, or negative terms.
This allows, for example, the creation of hypotheses regarding the effects of this coverage
on the audience.
Figure 8. Sentiment analysis of the topic’s perception in the first quarter of 2016.
In the case of Cologne, once more, we recognized a typical pattern known from
general media coverage: There is often a first outrage wave among journalists when such
an issue emerges. A highly emotionalized coverage arises, leading to a very negative issue
sentiment. Indeed, most of the media-critical Cologne coverage was clearly negatively
framed. After a few weeks, the sentiment becomes more neutral, as journalists gain distance
from an event and contextualize an incident. Later, the sentiment even becomes positive,
as voices often arise that demand that society learns and improves and that things have to
be handled differently the next time in order to avoid a similar event. After this conclusion
phase, the sentiment stays neutral as media coverage vanishes. If there is a new aspect to
be released to the public or a new event occurs that can be associated with the previous
one, the neutral phase ends and is replaced by more emotional coverage again.
8.2. Validation of the Results
Validation of automated methods plays a key role in ensuring a high data quality
and in obtaining reliable results and insights. Within the Swiss Media Criticism project, we
implemented multiple validation routines that have been tailored to meet the specific needs
of the domain experts’ use cases, some being fully automated tests, and others requiring
heavy human interaction.
For instance, the recall of the data acquisition pipeline (i.e., whether all available
media-critical coverage can be found in the expert system) was of particular importance.
Therefore, we complemented standard automatized tests that computed the precision,
recall, and F1 measure of the domain-specificity components with manual checks, in which
domain experts scanned newspapers for relevant articles and verified that the articles were
also actually available in the portal.
To evaluate information extraction tasks, such as named entity linking and sentiment
analysis, we introduced group exercises into lectures and tasked students with evaluating
data quality in seminars. These efforts were complemented by evaluations performed by
computer scientists using tools such as Orbis [42] that aid validations of computer-generated
annotations by visually comparing them with gold-standard annotations.
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The feedback received from the validation steps was collected in an issue management
system, which allowed all stakeholders to track the improvements in data quality and
reliability, and has been proven to strengthen participation and involvement.
8.3. Discussion of the Case Study
For newly evolving discourses, the Swiss Media Criticism portal provides an auto-
mated quantitative overview for crucial parameters and answers to basic research questions
in almost real time. What is the temporal course and lifespan of an issue? Which agents
participate to which extent in an ongoing discourse? How is an issue framed and which
sentiment does it encounter during coverage? In addition, the portal instantly delivers a
sample of articles that can easily be used and modified for more in-depth, manual content
analysis, as search results are exportable to various data formats.
Several benefits can be highlighted from the application of data-driven research
methods to the domain of media criticism: (i) availability of a complete inventory, such as
extensive document repositories, (ii) volatile sources of information (such as Twitter and
comments in forums) can be captured, and (iii) the efficiency of the content analysis is
much higher than with conventional methods.
In addition, the system provides powerful analytics and visualization to gain a better
understanding of the target domain, of spatial and temporal effects, and of the framing of
topics due to the computation of associations and the sentiment. The Swiss Media Criticism
portal also supports exporting documents and visualizations, enabling the application of
further linguistic and statistical methods to the document corpus.
9. Conclusions
Recent literature has raised serious concerns about the effectiveness of computer
scientists that apply methods from their field to other disciplines without a proper under-
standing of the necessary research background within the target domain [1,4]. This article
addresses these concerns by suggesting a strong collaborative adaptation process that
has been developed within a number of research projects and that aids interdisciplinary
research groups in building a common understanding of (i) the research framework within
the target discipline and (ii) the benefits that data-driven research methods could yield.
The process guides researchers in:
• Aligning their research design and hypotheses with the target discipline’s research
framework and background to ensure that the envisioned research has a real impact
on that discipline;
• Leveraging theories and concepts from the target domain in the design of indicators
and metrics;
• Considering the target domain’s research framework in the development of the entire
data acquisition, processing, and analytics process and integrating domain expert input
(e.g., on formalized domain knowledge and data sources) into their development;
• Organizing the collaboration between the groups by defining interfaces and feed-
back loops.
We then applied this approach to the field of communication science and discussed its
impact on the design of the whole data-driven research process. Our experiences with the
domain-specificity component, which was improved based on multiple feedback loops,
demonstrate that iterative feedback and refinements—for example, of system components—
are crucial for ensuring success. The presented process also guides the evolution of the
system in a controlled and structured way, enabling computer scientists and domain
experts to systematically monitor the impact of each feedback loop and to determine when
a sufficient quality has been reached.
A case study that drew upon the developed system demonstrated how a close align-
ment between the target discipline and computer scientists helps in creating research
designs that yield insights of high relevance to the target domain. The Swiss Media Crit-
icism portal, for example, provided sophisticated analytics that helped communication
Future Internet 2021, 13, 59 20 of 22
scientists in identifying, tracking, and understanding public media criticism debates. An
analysis that would take weeks with conventional means can be performed in close to real
time, enabling the research team to provide continuous reports on media-critical events
and to investigate temporal effects. The alignment of data-driven research methods with
the research framework from communication science also ensures that the obtained results
adhere to the target domain’s scientific standards and yield relevant contributions to this
field. Computer scientists also benefit from this process, since the interdisciplinary ap-
proach provides them with insights into the target domain’s research frameworks and with
innovative views on the strengths and weaknesses of their technology, since each scientific
discipline poses its own typical questions for its objects of investigation, and technology
cannot answer all questions ad hoc.
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