the application of simulated annealing to job shop scheduling. We prove asymptotic convergence of the algorithm to a globally minimal solution by showing that the neighborhood structure is such that each ergodic set contains at least one global minimum. Section 4 contains the results of a computational study in which simulated annealing is used to find approximate solutions to a large set of instances of the job shop scheduling problem. We compare our simulated annealing method with three other approaches, i.e., time-equivalent iterative improvement, the shifting bottleneck procedure of Adams, Balas and Zawack, and the controlled search simulated annealing method of Matsuo, Suh and Sullivan. In Section 5 we end with some concluding remarks.
THE PROBLEM
We are given a set -f of n jobs, a set X of m machines, and a set a of N operations. For each operation v E a there is a job J, E /o to which it belongs, a machine M, E 4 on which it requires processing, and a processing time t, E NJ. There is a binary relation -> on a that decomposes a into chains corresponding to the jobs; more specifically, if v -> w, then J, = JW, and there is no x 4 {v, w} such that v -> x or x -> w.
The problem is to find a start time s, for each operation v E a such that max s, + t,, 
For each pair of operations v, w E a with v -, condition (3) is represented by an arc (v, w) in A.
Similarly, for each pair of operations v, w E a with M, = MW, the disjunctive constraint (4) is represented by an edge {v, w} in E, and the two ways to settle the disjunction correspond to the two possible orientations of the edge. There is an obvious one-to-one correspondence between a set of choices in (4) that is overall feasible and an orientation of all the edges in E for which the resulting digraph is acyclic. The objective value (the makespan) of the corresponding solution is given by the length of a longest path in this digraph. Such a set of orientations decomposes a into chains corresponding to the machines, i.e., it defines for each machine an ordering or permuation of the operations to be processed by that machine. Conversely, a set of machine permutations defines a set of orientations of the edges in E, though not necessarily one which results in an acyclic digraph. Since the longest path in a cyclic digraph has infinite length, we can now rephrase the problem as that of finding a set of machine permutations that minimizes the longest path in the resulting digraph. In Section 3 we use this formulation of the problem to find approximate solutions by simulated annealing. (1985), simulated annealing has been applied to many combinatorial optimization problems in such diverse areas as computer-aided design of integrated circuits, image processing, code design and neural network theory; for a review the reader is referred to Van Laarhoven and Aarts (1987) . The algorithm is based on an intriguing combination of ideas from at first sight completely unrelated fields of science, viz. combinatorial optimization and statistical physics. On the one hand, the algorithm can be considered as a generalization of the well known iterative improvement approach to combinatorial optimization problems, on the other hand, it can be viewed as an analogue of an algorithm used in statistical physics for computer simulation of the annealing of a solid to its ground state, i.e., the state with minimum energy. In this paper, we mainly restrict ourselves to the first point of view; thus, we first briefly review iterative improvement. Generally, a combinatorial optimization problem is a tuple (I, W), where R is the set of configurations or solutions of the problem, and C: S -11 R the cost function (Papadimitriou and Steiglitz 1982). To be able to use iterative improvement we need a neighborhood structure Y: R --2'; thus, for each configuration i, XA(i) is a subset of configurations, called the neighborhood of i. Neighborhoods are usually defined by first choosing a simple type of transition to obtain a new configuration from a given one and then defining the neighborhood as the set of configurations that can be obtained from a given configuration in one transition.
Given the set of configurations, a cost function and a neighborhood structure, we can define the iterative improvement algorithm as follows. The algorithm consists of a number of iterations. At the start of each iteration, a configuration i is given and a transition to a configuration j E XA(i) is generated. If C(j) < C(i), the start configuration in the next iteration is j, otherwise it is i. If R is finite and if the transitions are generated in some exhaustive enumerative way, then the algorithm terminates by definition in a local minimum. Unfortunately, a local minimum may differ considerably in cost from a global minimum. Simulated annealing can be viewed as an attempt to find near-optimal local minima by allowing the acceptance of cost-increasing transitions. More precisely, if i and j E X(i) are the two configurations to choose from, then the algorithm continues with configuration j with a probability given by mint 1, exp(-(C(j) -C(i))Ic)} where c is a positive control parameter, which is gradually decreased during the execution of the algorithm. Thus, c is the analogue of the temperature in the physical annealing process. Note that the aforemen- We recall that the stationary distribution of the Markov chain is defined as the probability distribution of the configurations after an infinite number of transitions. Thus, we conclude from (9) that the simulated annealing algorithm converges with probability 1 to a globally minimal configuration if the following conditions are satisfied: * the sequence of values of the control parameter converges to 0; * the Markov chains generated at each value of c are of infinite length; and * the matrix G is irreducible. 
SIMULATED ANNEALING AND JOB SHOP SCHEDULING
We recall from the previous section that in order to apply simulated annealing to any combinatorial optimization problem, we need a precise definition of configurations, a cost function and a neighborhood structure. Furthermore, to prove asymptotic convergence we must show that the neighborhood structure is such that for an arbitrary configuration i there exists at least one globally minimal configuration io E Ropt that can be reached from i in a finite number of transitions. Hereinafter, we discuss these items in more detail.
Configurations
We recall from Section 1 that we can solve the job shop scheduling problem by considering sets of machine permutations and by determining, for such a set of permutations, the longest path in the digraph which results from giving the edges in the disjunctive graph the orientations determined by the permutations. We therefore define a configuration i of the 
Proof. Suppose that Dj is cyclic. Because Di is acyclic, the arc (w, v) is part of the cycle in D>. Consequently, there is a path (v, x, y, . . ., w) in D>. But this path can also be found in Di and is clearly a longer path from v to w than the arc (v, w). This contradicts the assumption that (v, w) is on a longest path in Di.
Hence, Dj is acyclic.
Given a configuration io E Mopt, we define two sets for an arbitrary configuration i:

Mi(io) = {e = (v, w) E Ei l(w, v) EG io} (21)
Mi(io) = {e = (v, w) E Ei I (w, v) e EioJI (22)
In view of Section 2, the following theorem now ensures asymptotic convergence in probability to a globally minimal configuration. 
COMPUTATIONAL RESULTS
We have analyzed the finite-time behavior of the simulated annealing algorithm empirically by running the algorithm on a number of instances of the job shop scheduling problem, varying in size from six jobs on six machines to thirty jobs on ten machines. For all instances, the number of operations of each job equals the number of machines and each job has precisely one operation on each machine. In that case, the number of configurations of each instance is given by (n!)m, the labeling algorithm takes 6(nm) time to compute the cost of a configuration, and the size of the neighborhood of a configuration is bounded by m(n-1). Table II for the Lawrence instances. The averages in these tables are computed from five solutions, obtained by running the algorithm, controlled by the cooling schedule described in Section 2, five times on each instance and recording the best configuration encountered during each run (this need not necessarily be the final configuration). The probabilistic nature of the algorithm makes it necessary to carry out multiple runs on the same problem instance in order to get meaningful results.
FIS1, FIS2 and FIS3 (
All results are obtained with the parameters Xo and e, set to 0.95 and 10-6, respectively, and for different values of the distance parameter 8. Running times are CPU times on a VAX-785.
From Tables I and II Table II, for which m is constant, the average running time T for 8 = 0.01 is approximately given by t = to * n2215 In n, for some constant to (X2 = 1.00);
for the G, B and I instances, for which n is constant, the average running time for 8 = 0.01 is approximately given by T = t r m2.406, for some constant t1 (x 2 = 1.00). Thus, the observed running times are in good accordance with the bound given in Section 2. We observe that repeated execution of iterative improvement is easily outperformed by simulated annealing for the two larger problems. The difference is significant: for FIS3, for instance, the average best solution obtained by simulated annealing is almost 1 1% better in cost than the one obtained by repeated execution of iterative improvement. Tables I and   II for 6 = 0.01) and certainly superior to traditional approaches, such as procedures based on priority dispatching rules.
Controlled Search Simulated Annealing
Finally, Tables I and II contain for a number of instances the cost value of the best solution obtained by Matsuo, Suh and Sullivan with their controlled search simulated annealing method. They use neighborhoods consisting of schedules that can be obtained by several types of (multi)adjacency interchanges of operations that are critical for determining the makespan. Briefly, these neighborhoods are obtained by augmenting the relatively simple neighborhoods used in our approach by adding better schedules that are found by exploring the structure of the problem at hand. Evidently, this makes the approach less general than ours. As the tables show, this augmentation enhances the efficiency of the algorithm but not its effectiveness; the quality of the final solution remains roughly the same. The running times for this approach, given in Tables I and II , are again obtained by halving the times given by Matsuo, Suh and Sullivan, since they also used a VAX-780 computer. Comparison of our simulated annealing method with controlled search simulated annealing yields the following conclusions.
For those instances for which Matsuo, Suh and
Sullivan do not find an optimum, our approach finds, on the average, solutions of the same quality but at the cost of larger computational efforts.
2. For those instances for which an optimum was found, the controlled search simulated annealing method finds it in remarkably smaller running times, even when compared to the running times used by the shifting bottleneck procedure.
CONCLUSION
We have discussed a new approach to job shop scheduling based on a randomized version of iterative improvement. The probabilistic element of the algorithm (the acceptance of cost-increasing transitions with a nonzero probability) makes simulated annealing a significantly better approach than the classical iterative improvement approach on which it is based. The difference is especially pronounced for large problem instances. For a number of well-studied problems in combinatorial optimization a comparison of simulated annealing and tailored heuristics usually leads to the conclusion that tailored algorithms are more efficient and more effective than simulated annealing: They find better solutions in less time (see, for example, Van Laarhoven and Aarts, and Johnson et al.). Interestingly, this does not seem to be entirely the case for job shop scheduling: Simulated annealing has a potential of finding shorter makespans than the tailored heuristic of Adams, Balas and Zawack, at the cost of large running times. In other words, tailoring the algorithm toward the combinatorial structure of the problem does not yield a more effective, merely a more efficient algorithm. This observation is confirmed by the results of Matsuo, Suh and Sullivan, who describe a simulated annealing-based approach to job shop scheduling, employing a more problem specific neighborhood structure. Their approach also leads to a more efficient algorithm, but it again produces results of the same quality.
We consider the disadvantage of large running times to be compensated for by the simplicity of the algorithm, by its ease of implementation, by the fact that it requires no deep insight into the combinatorial structure of the problem, and, of course, by the high quality of the solutions it returns.
