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Abstract— Physical modeling of robotic system behavior is
the foundation for controlling many robotic mechanisms to
a satisfactory degree. Mechanisms are also typically designed
in a way that good model accuracy can be achieved with
relatively simple models and model identification strategies.
If the modeling accuracy using physically based models is
not enough or too complex, model-free methods based on
machine learning techniques can help. Of particular interest to
us was therefore the question to what degree semi-parametric
modeling techniques, meaning combinations of physical models
with machine learning, increase the modeling accuracy of
inverse dynamics models which are typically used in robot
control. To this end, we evaluated semi-parametric Gaussian
process regression and a novel model-based neural network
architecture, and compared their modeling accuracy to a series
of naive semi-parametric, parametric-only and non-parametric-
only regression methods. The comparison has been carried out
on three test scenarios, one involving a real test-bed and two
involving simulated scenarios, with the most complex scenario
targeting the modeling a simulated robot’s inverse dynamics
model. We found that in all but one case, semi-parametric
Gaussian process regression yields the most accurate models,
also with little tuning required for the training procedure.
I. INTRODUCTION
Robot control benefits greatly from an accurate dynamics
model, so that known forces can be compensated for through
feedforward control. Good feedforward control means feed-
back control must only compensate for unknown perturba-
tions and as a result, for example, low-gain compliant control
becomes feasible.
Since humans design robots2, models used for the design
and construction alongside physical modeling of the robot
(rigid body dynamics, actuator dynamics, etc.) can be used to
determine the structure and parameters of dynamic models.
Thus, to us, it seems superfluous to learn dynamic models
from scratch when good models are already available. How-
ever, good does not mean perfect.
Analytical models are abstraction, and include assump-
tions that do not hold in the real world (link inertias are
known exactly, cables do not need to be taken into account,
friction is not temperature-dependent). The models also can-
not account for local variations e.g. due to small manufactur-
ing flaws or wear and tear of the robot. Accurately estimating
the parameters of such a model from data, which we refer
to as parametric model identification, is a tedious and non-
trivial task on its own the more complex a model gets. For
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Fig. 1: Physical setup for the variable impedance actuator
test scenario (VIA) described in section IV-B
example, see the comments and results of the learning-based
approach of [2] with respect to their previous (complex)
model-based approach [3] in controlling a quadruped robot.
Purely non-parametric approaches to obtaining a dynam-
ics model for robot control lie on the other end of the
spectrum [4]. While such approaches often lead to higher
accuracy on specific trajectories, generalization to unseen
parts of the configuration space (with respect to the training
data distribution) is a challenge. We use the term non-
parametric model learning to refer to approaches of this
kind.
The strengths and weaknesses of both approaches are
summarized in Table I. We think, the best of both worlds
can be achieved by combining global parametric models,
in which we can include our knowledge of the robot and
physics, with non-parametric models, which can account for
local deviations from the parametric model. The aim of this
paper is therefore to extensively compare different variants
of such semi-parametric approaches to model learning.
Our main contributions with respect to already pub-
lished articles about non- or semi-parametric model learning,
e.g. [4]–[8], are three-fold:
• we evaluate well-known semi-parametric approaches
(like semi-parametric Gaussian processes) to a wider
variety of baselines, including e.g. simpler semi-
parametric approaches as well as robust model identifi-
cation through model-based support vector regression
• we include evaluation of a semi-parametric Bayesian
neural network approach
• all experiment data (split into the training and testing
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sets we used) as well as the parametric models for each
evaluation scenario are published along-side this letter
for own experiments or reproducing our results 3
In the next section, we give a more formal introduction to
the problem we study. In Section III, the evaluated methods
are described in detail and in Section IV so are our evaluation
scenarios. Section V discusses our results and observations.
In VI, related work in the area of (semi-)parametric model
learning and successful applications thereof are put into
context with our evaluated methods here, and lastly, we
conclude our findings.
II. PROBLEM FORMULATION
This letter summarizes results concerning model learning
in settings for which an analytical parametric model exists.
The process of model learning then includes i) calibrating
the analytical model’s parameters to some data (parametric
model identification, e.g. using linear least squares) and
ii) learning residual errors between observations and the
(calibrated) analytical model via a non-parametric machine
learning approach (e.g. Gaussian processes). We term learn-
ing approaches which deal with i) and ii) together as semi-
parametric model learning, where parametric refers to the
parameters of the analytical model and semi to the additional
non-parametric machine learning component. Further, we
distinguish between joint semi-parametric and sequential
semi-parametric approaches depending on if both aspects are
learned in a joint objective or if they are dealt with in a
sequential, potentially iterative way.
Formally, learning a model in our context refers to esti-
mating a function y = f(x), x ∈ RDin , y ∈ RDout , given
observations X = {x0, . . . , xN}, Y = {y0, . . . , yN} and
some prior analytical model y = hθm(x) with θm ∈ RM
being the to-be-calibrated model parameters.
In semi-parametric model learning, we define
f(x) ≈ f{θm,θnp} = hθm(x) + gθnp(x) (1)
which expresses the desire that the non-parametric model
gθnp(x) with parameters θnp is responsible for representing
the residual error between the observed data and the para-
metric model hθm(x).
The model hθm(x) in all our evaluation scenarios has a
linear-in-parameters form for each output dimension yi, i ∈
[1, . . . , Dout]
yi = φi(x)
T θm (2)
φi(x) : RDin → RM (3)
While this linear-in-parameters form plays nicely with
the often used regressor formulation for parametric model
identification in the context of rigid body dynamics [9]
τ = Φ(q, q˙, q¨)θ (4)
3https://rmc.dlr.de/download/
semiparametric-learning/spml_data.zip
it is not necessary for our presented joint semi-parametric
approaches, which could deal with non-linear-in-parameters
models as well, as long as the model is differentiable with
respect to the parameter vector θ.
III. METHODS
Of particular interest to us was the comparison of joint vs.
sequential semi-parametric model learning. Following equa-
tion (1), we categorize an approach as joint semi-parametric
if some loss objective L for given observed data {X,Y } is
minimized jointly over both parameter sets {θm, θnp}
{θ∗m, θ∗np} = arg min
θm,θnp
L(f{θm,θnp}(X), Y ) (5)
Sequential semi-parametric approaches are defined as two-
step process. First, the parametric model is fit to observed
data and the target residuals Y ∗ with respect to the estimated
parametric model are computed (6)-(7). Second, the non-
parametric model is fit to the residuals (8). For predictions,
both estimated models are then combined as in equation (1).
θ∗m = arg min
θm
L(hθm(X), Y ) (6)
Y ∗ = {y∗i with y∗i = yi − hθ∗m(xi), i ∈ [0, N ]} (7)
θ∗np = arg min
θnp
L′(gθnp(X), Y ∗) (8)
We would expect, that in general optimizing for both pa-
rameter sets jointly would outperform sequential learning ap-
proaches. Furthermore, iterative sequential semi-parametric
approaches have been implemented by iterating equations
(6)-(8) a fixed number of times and fitting the parametric
model in equation (6) to the residual error Y ′ of the data
with respect to the current iteration’s non-parametric model.
Y ′ = {y′i with y′i = yi − gθ∗np(xi), i ∈ [0, N ]} (9)
A. Semi-Parametric Gaussian Processes (SPGP)
The main algorithm we wanted to evaluate and put into
perspective to other approaches is semi-parametric Gaussian
process regression.
Gaussian processes offer a convenient and principled
way to incorporate a parametric model into the learning
process [10, chapter 2.7]. As a Gaussian process (GP) is
described by a mean m(x) and kernel function kθk(x, x
′),
it suffices to replace m(x) with the parametric model in
order to obtain a semi-parametric model which follows the
formulation in equation (1) (for the predictive mean of the
GP). If our model (resp. mean function) has open parameters
θm, notated as mθm(x), and depending on if the model is
linear or non-linear in those parameters, we have different
choices for inferring the parametric model’s parameters as
well as the kernel hyper-parameters from data.
The first approach works for linear- as well as non-linear-
in-parameters mean functions and jointly minimizes the log
marginal likelihood of the GP model with respect to the
total parameter set θ = {θm, θk}. If the mean function is
Approach Strength Weakness
parametric model identification • few training data required
• interpretability of estimated model parameters
• usually very fast (identification and evalua-
tion)
• can be designed to meet specific requirements,
e.g. smoothness or analytic derivatives
• good at extrapolation outside training data
(within the parametric models validity)
• representational power limited to parametric
model’s structure
• significant engineering effort to build accurate
models
• model identification from data requires exci-
tation (and observability) of all parameters
non-parametric model learning • arbitrarily accurate as representational power
can be scaled with available amount of train-
ing data
• usually much more training data required
• bad at extrapolating outside training data
TABLE I: Relative strengths and weaknesses for parametric and non-parametric model learning.
differentiable, as in all our cases, this can be done efficiently
using a gradient-based optimizer. We term this variant Semi-
Parametric GP (SPGP) with joint optimization.
For linear-in-parameters parametric models (mean func-
tions) and assuming a Gaussian prior θm ∼ N (b, B) on
the model parameters, [10] (based on [11]) shows that it
is possible to marginalize out the model parameters analyt-
ically. This could be especially interesting in the limiting
case of a very vague prior on those parameters (infinite
variance B). We implemented this variant as well, but as
preliminary experiments showed little difference between the
joint-optimization variant and the marginalized-out variant
for the (much lower than infinity) prior uncertainty we
expected on model parameters, we only report results for the
more general joint-optimization variant. Also, [10] points out
that the for the limiting case of infinite variance additional
care regarding the numerical side of the implementation has
to be taken and we did not want to deal with that problem
for now.
We have implemented our SPGP with joint {θm, θk}-
parameter optimization using the library GPflow [12] as
well as using the C++ library Limbo [13]. If not noted
otherwise, results were obtained using the implementation
in GPflow. For the SPGP (as well as baseline GPs), a
standard RBF-kernel with automatic relevance determination
and a Gaussian observation likelihood were used. RBF kernel
hyper-parameters (length scales and variance) as well as the
observation likelihood variance were initialized to 1.0 and
optimized using GPflow’s default optimizer (L-BFGS-B).
Initialization values for the mean function parameters θm
depend on the test scenario.
B. Bayesian Model-based Neural Networks (BAMBANN)
In an effort to tackle some of the problems of Gaussian
Process regression, e.g. undesired computational scaling with
available data, smoothness assumptions when using standard
stationary kernels like RBF and Matern, and the usually
naively independent modeling of systems which require
vector predictions (not scalar ones), we tried to blend neural
networks with parametric models.
Neural networks (NNs) are well known as universal func-
tion approximators defined by a graph of typically layer-wise
computations whose parameters are optimized using variants
of stochastic gradient descent with respect to some training
loss. In this letter, we solely use dense feedforward NNs. We
incorporate the parametric model into the NN by calculating
it in a parallel sub-graph of the network and summing the
regular dense path with the parametric prediction to form
the final output. Following (1), the combined output of the
network is therefore
y = fmodel,θm(x) + fdense,θdense(x) (10)
With standard stochastic gradient descent and a super-
vised loss (e.g. mean squared error), we can adapt the
NN parameters θdense jointly with calibrating the model
parameters θm. However, trained in this way, the combined
model has no incentive to use the dense layers solely for
modeling the residual between the parametric model and the
data (one could play with different regularization strengths
for model vs. NN parameters, but we did not try this).
Therefore we adopt the Bayesian neural network (BNN)
formulation described in [14], where a probability distri-
bution over the network’s parameters is optimized instead
of a point-estimate. The loss in this formulation consists
of data likelihood term, driving the model’s weights to fit
the data more closely, as well as a KL-term keeping the
weight distributions close to a given prior. We use the prior
distributions to regularize the network in its use of the dense
NN layers by using a small, zero-centered Gaussian prior
for the dense weights θdense and a wide, (potentially non-
zero centered) Gaussian prior for the model weights θm.
As the trained BNN represents the dense and parametric
model parameters by a probability distribution, we obtain
predictions for an input by sampling all network parameters
30 times and calculating the sample mean and variance over
the network’s predictions for the 30 parameter sets.
We denote the resulting model as Bayesian Model-based
artificial neural network (BAMBANN) and implemented it
on top of the BNN layers provided by tensor2tensor [15].
In general, we used ADAM (with keras’ default parame-
ters) as optimizer and a 3-layer feedforward NN architecture
with elu non-linearities (output layer with linear activation).
Each hidden layer had 64 (TOY & VIA scenarios) or 128
neurons (SIMDYN scenario). For the data likelihood term,
we used a Gaussian observation likelihood with a fixed
observation variance. We found that this observation variance
has a large impact on the learning performance and generally
needed to be set to a much lower value than the “real”
observation noise in order for the BNNs to start fitting the
data at all (something which warrants more investigation
in the future). For the dense path through the BAMBANN
network, standard scaling4 has been applied.
C. Baselines: Solely Parametric and Non-Parametric Learn-
ing, and Combinations
We divide our baselines into three categories: i) solely
parametric, ii) solely non-parametric and iii) sequential semi-
parametric (in contrast to the joint semi-parametric methods
SPGP and BAMBANN).
1) Parametric Baselines: As solely parametric baselines,
we use the analytic model alone and fit its parameters to
data either via linear least squares (LLS) or support vector
regression [16] (SVR). This works, because for all three
test scenarios the parametric model is in fact linear-in-
parameters. For SVR, we define a kernel using the model as
basis function (only the model, nothing more) thus the main
difference between LLS and SVR is that LLS minimizes a
squared loss and SVR a linear one, making it more robust
to outliers. LLS is implemented using plain Numpy/Python,
for SVR we use scikit-learn’s implementation.
2) Non-Parametric Baselines: As solely non-parametric
baselines, we use a GP and a dense feed-forward BNN in
their respective plain versions without any parametric model.
3) Sequential Semi-Parametric Baselines: Sequential
semi-parametric approaches are obtained by combining the
previously mentioned baseline methods. By first fitting either
a solely parametric LLS or SVR regressor and then fitting
the residual error using either a solely non-parametric GP
or BNN, baseline variants denoted as LLS-GP, LLS-BNN,
SVR-GP and SVR-BNN are formed. As described at the
beginning of III, we also tried naively iterating these two
fitting steps. These approaches are denoted by the prefix it-,
e.g. it-LLS-GP.
IV. EXPERIMENT SCENARIOS
A. 1d Toy Example (TOY)
The toy example consists of a 1d regression problem
(Din := 1, Dout := 1,M := 4) with noisy samples from a
linear-in-parameters model φ(x)T θm with a strong (but local
and smooth) deviation fdev(x) of the data from the model
around x := 2.5.
yobs = φ(x)
T θm + fdev(x) +  (11)
with
4scikit-learn’s sklearn.preprocessing.StandardScaler
φ(x)T =

sin(2x)
x
1.0
0.09x2

T
(12)
θm ∈ R4 (13)
 = N (µ = 0, σ = 0.5) (14)
The model coefficients are set to θm =
(2.0,−1.5, 3.0, 2.4)T and training data is derived by
sampling the function N = 400 times uniformly between
x ∈ [0.0, 12.0]. An interpolation test data set is created
by independently sampling the function again in the
interval x ∈ [0.0, 12.0] giving rise to the test scenario
TOY-INTERPOLATION. Additionally, a second set of test
data is created by sampling the function in the intervals
x ∈ {[−4.0, 0.0], [12.0, 16.0]} in order to assess the
extrapolation performance of the different approaches. This
scenario is denoted as TOY-EXTRAPOLATION. Figure 2
illustrates the training and two test datasets.
For SPGP and BAMBANN, optimization started from
zero-valued parametric coefficients θm = 0 ∈ R4. LLS and
SVR do not require initial values.
Fig. 2: Training data and the two test datasets TOY-
INTERPOLATION and TOY-EXTRAPOLATION.
B. Variable Impedance Actuator (VIA-INSTANTANEOUS,
VIA-AUTO-REGRESSIVE)
This scenario is based on data collected from a variable
impedance actuator (VIA) test-bed. The physical setup con-
sists of one VIA joint, meaning one motor connected to one
link via a parallel arrangement of a fixed-stiffness spring and
a variable-damping damper. An illustration of the mechanism
is given in Figure 1 and more details can be found in [17],
[18]. In modeling this system, the link-side torque τ equals
the torque produced by the sum of the spring and damping
mechanisms as in
τ = D(t)(θ˙ − q˙) +K(θ − q) (15)
where the difference in motor and link position (θ − q)
and velocity (θ˙ − q˙) result in the respective spring and
damping torques through the stiffness coefficient K and
the - possibly time-varying - damping coefficient D(t).
During data collection for the experiment here, the damping
was set a fixed value (time-invariant D). The regression
problem is then formulated with τ as target, the position
and velocity difference as input and {K,D} (time-invariant)
as the two parametric model coefficients, resulting in the
dimensionalities Din := 2, Dout := 1,M := 2 and denoted
as VIA-INSTANTANEOUS.
As we found that the system exhibits considerable stick-
slip friction, a phenomenon which cannot be modelled using
only instantaneous motor and joint measurements at a single
time-step, we set up a second, auto-regressive regression
problem where the input is augmented by the measurements
of the last four time-steps in addition to the current one. This
regression setup improved prediction quality considerably
and we denote this problem as VIA-AUTO-REGRESSIVE
where the dimensionalities are Din := 10, Dout := 1,M :=
2.
The data was collected by letting a motor position con-
troller follow a chirp-signal (sinusoidal trajectory with in-
creasing frequency) from zero to three Hz. Telemetry was
recorded at 1 kHz, resampled to 100 Hz and split at round
64% through the chirp motion to form the training (first
64% percent) and test data (remaining 36%). The history of
samples for the VIA-AUTO-REGRESSIVE case thus reaches
back 40 ms at a 10 ms interval.
For SPGP and BAMBANN, optimization started from
(K,D) = (300.0, 20.0), if not noted otherwise, and
the parameters were expected to be around (K,D) ≈
(400.0, 10.0). LLS and SVR do not require initial values.
C. Simulated Robot Dynamics (SIMDYN)
This scenario is about learning an inverse dynamics model
for a simulated, planar three-link robot. The inverse dynamics
function of a robot is essential for precise control over the
robot’s motion and relates desired joint accelerations q¨ at a
given joint position and velocity state {q, q˙} to the necessary
joint torques τ which need to be applied to achieve that
acceleration. The underlying regression problem here has
the dimensionalities Din := 9, Dout := 3 with M := 17
parametric model coefficients.
To test semi-parametric learning methods in this context,
we developed a simulation environment around the robot
modeling toolbox OpenSyMoRo [19]. In particular, Open-
SyMoRo is used to calculate the analytic expressions for
the forward dynamics model, which are then used in the
simulation of the system. It also calculates the expressions
for the dynamic identification regressor Φ together with a
vector of model coefficients θm, which serve as the para-
metric model for all (semi-)parametric methods described
here. For a general N-link serial structure robot following the
classic rigid body dynamics equations, the inverse dynamics
function can be written in a linear-in-parameters regressor
form τ = Φ(q, q˙, q¨)θm, where θm is the N ∗ 13-dimensional
parameter vector of this model. These 13 parameters per joint
specify the physical dynamical parameters of the system and
consist of link inertial properties, link mass, motor inertia,
Coulomb and viscous joint friction as detailed in [9].
In the case of the planar three-link robot, the dimensional-
ity of the involved quantities is as follows. θm ∈ R17 holds
the 17 model parameters (in re-grouped form, because not
all 3∗13 = 39 parameters can be estimated independently or
are even observable/relevant for a planar, 100% rigid robot),
q, q˙, q¨ ∈ R3 represent the joint positions, velocities and
accelerations, and τ ∈ R3 the matching joint torques for
all three joints.
A simulated robot in our setting is then defined by a
configuration R = (θm, fmis) with parametric model coeffi-
cients θm and a configured model-mismatch fmis (additional
dynamics which are not part of the model structure Φ).
For fmis, we implemented two variants. In the first setting,
similar to the TOY scenario, a local (in input-space) model-
mismatch was introduced by adding a strong friction torque
to the first joint between 0.15 rad ≤ q0 ≤ 0.25 rad. We
denote variants using this mismatch model as SIMDYN-LL
(Local). As only the first joint is affected, the regression
problem for the other joints should not require any non-
parametric learning at all (cf. no model mismatch).
In a second variant, in addition to the local friction on joint
zero, we add a global, joint-value dependent ripple torque ei
to each joint i ∈ [0, 1, 2] given by
ei = a1 sin(h1Mqi) + a2 sin(h2Mqi) (16)
This loosely mimics the model of harmonic drive ripple
torque described in [20] for two frequency multiples h1 =
2, h2 = 8 with amplitudes a1 = 6.0, a2 = 2.0 and a virtual
gear reduction of M = 30. While for the first joint the model
error along the tested trajectories is dominated by the local
friction, the model errors on the other joints are produced
due to the ripple torque and, as we found, are a challenge for
all tested modelling/learning methods. Data obtained using
this mismatch model is denoted by the prefix SIMDYN-GL
(Global).
The general procedure to obtain training and test data
is then given by combining a simulated robot R =
(θm, fmis) (model coefficients with mismatch setting)
with a model-based inverse dynamics controller C =(
(qdes, q˙des, q¨des), qoffset,0, Rˆ, (kp, kd)
)
which tries to follow
an oscillatory excitation motion (qdes, q˙des, q¨des) around a
start offset qoffset,0 (on the first joint only) using an internal
robot model Rˆ and controller gains (kp, kd).
We simulated four trajectory rollouts by combination of
qoffset,0 ∈ {0.0rad, 0.3rad} and fmis ∈ {local, global}. The
different settings for fmis represent two separate settings
in which we want to evaluate all methods. The different
reference positions qoffset,0 around which the trajectory will
oscillate are used to provide inter- and extrapolation test
datasets. Each roll-out is 100 seconds with control and
sample rate of 1 kHz. The first 50 seconds of each mismatch
variant and qoffset,0 = 0.0rad are subsampled to 100 Hz and
used as training data (subsampling ensures a modest training
data size of ≈ 5000 samples which can still be handled well
by GP-based methods). The last 50 seconds in the same
qoffset,0 = 0.0rad-setting are used as interpolation test data
and form the test datasets SIMDYN-LL-INTERPOLATION
and SIMDYN-GL-INTERPOLATION.
The last 50 seconds of each qoffset,0 = 0.3rad-setting
TABLE II: Analytic model coefficients used in the simulated
model (ground truth) vs. coefficients used in the controller
(prior). Prior values are also used as optimization starting
point for model learning.
Coefficient Truth Prior |Deviation[%]|
FS1 0.00 0.00 0.00 %
FS2 0.00 0.00 0.00 %
FS3 0.00 0.00 0.00 %
FV1 10.00 10.17 1.74 %
FV2 10.00 10.59 5.89 %
FV3 10.00 10.07 0.72 %
IA2 1.00 1.02 1.94 %
IA3 1.00 1.06 5.81 %
MX3 0.10 0.11 6.38 %
MXR1 8.83 9.35 5.86 %
MXR2 3.83 3.34 12.79 %
MY1 0.00 0.00 0.00 %
MY2 0.00 0.00 0.00 %
MY3 0.00 0.00 0.00 %
ZZ3 0.10 0.12 16.29 %
ZZR1 9.43 10.01 6.10 %
ZZR2 3.43 2.92 14.92 %
are used as extrapolation test data and form the test
datasets SIMDYN-LL-EXTRAPOLATION and SIMDYN-GL-
EXTRAPOLATION.
In general, the resulting motion q, q˙, q¨ as well as the
commanded torque τ were recorded to form the datasets,
where q˙, q¨ are obtained by numeric differentiation with a
modelled joint position sensor noise on q uniformly dis-
tributed between ±1e−6 rad.
For the excitation motion design, we follow [4] where
each desired joint position is the sum of two sinusoidals
qi(t) = Aisin(2pif1it) + Ai/3sin(2pif2it) with Ai =
[0.4, 0.2, 0.3], f1i = [0.28, 0.52, 0.26], f2i = [1.1, 2.3, 2.2].
The controller implements a standard inverse dynamics con-
trol approach in a high-gain setting using kp = 3947.8, kd =
125.7.
Table II shows the ground-truth coefficients as well as the
initial values from which the optimization started for SPGP
and BAMBANN, if not noted otherwise. LLS and SVR do
not require initial values.
V. RESULTS AND DISCUSSION
A. TOY Scenario
The TOY scenario marks an idealized version of data
which in general follows a global parametric model, but
has a local (in input-space) model mismatch. Accurate
interpolation requires a non-parametric fit where data is
available. Accurate extrapolation requires to extract the right
coefficients for the parametric model in presence of the local
model mismatch. In Figure 3, the obtained RMSE errors for
prediction on the interpolation and extrapolation test set are
shown.
As expected, most methods involving a non-parametric
part (except some variants involving BNNs) obtain optimal
interpolation errors, this holds also for the solely non-
parametric GP. While solely parametric methods (LLS,
SVR) obtain higher error in the interpolation setting, they
outperform solely non-parametric methods in the extrapola-
tion case by a large margin. If robust model identification
is used (SVR), extrapolation performance is near optimal.
Sequential semi-parametric methods based on the SVR ((it-
)SVR-GP, (it-)SVR-BNN) obtain minimal inter- and ex-
trapolation errors within a single model, followed by the
joint semi-parametric model SPGP and sequential semi-
parametric methods based on more outlier-sensitive LLS
estimation ((it-)LLS-GP, (it-)LLS-BNN). BAMBANN fails
to identify the model coefficients precise enough to obtain
low extrapolation errors and the fit varies strongly with
independent repetitions.
Fig. 3: RMSE results for TOY test cases. Marked with the
horizontal black line is the best extrapolation performance,
obtained by SVR-GP and SVR. Error bars illustrate the
standard deviation obtained over five independent training
runs of the algorithm.
B. VIA Scenario
As the VIA data set is based on real data, it is difficult to
say what exactly causes a mismatch between the parametric
model and the data. As a way of quantifying it, solely
parametric methods identify the model with a remaining
RMSE error of ≈ 4 nm (LLS, SVR). As mentioned before,
we prepared an instantaneous as well as an auto-regressive
setting (VIA-INSTANTANEOUS, VIA-AUTO-REGRESSIVE)
and all methods were evaluated on both. Example predictions
along the test trajectory for the auto-regressive case are
illustrated in Figure 6. The fit for the SVR shows that
the model by its own is insufficient to capture the peak
torques during the chirp motion and does not model the
torques during fade-out at the end of the trajectory at all.
Performance in terms of RMSE and negative log-likelihood
(NLLH) for both cases are summarized in Figures 4 and 5.
Following Figure 4, in the instantaneous setting, the solely
non-parametric methods perform similar or worse than the
solely parametric methods while the joint semi-parametric
methods perform slightly better (SPGP, BAMBANN). The
best fit for the VIA-INSTANTANEOUS case in terms of
RMSE error is obtained by sequential semi-parametric com-
binations with a BNN ((it-)LLS-BNN, (it-)SVR-BNN),
combinations with a GP underperform consistently. Inter-
estingly, when comparing the negative log-likelihood of the
test data for the different methods, all methods with GPs
outperform combinations with BNNs by a margin (Figure 5).
Many of our experiments showed this behaviour. In general,
we observed that the trained BNNs (and variants thereof)
are often overconfident in their prediction which manifests
in a worse NLLH score.
As we knew from the test-bed that some physical effects
are present which cannot be captured using instantaneous
measurements (such as stick-slip friction), it was interesting
to see by how much prediction performance improves for
the auto-regressive case. For VIA-AUTO-REGRESSIVE, we
still use the same parametric model which is defined only
on the current time-step’s data hence LLS and SVR per-
form exactly the same. In the new input space, the non-
parametric GP can make much more sense of the data.
Adding a parametric estimator (e.g. (it-)SVR-GP) does not
improve performance further though. This is interesting as
the smallest RMSE error for the VIA-AUTO-REGRESSIVE
case is actually achieved by a semi-parametric approach
(SPGP) which outperforms all other (sequential or not)
semi-parametric methods on this data set. It also achieves
lowest NLLH performance. SPGP in this case estimated the
two model coefficients to K ≈ 866 and D ≈ 28 and its
optimization was started from a rough guess of Kˆ = 300 and
Dˆ = 20. The importance of the start coefficients can be seen
when comparing SPGP to SPGP from zeros for which the
optimization was started from Kˆ = Dˆ = 0.0 and ended with
the physically impossible estimate of K ≈ 1460, D ≈ −72
accompanied by worse RMSE performance than the best
methods on VIA-INSTANTANEOUS data only.
Fig. 4: RMSE results for VIA test cases. Marked with the
horizontal black line is the best auto-regressive performance,
obtained by SPGP. Error bars illustrate the standard de-
viation obtained over five independent training runs of the
algorithm.
C. SIMDYN Scenarios
For the simulated robot dynamics test scenario, as pre-
sented before, we distinguish between the cases i) local
model mismatch (first joint only, SIMDYN-LL) and ii)
global-with-local model mismatch (SIMDYN-GL). As this
is a multi-target scenario (three joint torques need to be
predicted), we trained GPs and SPGPs in two flavours.
One in which kernel hyper-parameters (and in case of
Fig. 5: NLLH (negative log-likelihood) results for VIA test
cases. Marked with the horizontal black line is the best auto-
regressive performance, obtained by SPGP. Error bars illus-
trate the standard deviation obtained over five independent
training runs of the algorithm.
Fig. 6: Prediction results for selected methods on the VIA-
AUTO-REGRESSIVE scenario. Shaded area depicts 2σ pre-
diction uncertainty. SPGP has lowest RMSE error.
SPGP mean function parameters) are shared among all three
output dimensions and one in which they are not (variants
with suffix -SepKer for “separate kernels”). A qualitative
impression of the predictions for selected methods on the
extrapolation trajectory for the SIMDYN-LL mismatch is
presented in Figure 9. Only few methods reliably model the
torque peak required to overcome the local friction on joint 0.
RMSE errors for joint 0 and all tested methods are illustrated
in Figures 7 and 8. For joint 0, the errors in both settings
(SIMDYN-LL and SIMDYN-GL) are mostly determined by
the methods ability to model the strong local friction behav-
ior as the error introduced by the local mismatch is much
higher than error from the global “mismatch ripple torque”.
In general, with both test scenarios we found that only
few methods stand out compared to the solely parametric
solutions. For SIMDYN-LL, the only methods which are able
to capture the local friction behavior are the SPGP variants
and to some degree the sequential semi-parametric methods
(it-)LLS-GP. For the SPGP fit, we found that in the case
of additional global model mismatch, the initialization of the
parametric coefficients plays a role for the optimization (cf.
Figure 8 SPGP from ones vs. SPGP, were optimization for
SPGP is started from the values as described in Table II and
optimization for SPGP from ones is started from a vector
of ones 1 ∈ R17). GPs trained with a shared kernel between
the outputs fail badly at extrapolating and when trained
with separate kernels per output dimension only manage
to fit the general robot dynamics but not the local friction
phenomena (which results in similar performance than the
solely parametric methods).
We also see that in many cases the RMSE error on the
extrapolation data set is lower than on the interpolation test
data, especially for algorithms which are not good at fitting
the local disturbance. We investigated this and found that
although inter- and extrapolation trajectories pass through the
high-friction area equally often, the extrapolation trajectory
passes through the area at a generally higher joint speed
which means the (sample) time in which errors for wrong
predictions accumulate is shorter which in turn leads to lower
RMSE values.
Fig. 7: RMSE results for SIMDYN-LL test cases on joint
0. Marked with the horizontal black line is the best extrap-
olation performance, obtained by SPGP from ones (with a
.76-difference to SPGP). Error bars illustrate the standard
deviation obtained over five independent training runs of the
algorithm.
D. Discussion and Remarks
From the experiments we conducted, a few general re-
marks can be made:
• SPGP when initialized with a reasonable guess for
the parametric coefficients provides robust and better
estimation performance than all other evaluated methods
in terms of RMSE and also NLLH scores. Only in
the “staged” TOY-EXTRAPOLATION scenario, SPGP is
Fig. 8: RMSE results for SIMDYN-GL test cases on joint
0. Marked with the horizontal black line is the best ex-
trapolation performance, obtained by SPGP SepKer (with
a .28-difference to SPGP). Error bars illustrate the standard
deviation obtained over five independent training runs of the
algorithm.
Fig. 9: Prediction results for selected methods on the
SIMDYN-LL-EXTRAPOLATION scenario and joint 0. Shaded
area depicts 2σ prediction uncertainty. SPGP has lowest
RMSE error. The peak in required torque prediction at
around sample time ≈ 1000 is due to the local model-
mismatch friction on joint 0. The noisy nature of the
predictions is due to obtaining q˙, q¨ from simulation via
a numeric differentiation, leading to “input noise” for the
learned models.
beaten by a sequential semi-parametric approach and
only if robust parametric estimation by means of SVR
is used.
• Training of BNNs to obtain good estimation perfor-
mance is not easy and might require more investigation
into what hyper-parameters to use. The combination
of parametric with dense layers in the way we did
was therefore seldom fruitful (especially compared to
SPGP). Also, the obtained uncertainty estimates of
the BNN-based approaches are often overconfident,
limiting their use in practice.
• Comparing LLS-GP and SVR-GP as naive approaches
to sequential semi-parametric model estimation, we
would recommend to use the more robust SVR to obtain
a more robust model calibration.
• Iterating parametric and non-parametric fitting in the
style of it-LLS-GP, it-SVR-GP, . . . does not improve
performance.
VI. RELATED WORK
The literature in the field of model learning for robot
control is vast [21], [22]. In the more recent survey by
Chatzilygeroudis et al. [23], chapter 5.2 is dedicated to learn-
ing robot models for control using “priors on the dynamics”
and it lists several references to other works implementing
such strategies. As our focus is on joint semi-parametric
model learning with an analytic model as basis, we think
the following literature is most relevant.
Quite some papers implemented and evaluated Gaussian
Processes (GP) using a parametric model as mean function in
some form [5]–[7], [24]. Closely related to our formulation of
SPGP are the variants described in [5] and [6]. Both assume
a linear-in-parameters mean function and apply the equations
described in [10, chapter 2.7] to marginalize out the para-
metric model coefficients. In contrast, we simply optimize
over model coefficients the same way as over kernel hyper-
parameters which would in principle allow for non-linear-
in-parameters parametric models in our case but not theirs
(but all described models in this letter are actually linear-
in-parameters). In [7] and as the comparison variant “RBD
Mean” in [5], a parametric model with fixed, predetermined
coefficients is used. Both papers mention linear identifica-
tion techniques for estimating the coefficients and thus the
results for these methods should be equivalent or similar
to our baseline method LLS-GP. Our baseline SVR-GP
provides an interesting twist on that approach by evaluating
a simple way to robustify the parametric model identification
against outliers and model-vs-data mismatch. In [24], no
assumptions are made regarding the structure of the mean
function. As they neither require the parametric model to
be linear-in-parameters nor differentiable with respect to the
parameters, they have to resort to a two-staged, iterative
model learning procedure involving a black-box, derivative-
free optimization for the model parameters and regular
gradient-based optimization for GP kernel parameters. As
the models considered in this letter are differentiable with
respect to the model parameters, we can use gradient-based
optimization jointly for all parameters and did not evaluate
such black-box optimization techniques. Nevertheless, their
results look promising for cases where a parametric model
gets more complicated.
An approach to online sequential model calibration with
non-parametric residual learning is presented in [8]. At
the core of their approach lies the well known recursive
regularized least squares algorithm. At every time step it
is used to incrementally refine the parametric model co-
efficients via a linear least squares formulation (assumes
linear-in-parameters parametric model). Subsequently, also at
every time step, the same algorithm is used to incrementally
fit a non-parametric, non-linear regressor for the residual
dynamics. This non-parametric regressor is related to in-
cremental sparse spectrum Gaussian process regression [25]
and therefore the batch result for their algorithm should be
equivalent to our sequential semi-parametric variant LLS-
GP.
A more involved approach to parametric model identifica-
tion than simple LLS or SVR is presented in [26]. They use
a Bayesian approach to fit model parameters to data while
being robust to input/output noise, ill-conditioned data, non-
identifiable parameters and physically non-plausible parame-
ters. Such an approach could be used as drop-in replacement
for LLS or SVR in any of our sequential semi-parametric
methods.
We did not find any literature on combining parametric
models with neural networks as in the proposed BAMBANN
method. A neural network approach which can solve system
identification problems is presented in [27], but they are not
using an analytic model of the system as basis. They provide
a mechanism for a (graph) network to infer and (re)use static
parameters to describe a system. They term this implicit
system identification, because these parameters may well be
related to static, physical properties like mass or inertia, but
what they represent is learned/optimized from data hence not
interpretable in a straight-forward way.
VII. CONCLUSION
In this letter, we compared several parametric, non-
parametric and semi-parametric regression methods on three
test datasets of increasing complexity and where possible
in an inter- as well as extrapolation setting. We evaluated
prediction accuracy in terms of RMSE error as well as
the quantification of uncertainty by means of the negative
log-likelihood (for methods which provide uncertainty es-
timates). Of particular interest to us were semi-parametric
modeling approaches and therein the comparison of joint
versus sequential semi-parametric methods. In addition to
state-of-the-art (joint) semi-parametric Gaussian process re-
gression, we also developed and evaluated a joint semi-
parametric neural network architecture and implemented
several sequential semi-parametric approaches combining
common parametric with non-parametric models as base-
lines. The general findings in terms of accuracy in inter-
vs. extrapolation settings for solely parametric and solely
non-parametric models were as expected (cf. Table I). For
the semi-parametric methods, we see a clear benefit in
joint semi-parametric modeling with respect to the sequen-
tial semi-parametric baselines. In all but one case, semi-
parametric Gaussian process regression, through its prin-
cipled approach in integrating a given parametric model,
provides the best model accuracy (RMSE) with robust
estimates of predicted uncertainty (NLLH). For our joint
semi-parametric neural network approach, we found that
while its accuracy can be in the regime of sequential semi-
parametric approaches, it never matches semi-parametric
Gaussian process regression and - over independent training
runs - shows much higher variability in the achieved model
accuracy than other approaches. A further investigation into
the various involved hyper-parameters for this approach
could be valuable.
In general, we think the benefit of joint semi-parametric
modeling, especially in extrapolation settings, warrants more
research into such modeling approaches.
REFERENCES
[1] H. Lipson and J. B. Pollack, “Automatic design and manufacture of
robotic lifeforms,” Nature, no. 406, pp. 974–978, 31 August 2000.
[2] J. Hwangbo, J. Lee, A. Dosovitskiy, D. Bellicoso, V. Tsounis,
V. Koltun, and M. Hutter, “Learning agile and dynamic motor skills
for legged robots,” Science Robotics, vol. 4, no. 26, 2019. [Online].
Available: http://robotics.sciencemag.org/content/4/26/eaau5872
[3] C. Gehring, S. Coros, M. Hutler, C. D. Bellicoso, H. Heijnen,
R. Diethelm, M. Bloesch, P. Fankhauser, J. Hwangbo, M. Hoepflinger,
et al., “Practice makes perfect: An optimization-based approach to
controlling agile motions for a quadruped robot,” IEEE Robotics &
Automation Magazine, vol. 23, no. 1, pp. 34–43, 2016.
[4] D. Nguyen-Tuong, M. Seeger, and J. Peters, “Computed torque control
with nonparametric regression models,” in American Control Confer-
ence, 2008. IEEE, 2008, pp. 212–217.
[5] D. Nguyen-Tuong and J. Peters, “Using model knowledge for learning
inverse dynamics,” in Robotics and Automation (ICRA), 2010 IEEE
International Conference on. IEEE, 2010, pp. 2677–2682.
[6] T. Wu and J. Movellan, “Semi-parametric gaussian process for robot
system identification,” in Intelligent Robots and Systems (IROS), 2012
IEEE/RSJ International Conference on. IEEE, 2012, pp. 725–731.
[7] S. Krishnamoorthi, “Model-based compensation for serial manipula-
tors through semi-parametric gaussian process regression,” 2018.
[8] R. Camoriano, S. Traversaro, L. Rosasco, G. Metta, and F. Nori,
“Incremental semiparametric inverse dynamics learning,” in Robotics
and Automation (ICRA), 2016 IEEE International Conference on.
IEEE, 2016, pp. 544–550.
[9] W. Khalil and D. Creusot, “Symoro+: a system for the symbolic
modelling of robots,” Robotica, vol. 15, no. 2, pp. 153–161, 1997.
[10] C. E. Rasmussen, “Gaussian processes in machine learning,” in
Summer School on Machine Learning. Springer, 2003, pp. 63–71.
[11] A. O’Hagan, “Curve fitting and optimal design for prediction,” Journal
of the Royal Statistical Society: Series B (Methodological), vol. 40,
no. 1, pp. 1–24, 1978.
[12] D. G. Matthews, G. Alexander, M. Van Der Wilk, T. Nickson, K. Fujii,
A. Boukouvalas, P. Leo´n-Villagra´, Z. Ghahramani, and J. Hensman,
“Gpflow: A gaussian process library using tensorflow,” The Journal of
Machine Learning Research, vol. 18, no. 1, pp. 1299–1304, 2017.
[13] A. Cully, K. Chatzilygeroudis, F. Allocati, and J.-B. Mouret, “Limbo:
A flexible high-performance library for gaussian processes modeling
and data-efficient optimization,” International journal of open source
software & processes, vol. 3, no. 26, 2018.
[14] C. Blundell, J. Cornebise, K. Kavukcuoglu, and D. Wierstra, “Weight
uncertainty in neural networks,” arXiv preprint arXiv:1505.05424,
2015.
[15] A. Vaswani, S. Bengio, E. Brevdo, F. Chollet, A. N. Gomez, S. Gouws,
L. Jones, Ł. Kaiser, N. Kalchbrenner, N. Parmar, et al., “Tensor2tensor
for neural machine translation,” arXiv preprint arXiv:1803.07416,
2018.
[16] A. J. Smola and B. Scho¨lkopf, “A tutorial on support vector regres-
sion,” Statistics and computing, vol. 14, no. 3, pp. 199–222, 2004.
[17] M. J. Kim, A. Werner, F. C. Loeffl, and C. Ott, “Enhancing joint torque
control of series elastic actuators with physical damping,” in 2017
IEEE International Conference on Robotics and Automation (ICRA).
IEEE, 2017, pp. 1227–1234.
[18] G. Garofalo, A. Werner, F. Loeffl, and C. Ott, “Joint-space impedance
control using intrinsic parameters of compliant actuators and inner
sliding mode torque loop,” IEEE control systems letters, vol. 3, no. 1,
pp. 1–6, 2019.
[19] W. Khalil, A. Vijayalingam, B. Khomutenko, I. Mukhanov,
P. Lemoine, and G. Ecorchard, “Opensymoro: An open-source soft-
ware package for symbolic modelling of robots,” in Advanced Intelli-
gent Mechatronics (AIM), 2014 IEEE/ASME International Conference
on. IEEE, 2014, pp. 1206–1211.
[20] I. Godler, T. Ninomiya, M. Horiuchi, and M. Hashimoto, “Ripple
compensation of harmonic drive built-in torque sensing,” in Industrial
Electronics, 1999. ISIE’99. Proceedings of the IEEE International
Symposium on, vol. 2. IEEE, 1999, pp. 888–892.
[21] D. Nguyen-Tuong and J. Peters, “Model learning for robot control: a
survey,” Cognitive processing, vol. 12, no. 4, pp. 319–340, 2011.
[22] O. Sigaud, C. Salau¨n, and V. Padois, “On-line regression algorithms
for learning mechanical models of robots: a survey,” Robotics and
Autonomous Systems, vol. 59, no. 12, pp. 1115–1129, 2011.
[23] K. Chatzilygeroudis, V. Vassiliades, F. Stulp, S. Calinon, and J.-B.
Mouret, “A survey on policy search algorithms for learning robot
controllers in a handful of trials,” arXiv preprint arXiv:1807.02303,
2018.
[24] K. Chatzilygeroudis and J.-B. Mourer, “Using parameterized black-
box priors to scale up model-based policy search for robotics,” in 2018
IEEE International Conference on Robotics and Automation (ICRA).
IEEE, 2018, pp. 1–9.
[25] A. Gijsberts and G. Metta, “Real-time model learning using incremen-
tal sparse spectrum gaussian process regression,” Neural Networks,
vol. 41, pp. 59–69, 2013.
[26] J.-A. Ting, M. Mistry, J. Peters, S. Schaal, and J. Nakanishi, “A
bayesian approach to nonlinear parameter identification for rigid body
dynamics.” in Robotics: Science and Systems, 2006, pp. 32–39.
[27] A. Sanchez-Gonzalez, N. Heess, J. T. Springenberg, J. Merel,
M. Riedmiller, R. Hadsell, and P. Battaglia, “Graph networks as
learnable physics engines for inference and control,” arXiv preprint
arXiv:1806.01242, 2018.
