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Abstract
Inferring connectivity in neuronal networks remains a key challenge in statistical neuroscience. The
“common input” problem presents the major roadblock: it is difficult to reliably distinguish causal
connections between pairs of observed neurons from correlations induced by common input from unobserved
neurons. Since available recording techniques allow us to sample from only a small fraction of large
networks simultaneously with sufficient temporal resolution, naive connectivity estimators that neglect
these common input effects are highly biased.
This work proposes a “shotgun” experimental design, in which we observe multiple sub-networks
briefly, in a serial manner. Thus, while the full network cannot be observed simultaneously at any given
time, we may be able to observe most of it during the entire experiment. Using a generalized linear model
for a spiking recurrent neural network, we develop scalable approximate Bayesian methods to perform
network inference given this type of data, in which only a small fraction of the network is observed in
each time bin.
We demonstrate in simulation that, using this method: (1) The shotgun experimental design can
eliminate the biases induced by common input effects. (2) Networks with thousands of neurons, in
which only a small fraction of the neurons is observed in each time bin, could be quickly and accurately
estimated. (3) Performance can be improved if we exploit prior information about the probability of
having a connection between two neurons, its dependence on neuronal cell types (e.g., Dale’s law), or its
dependence on the distance between neurons.
Author Summary
Optically imaging the activity in a neuronal circuit is limited by the scanning speed of the imaging device.
Therefore, commonly, only a small fixed part of the circuit is observed during the entire experiment.
However, in such an experiment it can be hard to infer from the observed activity patterns whether (1) a
neuron A directly affects neuron B, or (2) another, unobserved neuron C affects both A and B. To deal
with this issue, we propose a “shotgun” observation scheme, in which, at each time point, we randomly
observe a small percentage of the neurons from the circuit. And so, no neuron remains completely hidden
during the entire experiment and we can eventually distinguish between cases (1) and (2). Previous
inference algorithms cannot handle efficiently so many missing observations. We therefore develop a
scalable algorithm, for data acquired using shotgun observation scheme - in which only a small fraction of
the neurons are observed in each time bin. Using this kind of simulated data, we show the algorithm is
able to quickly infer connectivity in spiking recurrent networks with thousands of neurons.
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21 Introduction
The simultaneous activity of hundreds - and even thousands - of neurons is now being routinely recorded
in a wide range of preparations. The number of recorded neurons is expected to grow exponentially over
the years [1]. This, in principle, provides the opportunity to infer the “functional connectivity” of neuronal
networks, i.e. a statistical estimate of how neurons are affected by each other, and by stimulus. The
ability to accurately estimate large, possibly time-varying, neural connectivity diagrams would open up
an exciting new range of fundamental research questions in systems and computational neuroscience [2].
Therefore, the task of estimating connectivity from neural activity can be considered one of the central
problems in statistical neuroscience - attracting much attention in recent years (e.g., see [3–17] and
references therein).
Perhaps the biggest challenge for inferring neural connectivity from activity — and in more general
network analysis — is the presence of hidden nodes which are not observed directly [8, 18–23]. Despite
swift progress in simultaneously recording activity in massive populations of neurons, it is still beyond
the reach of current technology to simultaneously monitor a complete network of spiking neurons at
high temporal resolution (though see [24] for some impressive recent progress in that direction). Since
estimation of functional connectivity relies on the analysis of the inputs to target neurons in relation
to their observed spiking activity, the inability to monitor all inputs can result in persistent errors in
the connectivity estimation due to model miss-specification. More specifically, “common input" errors
— in which correlations due to shared inputs from unobserved neurons are mistaken for direct, causal
connections — plague most naive approaches to connectivity estimation. Developing a robust approach
for incorporating the latent effects of such unobserved neurons remains an area of active research in
connectivity analysis [8, 18–23].
In this paper we propose an experimental design which greatly ameliorates these common-input
problems. The idea is simple: if we cannot observe all neurons in a network simultaneously, maybe
we can instead observe many overlapping sub-networks in a serial manner over the course of a long
experiment. Then we use statistical techniques to patch the full estimated network back together,
analogously to “shotgun" genetic sequencing [25]. Obviously, it is not feasible to purposefully sample from
many distinct sub-networks at many different overlapping locations using multi-electrode recording arrays,
since multiple re-insertions of the array would lead to tissue damage. However, fluorescence-based imaging
of neuronal calcium [26,27] or voltage [28] dynamics make this approach experimentally feasible. In the
ideal experiment, we would target our observations so they fully cover a neuronal circuit together with all
its inputs (Figure 1). However, in each time step, we would only observe a random fraction of all targeted
neurons.
In this shotgun approach only a small fraction of the network is observed at any single time. However,
connectivity estimation with missing observations is particularly challenging since exact Bayesian inference
with unobserved spikes is generally intractable. Therefore, Markov Chain Monte-Carlo (MCMC) methods
have been previously used to infer the unobserved activity (spikes) by sampling [8, 10, 29]. However,
such methods typically do not scale well for large networks. MCMC methods are computationally
expensive (though, sometimes highly parallelizable), and usually take a long time to converge. Variational
approaches [17], may speed up inference, but have not been shown to be robust to missing observations.
Fortunately, as we show here, given a shotgun sampling scheme, it is not actually required to infer
the unobserved spikes. We considerably simplify the loglikelihood using the expected loglikelihood
approximation [30–32], and a generalized Central Limit Theorem (CLT) [33] argument to approximate
neuronal input as a Gaussian variable when the size of the network is large. The simplified loglikelihood
depends only on the empiric second order statistics of the spiking process. Importantly, these sufficient
statistics can be calculated even with partial observations, by simply “ignoring” any unobserved activity.
In order to obtain an accurate estimation of the connectivity, this simplified loglikelihood can be very
efficiently maximized — together with various types of prior information. An abundance of such prior
information is available on both connection probabilities and synaptic weight distributions as a function
3of cell location and identity [34]. In addition, cutting edge labeling and tissue preparation methods such
as Brainbow [35] and CLARITY [36] are beginning to provide rich anatomical data about “potential
connectivity" (e.g., the degree of coarse spatial overlap between a given set of dendrites and axons) that
can be incorporated into these priors. Exploiting this prior information can greatly improve inference
quality, as was already demonstrated in previous network inference papers [8, 10,37].
We present numerical results which demonstrate the effectiveness of our approach on a on a simulated
recurrent network of spiking neurons. First, we demonstrate that the shotgun experimental design can
largely eliminate the biases induced by common input effects, as originally intended (Figure 2). Specifically,
we show that we can quickly infer the network connectivity for large networks, with a low fraction of
neurons observed in each time bin. For example, our algorithm can be used to infer the connectivity of a
sparse network with O
(
103
)
neurons and O
(
105
)
connections, given O
(
105
)
timebins of spike data in
which only 10% − 20% of the neurons are observed in each time bin, after running less than a minute
on a standard laptop (Figure 5). This is achieved by assuming only a sparsity inducing prior on the
weights. Our parameter scans suggest that our method could be used for arbitrarily low observation ratios
(Figure 7) and arbitrarily high number of neurons (Figure 6), given long enough experiments. Then, we
demonstrate (Figure 10) the usefulness of the following additional pieces of prior information: (1) Dale’s
Law - all outgoing synaptic connections from the same neuron have the same sign. (2) Neurons have
several types - and connection strength between two types is affected by the identity of these types. (3)
The probability of connection between neurons is distance dependent. Performance can also be improved
by using external stimuli (Figure 8), similar to the stimulus that can be induced by persistent light
sensitive ion channels [38].
2 Results
Suppose we wish to perform an experiment in order to measure the functional connectivity in a neuronal
circuit by simply observing its activity. In this experiment, we optically capture the neuronal spikes,
visible through the use of genetically encoded calcium [39] or voltage [28] indicators. Current imaging
methods (e.g., two-photon or light sheet microscopy) record this neuronal activity by scanning through
the neuron tissue. The scanning protocol, and consequently, the identity of the observed neurons, have
various constraints. An important constraint is the maximal scanning speed of the recording device. Since
the scanning speed is limited, we cannot observe all the neurons in the circuit all the time with sufficient
spatio-temporal resolution. We must decide where to focus our observations.
Commonly, observations are focused on a fixed subset of the neurons in the circuit. However, as we
will show here, this procedure can generate persistent errors due to unobserved common inputs, that
generate spurious correlations in the network activity. To prevent this, we propose a shotgun observation
approach, in which we scan the network at a random order (Figure 1, top). Thus, at each time bin of
experimental data, only a random fraction of the neurons in the network are observed. Intuitively, the
main goal of such an approach is to evenly distribute our observations on all pairs of neurons, so that
all the relevant spike correlations could be eventually estimated. Note that simple serial scanning of the
circuit in contiguous blocks does not accomplish this purpose (Figure 1, bottom). However, several other
scanning schemes do (random or deterministic) - including the random shotgun scheme, on which we
focus here.
In this section we test the shotgun scheme on simulated T -long spike data from a recurrent spiking
neural network with N neurons. Specifically, we use a Generalized Linear network Model (GLM [6,8, 40],
see Eqs. 7-8) with synaptic connectivity matrix W. Typically, W is sparse, so pconn, the average
probability that two neurons are directly connected to each other, is low. To infer W we use the inference
method described in section 4.2. This approximate Bayesian method can exploit various priors (section
4.3), such as the sparsity of W, to improve estimation quality. We define pobs as the fraction of neurons
observed at each timebin, i.e., the observation probability in the shotgun scheme. For a general list of
4basic notation, see Table 1.
We start (section 2.1) with a qualitative demonstration that the shotgun approach can be used without
the usual persistent bias resulting from common inputs. Then, in section 2.2, we perform quantitative
tests to show that our estimation method is effective for various network sizes, observation probabilities,
and stimulus input amplitudes. This is done using only a sparsity prior. Lastly, in section 2.3, we show
how more advanced priors can improve estimation quality.
We conclude (section 3) that the limited scanning speed of the any imaging device recording neuronal
activity is not a fundamental barrier which prevents consistent estimation of functional connectivity.
2.1 Dealing with common input
In this section we use a toy network with N = 50 neurons to visualize the common input problem, and its
suggested solution - the “shotgun” approach.
Errors caused by common inputs are particularly troublesome for connectivity estimation, since they
can persist even when T → ∞. Therefore, for simplicity, in this case we work in a regime where the
experiment is long and data is abundant (T = 5 · 106). In this regime, any prior information we have
on the connectivity becomes unimportant so we simply use the Maximum Likelihood (ML) estimator
(Eq. 18). We chose the weight matrix W to illustrate a “worst-case" common input condition (Figure
2A). Note that the upper-left third of W is diagonal (Figure 2B): i.e., neurons i = 1, . . . , 16 share no
connections to each other, other than the self-connection terms Wi,i. However, we have seeded this W
with many common-input motifs, in which neurons i and j (with i, j ≤ 16) both receive common input
from neurons k with k ≥ 17.
If we use a “shotgun” approach and observe the whole network with pobs = 16/50, we obtain a good ML
estimate of the network connectivity, including the 16× 16 upper-left submatrix (Figure 2C). Now suppose
instead we concentrate all our observations on these 16 neurons, so pobs = 1 within that sub-network, but
all the other neurons are unobserved. If common input was not a problem then our estimation quality
should improve on that submatrix (since we have more measurements per neuron). However, if common
noise is problematic then we will “hallucinate" many nonexistent connections (i.e., off-diagonal terms)
in this submatrix. Figure 2D illustrates exactly this phenomenon. In contrast to the shotgun case, the
resulting estimates are significantly corrupted by the common input effects.
2.2 Connectivity estimation with a sparsity inducing prior
Next, we quantitatively test the performance of Maximum A Posteriori (MAP) estimate of the network
connectivity matrix W, using a sparsity prior (section 4.3.1) on a simulated neural network model.
2.2.1 Network model
The neurons are randomly placed on a 1D lattice ring in locations x ∈ [0, 1). To determine the connection
probability (the probability that Wi,j is not zero) we used f (d) = exp (−ad), where d is the distance
between two neurons, and a was chosen so that the network sparsity is pconn = 0.25. For self connectivity,
we simply used Wi,i = −1 to account for the refractory period.
All the non-zero off-diagonal weights Wi,j are sampled uniformly from the range [0, 1]. Also, all
outgoing weights from a neuron have the same sign, following Dale’s law, where 50% of the neurons are
inhibitory (the rest excitatory). These parameters were chosen to obtain a balanced spontaneous network
activity (i.e., without ‘epileptic’ activity where all the neurons are extremely synchronous). Initially, we
do not have any external inputs.
The neurons are firing spontaneously, with no external input. We sampled each neuronal bias from
bi ∼ N (−1.2, 0.1) to obtain a mean firing probability of 0.2 − 0.25 in each time bin. The rest of the
5parameters are individually set for each figure - N , the number of neurons, T , the number of timebins
and pobs, the observation probability.
2.2.2 Quality Measures
We use four measures to assess the quality of the estimated matrix Wˆ in comparison with the “ground
truth” matrix W. First, we define
〈〈W 〉〉 , 1
N2
∑
i,j
Wi,j .
The measures we use are:
• The square root of the coefficient of determination (R2):
R ,
√√√√√1− ∑i,j
(
Wi,j − Wˆ
)2
∑
i,j (Wi,j − 〈〈W 〉〉)2
(1)
• Correlation:
C ,
∑
i,j (Wi,j − 〈〈W 〉〉)
(
Wˆi,j −
〈〈
Wˆ
〉〉)
√∑
i,j (Wi,j − 〈〈W 〉〉)2
∑
i,j
(
Wˆi,j −
〈〈
Wˆ
〉〉)2 (2)
• Zero matching:
Z , 1− 12
∑
i,j
(
I (Wi,j = 0) I
(
Wˆi,j 6= 0
)
+ I (Wi,j 6= 0) I
(
Wˆi,j = 0
))
∑
i,j I (Wi,j = 0)
(3)
• Sign matching:
S , 1− 12
∑
i,j
∣∣∣sign (Wi,j)− sign(Wˆi,j)∣∣∣ I (Wi,j 6= 0) I (Wˆi,j 6= 0)∑
i,j I (Wi,j 6= 0) I
(
Wˆi,j 6= 0
) (4)
High values indicate high quality of estimation, with 1 indicating zero error. To simplify the presentation
scale, if some measure becomes negative or imaginary, we just set it to zero.
2.2.3 Visualizing the inferred connectivity
In Figure 3, for visualization purposes, we examine a toy network with N = 50 neurons. In Figure 5, we
examine another network with N = 1000 neurons, which is closer to the scale of the number of recorded
neurons in current calcium imaging experiments.
As can be seen in both figures, the weight matrix can be estimated accurately for high values of
observation probability pobs, and reasonably well even for low value of pobs. For example, in the network
with N = 50 neurons (Figure 3) we see a quite reasonable performance when pobs = 0.1, i.e., only five
neurons are observed in each timestep. Even if pobs = 0.04, i.e., only two neurons observed in each
timestep, we can still infer quite well the sign of inferred connections. Note that our method works well
even if the neuron model is not a GLM, as we assumed. We demonstrate this using a leaky integrate and
fire neuron model (Figure 4).
62.2.4 Parameter scans
Next, we aimed to quantify how inference performance changes with the number of neurons, N (Figure
6) and observation probability pobs (Figure 7). On all measures, the performance changed qualitatively
the same (therefore, in subsequent figures, we will focus the correlation measure). For any given fixed
parameter (N or pobs), performance smoothly improves when T increases. These scans suggest we can
maintain a good quality of connectivity estimation for arbitrarily values of N or pobs - as long as we
sufficiently increase T . Specifically, if we closely examine these figures, we find that, approximately, T
should be scaled as
T ∝ N
p2obs
(5)
in order to maintain good estimation quality. This scaling can be explained intuitively. Suppose first
that pobs = 1. Then the total number of spike measurements is NT , and the number of non-zero network
parameters (synaptic weights) is N2pconn - where we recall that pconn is the connection probability between
two neurons. Therefore, in order to maintain a fixed ratio of measurements per parameter we must scale
T ∝ Npconn (to first order in N).
Now suppose pobs < 1. Then the total number of spike measurements is NTpobs, and the number of
non-zero parameters is still N2pconn. Therefore, it might seem that in order to maintain a fixed ratio of
measurements per parameter we must scale T ∝ Npconn/pobs. However, this ignores the adverse affect of
the unobserved common input. Let’s examine the neuronal input (Eq. 8)
Ui,t = Uobsi,t + Uunobsi,t + bi , (6)
where Uobsi,t ,
∑
k:Ok,t=1Wi,kSk,t−1 is the input current arriving from the observed neurons and U
unobs
i,t ,∑
k:Ok,t=0Wi,kSk,t−1 is the input current arriving from the unobserved neurons. The latter, U
unobs
i,t ,
can be effectively considered as “noise”, which makes it harder to infer the weights in Uobsi,t . Since
the number of terms in Uunobsi,t is 1/pobs times more than the number in Uobsi,t , we have, approximately
Var
(
Uobsi,t
)
/Var
(
Uunobsi,t
) ∝ pobs, if the neurons are not highly correlated and pobs is small. Therefore,
the signal to noise ratio for estimating the weights should also scale approximately as pobs. In order to
compensate for this, we should increase T by 1/pobs . Taking this into account gives the quadratic scaling
in 1/pobs that we observe (Eq. 5). For exact analytical results on this issue see [41].
2.2.5 The effect of stimulus inputs
Next, we demonstrate how stimulus inputs can be used to improve the quality of estimation. Here we use
a simple periodic pulse stimulus, similar to that generated by light activated persistent ion channels [38].
Since only a brief optical stimulus is required to activate these channels, this minimizes cross-talk between
optical recording (e.g., calcium imaging) and optical stimulation. Therefore, such type of stimulus is
generally beneficial in all-optical experiments (but may not be necessary, given recent advances [42]).
Here, we used a single external input X (t) which similarly stimulates all the neurons in the circuit (i.e.,
G = 1N×1 in Eq. 8). The stimulus X (t) has a period of T0 = 103 time-steps, where the pulse is “ON”
50% of the time. We tested various pulse magnitudes, and added white noise to the pulse with a variance
which is 10% of the pulse magnitude. We used the same simulation parameters as in section 2.2.1, with
N = 50, T = 105 and pobs = 0.2. The only exception is that we decreased b by 4 to achieve a low firing
rate regime at zero stimulus.
As can be seen in Figure 8, this type of stimulus has a strong effect on reconstruction performance,
and there is an “optimal magnitude” for improving reconstruction. A main reason for this effect is that
the stimulus magnitude directly determines m , 1N
∑N
i=1mi, the mean spike probability (i.e., the firing
rate). This directly affects the number of spike pair combinations observed during the experiment. Such
spike pairs are necessary for a high quality of inference, since they constitute the sufficient statistics in
7our posterior (Eq. 11). Therefore if the stimulus (and therefore, firing rate m) is too low or high, we
observe fewer spike pair combinations, and this decreases inference quality. However, introducing strong
variable stimulus can also reduce inference quality, by masking the effect of weak connections on spiking.
Therefore, the optimal inference quality is achieved here at for m ≈ 0.13, and not at m = 0.25 - the mean
spike probability in which the maximal number of spike pair combinations is observed1.
2.3 Additional priors
Next, we incorporate into our inference procedure additional prior information. We show that incorporating
stronger prior information improves inference performance.
2.3.1 Network model
The network is the same as in section 2.2.1, except we now choose the weight magnitude differently, as
described in Figure 4.3. We use f (d) = (1 + exp (15d− 1.3))−1 to select non-zero weights (f (d) in Figure
9), and choose connection amplitudes according to Wij ∼ N (Vij , σ2), where σ = 0.07 and V is a block
matrix (with a 2× 2 block structure), corresponding to the two types of neurons inhibitory and excitatory
(each covers half the network). We choose Vi,j = 1.1 for excitatory to excitatory connections, Vi,j = 0.9 for
excitatory to inhibitory connections, Vi,j = −1.8 for inhibitory to excitatory connections, and Vi,j = −2.2
for inhibitory to inhibitory connections. Again, these specific parameters were chosen in order to create a
balanced spontaneous network activity.
2.3.2 Results
We tested various combinations of priors:
1. That most connections are zero (sparsity). We use either L0 or L1 penalties (section 4.3.1).
2. That neurons are either excitatory or inhibitory (Dale’s law). We use the method in [10, section
2.5.2].
3. That neuronal types affect connection amplitude. We use the stochastic block model (section 4.3.2),
in which we either know the number of these types (i.e., we just know the rank of V), or we know
exactly how the types affect connection amplitude (i.e., we know V).
4. That the connection probability is distance dependent. We modify the sparsity penalty (section
4.3.3) using f (d) = 1/ (1 + exp (ad+ b)), where we either do not know a and b, or do know them.
In Figure 10, we show the correlation quality measure (Eq. 2) for different prior combinations. As can
be seen, each additional prior incorporated into our connectivity estimate improves its quality. We find
that usually the prior on the distance dependence of the connectivity has a more significant impact then
the prior on type-dependence. Also, both sparsity-inducing priors, L0 and L1, give similar performance.
Typically L0 is slightly better when T is low, while L1 is slightly better when T is high (not shown). The
L1 penalty allows somewhat faster optimization then L0. However, the L0 penalty allows us to more
easily incorporate neuronal type-related connectivity information. Therefore when combining prior 1 with
priors 3-4, we only use L0.
1This happens if the neurons fire with rate 0.5 when the pulse is “ON”. Therefore, the average firing rate in this case is
m = 0.25, since the neurons hardly fire when the pulse is “OFF” (which is 50% of the time)
83 Discussion
Current technology limits the number of neurons that can be simultaneously observed. Therefore, common
approaches to infer functional connectivity of a neural circuit focus all the observations in one experiment
on a small part of the circuit - in which all neurons are fully observed at all timebins. However, unobserved
input into this sub-circuit can generate significant error in the estimation - and this error does not vanish
with longer experiments.
To deal with this “common input” problem, we propose a “shotgun” observation scheme, in which we
randomly observe neurons from the circuit, so only a small percentage of the network is observed at each
time point. Therefore, despite the limited scanning speed of the imaging device, using this method we can
arbitrary expand the field of view to include an entire circuit, together with any input to the circuit, so
no neuron is completely hidden. However, existing inference algorithms cannot handle efficiently so many
missing observations.
For this purpose, we develop (section 4.2) a new scalable Bayesian inference method. As we demonstrate
numerically (section 2) this method can be used to estimate the synaptic connectivity of a spiking neural
network from spike data sub-sampled at arbitrarily low observation ratios (e.g., 10%). Previously, the
lowest observation ratio demonstrated was 50%, in a two-neuron network [8], or in a simple linear dynamical
model for neuronal activity [21]. Moreover, our method is very fast computationally, and be can be easily
used on networks with thousands of neurons. Previous works, which used standard inference methods, in
which the unobserved spikes are treated as latent variables (Section 4.4), are slower by several orders of
magnitude. Specifically, previous MCMC methods [8,10] did not go beyond a 50 neurons, while variational
approaches [17] did not go beyond 100. Though the latter may be scaled for a larger population, it is not
clear if this approach can handle missing observations.
The proposed method is capable of incorporating various kinds of prior information (Figure 9), such
as the sparsity of synaptic connections, Dale’s Law, the division of neurons into types and the fact that
the probability of having a connection between two neurons typically decreases with the distance between
two neurons. We show that each piece of information can be used to improve estimation quality (Figure
10). Another way to significantly improve estimation quality, is to adjust the baseline firing rate of the
network using the stimulus (Figure 8). Specifically, we use a pulse-like stimulus, similar to that generated
by persistent ion channels [38], which can be used in the context of all-optical experiments with minimal
cross-talk between stimulation and recording. More sophisticated types of stimulation schemes (e.g., [42])
may improve performance even further [43].
We conclude that, using the shotgun observation scheme, we can remove the persistent bias resulting
from the common input problem (Figure 2). Therefore, the limited scanning speed of a imaging device
is not a fundamental obstacle hindering functional connectivity estimation. A complete removal of the
bias is possible only if all the neurons in the circuit are observed together with all inputs to the circuit (a
sufficient number of times). However, in most experimental setups, some neurons would never be observed
(e.g., due to opacity of the brain tissue). Therefore, some persistent bias may remain. To deal with this we
will need to incorporate any unobserved input into the circuit using a small number of latent variable [44].
Due to intrinsic fluctuations in the neuronal excitability [45,46], such a latent variable approach can be
relevant even in cases where potentially the entire circuit could be observed (e.g., in zerbrafish [24]).
Even if all the neuronal inputs are eventually observed, the variance due to the unobserved inputs is
still high, since, at any given time, most of the inputs to each neuron will be unobserved (see also [41]).
As a result, the duration of the experiment required for accurate inference increases quadratically with the
inverse of observation probability (Eq. 5 and Figure 7). This issue will persist for any fixed observation
strategy that does not take into account any prior information on the network connectivity.
However, there might be a significant improvement in performance if we can focus the observations
on synaptic connections which are more probable. This way we can effectively reduce input noise from
unobserved neurons, and improve the signal to noise ratio. As a simple example, suppose we know the
network is divided in to several disconnected components. In this case, we should scan each sub-network
9separately, i.e., there is no point in interleaving spike observations from two disconnected sub-networks.
How should one focus observations in the more general case? We leave this as an interesting open question
in Bayesian experimental design methods (“active learning”).
4 Methods
4.1 Preliminaries
In this section we describe the statistical methods used for inferring connectivity given data, observed
using the shotgun scheme. First, we describe the basic statistical model and framework (section 4.1); our
main analytical results on the simplified loglikelihood (section 4.2); how to incorporate various types of
prior with this loglikelihood (section 4.3); and a few alternative inference methods (section 4.4). In the
supplementary Appendix S1 we provide all the technical details of the algorithms used.
4.1.1 General Notation
A boldfaced letter x denotes a vector with components xi, a boldfaced capital letter X denotes a matrix
with components Xi,j , X(k) denotes the k-th matrix in a list, and X·,k (Xk,·) the k-th column (row)
vector of matrix X. For X ∈ RN×T we define the empiric average and variance2
〈Xi,t〉T ,
1
T
T∑
t=1
Xi,t ; VarT (Xi,t) ,
1
T
T∑
t=1
(Xi,t − 〈Xi,t〉)2
We define the matrices 0M×N and 1M×N asM×N matrices in which all the components are equal to zero
or one, respectively. For any condition A, we make use of I {A}, the indicator function (i.e., I {A} = 1 if
A holds, and zero otherwise). Also, δij , I {i = j}, Kronecker’s delta function. If x ∼ N (µ,Σ) then x is
Gaussian random vector with mean µ and covariance matrix Σ, and we denote its density by N (x|µ,Σ).
4.1.2 Model
We use a discrete-time neural network. The neurons, indexed from i = 1 to N , produce spikes in time
bins indexed from t = 1 to T . The spiking matrix S is composed of variables Si,t indicating the number of
spikes neuron i produces at time bin t. We assume each neuron i generates spikes Si,t ∈ {0, 1} according
to a Generalized Linear network Model (GLM [6,8, 40]), with a logistic probability function
P (Si,t|Ui,t) = e
Si,tUi,t
1 + eUi,t . (7)
depending on the the input Ui,t it receives from other neurons, as well as from some external stimulus.
The input to all the neurons in the network is therefore
U·,t , WS·,t−1 + b + GX·,t , (8)
where b ∈ RN is the bias of neuron i; X ∈ RD×T are the external inputs (with D being the number of
inputs); G ∈ RN×D is the input gain; and W ∈ RN×N is the (unknown) network connectivity matrix.
The diagonal elements Wi,i of the connectivity matrix correspond to the post spike filter accounting for
the cell’s own post-spike effects (e.g., refractory period), while the off-diagonal terms Wi,j represent the
connection weights from neuron j to neuron i. The bias bi controls the mean spike probability (firing rate)
of neuron i. The external input X can represent a direct (e.g., light activated ion channels) or sensory
2The following expressions do not depend on t, despite the t index, which is maintained for notational convenience.
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(e.g., moving grating) stimulation of neurons in the network. The input gain G is a spatial filter that
gives the effect of this input X on the network. The input gain represents the affect of this input on the
network. We assume that spiking starts from some fixed distribution P (S·,0).
To simplify notation we have assumed in Eq. 8 that U·,t is affected by spiking activity only in the
previous time bin (WS·,t−1). However, it is straightforward to generalize our results to the case that the
input (Eq. 8) includes a longer history of the spiking activity3. It is also possible to change Eq. 7 and
assume other spiking models (e.g., Poisson or Binomial).
4.1.3 Task
Our goal is to infer the connectivity matrix W, biases b and the stimulus gain G. We assume that we
have some prior information on the weights (including N), that we know the external input X, and that
we noiselessly4 observe a subset of the generated spikes. We use a binary matrix O to indicate which
neurons were observed, so
Oi,t , I [Si,t was observed] .
We assume the observation process is uncorrelated with the spikes, and that 〈Oi,t〉T and 〈Oi,tOj,t−k〉T
converge to strictly positive limits when T →∞, for all i, j and for k ∈ {0, 1}. In other words, we need to
observe a large number of timebins (proportional to T ) from each pair of neurons (i, j) - both simultaneous
spike pairs (k = 0) and spike pairs in which one spike arrives one timestep after the other (k = 1). For
example, these assumptions are fulfilled if the spikes are uniformly and randomly observed, or if at each
time bin a random observation block is chosen (Figure 1, top). However, some spike pairs are never
observed, if, for example, we only observe a fixed subset of the network, or scan serially in a continuous
manner (Figure 1, bottom).
4.2 Bayesian inference of the weights
We use a Bayesian approach in order to infer the unknown weights. For simplicity, initially assume that
all spikes are observed and that there is no external input (G = 0). In this case, the log-posterior of the
weights, given the spiking activity, is
lnP (W|S,b) = lnP (S|W,b) + lnP0 (W) + C , (9)
where lnP (S|W,b) is the loglikelihood, P0 (W) is some prior on the weights (we do not assume a prior on
the biases b), and C is some unimportant constant (which does not depend on W or b). Our aim would
be to find the Maximum A Posteriori (MAP) estimator for W, together with the Maximum Likelihood
(ML) estimator for b, by solving
max
W,b
lnP (W|S,b) . (10)
Next, we show that under some reasonable assumptions, the loglikelihood can be transformed to
a simple form. Importantly, this simple form can be easily calculated even if there are some missing
observations, and we have an external stimulus (G 6= 0). Specifically, we consider a GLM spiking network
model, as in Eq. 7, and simplify its loglikelihood lnP (S|W,b). Using similar techniques as in [30–32]
(and a few additional ‘tricks’) we use the expected loglikelihood approximation together with a generalized
Central Limit Theorem (CLT) argument [33], in which we approximate the neuronal input to be Gaussian
3i.e., more generally, we can have U·,t ,
∑L1
k=1 r
(k)U·,t−k +
∑L2
k=1W
(k)S·,t−k + b +GX·,t, where
{
r(k)
}L1
k=1
and{
W(k)
}L2
k=1
determine the neuronal timescales.
4i.e., for simplicity we ignore for now the problem of inferring the spikes from the experimental data (e.g., which requires
spike sorting or deconvolution of the calcium trace). The issue of spike inference was addressed systematically in [10, 15].
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near the limit N →∞; then we calculate the “profile likelihood” maxb lnP (S|W,b) in which the bias
term has been substituted for its maximizing value (Appendix S1, section A). The end result is
max
b
lnP (S|W,b) ≈ T
N∑
i=1
 N∑
j=1
[
Wi,jΣ(1)i,j
]
− h (mi)
√
1 + pi8
∑
k,j
Wi,jΣ(0)k,jWi,k
 , (11)
where we denoted
mi , 〈Si,t〉T (12)
Σ(k)i,j , 〈Si,tSj,t−k〉T −mimj (13)
h (mi) , −mi lnmi − (1−mi) ln (1−mi) (14)
as the mean spike probability, spike covariance and the entropy function, respectively. We make a few
comments:
1. Importantly, this loglikelihood depends on the data only through the sufficient statistics m and
Σ(k) (defined in Eqs. 12-13), which can be estimated even when some observations are missing.
Specifically, if we have a only partial observation of S, we define
m˜i ,
〈Oi,tSi,t〉T
〈Oi,t〉T
, (15)
Σ˜(k)i,j ,
〈Oi,tOj,t−kSi,tSj,t−k〉T
〈Oi,tOj,t−k〉T
− m˜im˜j . (16)
Recall the observation process is uncorrelated with the spikes, and that ∀i, j and ∀k ∈ {0, 1}, 〈Oi,t〉T
and 〈Oi,tOj,t−k〉T converge to strictly positive limits when T →∞. From Slutsky’s theorem [47] we
obtain that for T →∞
m˜→m ; Σ˜(k) → Σ(k) ,
given that mi and Σ(k)i,j converge to some limit when T →∞. Therefore, when some observations
are missing we can simply replace m(k) with m˜(k) and Σ(k) with Σ˜(k) in the profile loglikelihood
(Eq. 11).
2. As we show in Appendix S1, section B the profile loglikelihood (Eq. 11) is concave, and so it is easy
to maximize the log-posterior and obtain the MAP estimate of W. Additionally, it is straightforward
to calculate the gradient, Hessian and the relevant Lipschitz constant of this loglikelihood. Moreover,
since the profile loglikelihood (Eq. 11) decomposes over the rows of W
max
b
lnP (W|S,b) =
∑
i
max
b
lnP (Wi,·|S,b) . (17)
as do many of the log-priors we will use (section 4.3), the optimization problem of finding the MAP
estimate can be parallelized over the rows of W.
3. The ML estimator of W (the maximizer of Eq. 11) can be derived analytically (Appendix S1, section
C) by equating the gradient to zero. The result is
WMLE = A−1Σ(1)
(
Σ(0)
)−1
, (18)
where Ai,j , δi,j
√(
pi
8h (mi)
)2 − (Σ(1) (Σ(0))−1 (Σ(1))>)
i,i
pi/8 . This estimate would coincide
with any MAP estimate when T →∞.
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4. Note a finite solution exists only if the last expression has a real value. Interestingly, this ML
estimate is a rescaled version of the ML estimate in a simple linear Gaussian neuron model. A
similar ML estimate was obtained, using similar approximations, for a Poisson neuron model [32],
albeit with a different re-scaling. This may hint at the generality of this form, and its applicability
for other non-linear models.
5. Due to an approximation we make in the derivation (Eq. 27) of the profile loglikelihood (Eq. 28),
the scale factor Ai,i tends to be smaller then it should be. This “shrinkage” affects all estimators
(ML or MAP) based on the profile loglikelihood. However, this issue can be corrected by re-fitting
the scale factors, as explained in Appendix S1, section D.
6. If the neural input is small (due to weak weights, low firing rates or a small number of neurons), the
profile loglikelihood (Eq. 28) reduces to a simple quadratic form
max
b
lnP (S|W,b) ≈ T
N∑
i=1
 N∑
j=1
[
Wi,jΣ(1)i,j
]
− h (mi) pi8
∑
k,j
Wi,jΣ(0)k,jWi,k
 . (19)
This is similar to the loglikelihood that we would have a obtained if we would have assumed a linear
Gaussian neuron model, albeit with a different constants. Therefore, the non-linear nature of the
neurons in our model only becomes important when the neuronal input is strong.
7. Though we assumed the network does not have a stimulus (G = 0), a stimulus can be incorporated
into the inference procedure. To do this, we treat the stimulus X·,t simply as the activity of
additional, fully observed, neurons (albeit Xi,t ∈ R while Si,t ∈ {0, 1}). Specifically, we define a new
“spikes” matrix Snew ,
(
S>,X>
)>, a new connectivity matrix
Wnew ,
(
W G
0D×N 0D×D
)
,
and a new observation matrix Onew ,
(
O>, 1T×D
)>
. Repeating the derivations for Snew,Wnew
and Onew, we obtain the same profile loglikelihood. Once it is used to infer Wnew, we extract the
estimates of W and G from their corresponding blocks in Wnew.
8. Formally, we need to make sure the conditions of CLT-based approximation [33] are fulfilled for
our approximated method to work, and this can become even more challenging with the addition
of (arbitrary) external inputs. However, as can be seen from the simulations, such a generalized
CLT-based approximation tends to work quite well even when the neuronal input is not strictly
Gaussian [48–50]. For example, in Figure 3, on average, there are about three non-zero spikes in
the input of each neuron. In Figure 8, our algorithm is still accurate even though the empirical
distribution of the inputs cannot be Gaussian - since it is bimodal due to strong the periodical pulse
input.
4.3 Priors and optimization methods
In this section we examine different priors P0 (W) on the network connectivity that can be incorporated
into the posterior: the sparsity of inter-neuron connections (section 4.3.1); the division of neurons into
several “types” (section 4.3.2); and the fact that connection probability decreases with distance (section
4.3.3).
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4.3.1 Sparsity inducing prior
The diagonal elements Wi,i of the connectivity matrix are typically negative, corresponding to the post
spike filter accounting for the cell’s own (refractory) post-spike effects, while the off-diagonal terms Wi,j
represent the connection weights from neuron j to neuron i. As most neurons are not connected, most of
the off-diagonal Wi,j are equal to zero, so W is a sparse matrix.
L1 norm. The most popular approach for incorporating prior information about sparsity is to use a
Laplace distribution as prior, which adds an L1 norm penalty :
lnP0(W) = −
∑
i,j
λi,j |Wi,j |+ C (20)
for some set of sparsity parameters λi,j . In order to take into account the fact that the off-diagonal terms
are zero, we set
λi,j = (1− δi,j)λ , (21)
where λ > 0. This prior has a number of advantages: the resulting log-posterior of W (given the full spike
train S and the other system parameters) turns out to be a concave function of W, and the maximizer of
this posterior, WˆMAP is often sparse, i.e., many values of WˆMAP are zero. Combining this prior in to the
posterior (Eq. 9), together with the simplified profile loglikelihood (Eq. 11), we obtain a LASSO problem
for W [51]. By solving this objective we obtain a sparse Maximum A Posteriori (MAP) estimate WˆMAP.
There are many algorithms that can be used to solve such an objective. Usually, the most efficient [52] is
the FISTA algorithm [53]; details are given in Appendix S1, section E. In order to set the value of λ, we
assume some prior knowledge (e.g., statistics from anatomical data) about the sparsity of W - i.e., how
many neurons are connected. Using this knowledge it straightforward to set the value of λ using a binary
search algorithm, as explained in Appendix S1, section F.
L0 norm. A more direct approach to sparse optimization is to replace the L1 norm with the “L0 norm”
penalty5
lnP0(W) = −
∑
i,j
λi,jI [Wi,j 6= 0] + C , (22)
where the λi,j are given by Eq. 21. This makes the resulting log-posterior non-concave and hard to
maximize. Fortunately, forward greedy algorithms (Appendix S1, section G) usually work quite well with
such a penalty [54]. Briefly, these algorithms initially assume that all weights are zero, and then iteratively
repeat the following steps: (1) Fix all the weights from the previous step, and choose one (previously zero)
weight which would maximally increase the profile loglikelihood (Eq. 11) if it is allowed to be non-zero.
(2) Extend the support of non-zero weights to include this weight. (3) Maximize the profile loglikelihood
(Eq. 11) over this support, with all the other weights being zero. A few comments are in order:
1. In our case (Eq. 11), all steps can be performed analytically.
2. In such an approach there is no need to set regularization parameters λi,j , since we only need to
stop the algorithm when the required level of sparsity has been reached.
3. In the case that weights are weak and the profile loglikelihood becomes quadratic (Eq. 19) we get
the familiar Orthogonal Matching Pursuit algorithm (OMP, [54]), which is typically faster.
4. Forward-backward greedy algorithms [55] can also be used here, and may offer improved performance.
We leave this for future work.
5Formally, this is not an actual norm, and also the prior is not a valid distribution.
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As we will show later, empirically, L0 and L1 give comparable performance, with L0 being slower. However,
the main advantage of this L0 approach is that it can be more easily extended to include other types of
prior information, as we discuss next.
4.3.2 Stochastic block model
Neurons can be classified into distinct types [56], based on structural, synaptic, genetic and functional
characteristics. The connection strength between two neurons usually depends on the types of the pre
and post synaptic neurons [37,57,58].
A well known example for this is “Dale’s Law” - that all neurons are either excitatory or inhibitory.
Therefore, all the outgoing synaptic connection from a neuron should have the same sign. This specific
information can be incorporated into our estimates of the weight matrix W, by using a greedy approach,
as described in [10, section 2.5.2]. In this approach we first maximize the posterior without considering
Dale’s law, and find an estimate Wˆ. Then, neurons are classified as excitatory or inhibitory according to
the difference in the count of outgoing weights of each sign Ci
(
Wˆ
)
, |{i : Wˆij > 0}| − |{i : Wˆij < 0}|.
Specifically, setting θ as some threshold (we arbitrarily chose θ = 0.25), a neuron j was classified as
excitatory if Ci
(
Wˆ
)
> θ, as inhibitory if Ci
(
Wˆ
)
< −θ, and is not classified if
∣∣∣Ci (Wˆ)∣∣∣ < θ. Next, we
maximize again the posterior with additional constraints - that in all classified neurons, all outgoing
weights have the proper sign for their class. This procedure is then iterated.
However, in order to include a more general type-related information into the connectivity prior, here
we also used a “stochastic block model” approach [37,59,60]. We will assume that all the non-zero weights
are sampled from a Gaussian distribution with a fixed variance, and a mean Vi,j which depends only on
the pre and post synaptic types, and thus have a block structure, where each block has a fixed value (V
in Figure 9). As a result, in addition to any previous sparsity-inducing log-prior, we will add also the
following penalty
− λV
∑
i,j
I [Wi,j 6= 0] (Wi,j − Vi,j)2 , (23)
where λV is a regularization parameter, and V is the aforementioned block structured matrix. If V is
known, we can add this penalty to the L0 norm penalty, and solve using the same greedy algorithm, with
a modified objective function.
However, usually V is not known, and all we know (approximately) is the number of types. Since
the number of types is greater or equal to the rank of V, and this rank is usually much lower then N ,
we can penalize the rank of V. A convex relaxation of this is ‖V‖∗, the nuclear norm [61], which we
add to the log-posterior. Next, we describe how to maximize the full log-posterior (which is a sum of
Eqs. 11, 23 and λ∗ ‖V‖∗). We first initialize V = 0N×N . Then we alternate between: (1) holding V
fixed and maximizing the log-posterior over W (the sum of Eqs. 11 and 23 ) (2) holding W fixed and
maximizing the log-posterior over V (the sum of Eqs. 23 and λ∗ ‖V‖∗). The first step can be done using
a forward greedy approach, as we did for the L0 penalty. The second step can be done using soft-impute
algorithm [62], assuming we know in advance this rank (which determines λ∗). Thus, we update W and
V iteratively until convergence. The value of λV is determined using a cross-validation set. More details
are given in Appendix S1, section G.
4.3.3 Distance dependence
The probability of a connection between two neurons often declines with distance [37,57,58]. This prior
information can also be used to our advantage. Suppose first that the probability of two neurons being
connected is given by some known function f (di,j), where di,j is the distance between the neurons i and
j (Figure 9). A simple way to incorporate this knowledge to modify the regularization constants λi,j (Eq.
15
21) in either the L1 penalty (Eq. 20) or the L0 penalty (Eq. 22) so they are distance dependent
λi,j =
(1− δi,j)λ
f (di,j)
.
This way the prior probability for a connection reflects this distance dependence - if a connection is less
probable, its regularization constant is higher.
If f (d) is unknown, we give it some parametric form. For example, we will use here f (d) =
(1 + exp (−ax− b))−1. To find (a, b), we alternate between maximizing the posterior over W and then
over (a, b). More details are given in Appendix S1, section G.
4.4 Alternative inference methods - unobserved spikes as latent variables
Conceptually, having missing spike observations in the data should make it much harder to estimate W
from data. This is because, in this case, we need to modify the posterior (Eq. 9), and replace the complete
likelihood P (S|W,b) with the incomplete likelihood P (Sobs|W,b) where
Sobs , {∀i, t : Si,t|Oi,t = 1} ,
i.e., the set of all observed spikes from S. However, in order to obtain P (Sobs|W,b) from P (S|W,b)
we need to perform an intractable marginalization over an exponential number of unobserved spike
configurations.
The method we derived here sidesteps this problem. We infer the connectivity matrix W using a MAP
estimate, derived using an approximation of the complete loglikelihood lnP (S|W,b) (Eq. 9). Though the
complete loglikelihood includes all the spikes (even the unobserved ones), in its approximated form we can
also handle missing observations. This is done by simply ignoring missing observations and re-normalizing
accordingly the sufficient statistics (Eq. 15-16) of the approximated loglikelihood (Eq. 11). This procedure
does not affect the asymptotic value of the sufficient statistics, since the observations and spikes are
uncorrelated.
In contrast, classical inference methods [63] treat the unobserved spikes as latent variables, and attempt
to infer them using one of these standard approaches:
• Markov chain Monte Carlo (MCMC) - which samples the latent variables and weights from the
complete posterior.
• Expectation Maximization (EM) - which provides an estimator that locally optimizes the posterior
of W given the observed data.
• Variational Bayes (VB) - which approximates the complete posterior using a factorized form.
We experimented with all these approaches on the posterior, without using any of the simplifying
approximations used in our main method (section 4.2). In order to clarify the motivation for our
main method, we briefly describe these alternative approaches below, including their advantages and
disadvantages.
4.4.1 Markov chain Monte Carlo (MCMC)
We assume a sparsity promoting spike and slab prior on the weights
P0 (W) =
∏
i,j
[
(1− p0) δ (Wi,j) + p0N
(
Wi,j |µ0, σ20
)]
(24)
and use a Gibbs approach to sample jointly from P (S,W|Sobs,b): first we sample S given the observed
data and the current sample from W, and then sample W given S. Note the standard L1 prior on W (Eq.
16
20) would not promote sparsity in this MCMC setting, since then every sample of W would be non-zero
with probability 1.
In the first step we draw one sample from the posterior of S given the observed data and an estimated
W, using the improved Metropolized Gibbs sampler [64,65], as described in Appendix S1, section H.1.
This sampler is quite simple and is highly parallelizable in this setting, because the graphical model
representing the posterior p(S|Sobs,W,b) is local: S·,t is conditionally independent of S·,t+2 given S·,t+1
since the spiking at time t only directly affects the spiking in the next time step (i.e., model 7-8 can be
considered a Markov chain in S·,t). Therefore we can alternately sample the spiking vectors S·,t at all
odd times t completely in parallel, and then similarly for the even times. In more general GLM models,
where the neuronal input depends on previous k spikes, i.e., {S·,t−k}kl=1, then the algorithm could be
executed using T/ (k + 1) parallel computations. We note that more sophisticated sampling methods have
been developed for this type of problem [20]; these specialized methods are significantly more efficient if
implemented serially, but do not parallelize as well as the simple Gibbs-based approach we used here. The
performance of the sampler is exemplified in Figure 11, bottom. As can be seen in this Figure, usually
(unless connectivity weights are very high) the spike sampler can predict the spikes only in a “small
neighborhood” of the visible spikes.
In the second step, we sample W given S. We first note that, with the spike and slab prior the, again
the posterior factorizes: P (W|S,b) = ∏i P (Wi,.|Si,.,b). Thus, we can sample from each P (Wi,.|Si,.,b)
in parallel. To sample from P (Wi,.|Si,.,b), we simply Gibbs sample, one element Wi,j at a time. One
way to do this is described in Appendix S1, section H.2. The derivation requires the assumption that
the weights are small (empirically, it works well if Wi,,j < 1). Alternatively, this assumption is not
necessary if we use instead the (slower) approach discussed in [66], which requires the computation of
some one-dimensional integrals. In our case these integrands are log-concave and therefore uni-modal,
and can be calculated using a Laplace approximations. Since both methods contain some approximation,
we first need to use them to obtain proposals densities for a Metropolis-Hastings scheme, which then
generates the Wi,j samples [65].
In general, computational speed is the main disadvantage of the MCMC method - both for the sampling
the spikes and for sampling the weights. For large networks, this approach can only be used if the sampling
scheme is completely parallelized over many processors. However, MCMC performs rather well on small
networks, similarly to our main method (section 4.2). An important advantage of the MCMC method over
our main method is that it can be used even if some “spike pairs” are never observed, i.e. if for some i, j,
〈Oi,tOj,t−k〉T for k = 0 or 1. Therefore, the MCMC method might be used complement our main method
to infer the weights in this case. It should also be noted that the MCMC approach offers somewhat
simpler methods for hyperparameter selection (via sampling from the hyperparameter posterior), and
easier incorporation into larger hierarchical models that can include richer prior information about the
network and enable proper sharing of information across networks.
4.4.2 Expectation Maximization (EM)
The EM approach is similar to the methods discussed in [8,10]. The E step requires the computation of an
integral over p(S|Sobs,W). Since this integral is high-dimensional and not analytically tractable, we again
resort to MCMC methods to sample the spikes, using the same sampler as before. We found that in most
cases it was not necessary to take many samples from the posterior; for large enough network sizes N (and
for correspondingly long experimental times T ), S is large enough that a single sample contains enough
information to adequately estimate the necessary sufficient statistics in the E step. See [67] for further
discussion. In the M step we perform maximization over the log-posterior averaged over p(S|Sobs,W),
with an L1 prior (Eq. 20). This can be done using FISTA (Appendix S1, section E), or any other tool
for L1-penalized GLM estimation, as in [8, 10]. The EM approach is is still rather slow, since we need
to sample from the spikes. Moreover, the EM approach typically suffered from shrinkage and exhibited
worse performance then the MCMC approach.
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4.4.3 Variational Bayes (VB)
Using the standard VB approach [63] and the spike and slab prior on the weights (Eq. 24) we can
approximate the posterior P (S,W|Sobs,b) using a fully factorized distribution
Q (S,W) ,
∏
i,t
qi,t (Si,t)
∏
k,r
qk,r (Wk,r) , (25)
in which the factors are calculated using
ln qi,t (Si,t) = lnE/Si,tP (S,W|Sobs,b)
ln qk,r (Wk,r) = lnE/Wk,rP (S,W|Sobs,b) ,
where, for any random variable X, E/X is an expectation performed using the distribution Q (S,W|X).
This calculation proceeds almost identically to the derivation of the Gibbs samplers (Appendix S1, section
H), except we need to perform the expectation E/X over the results. These integrals can be calculated
using the CLT and the approximations given in [68, sections 2.4 and 4.1].
The factorized form in Eq. 25 assumes that, approximately, all the weights and all the spikes are
independent. In this method, which is faster then MCMC, the mean firing rates of the neurons could be
estimated reasonably well, as is exemplified in Figure 11, bottom. Unfortunately, the weight matrix W
could not be estimated if less than 30% of the neurons were observed in each timestep. This is in contrast
to the other methods, in which the observed fraction can be arbitrarily low. We believe this happens
because the VB approximation for the spikes ignores spike correlations - which determine the sufficient
statistics in this case (as suggested by Eq. 11). However, it is possible that more sophisticated factorized
forms (which do not assume spike independence) will still work.
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Figure 1. Examples for “good” and “bad” observation schemes. We observe three out of ten neurons in
each timebin. Top: The observations O (a zero-one matrix) for a random scanning scheme (left) and its
observed pairs 〈Oi,tOj,t−1〉T = 1T
∑T
t=1Oi,tOj,t−1 (right). All possible neuron pairs are observed (i.e.,
〈Oi,tOj,t−1〉T > 0 for all pairs), so this is a valid “shotgun” observation scheme. Bottom: The observation
matrix O for a continuous serial scanning scheme (left) and its observed pairs 〈Oi,tOj,t−1〉T . Since we do
not observe spikes pairs for which |i− j| > 3 (i.e., 〈Oi,tOj,t−1〉T = 0 for these pairs), this is not a valid
“shotgun” observation scheme.
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Figure 2. Visualization of the persistence of the common input problem, despite a large amount of
spiking data (T = 5 · 106), and its suggested solution - the shotgun approach. (A) The true connectivity -
the weight matrix W of a network with N = 50 neurons. (B) A zoomed-in view of the top 16 neurons in
A (white rectangle in A). (C) The same zoomed-in view of the top 16 neurons in the ML estimate of the
weight matrix W (Eq. 18), where we used shotgun observation scheme on the whole network, with a
random observation probability of pobs = 16/50. (D) The ML estimator of the weight matrix W of the
top 16 neurons if we observe only these neurons. Note the unobserved neurons cause false positives in
connectivity estimation. These “spurious connections” do not vanish even though we have a large amount
of spike data. In contrast, the shotgun approach (C), does not have these persistent errors, since it
spreads the same number of observations evenly over the network. bi ∼ N (−0.5, 0.1).
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Figure 3. Network connectivity can be well estimated even with low observation ratios.
The network has N = 50 neurons, the experiment length is T = 5 · 105, and we examine various
observation probabilities: pobs = 1, 0.2, 0.1, 0.04. Left column - weight matrix, middle column - inferred
weight vs. true weight, last column - quality of estimation (based on the measures in Eqs. 1-4). In the
first row we have the true weight matrix W. In the other rows we have Wˆ - the MAP estimate of the
weight matrix with L1 prior (section 4.3.1), with λ chosen so that the sparsity of Wˆ matches that of W.
Estimation is possible even with very low observation ratios.
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Figure 4. Network connectivity can be reasonably estimated, even with model mismatch.
The same as Figure 3, where instead of a logistic GLM (Eq. 7), we used a stochastic, discrete time, leaky
integrate and fire neuron model. In this model, Vi,t = (γVi,t−1 + Ui,t + i,t) I [Si,t−1 = 0] (U defined in
Eq. 8), Si,t+1 = I [Vi,t > 0]. We used i,t ∼ N (0, 1) as a white noise source. Also, we set γ = 0.5 so that
the neuronal timescale would be restricted to a few time bins, as we assumed for simplicity in the current
GLM model. We conclude that our estimation method is robust to modeling errors.
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Figure 5. Network connectivity can be well estimated even with large networks. This is the
same figure as Figure 3, except now N = 1000, T = 5 · 105, and pobs = 1, 0.2, 0.1. Since this estimate can
be produced in less then a minute on a standard laptop, this demonstrates that our algorithm is scalable
to networks with thousands of neurons.
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Figure 6. Parameter scans for network size N and observation time T . We examine the
quality (based on the measures in Eqs. 1-4) of the MAP estimate of the weight matrix with L1 prior
(section 4.3.1). Closely inspecting these figures, we find that performance is approximately maintained
constant when N/T is constant (but less so when T = 2). We used an observation probability of
pobs = 0.2, and different values of N and T . Performance was averaged over three repetitions.
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Figure 7. Parameter scans for observation time T and observation probability pobs. Quality
(based on the measures in Eqs. 1-4) of the MAP estimate of the weight matrix with L1 prior (section
4.3.1). Closely inspecting these figures, we find that performance is approximately maintained constant
when 1/Tp2obs is constant (but less so when pobs = 1). We used a network size of N = 500 and different
values of pobs and T . Performance was averaged over three repetitions.
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Figure 8. The optimal stimulus magnitude. We examine the effect of a periodic pulse stimulus on
mean spike probability m and reconstruction correlation C (Eq. 2). See section 8) for more details.
Parameters: N = 50, T = 104, pobs = 0.2, and bi ∼ N (−5.2, 0.1), a low firing rate regime. We find that
there is an optimal stimulus magnitude near mean spike probability of m = 0.13. .
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Type-dependent 
connection strength
(Stochastic Block Model)
Distance-dependent
connection probability
Connection amplitude Connection occurrence
W- weight matrix
V – block matrix f(d)
Figure 9. The prior information on the network connectivity. Type dependence (left): The
connection strength between neurons depends on the type of the pre- and post- synaptic neurons. This
induces a block structured matrix V, which, when corrupted by noise, gives the connection strength of
the non-zero connections. In this figure we have 2 types - excitatory and inhibitory. Distance dependence
(right): the connection probability between neurons declines with distance, which affects which synaptic
connections exist. We randomly set neuron locations x ∈ [0, 1) on a ring lattice (so we have more
connections near the diagonal). Thus, after the neuronal types and the distance dependence produce the
connectivity matrix W. Naturally, the neuronal type also affects connection probability and distance also
affects connection amplitude, but here we did not use this information.
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Figure 10. Incorporating more prior information can improve the performance of the
MAP estimate. We use a network with two types of neurons (excitatory and inhibitory), with the
connectivity W determined by a stochastic block model following the structure of the block matrix V
and the distance dependence f (d) (See Figure 9). The correlation metric C (Eq. 2) measures quality of
estimation, where we used different priors in the MAP estimate: L1 (Eq. 20); L0 (Eq. 22); D - Dale’s
Law [10, section 2.5.2]; sbm - type dependent connection strength (stochastic block model, section 4.3.2)
in which we only in advance know the number of types (two, which is also the rank of V); dd - distance
dependent connection probability in which we f (d) has the general form 1/ (1 + exp (ad+ b)), but we do
not know a and b (section 4.3.3); Ksbm - stochastic block model with a known mean block matrix V ;and
Kdd - distance dependent connection probability with a known function f (d). We conclude that
performance can significantly improve when we incorporate stronger prior information into our estimates.
N = 100, T = 105, pobs = 0.05, and bi ∼ N (−1.5, 0.1).
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Figure 11. Estimating the spikes using a latent-variable approach with a known network connectivity
(W,b). Each raster plot shows the spikes activity in a circular network with local connectivity (spikes are
in white). For neurons 10− 20 and times 18− 33 the spiking activity is unobserved. We try to estimate
this activity using Variational Bayes method (VB, Top), or using Gibbs sampling (bottom). In the
unobserved rectangle, the shade indicates the probability of having a spike - between 0 (black) and 1
(white). Each neuron in the network has excitatory connections to its neighbors and self-inhibition. Given
this connectivity, we can see both methods give reasonable estimates near the edges of unobserved
rectangle. Further from the edges, the estimation becomes less certain and converges to the mean spike
probability for that neuron.
Supporting Information Captions
Appendix S1. Mathematical appendix with full derivations and algorithmic details.
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Tables
Table 1. Basic notation
N Total number of neurons
T Total number of time bins
pobs Observation probability - the fraction of neurons observed at each timebin
pconn Network sparsity - the average probability that two neurons are directly connected
S N × T matrix of spike activity
W N ×N matrix of synaptic connection weights
U N × T matrix of neuronal inputs
b N × 1 vector of neuronal biases
D Total number of external inputs
X D × T matrix of external input to network
G N ×D matrix of input gain
O N × T binary matrix denoting when spikes are observed
C Unimportant constant
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Supporting Information - Appendix S1
Code will be available on author’s website after publication.
A Derivation of the simplified loglikelihood (Eq. 11)
Recall Eq. 7
P (Si,t|Ui,t) = e
Si,tUi,t
1 + eUi,t .
and Eq. 8 with G = 0
U·,t , WS·,t−1 + b .
Combining both together for times t = 1, · · · , T and neurons i = 1, . . . , N , we obtain
lnP (S|W,b)
=
N∑
i=1
T∑
t=1
ln
[
eSi,tUi,t
1 + eUi,t
]
=
N∑
i=1
T∑
t=1
[
Si,tUi,t − ln
(
1 + eUi,t
)]
,
= T
N∑
i=1
[〈Si,tUi,t〉T − 〈ln (1 + eUi,t)〉T ]
(1)≈ T
N∑
i=1
[
〈Si,tUi,t〉T −
ˆ
ln (1 + ex)N (x| 〈Ui,t〉T ,VarT (Ui,t)) dx]
(2)≈ T
N∑
i=1
[
〈Si,tUi,t〉T −
√
1 + piVarT (Ui,t) /8 ln
(
1 + exp
(
〈Ui,t〉T√
1 + piVarT (Ui,t) /8
))]
(3)≈ T
N∑
i=1
N∑
j=1
Wi,jΣ(1)k,j +mibi (26)
−
√
1 + pi
∑
k,j
Wi,jΣ(0)k,jWi,k/8 ln
1 + exp
 ∑Nk=1Wi,kmk + bi√
1 + pi
∑
k,jWi,jΣ
(0)
k,jWi,k/8
 ,
where we used the following
1. The neuronal input, as a sum of N variables, tends to converge to a Gaussian distribution, in the
limit of large N , under rather general conditions [33].
2. Eq. 8 from [68], an approximation which builds upon the following “empiric” observation (Figure
12) ˆ x
−∞
N (z|1, 0) dz ≈ 1
1 + e−
(√
pi/8
)
x
. (27)
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Figure 12. Visualization of the approximation in Eq. 27. We compare of right hand side (red)
and left hand side (blue) of the approximation. Note this approximation breaks if |x| is too large (e.g.,
|x| > 6). This is because the asymptotic forms of both sides of Eq. 27 are different. For example, it is
easy to show that, as x→ −∞, the left hand side converges as e− 12x2/√−x while the right hand side
converges as e
(√
pi/8
)
x.
1. Eq. 8 for the neuronal input and Eqs. 12-13 for the spike statistics, which yields
〈Ui,t〉T =
N∑
k=1
Wi,kmk + bi
VarT (Ui,t) =
N∑
k=1
N∑
j=1
Wi,jΣ(0)k,jWi,k
Though in Eq. 26 the loglikelihood has already become tractable (and depends only on the sufficient
statistics from Eqs. 12-13), we can simplify it further by maximizing it over b. To do so, we equate to
zero the derivative of the simplified loglikelihood (Eq. 26)
d
dbα
lnP (S|W,b) = 0 .
Solving this equation, we obtain
mα =
1 + exp
− ∑Nk=1Wα,kmk + bα√
1 + pi
∑
k,jWα,jΣ
(0)
k,jWα,k/8
−1
so
bα =
√
1 + pi
∑
k,j
Wα,jΣ(0)k,jWα,k/8 ln
(
mα
1−mα
)
−
N∑
k=1
Wα,kmk .
Substituting this maximizer into Eq. 26, we obtain
max
b
lnP (S|W,b) = T
N∑
i=1
 N∑
j=1
[
Wi,jΣ(1)i,j
]
− h (mi)
√
1 + pi
∑
k,j
Wi,jΣ(0)k,jWi,k/8
 (28)
which is Eq. 11.
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B Likelihood derivatives
We examine the profile loglikelihood in Eq. 11, divided by T for convenience
L (W) , 1
T
max
b
lnP (S|W,b) ≈
N∑
i=1
 N∑
j=1
[
Wi,jΣ(1)i,j
]
− h (mi)
√
1 + pi8
∑
k,j
Wi,jΣ(0)k,jWi,k
 ,
Its gradient is
∂
∂Wαβ
L (W) = Σ(1)α,β −
pi
8 h (mα)
∑
kWα,kΣ
(0)
k,β√
1 + pi
∑
k,jWα,jΣ
(0)
k,jWα,k/8
. (29)
Its Hessian is
∂2L (W)
∂Wαβ∂Wγη
=
pi
8h2 (mα)[
1 + pi
∑
k,jWα,jΣ
(0)
k,jWα,k/8
]3/2 (30)
· δγ,α
pi
8
∑
k,j
Wα,kWα,j
(
Σ(0)k,βΣ
(0)
j,η − Σ(0)k,jΣ(0)η,β
)
− Σ(0)η,β
 .
Concavity In order show that L (W) is concave, we need to prove that for any W and any matrix
Z ∈ RN×N ∑
α,β,γ,η
ZαβZγη
∂2L (W)
∂Wαβ∂Wγη
≤ 0 .
Therefore, we need to calculate the sign of
∑
α,β,η
ZαβZαη
pi
8
∑
k,j
Wα,kWα,j
(
Σ(0)k,βΣ
(0)
j,η − Σ(0)k,jΣ(0)η,β
)
− Σ(0)η,β

=
∑
α
[
pi
8
(
W>α,·Σ(0)Zα,·
)2
−
(
1 + pi8 W
>
α,·Σ(0)Wα,·
)
Z>α,·Σ(0)Zα,·
]
.
Since (given T is large enough) Σ(0) is positive definite (since EΣ(0) is a covariance matrix), we can
decompose Σ(0) = ΛΛ>. Denoting uα , Λ>Wα,· and vα , Λ>Zα,· we get that the last line can be
written as ∑
α
[pi
8
((
u>αvα
)2 − u>αuαv>αvα)− v>αvα]
≤ −
∑
α
v>αvα
≤ 0 ,
where in the second line we used the Cauchy-Schwarz inequality
(
u>v
)2 ≤ u>uv>v, and in the last we
used the fact that x>x ≥ 0 for any vector x. Therefore, L (W) is concave.
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Lipschitz constant For the FISTA algorithm (appendix E) we are required to calculate the Lipschitz
constant of ∇L (W). A Lipschitz constant l of a function f is defined through
∀x,y : ‖f (x)− f (y)‖ ≤ l ‖x− y‖ .
We obtain that, in our case,
l = pi8 maxα h2 (mα)λmax
[
Σ(0)
]
(31)
is the Lipschitz constant by observing that∥∥∥∥∥ ∂∂Wαβ L (W)− ∂∂W ′αβ L (W′)
∥∥∥∥∥
2
=
∑
α
−pi8 h (mα)
∑
kWα,kΣ
(0)
k,β√
1 + pi
∑
k,jWα,jΣ
(0)
k,jWα,k/8
− Σ(1)α,β −
pi
8 h (mα)
∑
kW
′
α,kΣ
(0)
k,β√
1 + pi
∑
k,jW
′
α,jΣ
(0)
k,jW
′
α,k/8
2
≤
∑
α,β
[
−pi8 h (mα)
∑
k
Σ(0)k,β
(
Wα,k −W ′α,k
)]2
≤
[pi
8 maxα h (mα)λmax
[
Σ(0)
]]2∑
α,k
(
Wα,k −W ′α,k
)2
,
where λmax [X] is the maximal eigenvalue of X.
C Maximum Likelihood Estimator
We wish to find W that solves
0 = ∂
∂Wαβ
max
b
lnP (S|W,b) .
Using Eq. 29, we obtain
0 = Σ(1)α,β −
pi
8 h (mα)
∑
kWα,kΣ
(0)
k,β√
1 + pi
∑
k,jWα,jΣ
(0)
k,jWα,k/8
. (32)
We define
Aα,β ,
pi
8h (mα) δα,β√
1 + pi
∑
k,jWα,jΣ
(0)
k,jWα,k/8
(33)
so we can write Eq. 32 as
0 = Σ(1) −AWΣ(0) ,
which is solved by
W = A−1Σ(1)
(
Σ(0)
)−1
.
Substituting this into Eq. 33, we have
Aα,α =
pi
8h (mα)√
1 +
(
Σ(1)
(
Σ(0)
)−1 (
Σ(1)
)>)
α,α
piA−2α,α/8
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so
Aα,α =
√(pi
8 h (mα)
)2
−
(
Σ(1)
(
Σ(0)
)−1 (
Σ(1)
)>)
α,α
pi/8 .
D Correcting amplitudes and biases
We noticed empirically that using Eq. 28 as the simplified loglikelihood tends to cause some inaccuracy
in our estimates of the weight gains and biases. To correct for this error, we re-estimate the gains and
biases in the following way. Suppose we obtain a MAP estimate Wˆ (Eq. 10) after using the above profile
likelihood. Next, we examine again the original likelihood (without any approximation)
lnP (S|b,W) =
N∑
i=1
 T∑
t=1
Si,t
 N∑
j=1
Wi,jSj−1 + bj
− T∑
t=1
ln
1 + exp
 N∑
j=1
Wi,jSj−1 + bj
+ C .
We assume that the MAP estimate is accurate, up to a scaling constant in each row, so Wi,j =aiWˆi,j , and
we obtain
N∑
i=1
 T∑
t=1
Si,t
ai N∑
j=1
Wˆi,jSj−1 + bj
− T∑
t=1
ln
1 + exp
ai N∑
j=1
Wˆi,jSj,t−1 + bj
+ C
= T
N∑
i=1
ai N∑
j=1
Wˆi,j 〈Si,tSj,t−1〉T + bj 〈Si,t〉T −
〈
ln
1 + exp
ai N∑
j=1
Wˆi,jSj,t−1 + bj
〉
T
(34)
≈ T
N∑
i=1
ai N∑
j=1
Wˆi,j
(
Σ˜(1)i,j + m˜im˜j
)
+ bjm˜i − 〈ln (1 + exp (aizi,t + bj))〉T
+ C , (35)
where in the last line we used the expected loglikelihood approximation with CLT again, and denoted
(Recall Eqs. 12-13)
zi,t ∼ N
 N∑
j=1
Wˆi,jm˜j ,
N∑
j,k=1
Wˆi,jWˆi,kΣ˜(0)j,k
 . (36)
Sampling zi,t from 36 (we found that about 103 samples was usually enough), we can calculate the
expectation in (Eq. 34). Next, we can now maximize the likelihood in (Eq. 34) for each gain ai and bias
bi, separately ∀i, by solving an easy 2D unconstrained optimization problem. The new gains can now be
used to adjust our estimation of W.
E The FISTA algorithm
We define the proximal operator [52]
(Tµ (u))i , max
(
1− µ|ui| , 0
)
ui . (37)
FISTA solves the following minimization problem
min
W
[f (W) + λ ‖W‖1] .
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From [53, Eqs. 4.1-4.3], we have the following algorithm 1, where the component of the gradient ∇f (W)
are given by Eq. 29, and the Lipschitz constant l is given by Eq. 31.
Algorithm 1 The FISTA algorithm.
Input Initial point W(k),∇f and l (Lipschitz constant of ∇f).
Initialize Y(0) = X(0), t1 = 1,µ = λ/l.
Repeat For k ≥ 1 compute
W(k) = Tµ
[
Y(k) − 1
l
∇f
(
Y(k)
)]
tk+1 =
(
1 +
√
1 + 4t2k
)
/2
Y(k+1) = W(k) +
(
tk − 1
tk+1
)(
W(k) −W(k−1)
)
.
F Setting λ using the sparsity constraint
As explained in section 4.3.1, we use a sparsity promoting prior (Eqs. 20-21), which depends on a
regularization constant λ, to generate and estimate Wˆ (λ) of the connectivity matrix. Though this
constant is unknown in advance, we can set it using the sparsity level of Wˆ (λ), defined as
spar (λ) , 1
N
∑
i,j
I
(
Wˆi,j (λ) 6= 0
)
.
We aim for this to be approximately equal to some target sparsity level pconn. This is done using a fast
binary search algorithm (Algorithm 2), that exploits the fact that spar (λ) is non-increasing in λ. This
monotonic behavior can be observed from the fixed point of the FISTA algorithm
W = max
(
1− λ/L∣∣W− 1L∇f (W)∣∣ , 0
)[
W− 1
L
∇f (W)
]
,
for which the number of zeros components is clearly non-decreasing with λ.
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Algorithm 2 A binary search algorithm for setting λ.
Input Target sparsity level - pconn, tolerance level - , measured sparsity - spar (λ).
Initialize Initial points λH and λL, where λH  1 λL.
Repeat
λ = (λH + λL) /2
If |spar (λ)− θ| < pconn
Return λ
end
If spar (λ) < pconn
λH = λ
else
λL = λ
end
G Greedy algorithms
In this appendix we explain how greedy forward algorithms can be used to solve some of the optimization
problems described in section 4.3. In this section, we use the notation Xα,Q , {Xα,β |β ∈ Q}.
G.1 L0 penalty
In this appendix we explain in detail how to greedily maximize maxb logP (S|W,b) exactly for each row
in the weight matrix W by incrementally extending the support of non-zero weights. Since the problem is
separable (and parallelizable) over the rows (Eq. 17), we do this on a single row α - Wα,·. For that row,
the normalized profile loglikelihood is
L (Wα,·) ,
1
T
max
b
lnP (S|Wα,·,b) ≈
N∑
j=1
[
Wα,jΣ(1)α,j
]
− h (mα)
√
1 + pi8
∑
k,j
Wα,jΣ(0)k,jWα,k , (38)
First we define the support of our estimate Wˆα,· (the set of non-zero components) to be Q ⊂ {1, ..., N},
and we initialize Q = ∅. Then, we define QC , the complement of the support (the set of zero weights),
and initialize QC = {1, ..., N}. Lastly, we define Wˆα,Q, the set of non-zero weights. Since Q = ∅, then we
also initialize Wˆα,Q = ∅.
Given Q and Wˆα,Q from the previous step, we extend the support, by finding for each potential new
weight index β ∈ QC the best weight
W ∗α,β = argmaxWα,βL(Wα,β |Wˆα,Q), (39)
where L(Wα,β |Wˆα,Q) is simply L (Wα,·) under the constraint that ∀i ∈ Q : Wα,i = Wˆα,i, and ∀i ∈ QC\β :
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Wα,i = 0. Substituting these constraints into Eq. 38, we obtain
L(Wα,β |Wˆα,Q) = WˆTα,QΣ(1)α,Q + Σ(1)α,QWα,β (40)
− h(mα)
√
1 + pi8 (Wˆ
T
α,QΣ
(0)
Q,QWˆα,Q + 2WˆTα,QΣ
(0)
Q,βWα,β + Σ
(0)
β,β(Wα,β)2 .
We can find the maximizing values for Wα,β exactly, as the equation
∂
∂Wα,β
L(Wα,β |Wˆα,Q) = 0
is quadratic in Wα,β :
aW
2
α,β + bWα,β + c = 0,
with
a ,
(
Σ(1)α,β
pi
8h(mα)
)2
pi
8 Σ
(0)
β, −
(
Σ(0)β,β
)2
b ,
(
Σ(1)α,β
pi
8h(mα)
)2
pi
4 Wˆ
T
α,QΣ
(0)
Q,β − 2WˆTα,QΣ(0)Q,βΣ(0)β,β
c ,
(
Σ(1)α,β
pi
8h(mα)
)2 (
1 + pi8 Wˆ
T
α,QΣ
(0)
Q,QWˆα,Q
)
−
(
WˆTα,QΣ
(0)
Q,β
)2
.
Once we have updated the support by finding W ∗α,β , the weight that maximizes this log-likelihood, we can
update the support
Q← Q ∪ argmaxβ∈QCL(W ∗α,β |Wˆα,Q) . (41)
Then, we find the maximum likelihood estimate of weights, constrained to the new support, to be
Wα,Q = argmax
Wα,·:Wα,Qc=0
L(Wα,·) =
1
Aα,α
Σ(0)
−1
Q,Q Σ
(1)
α,Q , (42)
where Aα,α =
√(
pi
8h(mα)
)2 − pi8Σ(1)Tα,Q Σ(0)−1Q,Q Σ(1)α,Q and we used similar derivations as in Appendix C. We
repeat this process until |Q|/N is within tolerance of our sparsity constraint (pconn).
G.2 Stochastic block model
In the stochastic block model (section 4.3.2), we add a quadratic penalty to the profile loglikelihood (Eq.
23), which penalizes non-zero weights which are far from some block matrix V, which represent the mean
value of the non-zero connection strength between the different types of neurons. We do this by first
replacing L(Wα,β |Wˆα,Q) in Eqs. 39-41 with
L(Wα,β |Wˆα,Q)− λV (Wα,β − Vα,β)2 , (43)
where V represents the underlying block matrix. In order to maximize this, we again differentiate and
equate to zero
42
Σ(1)α,β −
pi
8 h(mα)
∑
kWα,kΣ
(0)
k,β√
1 + pi8
∑
k,jWα,jΣ
(0)
k,jWα,k
− 2λ(Wα,β − Vα,β) = 0 .
This equation, when expanded out, takes the form(
b2e
)
W 4α,β+
(
b2d+ 2abe
)
W 3α,β+
(
b2c+ 2abd+ a2e− g2)W 2α,β+(2abc+ 2a2d− 2fg)Wα,β+(a2c− f2) = 0,
where we defined
a ,
Σ(1)α,β + 2λVα,β
pi
8h(mα)
; b , −2λpi
8h(mα)
; c , 1 + pi8
(
WTα,QΣ
(0)
Q,QWα,Q
)
d , pi4W
T
α,QΣ
(0)
Q,β ; e ,
pi
8 Σ
(0)
β,β ; f ,WTα,QΣ
(0)
Q,β ; g , Σ
(0)
β,β .
Since the polynomial is quartic, we can find the optimal weight by running a standard polynomial solver
(the roots() function in MATLAB). Once the support for the row has the desired sparsity, we include this
penalty in the calculation of the optimal set of weights, so instead of Eq. 42, we have
Wˆα,Q = argmax
Wα,·:Wα,Qc=0
L(Wα,·)− λV
∑
i∈Q
(Wα,i − Vα,i)2 (44)
=
(
Σ(1)α,Q + 2λV Vα,Q
)(
Aα,αΣ(0)Q,Q + 2λV I
)−1
.
G.3 Distance-dependent connectivity
As explained in section 4.3.3, we can also incorporate into the model a prior on f(dij) , P (Wi,j 6= 0|dij),
the probability of a connection between neurons i, j as a function of the distance between them di,j . To
promote the selection of more probable connections using this prior, we subtract the penalty λd/f(dα,β)
from L(Wα,β |Wˆα,Q) in Eqs. 39-41, or Eq. 43 if we want also to include the stochastic block model prior.
While this penalty modifies the model selection step of extending the support, it has no effect on the
values of the weights, determined by Eq. 44.
G.4 Inferring unknown penalty parameters
In many situations, we will not know what is the true block model matrix or distance-dependent connectivity
function. However, we can infer these parameters from estimates of the weight matrix, as we explain next.
G.4.1 Inferring V using the soft-impute algorithm
Recall section 4.3.2. We wish to estimate V from Wˆ by solving (see Eq. 23 and explanation below)
Vˆ = argmin
V
∑
i,j
I
[
Wˆi,j 6= 0
] (
Wˆi,j − Vi,j
)2
+ λ∗ ‖V‖∗ , (45)
where the last nuclear norm penalty λ∗ ‖V‖∗ promotes a low rank solution Vˆ. Suppose we know the
target rV , rank (V), i.e., the minimal number of neuron types affecting neuronal connectivity. Then we
can use noisy low-rank matrix completion techniques to estimate Vˆ from Wˆ. Specifically, we found that
soft-impute ( [62], described here in Algorithm 4) works well in this estimation task, where all components
(i, j) for which Wˆi,j = 0, are considered unobserved. In the algorithm we iterate over different values of
λ∗, starting with a small value (so initially Vˆ has a larger rank than desired) and slowly incrementing,
until Vˆ is of the desired rank rV .
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G.4.2 Inferring f (d)
Recall section 4.3.3. We assume the distance-dependent connectivity relationship to be of a sigmoidal form
P (Wi,j 6= 0|dij ; a, b) = f(dij ; a, b) = 11 + exp(−(adij + b)) .
If f is unknown, we can run logistic regression on the binarized inferred weight matrix to estimate fˆ , i.e.
(aˆ, bˆ) = argmax(a,b)
∏
i,j=1,...,N
P (Wi,j 6= 0|dij ; a, b)
= argmax(a,b)
∏
i,j=1,...,N
exp(I
[
Wˆij 6= 0
]
(adij + b))
1 + exp((adij + b))
fˆ = f(dij ; aˆ, bˆ) .
G.4.3 Full Model
Finally, we can combine distance-dependent connectivity and a low-rank mean matrix and infer both Vˆ
and fˆ from Wˆ at the same time. Furthermore, once we have an estimate for these parameters, we can
use them to find a new estimate Wˆ, which in turn, allows us to re-estimate both Vˆ and fˆ . Thus, we can
iterate estimating Wˆ and the penalty parameters Vˆ and fˆ until we reach convergence (Algorithm 5). If
our model does not include a low-rank mean matrix or distance-dependent connectivity, we can just set
the corresponding penalty coefficient to zero. The penalty coefficients λV and λD are selected by finding
each penalty coefficient that maximizes the correlation between Wˆ and W while the other coefficient is
set to 0. On actual data, where the ground truth is unknown, one may instead maximize prediction of
observed spikes (Figure 11) or spike correlations [21]. We found it is also possible to set the regularization
parameters in the case Vˆ and fˆ are inferred from the data, to their optimal value in the case where V
and f are known - multiplied by 12 to account for uncertainty.
Algorithm 3 Infer_W_known_params(Σ(0),Σ(1), pconn, λV ,V, λd, f, d)
Define L(Wα,β |Wα,Q) as in Eq. 40.
Initialize solution Wˆ = 0N×N .
For α = 1, ..., N
Initialize support Q = ∅
While |Q|/N < pconn
Find the optimal penalized weight index:
β∗ = argmax
β∈QC
max
Wα,β
[
L(Wα,β |Wα,Q)− λM (Wα,β − Vα,β)2 − λd
f(dα,β)
]
Update the support:
Q = Q ∪ β∗
Update the weights:
Wˆα,Q =
(
Σ(1)α,Q + 2λV Vα,Q
)(
Aα,αΣ(0)Q,Q + 2λV I
)−1
Return Wˆ
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Algorithm 4 Soft-Impute(A, r)
Define Sλ(A) , UDλVT , where UDVT being the singular value decomposition of A, with D =
diag(d1, ..., dr), and Dλ , diag((d1 − λ)+, ..., (dr − λ)+)), with (x)+ = max (0, x).
Initialize Z = 0N×N , and some decreasing set λ1 > λ2 > ... > λk.
For λ1 > λ2 > ... > λk
∀i, j : Yi,j = Ai,j + I [Ai,j = 0]Zi,j .
Z = Sλk(Y)
If rank (Z) = r, return Z
End
Algorithm 5 Infer_W_unknown_params(Σ(0),Σ(1), d, pconn, λV , λd, rV )
fˆ0(d) =∞
Vˆ0 = 0N×N
For t = 1, ..., k
Wˆt =Infer_W_known_params(Σ(0),Σ(1), pconn, λM , Vˆt−1, λd, fˆ t−1, d)
(aˆ, bˆ) =argmax(a,b)
∏
i,j=1,...,N
exp(I[Wˆij 6=0](adij+b))
1+exp((adij+b))
fˆ t(d) = 11+exp(−(aˆd+bˆ))
Vˆt=Soft-Impute(Wˆt, rV )
Return Wˆt
H An MCMC approach for inferring connectivity
In this section we give the details of the MCMC approach for inferring the weights (summarized in section
4.4.1). To do this we alternate between sampling the spikes (section H.1), and sampling the weights
(section H.2).
First, recall again Eq. 7
P (Si,t|Ui,t) = e
Si,tUi,t
1 + eUi,t .
and Eq. 8 (with G = 0)
U·,t , WS·,t−1 + b .
H.1 Sampling the spikes
We denote here S/(i,t) to be all the component of S without the Si,t component. In order to do Gibbs
sampling, we need to calculate
lnP
(
Si,t|S/(i,t),W,b
)
= lnP (Si,t|S·,t−1,W,b) + lnP (S·,t+1|St,W,b) + C ,
where we can neglect any additive constant that does not depend on Si,t. On the right hand side, the first
term is
lnP (Si,t|S·,t−1,W,b) = ln
[
eSi,tUi,t
1 + eUi,t
]
= Si,tUi,t + C ,
= Si,t
(
N∑
k=1
Wi,kSk,t−1 + bi
)
,
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while the second term is
lnP (S·,t+1|S·,t,W,b)
=
∑
j
ln
[
eSj,t+1Uj,t+1
1 + eUj,t+1
]
=
∑
j
[
Sj,t+1Uj,t+1 − ln
(
1 + eUj,t+1
)]
=
∑
j
[
Sj,t+1
(
N∑
k=1
Wj,kSk,t + bj
)
− ln
(
1 + exp
(
N∑
k=1
Wj,kSk,t + bj
))]
+ C
= C +
∑
j
Sj,t+1Si,tWj,i
−
∑
j
ln
1 + exp
 N∑
k 6=i
Wj,kSk,t + bj +Wj,i
− ln
1 + exp
 N∑
k 6=i
Wj,kSk,t + bj
Si,t .
Therefore, we can sample the spikes from
P
(
Si,t|S/(i,t),W,b
) ∝ exp (αi,tSi,t) ,
where
αi,t , bi +
N∑
k=1
Wi,kSk,t−1
+
∑
j
Sj,t+1Wj,i − ln
1 + exp
 N∑
k 6=i
Wj,kSk,t + bj +Wj,i
+ ln
1 + exp
 N∑
k 6=i
Wj,kSk,t + bj
 .
Note that, for a given i, αi,t depends only on spikes from time t− 1 and t+ 1. Therefore, Si,t samples
generated at odd times t are independent from samples Si,t′ generated at even times t′. Therefore, we can
sample Si,t simultaneously for all odd times t, and then sample simultaneously at all even times t. Such a
simple block-wise Gibbs sampling scheme can be further accelerated by using the Metropolized Gibbs
method [64], in which we propose a “flip” of our previous sample. So if Si,t is out previous sample and
S′i,t is our new sample, we propose that S′i,t = 1− Si,t and then accept this proposal with probability
min
(
1,
1− P (Si,t|S/(i,t),W,b)
1− P (S′i,t|S/(i,t),W,b)
)
.
If the proposal is not accepted, we keep our previous sample Si,t.
H.2 Sampling the weights
We denote here W/(i,j) to be all the components of W without the Wi,j component, and
f (x) , 11 + e−x .
In order to do Gibbs sampling, we need to calculate
lnP
(
Wi,j |S,W/(i,j),b
)
= lnP (S|W,b) + lnP0 (Wi,j) + C ,
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where, as before, we can neglect on the right hand side any additive constant that does not depend on
Wi,j . The first term on the right hand side is
lnP (S|W,b)
=
∑
i
∑
t
ln
[
eSi,tUi,t
1 + eUi,t
]
=
∑
i
∑
t
[
Si,tUi,t − ln
(
1 + eUi,t
)]
,
=
∑
i
∑
t
[
Wi,jSi,tSj,t−1 − ln
(
1 + exp
(
N∑
k=1
Wi,kSk,t−1 + bi
))]
+ C
=
∑
i
∑
t
Wi,jSi,tSj,t−1 − ln
1 + exp (Wi,jSj,t−1) exp
 N∑
k 6=j
Wi,kSk,t−1 + bi
+ C
≈
∑
i
∑
t
Wi,jSi,tSj,t−1 − ln
1 + (1 +Wi,jSj,t−1 + 12W 2i,jSj,t−1
)
exp
 N∑
k 6=j
Wi,kSk,t−1 + bi
+ C
=
∑
i
∑
t
Wi,jSi,tSj,t−1 − ln
1 + f
 N∑
k 6=j
Wi,kSk,t−1 + bi
(Wi,jSj,t−1 + 12W 2i,jSj,t−1
)+ C
≈
∑
i
∑
t
Wi,jSj,t−1
Si,t − f
 N∑
k 6=j
Wi,kSk,t−1 + bi

− 12W
2
i,jSj,t−1
f
 N∑
k 6=j
Wi,kSk,t−1 + bi
− f2
 N∑
k 6=j
Wi,kSk,t−1 + bi
 ,
where in both approximations we used the fact that a single weight is typically small Wi,j  1. Therefore,
denoting
ωi,j ,
∑
t
Si,t − f
 N∑
k 6=j
Wi,kSk,t−1 + bi
Sj,t−1
i,j ,
∑
t
f
 N∑
k 6=j
Wi,kSk,t−1 + bi
− f2
 N∑
k 6=j
Wi,kSk,t−1 + bi
Sj,t−1 ,
we can write
P (S|W,b) ∝ exp
(
Wi,jωi,j − 12W
2
i,ji,j
)
.
Therefore,
P
(
Wi,j |S,W/(i,j),b
) ∝ exp(Wi,jωi,j − 12W 2i,ji,j
)
P0 (Wi,j) .
Assuming spike-and-slab prior
P0 (Wi,j) = f (−h0) δ (Wi,j) + f (h0)N
(
Wi,j |µ0, σ20
)
, (46)
47
we can use standard Gaussian completion we do spike-and-slab completion - re-normalizing to obtain a
proper spike-and-slab distribution. This gives
P
(
Wi,j |S,W/(i,j),b
)
= f (−hi,j) δ (Wi,j) + f (hi,j)N
(
Wi,j |µi,j , σ2i,j
)
, (47)
with
σ2i,j ,
σ20
1 + i,jσ20
(48)
µi,j ,
σ2i,j
σ20
[
µ0 + σ20ωi,j
]
(49)
hi,j , h0 +
1
2 ln
(
σ2i,j
σ20
)
+
µ2i,j
2σ2i,j
− µ
2
0
2σ20
. (50)
We can than proceed and sample W·,j from this spike-and-slab distribution (in Eq. 47) - sampling Wi,j
simultaneously for all i. Now, since we used the approximation that assuming the weights are weak, so this
sampling is not exact. Therefore, even if the approximation is very good, we can not use direct sampling,
or the error will accumulate over time catastrophically. To correct his, we use this approximation as a
proposal distribution in a Metropolis Hastings simulation scheme [65].
