GPUにおける走行時パワーゲーティング向けスレッド発行制御手法に関する研究 by 松本 洋平
修 士 論 文 の 和 文 要 旨 
 
研究科・専攻 大学院 情報システム学研究科  情報システム基盤学専攻 博士前期課程 
氏    名 松本 洋平 学籍番号 1253016 
論 文 題 目 
GPU における走行時パワーゲーティング向け 
スレッド発行制御手法に関する研究 














 コア単位での粗粒度 PGのためのスレッドブロック発行制御手法 
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提案手法をサイクルレベルシミュレーターである GPGPU-simを用いて評価を行った．評価の 
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