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Résumé
La génération actuelle des sondeurs infrarouges avancés constitue l’une des sources les plus
importantes d’observation dans les systèmes d’assimilation de données dans les modèles de
la Prévision Numérique du Temps (PNT). Cependant la richesse d’informations fournies par
ce type de capteur avec son grand nombre de canaux et sa couverture globale est loin d’être
complètement exploitée. La présence de nuages dans le champ de vision de l’instrument, qui
aﬀecte la majorité des observations, est l’une des raisons pour lesquelles les centres de PNT
rejettent une grande quantité des observations des sondeurs. Les centres de PNT ont cependant
commencé à assimiler au-dessus des océans les radiances aﬀectées par les nuages, en modélisant
les eﬀets radiatifs nuageux avec un modèle de nuage simple. Certains de ces algorithmes de
détection sont évalués dans ce manuscrit et leurs limitations sont explicitées.
Aﬁn d’accroître la quantité de données assimilées, il est nécessaire de mieux représenter les
nuages et leurs eﬀets radiatifs. Depuis plusieurs années, des études ont été menées pour
mieux représenter leurs eﬀets dans les modèles de transfert radiatif ([Faijan et al., 2012] ;
[Martinet et al., 2013]), et utiliser dans l’assimilation de nouveaux canaux infrarouges infor-
matifs sur les hydrométéores nuageux ([Martinet et al., 2014]). Cette thèse se concentre sur
plusieurs approches concernant l’assimilation des radiances nuageuses. Dans une première par-
tie la caractérisation des paramètres nuageux utilisés actuellement pour l’assimilation des ra-
diances nuageuses a été évaluée dans les modèles à échelle globale et régionale. De plus, dans
le cadre de l’assimilation "all-sky", qui considère indiﬀéremment les radiances claires et les
radiances nuageuses, l’évaluation et l’amélioration d’un algorithme de détection de scènes ho-
mogènes basée sur la colocalisation d’observations avec d’autres imageurs ont été étudiées. Ces
études sont rendues possibles avec la prise en compte des champs d’hydrométéores fournis par
les schémas convectifs du modèle ARPEGE en entrée du modèle de transfert radiatif nuageux
RTTOV-CLD. Une partie de cette thèse concerne la validation des simulations, en comparant
l’apport du schéma convectif PCMT par rapport à celui utilisé en opérationnel. Par la suite,
diﬀérents critères de sélection de scènes homogènes sont proposés. En réalisant des expériences
d’assimilation et en évaluant l’impact des critères de sélection proposés sur la qualité des prévi-
sions à longue échéance, un des tests parmi ceux proposés se démarque des autres en conservant
une quantité importante d’observations en ciel clair et montre des impacts neutres à légèrement
positifs sur les prévisions.
Ces nouvelles méthodes de sélection de scènes homogènes proposées dans cette étude per-
mettent d’envisager une amélioration du contrôle de qualité des observations IASI en ciel clair.
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Pour aborder la problématique de l’assimilation all-sky des radiances, la technique d’assimi-
lation en deux étapes, déjà utilisée pour l’assimilation des réﬂectivité radar dans AROME
([Wattrelot et al., 2014]), a été évaluée pour les radiances IASI dans le modèle ARPEGE lors
d’une étude de cas. Cette méthode basée sur l’inversion bayésienne a récemment été adaptée
pour les observations micro-ondes satellitaires ([Duruisseau et al., 2018]). Plusieurs tests de
sensibilité ont été eﬀectués sur les diﬀérents paramètres de l’algorithme, avec pour objectif de
préparer de futurs travaux sur l’assimilation all-sky infrarouge, explicités dans les perspectives
de ce manuscrit.
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Abstract
The current generation of advanced infrared sounders is one of the most important sources
of observations in data assimilation systems in numerical weather prediction (NWP) models.
However, the total amount of information provided by this type of sensor, with its large number
of channels and its global coverage, is far from being fully exploited. The presence of clouds in
the instrument’s ﬁeld of view, which aﬀects the majority of observations, is one of the reasons
why NWP centers reject a large amount of observations from sounders. NWP centers, however,
have begun to assimilate cloud-aﬀected radiances over the oceans using channels whose cloudy
radiative eﬀects are modeled by a simple cloud model. Some of these detection algorithms
are evaluated in this manuscript, and their limitations are clariﬁed. In order to increase the
amount of assimilated data, it is necessary to better represent clouds and their radiative eﬀects
in the models. For several years, studies have been conducted to better represent their eﬀects in
radiative transfer models ([Faijan et al., 2012] ; [Martinet et al., 2013]) ; and to use new infor-
mative infrared channels of cloudy hydrometeors in the assimilation. ([Martinet et al., 2014]).
This thesis focuses on several approaches for the assimilation of cloudy radiances. In the ﬁrst
part, the characterization of the cloud parameters currently used for the assimilation of cloudy
radiances was evaluated in the global and regional scale models. In addition, as part of the
"all-sky" assimilation, which considers both clear and cloudy radiances, the evaluation and im-
provement of homogeneous scene detection algorithms based on the colocation of observations
with other imagers was studied. These studies are made possible by taking into account the
hydrometeor ﬁelds provided by the convective schemes of the ARPEGE model as the input
of the RTTOV-CLD cloud radiative transfer model. Part of this thesis concerns the valida-
tion of simulations, by comparing the contribution of the new convective PCMT scheme to
the one used in operational applications. Subsequently, diﬀerent criteria for selecting homoge-
neous scenes are proposed. By conducting assimilation experiments and evaluating the impact
of these proposed selection criteria on the quality of long-term forecasts, one of the proposed
tests stands out from the others by keeping a signiﬁcant amount of clear sky observations and
demonstrating neutral to slightly positive impacts on the forecasts. These new methods for
selecting homogeneous scenes proposed in this study allows the consideration of improving the
quality control of IASI observations in clear sky. To address the issue of all-sky radiance data
assimilation, the two-step assimilation technique, already used for radar reﬂectivity assimila-
tion in AROME ([Wattrelot et al., 2014]), was evaluated for IASI radiances in the ARPEGE
model in a case study. This method based on Bayesian inversion has recently been adapted
ix
for satellite microwave observations ([Duruisseau et al., 2018]). Several sensitivity tests were
carried out on the diﬀerent parameters of the algorithm, with the objective of preparing for
future work on infrared all-sky assimilation, as explained in the perspectives of this manuscript.
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Chapitre 1
Introduction
La prévision numérique du temps
La prévision numérique du temps (PNT) consiste à simuler l’évolution de l’atmosphère sur
des machines numériques de grande taille. Ces simulations reposent sur l’utilisation d’équations
mathématiques principalement issues de la mécanique des ﬂuides et de la thermodynamique.
La qualité de la PNT dépend en partie de la précision de l’état atmosphérique initial qui est
nécessaire au modèle pour pouvoir faire des prévisions. Cet état initial, appelé analyse, est
obtenu en combinant diﬀérentes sources d’observations et une prévision précédente appelée
ébauche. Ce mécanisme s’appelle l’assimilation de données.
Les observations assimilées dans les modèles de PNT incluent une combinaison des données
dites conventionnelles, provenant de radiosondages, des avions, des navires et des bouées. Ces
moyens d’observation fournissent des mesures sur des parties de l’atmosphère qui sont fréquem-
ment parcourues, mais une partie importante de l’atmosphère reste non échantillonnée. C’est
pourquoi l’utilisation d’observations satellitaires est nécessaire, aﬁn de recueillir des informa-
tions sur une plus grande partie du globe et de compléter le réseau d’observations convention-
nelles dans les zones les moins peuplées, et sur mer. Diﬀérents types de satellites et d’instru-
ments existent et sont couramment utilisés par les centres de PNT.
Les observations satellitaires dans les modèles de PNT
Les satellites sont devenus la source d’information la plus répandue pour les modèles de
PNT en raison de la quantité de données qu’ils fournissent avec des mesures sur une couver-
ture mondiale. Les observations satellitaires ont été assimilées dans les systèmes opérationnels
de PNT depuis les années 1980 ([Gadd et al., 1995]). Au ﬁl du temps, les données satellitaires
sont devenues la majorité des données assimilées, les volumes de ces données augmentant rapi-
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dement d’une année sur l’autre. Les instruments satellitaires passifs mesurent le rayonnement
émis par l’atmosphère vers l’espace, qui est inﬂuencé par plusieurs variables de l’atmosphère,
dont la température et l’humidité. Les satellites en orbite polaire tels que MetOp développé
conjointement par l’Agence spatiale européenne (ESA) et EUMETSAT, échantillonnent l’at-
mosphère et la surface sur une trajectoire qui couvre le globe entier. Les satellites MetOp
sont placés à une altitude de 817 km sur une orbite héliosynchrone, où ils passent au-dessus
de l’équateur à 9h30 heure locale sur chaque orbite. Ces satellites transportent l’instrument
IASI, qui utilise un spectromètre pour mesurer le rayonnement émis par l’atmosphère dans
8461 longueurs d’onde diﬀérentes de 3,7 à 15,5 µm. Ce niveau de détail est utile, aﬁn d’étudier
des zones spectrales d’absorption/émission de divers gaz (comme la vapeur d’eau et le dioxyde
de carbone). Sur un spectre de température de brillance IASI en fonction du nombre d’onde
(Figure 1.1), diﬀérentes sensibilités suivant les canaux considérés sont observées : par exemple
celle au CO2 pour mesurer le proﬁl de température, des canaux de H2O pour la mesure de
l’humidité, et des canaux fenêtres qui permettent d’obtenir de l’information sur la surface ou
le sommet de nuages.
Figure 1.1 – Exemple de spectre de température de brillance (K) de IASI en ciel clair en
fonction du nombre d’onde.
Les observations satellitaires infrarouges hyperspectrales fournissent des données atmosphé-
riques avec beaucoup plus de détails que les observations micro-ondes qui sont mesurées par
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AMSU/MHS également à bord de Metop. Le rayonnement micro-onde oﬀre un pouvoir de
pénétration des nuages fort alors que l’infrarouge subit une absorption presque complète au
sommet du nuage.
Les nuages modiﬁent la profondeur à laquelle chaque canal infrarouge pénètre l’atmosphère,
d’une manière diﬃcilement prévisible ([Bauer, 2007] ; [Errico et al., 2007]). Contrairement à ce
que l’on pourrait concevoir, chaque canal n’observe pas la même scène avec une profondeur
légèrement diﬀérente dans l’atmosphère, mais la majeure partie du rayonnement des canaux
infrarouges proviendra du sommet du nuage, ce qui réduit la quantité d’informations que les
canaux peuvent transmettre.
Jusqu’à présent, une large part des observations infrarouges dans les régions nuageuses étaient
rejetées, ce qui conduisait à une sous-exploitation des sondeurs hyperspectraux. Des études pré-
cédentes ont montré que les zones sensibles sont souvent recouvertes de nuages ([McNally, 2002],
[Fourrié and Rabier, 2004]), ce qui a amené à pousser les eﬀorts de développement de l’assimi-
lation des radiances nuageuses.
En météorologie, les phénomènes instables et chaotiques sont les plus diﬃciles à comprendre
et par conséquent à prévoir. Quelques types de nuages sont la signature de la présence d’in-
stabilité. En eﬀet, les phénomènes de soulèvement des masses d’air ou de convection, ne se
produisent que lorsqu’une masse d’air n’est pas en équilibre avec son environnement : la masse
d’air se déplace alors en altitude, ses conditions de pression et de température sont modiﬁées
et l’on observe des changements de phase de l’eau (condensation, évaporation, solidiﬁcation,
liquéfaction) ce qui entraine la formation des nuages. Observer et caractériser ces nuages est
donc une source d’informations précieuses pour les modèles de PNT.
Le traitement des observations nuageuses : un déﬁ majeur
Pour être en mesure d’utiliser ce type d’observations, il est impératif de comprendre et de
maîtriser plusieurs aspects, tels que les processus microphysiques qui régissent les propriétés
des particules d’eau formant les nuages, les interactions entre ces particules et les ondes
électromagnétiques qui sont utilisées pour sonder l’atmosphère. Même si ces domaines de
recherche aboutissent à des résultats de plus en plus prometteurs, de nombreuses incertitudes
et imprécisions demeurent lors des simulations d’observations. En eﬀet, un élément capital
pour permettre l’utilisation d’une observation dans les modèles de PNT, est la nécessité de
pouvoir simuler une observation réaliste à partir des variables d’état du modèle pour être en
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mesure de comparer le modèle et l’observation. Cette simulation est fortement dépendante
des processus physiques pris en compte. De plus, la complexité des diﬀérents comportements
physiques non linéaires mis en jeu pour caractériser les processus font augmenter, de manière
signiﬁcative, la sophistication des algorithmes à implémenter dans les modèles, et demande
des ressources numériques de plus en plus importantes. Il faut ajouter à cela qu’une mauvaise
exploitation des observations nuageuses dans les modèles peut fortement dégrader la qualité
des prévisions.
Le moyen le plus simple de contourner ces diﬀérentes diﬃcultés est de ﬁltrer les observations
contaminées par la présence de nuages avant de les utiliser. Ces ﬁltres, appelés aussi contrôle
de qualité des observations ciel-clair, sont utilisés de manière opérationnelle dans les modèles
développés à Météo-France pour l’exploitation de toutes les observations satellitaires en
fréquence infrarouge et micro-onde. La détection d’observations nuageuses est possible par
l’utilisation de plusieurs méthodes et algorithmes comme par exemple l’algorithme de Mc
Nally and Watts ou bien le CO2-slicing. Ces méthodes seront présentées en détail dans ce
manuscrit. Ces diﬀérentes méthodes de détection permettent de séparer en deux catégories
les observations : les observations ciel-clair qui pourront être utilisées et les observations
contaminées par les nuages qui ne peuvent pas être prises en compte.
D’autres techniques de sélection ont été développées ([Martinet et al., 2013] et
[Eresmaa, 2014]), principalement dans l’utilisation des observations infrarouges (telles
que AIRS et IASI). Elles sont basées sur des méthodes de colocalisations d’observations
avec d’autres imageurs (autres observations disponibles pour le même lieu observé et même
instant), comme la colocalisation entre les observations IASI avec les mesures de l’imageur
AVHRR. L’utilisation d’un autre sondeur colocalisé dans les algorithmes de sélection apporte
une information pertinente sur la nature d’un pixel d’observation, et si tout, ou une partie,
est nuageux. D’autres centres de PNT ont franchi le pas de l’assimilation "all-sky" (tout
ciel, ciel clair et nuageux) pour certains types d’observations. Par le terme "all-sky", il
faut entendre que chaque radiance est assimilée quelle que soit la scène observée, en ciel
clair ou nuageux, par contre le type de scène peut être utilisé pour adapter la méthode
d’assimilation. C’est le cas du Centre Européen pour les Prévisions Météorologiques à Moyen
Terme (CEPMMT) qui a fait le choix d’assimiler les observations micro-ondes en conditions
all-sky ([Bauer and Cardinali, 2010] ; [Geer et al., 2017a]). Une autre méthode plus originale
est d’extraire l’information d’observation nuageuse en restituant des proﬁls d’humidité à
partir d’une inversion bayésienne et d’assimiler ce proﬁl restitué plutôt que l’observation
brute, technique employée à l’agence météorologique japonaise ([Ikuta and Honda, 2011])
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pour l’assimilation d’observations issues de radars embarqués par satellite, mais aussi à
Météo-France pour l’assimilation des réﬂéctivités des radars sol dans le modèle à aire limité
AROME ([Wattrelot et al., 2014]).
Organisation de la thèse
On se propose dans ce manuscrit d’aborder l’utilisation des observations infrarouges satel-
litaires dans le modèle global de PNT ARPEGE qui est opérationnel à Météo-France, et de se
concentrer plus particulièrement sur les observations nuageuses. L’objectif de cette thèse
est d’étudier diﬀérentes approches et méthodes visant à améliorer l’assimilation
des radiances nuageuses IASI en PNT. Dans un premier temps, il sera donc nécessaire de
dresser un état des lieux des diﬀérentes techniques de détection d’observations nuageuses utili-
sées à Météo-France et qui sont employées dans les contrôles de qualité, à travers l’évaluation
de la caractérisation de nuages par l’algorithme de détection CO2-Slicing. Ensuite, diﬀérentes
méthodes de sélection de scènes homogènes proposées dans la littérature seront reprises et leur
impact sera étudié en faisant des expériences longues. Elles seront améliorées et on proposera
un contrôle de qualité revisité pour les observations IASI. Cette étape est primordiale pour
pouvoir envisager une utilisation d’observations nuageuses par la suite. Enﬁn, une approche de
restitution d’information par inversion bayésienne sera abordée.
Les bases et notions portant sur les diﬀérentes observations météorologiques disponibles ainsi
qu’une description des diﬀérents types de nuages seront présentées dans le chapitre 2. Le cha-
pitre 3 est dédié à la description des fondamentaux et détails des modèles et outils de la PNT,
comme les modèles de PNT AROME et ARPEGE développés à Météo-France, des principes
du transfert radiatif qui déﬁnissent les interactions entre les ondes éléctromagnétiques et la
matière (en l’occurrence ici l’atmosphère et les particules formant les nuages) ainsi que le
modèle RTTOV associé, les concepts de l’assimilation variationnelle utilisée comme système
d’assimilation. Nous terminerons par donner des spéciﬁcités liées à l’assimilation des radiances
infrarouges.
Dans le chapitre 4, une étude visant à évaluer la caractérisation des nuages avec l’algorithme de
détection CO2-Slicing est entreprise. Le contexte déﬁnissant l’étude sera présenté ainsi que les
résultats portant sur l’eﬃcacité de cette détection pour le modèle ARPEGE et pour le modèle
AROME. Une comparaison entre les diﬀérentes plateformes MetopA et MetopB pour les deux
modèles de Météo-France sera montrée, ainsi que les résultats d’impact d’un changement de
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résolutions verticale et horizontale dans ces modèles.
Le chapitre suivant (chapitre 5) est dédié premièrement à l’évaluation de l’impact des deux
schémas de convections dans ARPEGE sur la simulation nuageuse des radiances infrarouges,
puis on présentera une étude qui a fait l’objet d’une publication (soumise à la revue “Atmosphe-
ric Measurement Techniques”) sur les méthodes de sélection des scènes homogènes permettant
d’envisager une amélioration signiﬁcative du contrôle de qualité des observations IASI en ciel
clair, ainsi qu’une utilisation, plus maîtrisée, des scènes nuageuses, et d’ouvrir donc la voie à
l’assimilation all-sky.
Une étude comparative des simulations d’observations IASI utilisant deux schémas convectifs,
les diﬀérentes méthodes de caractérisation des scènes ainsi que les données utilisées seront pré-
sentées avant d’introduire l’étude à proprement parler telle qu’elle a été décrite dans l’article.
Ces travaux visant à préparer l’assimilation all-sky ouvre la voie à des méthodes d’assimilation
originales. Le chapitre 6 se consacre à explorer la possibilité d’utiliser l’inversion bayésienne
comme méthode indirecte pour restituer des proﬁls d’humidité au sein des nuages qui pourront
ensuite être assimilés. Diﬀérents résultats d’études de sensibilité seront détaillés en utilisant
deux cas d’observations diﬀérentes.
Enﬁn, le dernier chapitre dressera une conclusion des diﬀérents thèmes et études abordées dans
ce manuscrit, et laissera la place à plusieurs perspectives.
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Nous commencerons par détailler les types de nuages les plus communément observés en
météorologie, puis dans un deuxième temps nous présenterons les moyens d’observations utilisés
de nos jours, en consacrant une large partie aux observations satellitaires.
Chapitre 2 : Nuages et observations satellitaires
2.1 Observation des nuages
Les nuages jouent un rôle de premier plan dans les prévisions météorologiques. Ils font partie
du cycle de l’eau et de l’ensemble du système climatique. Un nuage est un amas de minuscules
gouttelettes d’eau ou de cristaux de glace, ou des deux à la fois, en suspension dans l’air.
En météorologie, la frontière basse de l’amas, correspondant à la base du nuage, ne doit pas
toucher le sol pour que cet amas soit considéré comme un nuage. Dans le cas contraire on parle
de brume ou de brouillard ([Malardel, 2005]).
Les nuages se forment lorsque l’air humide refroidit, que la température passe au-delà du
point de rosée et que l’excès de vapeur d’eau se condense. Il y a deux façons principales
de refroidir l’air pour provoquer la condensation : le refroidissement radiatif et la dilatation
adiabatique à la suite d’un mouvement vertical. Ce mouvement vertical peut se produire à
cause du soulèvement de l’air, comme par exemple le passage d’une masse d’air au-dessus des
montagnes, ou bien la convection provoquée par le réchauﬀement inégal du soleil à la surface
de la terre, la convergence du ﬂux d’air et l’ascension ou l’advection frontale. Les nuages se
dissipent de deux manières : soit lorsque l’air est chauﬀé au-dessus de son point de rosée, soit
lorsque l’humidité est condensée, sature l’air ambiant et tombe sous forme de précipitations.
2.1.1 Observation visuelle des nuages
Pendant des dizaines d’années, l’observation visuelle des nuages depuis la surface terrestre
a été considérée comme une tâche routinière des réseaux d’observation météorologiques. La
qualité de cette méthode d’observation météorologique dépend principalement de l’expérience
de l’observateur mais aussi de la position des nuages par rapport au site d’observation, l’éclai-
rement du ciel et la hauteur et la fréquence des nuages.
La bonne observation dépend évidemment de plusieurs variables telles que le genre de nuages,
la hauteur de la base des nuages et la nébulosité. La quantité de nuages (nébulosité) est obser-
vée et renseignée en nombre de huitièmes de ciel (octa) couvert par chaque couche nuageuse et
par l’ensemble des nuages. La nébulosité est donc déterminée par l’observation au sol en divi-
sant mentalement le ciel en huit parties et en estimant le nombre de parties couvertes par les
nuages. Le genre de chaque couche de nuages, de même que l’espèce et la variété éventuelle sont
déterminés par l’observation en fonction des descriptions complètes de chaque genre, espèce et
variété. La hauteur de la base des nuages peut être estimée visuellement. On peut également
utiliser un ballon-profond, ou ballon de plafond, procédé qui consiste à mesurer le temps de
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parcours mis par le ballon, à une vitesse ascensionnelle connue, pour s’élever du sol jusqu’à
la base des nuages. Des télémètres Laser peuvent également servir à mesurer la hauteur des
nuages en utilisant le principe LIDAR (Light Detection And Ranging).
2.1.2 Observation des nuages par satellite
L’étude de la physique de l’atmosphère, comme d’autres domaines scientiﬁques, est large-
ment tributaire de la technique de la télédétection spatiale. Les phénomènes étudiés nécessitent
des moyens d’observation adaptés aux questions posées ainsi qu’aux diﬀérentes échelles spa-
tiales et temporelles concernées. Au cours des dernières décennies, les avancées dans le domaine
de l’instrumentation, en particulier de la télédétection spatiale, ont permis l’accès aux grandes
échelles d’observation.
Les satellites d’observation sont maintenant indispensables pour mettre en évidence les chan-
gements dans l’occupation et l’organisation de la couverture nuageuse. Ils ont ainsi permis
d’atteindre un nouveau niveau de perception des nuages et grandement accru l’intérêt scienti-
ﬁque pour l’organisation nuageuse aux échelles moyennes et synoptiques, précisément celles où
les études "pré-satellites" étaient incomplètes. Il faut rappeler ici que des diﬀérences existent
entre l’observation par satellite et l’observation depuis la surface. Un satellite est incontestable-
ment en mesure d’acquérir une connaissance plus complète de la répartition et de la structure
horizontale des nuages, de leur extension verticale, de leur dynamique temporelle et de l’aspect
de leur région supérieure. Lorsqu’on observe les nuages par satellite ([Scorer, 1986]), on observe
des hétérogénéités sur une grande gamme d’échelles. L’aspect des champs nuageux dépend alors
essentiellement de la nature, des dimensions, du nombre et de la répartition dans l’espace de
ses particules constitutives ; il dépend aussi de l’intensité du rayonnement reçu par le nuage,
ainsi que des positions relatives du satellite et de la source du rayonnement par rapport au
nuage.
Dans le spectre visible, l’intensité du rayonnement réﬂéchi par le nuage est plutôt faible par
rapport à celui émis par le sol. Vue de l’espace, la source du rayonnement provient essentiel-
lement du rayonnement solaire qui est absorbé et diﬀusé de la même manière pour toutes les
longueurs d’onde du spectre visible. Ainsi, des nuages constitués de cristaux de glace épais
apparaîtront blancs. Dans le spectre électromagnétique infrarouge, le rayonnement émis par
les nuages et la surface de la terre est mesuré et dépend principalement de la température. En
ciel clair dans l’infrarouge thermique, on mesure la température de la surface du sol et de la
mer. En présence de nuages, au premier ordre, c’est la température de sommet des nuages qui
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est évaluée, ce qui nous donne une indication sur leur altitude, permettant ainsi une distinction
entre nuages élevés (froids) et nuages bas (chauds). Cependant, les nuages très bas sont souvent
diﬃciles à détecter sur l’image car leur température est proche de celle de la surface.
2.2 Classiﬁcation des nuages
Les nuages peuvent être diﬀérenciés en fonction de leur épaisseur optique et de leur alti-
tude. Certains types contribuent davantage à l’augmentation de l’albédo, tandis que d’autres
favorisent plutôt l’eﬀet de serre, ou bien les deux. Diﬀérents types de nuages peuvent produire
diﬀérents forçages radiatifs en fonction de leur eﬃcacité à réﬂéchir la lumière solaire entrante
et de leur capacité à piéger le rayonnement infrarouge sortant. Les nuages sont généralement
classés en trois grandes catégories selon un critère basé sur l’altitude : nuages bas, moyens et
hauts. On distingue également les nuages précipitants.
2.2.1 Nuages bas
Stratus (St) : Ces nuages de basse altitude ont une apparence diﬀuse. Du sol, ils apparaissent
de couleur gris clair à gris foncé et couvrent le ciel. Le stratus peut aussi provenir de l’air humide
et froid souﬄé à basse altitude au-dessus d’une région.
Stratocumulus (Sc) : Ces nuages bas couvrent le ciel et apparaissent de couleur blanche à
grise depuis le sol. Contrairement aux stratus, les stratocumulus sont plus structurés et peuvent
prendre la forme de lignes ou de plaques horizontales. L’air froid qui passe au-dessus d’une eau
plus chaude produit également des stratocumulus.
Cumulus (Cu) : Les cumulus (appelés également nuages verticaux) ont généralement des
bases plates bien déﬁnies et des sommets bombés ressemblant à des choux-ﬂeurs. Ces nuages
se forment sur des dimensions horizontales relativement réduites lorsque l’air ascendant associé
aux systèmes météorologiques de grande échelle présente une humidité relative élevée. Leur
extension verticale est variable selon l’intensité du courant aérien. De l’ordre de la dizaine
de mètres pour les plus réduits (les cumulus de beau temps), il peuvent atteindre plusieurs
kilomètres pour ceux capables de générer des averses (les cumulus congestus).
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Figure 2.1 – Les principaux types de nuages en fonction de leur genre et de leur alti-
tude (source : http ://www.meteofrance.fr/prevoir-le-temps/phenomenes-meteo/les-nuages, le
24/07/2018)
2.2.2 Nuages moyens
Les nuages moyens ont une base située entre 3 et 5 km d’altitude. Selon qu’ils sont constitués
de bourgeonnements convectifs ou d’une couche plus ou moins stable, on les classera parmi les
altocumulus ou les altostratus.
Altostratus (As) : Ces nuages stratiﬁés constitués principalement d’eau liquide sont gris à
bleu pâle. Ils se forment lorsque les couches intermédiaires de l’atmosphère sont humides et se
soulèvent progressivement.
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Altocumulus (Ac) : Ils se forment dans les niveaux moyens de l’atmosphère lorsque l’air est
humide. Ils sont semblables en apparence aux stratocumulus, mais ont une base nuageuse plus
élevée et ne remplissent généralement pas une aussi grande partie du ciel.
2.2.3 Nuages hauts
Les nuages élevés ont leur base située au-delà de 6 km d’altitude et sont généralement
appelés cirrus. À cette hauteur la température est souvent inférieure à 0◦. Une structure en
couche sera appelée cirrostratus alors qu’un aspect pommelé sera dénommé cirrocumulus.
Cirrus (Ci) : Les cirrus sont des nuages blancs, ﬁbreux et brillants, composés de glace. Ils
donnent naissance à des phénomènes de réfraction et de réﬂexion des rayons solaires à l’origine
des phénomènes de halos lumineux.
Cirrocumulus (Cc) : Les cirrocumulus sont de minces nuages blancs qui apparaissent en
ondulations disposées en formation régulière. Ils se distinguent des altocumulus par la plus
petite taille des cellules nuageuses individuelles. Bien que ces nuages se produisent toute l’année,
ils ne sont pas très fréquents et sont habituellement présents avec d’autres types de nuages.
Cirrostratus (Cs) : Les nuages cirrostratus peuvent couvrir tout ou une partie du ciel. Ils
sont d’apparence uniforme et peuvent être minces ou épais, blancs ou gris clair. Les cirrostratus
forment souvent de minces voiles à travers lesquelles on peut facilement voir le soleil. Les halos
autour du soleil, les arcs lumineux et les taches brillantes sont des phénomènes optiques associés
à la lumière du soleil traversant les cristaux de glace qui composent le cirrostratus.
2.2.4 Nuages précipitants
Nimbostratus (Ns) : Les nimbostratus sont des nuages profonds et de faible altitude qui
apportent des précipitations et apparaissent gris foncé à bleu pâle. La structure de la base est
mal déﬁnie et donc les nimbostratus ressemblent parfois à des stratus, des stratocumulus ou des
altostratus, la diﬀérence étant que le nimbostratus produit des précipitations. Les nimbostratus
sont souvent associés aux passages de fronts chauds.
Cumulonimbus (Cb) : Les cumulonimbus sont des nuages à extension verticale de l’ordre de
8 à 10 km aux hautes et moyennes latitudes, et jusqu’à 15 km dans les régions équatoriales. Ils
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produisent de grandes quantités de précipitations. Les cumulonimbus se forment dans des atmo-
sphères instables et humides et sont fréquents au printemps et en été. Ils se produisent souvent
lors de l’avancée d’un front froid. En été, ils peuvent se former au-dessus des montagnes par
soulèvement orographique combiné avec le chauﬀage solaire. Les cumulonimbus sont les nuages
les plus dangereux. Ils sont générateurs d’orages, d’averses de pluie ou de grêle accompagnées
de rafales de vent violent.
2.3 Modélisation des nuages
Dans les modèles de prévision numérique du temps (PNT), les nuages sont impliqués dans
des interactions multiples et fortes avec les autres éléments à prendre en considération comme
la température et l’humidité. Leur mauvaise représentation peut avoir d’importants impacts
sur d’autres processus simulés par le modèle et par conséquent dégrader fortement la qualité des
prévisions. Les interactions des nuages avec la dynamique atmosphérique, le rayonnement, les
propriétés de surface, les aérosols et la chimie atmosphérique diﬀèrent selon la phase, la taille et
la forme des particules composant le nuage. Compte tenu de ce rôle primordial, la modélisation
des paramètres microphysiques et l’évaluation de l’exactitude de la représentation des nuages
dans les modèles de PNT est devenue un axe d’amélioration crucial ([Dudhia, 2014]).
Les modèles de PNT fournissent des détails microphysiques sur les nuages, comme leur teneur
en eau liquide et en eau glacée (particules en suspension), en fonction de variables pronostiques
comme l’humidité relative. Dans de nombreux cas, ils fournissent également une description
de la distribution et de la taille de ces particules. À partir de ces caractéristiques microphy-
siques, il est possible de déterminer les caractéristiques macroscopiques et optiques des nuages.
Comme les propriétés optiques et, bien plus encore, les propriétés microphysiques des nuages
sont diﬃciles à mesurer, la plupart des observations disponibles décrivent uniquement les carac-
téristiques macroscopiques des nuages. Le masque nuageux, la couverture nuageuse, la fraction
des nuages, la hauteur de la base des nuages et la hauteur du sommet des nuages sont les
caractéristiques macroscopiques des nuages les plus largement observées. Bien que l’évaluation
régulière de la représentation des nuages dans n’importe quel modèle de PNT soit déterminante
pour l’amélioration du modèle, elle est souvent une tâche complexe. Les nombreux types et
structures de nuages ainsi que les procédures complexes et coûteuses nécessaires pour mesurer
avec précision les paramètres les décrivant, posent de multiples diﬃcultés, tant d’un point de
vue scientiﬁque que technique ([Stephens, 2005]).
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2.3.1 Méthodes d’évaluation et de représentation des nuages
L’évaluation et l’observation régionale et globale des estimations de couverture nuageuse
nécessitent l’utilisation des données satellitaires. Le projet ISCCP (International Satellite
Cloud Climatology Project), lancé en 1983, a permis d’avoir des informations sur les pro-
priétés radiatives de surface et atmosphériques et de dériver les caractéristiques globales des
nuages à partir de données satellitaires visibles et infrarouges à résolution réduite et calibrée
([Schiﬀer and Rossow, 1983]). L’ensemble des données collectées sur les nuages viennent par
exemple du MODIS (Moderate Resolution Imaging Spectroradiometer), CALIPSO (Cloud Ae-
rosol Lidar and Infrared Pathﬁnder Satellite Observations) ([Winker et al., 2003]) qui fonc-
tionne en tandem avec le satellite radar CloudSat ([Stephens et al., 2002]) au sein d’une
constellation de satellites, l’A-Train. Cette constellation est consacrée à l’observation des
nuages, des aérosols et du cycle de l’eau. Elle a permis de mieux évaluer la représentation
des nuages et de leur caractéristiques microphysiques associées dans les modèles de PNT
([Greenwald et al., 2010] ; [Gu et al., 2011] ; [Naud et al., 2014]). Toutefois, l’évaluation fondée
uniquement sur l’imagerie satellitaire présente certaines lacunes. En eﬀet, la ﬁabilité de la récu-
pération d’informations précises sur la structure des nuages par satellite est limitée, notamment
pour les nuages présentant une structure multicouche ([Chang and Li, 2005]). Par contre, les
instruments locaux au sol, comme les radiomètres et les radars météorologiques, peuvent four-
nir un proﬁl vertical détaillé de la quantité de particules d’eau en altitude et avoir une bonne
représentation de la couverture nuageuse environnante. De plus, ces méthodes d’observation
ont une résolution temporelle accrue par rapport aux capteurs spatiaux.
Au cours des dernières années, de nombreuses études visant à évaluer les caractéristiques des
nuages ont été menées à partir d’observations locales au sol, y compris en utilisant des données
lidar et radar ([Guichard et al., 2003] ; [Stephens et al., 2004]) et des observations synoptiques
([Mittermaier, 2012]). Certaines études d’évaluation approfondie ont pu être réalisées à la fois
par le biais d’observations satellitaires ([Stubenrauch et al., 2013]) mais aussi à l’aide des me-
sures au sol ([Morcrette, 2002] ; [Yoo and Li, 2012]).
2.3.2 Schémas de paramétrisation
Plusieurs schémas de paramétrisations physiques coexistent dans les centres de PNT. La pre-
mière paramétrisation ayant existé fut purement diagnostique, puisque les paramètres nuageux
(contenus en eau et en glace nuageuse, couverture nuageuse) furent déduits à partir des champ
22
2.4 L’observation satellitaire
d’humidité relative calculés à chaque niveau vertical du modèle. Depuis plusieurs années, les
centres de PNT développent des schémas visant à quantiﬁer ces variables de manière pronos-
tique, en prévoyant l’évolution temporelle de ces paramètres nuageux. Ces schémas décrivent
explicitement les condensats nuageux (l’humidité spéciﬁque condensée) en les intégrant dans
les variables d’état du modèle, qui comprend les variables servant à décrire et à représenter la
physique au sein du modèle, comme la température ou bien la pression de surface par exemple.
Ainsi, le choix de la paramétrisation microphysique à utiliser joue un rôle important comme
l’ont montré de nombreuses études. En particulier [Otkin and Greenwald, 2008] ont évalué la
performance de quatre paramétrisations microphysiques diﬀérentes dans le modèle WRF (Wea-
ther Research and Forecasting) à partir des données MODIS. De même, [Jankov et al., 2011])
ont évalué la performance de cinq paramétrisations microphysiques diﬀérentes à l’aide d’images
GOES. [Cintineo et al., 2014] se sont intéressés à la capacité de quatre schémas de paramétrisa-
tion microphysique et de cinq schémas de paramétrisation de Couche Limite Planétaire (CLP,
ou planetary boundary layer - PBL en anglais) inclus dans le modèle WRF pour simuler avec
précision les caractéristiques des nuages. Ces diﬀérentes études s’accordent à souligner l’im-
portance et la forte inﬂuence du choix de la paramétrisation microphysique choisie, même par
rapport au choix des paramétrisations de la CLP, tant les diﬀérences dans la couverture nua-
geuse simulée sont grandes suivant la paramétrisation nuageuse considérée dans le modèle.
La capacité d’analyser correctement des situations complexes, notamment les situations nua-
geuses multicouches, est toujours un domaine de recherche actif. Plusieurs travaux ont
porté sur l’élaboration des systèmes plus perfectionnés pour mieux utiliser les données in-
frarouges aﬀectées par les nuages ([Stengel et al., 2010b] ; [Okamoto et al., 2014]). Les travaux
de [Martinet et al., 2013] ont montré un début encourageant sur l’utilisation des observations
IASI pour fournir des informations au système d’assimilation sur les proﬁls d’hydrométéores
(en l’occurrence le contenu en eau liquide, le contenu en eau de glace et la fraction nuageuse)
tout en ajoutant des canaux supplémentaires.
2.4 L’observation satellitaire
La description de l’état de l’atmosphère repose sur le système d’observation. Ce système s’est
développé tout au long des derniers siècles. Les observations peuvent être conventionnelles ou
télédétectées. Les données dites conventionnelles comprennent les radiosondages et les obser-
vations issues des stations au sol, des sondes embarquées sur des avions de ligne, des navires
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de commerce ou des capteurs installés sur des bouées ancrées ou dérivantes. Ces données ne
représentent aujourd’hui qu’environ 10% du volume total des observations utilisées par Météo
France. Les 90% restants correspondent aux données fournies par les satellites météorologiques,
dont AIRS occupe 7%, CrIS 8% et IASI occupe la plus grande partie (57%) (ﬁgure 3.3).
Figure 2.2 – Nombre d’observations assimilées dans le modèle global ARPEGE par type
d’observations, sur la journée du 19 octobre 2017 (Au total 28 558 276 observations).
Les satellites météorologiques sont des satellites artiﬁciels envoyés dans l’espace en orbite
plus ou moins basse, dans le but de recueillir des données utiles à l’observation de l’atmosphère
et/ou de la surface et à la prévision du temps. Ces satellites permettent d’observer, en temps
réel, l’atmosphère et les intempéries terrestres et d’étudier les climats et leur évolution. Ils
utilisent aussi bien les capteurs infrarouges que ceux dans les gammes d’ondes visibles ou
micro-ondes.
Le premier satellite météorologique, TIROS-1 (Television Infraed Observation Satellite), a été
lancé par les Américains en 1960. Les images de l’atmosphère qu’il transmettait n’étaient
pas vraiment exploitables, mais depuis cette date, la technique a beaucoup progressé. De nos
jours, il existe deux familles de satellites météorologiques : les satellites géostationnaires et les
satellites déﬁlants (ﬁgure 2.3)).
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Figure 2.3 – Exemple de constellation partielle des satellites géostationnaires et déﬁlants
(Source : http ://www.meteofrance.fr).
2.4.1 Les satellites géostationnaires
Les satellites géostationnaires tournent autour de la Terre sur une orbite située dans le
plan de l’équateur, à 36000 km d’altitude. Leur mouvement étant synchronisé avec la rota-
tion de la Terre autour de l’axe des pôles, ils surplombent toujours la même partie de notre
globe terrestre. Pour les applications météorologiques, le principal instrument utilisé sur les
satellites géostationnaires est le radiomètre-imageur ou imageur. Cet instrument mesure le
rayonnement arrivant au satellite et provenant d’un élément de la surface et de l’atmosphère
terrestres.([Renaut, 2004]). Au départ l’image complète du disque terrestre était obtenue par
un balayage combinant la rotation du satellite sur lui-même et l’orientation de l’imageur sui-
vant une direction perpendiculaire au plan de l’équateur. Ce concept a fortement évolué avec
l’arrivée des satellites stabilisés sur 3 axes avec une grande précision de pointage, et non plus
par rotation comme l’étaient les précédents. Ce mode de stabilisation est indispensable pour
satisfaire les besoins futurs, qui exigent des gains de plus en plus élevés en résolution spatiale,
en cycle de répétition et en rapport signal sur bruit.
Le satellite géostationnaire constitue pour les météorologues un formidable outil de surveillance
et de prévision immédiate du temps. Il permet d’avoir une vue globale de la Terre (à l’exception
des pôles). Il observe toujours la même partie du globe terrestre, on peut ainsi « animer » une
séquence d’images, ce qui donne une idée très précise de l’évolution et du déplacement des
masses nuageuses. Les données des satellites géostationnaires sont essentielles pour le suivi des
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cyclones également.
Plusieurs satellites sont disponibles, entre autres, les satellites américains GOES-E et GOES-
W, le satellite japonais HIMAWARI, les satellites Météosat Seconde Génération (MSG) qui
observent l’Europe, l’Afrique, et une partie de l’Océan Indien. Contrairement aux deux gé-
nérations précédentes qui étaient stabilisées par rotation, tous les futurs satellites Météosat
Troisième Génération (MTG) d’une masse de 3,5 tonnes seront stabilisés sur trois axes et leurs
instruments seront tous constamment pointés vers la Terre.
L’instrument le plus connu du satellite MSG est l’imageur SEVIRI (Spinning Enhanced Visible
and InfraRed Imager) qui fournit toutes les 15 minutes une image du disque observé par le sa-
tellite dans 12 bandes spectrales, du visible à l’infrarouge dont un canal visible haute résolution
(HRV). Le tableau 2.1 résume les principales caractéristiques du capteur SEVIRI.
Nom du canal Bande spectrale (µm) Résolution spatiale
HRV 0.5 - 0.90 1 km
Visible 0.6 0.56 - 0.71 3 km
Visible 0.8 0.74 - 0.88 3 km
NIR 1.6 1.50 - 1.78 3 km
IR 3.9 3.48 - 4.36 3 km
IR(WV) 6.2 5.35 - 7.15 3 km
IR(WV) 7.3 6.58 - 7.85 3 km
IR 8.7 8.30 - 9.10 3 km
IR 9.7 9.38 - 9.94 3 km
IR 10.8 9.80 - 11.80 3 km
IR 12.0 11.00 - 10.00 3 km
IR 13.4 12.40 - 14.40 3 km
Table 2.1 – Les principales caractéristiques du capteur SEVIRI (Source : http ://edus-
col.education.fr/orbito/system/meteosat/met23.htm)
Les résolutions temporelle, spectrale et spatiale de cet instrument, ont permis aux météoro-
logistes de décrire plus précisément les processus atmosphériques et de déceler plus aisément
les phénomènes localisés à évolution rapide ou violente, tels que les orages, les tempêtes de
neige ou le brouillard. De même, une résolution au sol de 1 km dans le spectre visible autorise
l’observation et le suivi de phénomènes très localisés.
L’instrument AHI(Advanced Himawari Imager) à bord du satellite japonais Himawari-8
([Bessho et al., 2016]) et l’instrument ABI(Advanced Baseline Image) à bord de la nouvelle
26
2.4 L’observation satellitaire
génération des satellites américains GOES ([Schmit et al., 2005]), qui disposent de 16 bandes
spectrales et d’une résolution spatiale de 2km dans l’infrarouge et de 0.5-1 km dans le visible,
sont aussi utilisés pour un large éventail d’applications météorologiques, océanographiques,
climatiques et environnementales.
2.4.2 Les satellites déﬁlants
Les satellites déﬁlants utilisés en météorologie tournent autour de la Terre sur une orbite
quasi circulaire passant, pour la plupart, près des pôles, à une altitude un peu inférieure à 800
km. Ils font le tour de la Terre en près de deux heures. Pour la majeure partie d’entre eux, l’or-
bite est "héliosynchrone", ce qui signiﬁe que le plan de l’orbite suit le déplacement apparent du
Soleil autour de la Terre (ﬁgure 2.3). Ainsi, les points de la Terre situés sur un même parallèle
sont tous survolés à la même heure solaire.
Comme les satellites géostationnaires, les satellites déﬁlants météorologiques sont munis d’ins-
truments qui visent la surface de la Terre. L’image d’une partie du globe terrestre est obtenue
en combinant la progression du satellite sur son orbite et le balayage dans la direction per-
pendiculaire à sa trajectoire. Ils permettent de surveiller les masses nuageuses sur l’ensemble
de la Terre, notamment dans les régions polaires (comme la Scandinavie, par exemple) qui
échappent à la vue des satellites géostationnaires. En revanche, comme les satellites déﬁlants
ne survolent une région de moyenne latitude que deux fois par jour, on ne peut pas "animer"
leurs images pour y suivre le mouvement des masses nuageuses. Pour les météorologistes, le
principal atout des satellites déﬁlants est ailleurs. En eﬀet, ces-derniers sont munis d’autres
instruments, les radiomètres-sondeurs, ou sondeurs. Ces instruments mesurent, comme l’ima-
geur, le rayonnement arrivant au satellite et provenant d’un élément de la surface et/ou de
l’atmosphère terrestre. Mais ils possèdent un grand nombre de canaux, ce qui permet d’ana-
lyser ﬁnement la distribution spectrale du rayonnement. De cette analyse spectrale, on peut
déduire le proﬁl vertical de la température et de l’humidité dans l’atmosphère.([Renaut, 2004]).
2.4.3 Les instruments satellitaires à bord de Metop
Metop est une série de trois satellites météorologiques en orbite polaire formant la compo-
sante spatiale du programme EPS (EUMETSAT Polar System). Ils ont été lancés séquentiel-
lement tous les 6 ans aﬁn de fournir des observations pendant plus de 15 ans.
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Metop-A (lancé le 19 octobre 2006) et Metop-B (lancé le 17 septembre 2012) sont en or-
bite polaire basse, à une altitude de 817 kilomètres, pour fournir des observations plus dé-
taillées de l’atmosphère, des océans et des continents. Metop-C Aa été lancé en novembre 2018
([Clerbaux et al., 2009]).
Metop transporte un ensemble d’instruments " patrimoniaux " fournis par les États-Unis et
une nouvelle génération d’instruments européens qui oﬀrent aux météorologues et aux climato-
logues des capacités de télédétection améliorées. Ces instruments augmentent la précision des
mesures d’humidité, de température, de la direction du vent et des proﬁls d’ozone atmosphé-
rique.
La série Metop fournit des données à la fois pour la météorologie opérationnelle et pour les
études climatiques. La combinaison d’instruments à bord de Metop permet d’observer la Terre
de jour comme de nuit.
2.4.3.1 L’instrument IASI
L’Interféromètre Atmosphérique de Sondage Infrarouge ([Cayla, 2001]), est un élément clé
de la charge utile de la série Metop. Il est développé par le CNES (Centre National d’Etude
Spatiale) dans le cadre d’une coopération avec EUMETSAT.
IASI a été conçu pour des sondages météorologiques opérationnels avec une grande précision
puisqu’il mesure des proﬁls atmosphériques avec une résolution verticale de 1 à 2 km et une
précision de l’ordre de 1 K pour la température et 10% pour l’humidité. Il est aussi conçu pour
la chimie de l’atmosphère dans le but d’estimer et de suivre diﬀérents gaz tels que l’ozone,
le méthane ou le monoxyde de carbone à l’échelle mondiale. IASI a un système de balayage
transversal avec une portée de ±48,3◦, symétrique par rapport à la direction du nadir. Une
ligne de balayage nominale couvre 30 positions de balayage vers la Terre. Le champ de vision
instantané (IFOV) a une résolution au sol de 12 km au nadir.
L’instrument IASI est constitué :
— d’un miroir de balayage oﬀrant une fauchée de 48◦ de part et d’autre de la trace du
satellite. (ﬁgure 2.4)
— d’un télescope afocal.
— d’un interféromètre de Michelson.
— d’un détecteur refroidi à 100 K.
IASI fournit 8461 canaux spectraux, couvrant de manière continue l’intervalle [645 cm−1 ;
2760 cm−1] (ou [3,62 µm; 15,5 µm]) et répartis en trois bandes spectrales [3,62 µm; 5 µm], [5
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Figure 2.4 – Principe de l’acquisition des données IASI, par balayage transversal à la trace
du satellite (source :http ://eduscol.education.fr).
µm; 8,26 µm] et [8,26 µm; 15,5 µm],avec une résolution spectrale de 0,5 cm−1 après apodisation
(spectres "Niveau 1c"). L’intervalle d’échantillonnage spectral est de 0,25 cm−1. À l’intérieur
de ce domaine, les régions spectrales données dans le tableau 2.2 concentrent l’essentiel de
l’information utile.
La ﬁgure 2.5 présente deux courbes, une rouge représentant la température de brillance pour
un spectre IASI en ciel clair (sans présence de nuage), une courbe verte représentant la tem-
pérature de brillance obtenue en présence de nuages. Par rapport au ciel clair, on observe sans
équivoque que certains domaines spectraux sont aﬀectés par la présence de nuages et que leurs
température de brillance est plus faible. Cette atténuation vient des phénomènes de diﬀusion se
produisant en présence des particules d’eau qui forment un nuage. En fonction des diﬀérentes
sensibilités de chaque partie du spectre de l’instrument IASI, les réponses sont diﬀérentes car
chaque fréquence d’observation est sensible à un composé atmosphérique bien déﬁni comme
montré dans le tableau 2.5. À Météo France, des données IASI provenant de deux centres sont
utilisées : celles en provenance d’EUMETSAT qui couvrent tout le globe, et celles du Centre
de Météorologie Spatiale (CMS) de Lannion qui fait une réception locale plus rapide mais qui
couvrent uniquement le domaine de l’Europe de l’ouest.
Suite au succès et à l’importance remarquable de la première génération de l’instrument IASI
dans les domaines de la météorologie opérationnelle, de la qualité de l’air, de la chimie atmo-
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Nom Région spectrale (cm−1) Absorbants concernés Applications de Iasi
R1 650 à 770 Bande d’absorption de CO2 Proﬁl de température
R2 790 à 980 Fenêtre atmosphérique Propriétés des surfaces
et des nuages
R3 1000 à 1070 Bande d’absorption de O3 Sondage de O3
R4 1080 à 1150 Fenêtre atmosphérique Propriétés des surfaces
et des nuages
R5 1210 à 1650 Bande d’absorption de H2O Proﬁl de vapeur d’eau -
Contenu en CH4 et N2O
R6 2100 à 2150 Bande d’absorption de CO Contenu en CO
R7 2150 à 2250 Bande d’absorption de N2O Proﬁl de température -
et de CO2 Contenu en N2O
R8 2350 à 2420 Bande d’absorption de CO2 Proﬁl de température
R9 2420 à 2700 Fenêtre atmosphérique Propriétés des surfaces
et des nuages
R10 2700 à 2760 Bande d’absorption de CH4 Contenu en CH4
Table 2.2 – Les régions spectrales du sondeur IASI.(Source :([Cayla, 2001])
sphérique et de la surveillance du climat, et dans le cadre du programme Earth Polar System
Second Generation (EPS-SG) de EUMETSAT, le CNES a lancé l’étude de la mission IASI-
Nouvelle Génération (IASI-NG) [Crevoisier et al., 2014]. Ses principaux objectifs sont :
— La continuité de la série IASI/Metop dans la période 2020 à 2040 ;
— L’amélioration de la couverture et de la résolution verticales, en particulier dans la basse
troposphère ;
— L’amélioration de la précision et du seuil de détection des composantes atmosphériques
et de surface.
Pour atteindre ces objectifs, le projet IASI-NG prévoit de mesurer le rayonnement infrarouge
émis par la terre avec une résolution spectrale et un bruit radiométrique améliorés par rapport
à IASI. IASI-NG fournira 16923 échantillons spectraux entre 645,00 et 2760,00 cm−1 (15,5
et 3,63 µm), avec une résolution spectrale de 0,25 cm−1 (contre 0,50 cm−1 pour IASI) après
apodisation et un échantillonnage spectral de 0,125 cm−1 (0,25 cm−1 pour IASI). La taille du
champ de vision d’IASI-NG sera la même que celle d’IASI (environ 12 km au nadir). Le premier
modèle de vol de cette série devrait être lancé au début de la décennie 2020.
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Figure 2.5 – Exemple de spectre de température de brillance (K) de IASI en ciel clair (courbe
rouge) et en ciel nuageux (courbe verte) en fonction du nombre d’onde.
2.4.3.2 Les autres instruments à bord de Metop
La charge utile météorologique des satellites Metop-A et Metop-B comprend, en plus de
IASI, d’autres instruments dédiés essentiellement à l’observation de l’atmosphère pour la pré-
vision météorologique. Ainsi ils contribuent à la surveillance du climat. Les instruments suivants
sont communs aux satellites européens et américains :
— AMSU-A (Advanced Microwave Sounding Unit A) : sondeur de température micro-onde
à 15 canaux. Le rôle principal de cet instrument est de produire des sondages de tem-
pérature y compris dans des zones complètement nuageuses. Le sondage de température
exploite la bande de l’oxygène à 50 GHz.
— MHS (Microwave Humidity Sounder) : Cet instrument micro-onde à cinq canaux est
sensible à la vapeur d’eau et à l’eau liquide dans les nuages. Il peut également fournir
une évaluation qualitative du taux de précipitation.
— HIRS (High Resolution Infrared Radiation Sounder) : sondeur à 19 canaux dans l’infra-
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rouge et 1 canal dans le domaine spectral visible. Il fournit des proﬁls de température et
d’humidité.
— AVHRR (Advanced Very High Resolution Radiometer) : imageur qui enregistre le rayon-
nement électromagnétique sur six canaux, du visible, du proche IR, du moyen IR et de
l’IR thermique (table 2.3), avec une résolution spatiale de 1,1 km au nadir. L’AVHRR
est largement exploité et embarqué à bord de nombreux satellites en fournissant des
informations à haute résolution horizontale (de l’ordre du kilomètre) pour une grande
variété d’applications.
Canal Bande spectrale (µm) Utilisation typique
1 0.58 - 0.68 Cartographie de jour des zones nuageuses
et de la surface terrestre
2 1.725 - 1.00 Cartographie de jour des zones nuageuses
et de la surface terrestre
3A 1.58 - 1.64 Détection neige et glace
3B 3.55 - 3.93 Cartographie de nuit des zones nuageuses
et température de surface de la mer
4 10.30 - 11.30 Cartographie de nuit des zones nuageuses
et température de surface de la mer
5 11.50 - 12.50 Température de surface de la mer
Table 2.3 – Les principales caractéristiques du capteur AVHRR
(source :http ://fr.allmetsat.com/satellite-noaa.php).
Dans le cas de l’instrument IASI, l’information disponible dans chaque pixel comprend non
seulement les radiances observées sur les canaux du sondeur, mais aussi des informations de
l’imageur AVHRR co-localisé avec IASI. Dans les données IASI de niveau 1c, fournies par
l’agence européenne EUMETSAT, deux produits s’avérant utiles pour la détection nuageuse
sont utilisés dans cette étude : le cluster AVHRR [Cayla, 2001] et le pourcentage de pixels
AVHRR nuageux dans le pixel IASI [Pequignot and Lonjou, 2009].
Les clusters AVHRR sont obtenus à l’aide d’un algorithme de classiﬁcation K-mean, qui re-
groupe les pixels AVHRR présents sur un champ de vue IASI (ﬁgure 2.6) en classes homogènes
dans l’espace des radiances. Cette agrégation est réalisée avec des canaux visibles et infrarouges.
Pour chaque cluster AVHRR et chaque canal AVHRR, nous avons accès à trois informations :
— Radiance moyenne Li,j ;
— Écart-type moyen σi,j ;
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— Couverture de la classe dans le pixel IASI Cj .
(a) Pixels AVHRR (croix) dans
la trace au sol de IASI (cercle)
(b) Agrégation des pixels
en classes homogènes
Figure 2.6 – Schéma d’agrégation des pixels AVHRR en classes homogènes dans une trace au
sol de IASI (d’après Martinet 2013)
Nous verrons dans la suite de ce manuscrit que ces clusters AVHRR peuvent fournir des
informations précieuses pour déﬁnir et caractériser le type de scène observé par le pixel IASI.
Cette caractérisation sera utilisée pour déterminer le degré d’hétérogénéité du pixel.
2.5 Conclusion
Ce chapitre a donné un aperçu des diﬀérents types de nuages observés dans notre atmo-
sphère ainsi de leurs caractéristiques. La deuxième partie du chapitre s’est focalisée sur les types
d’observations utilisées en météorologie en consacrant une large partie aux observations satel-
litaires qui constituent désormais l’essentiel des observations en entrée des modèles de PNT,
utilisées pour le climat et de l’environnement. Les instruments IASI et AVHRR, à bord des
satellites Metop et dont les données sont utilisées dans cette étude, ont également été présentés.
Le chapitre suivant est consacré aux diﬀérents outils numériques été utilisés dans cette thèse,
tels que les modèles de PNT, les systèmes d’assimilation et les modèles de transfert radiatif.
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3.1 La prévision numérique du temps
La Prévision Numérique du Temps (PNT) joue un rôle central et essentiel dans les sys-
tèmes d’aide à la décision et d’autres applications diverses (telles que l’aviation, l’agriculture,
évènements sportifs...) qui dépendent des conditions météorologiques. Le développement de
modèles informatiques pour la simulation et la prévision numérique du temps est l’un des
grands déﬁs scientiﬁques depuis de nombreuses années. Un modèle de prévision météorolo-
gique est un ensemble complexe de programmes informatiques représentant/modélisant des
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équations/algorithmes mathématiques et physiques qui décrivent l’atmosphère et la façon dont
elle évolue dans le temps pour produire des prévisions météorologiques. La condition initiale
d’une prévision de PNT est l’analyse d’état de l’atmosphère construite à partir de diﬀérentes
observations météorologiques et d’une prévision issue d’un instant antérieur. La qualité de
l’analyse (et donc de la prévision) dépend non seulement des méthodes utilisées, mais aussi de
la qualité des observations. Selon l’application et les besoins, plusieurs types de modèles de PNT
sont couramment utilisés. Le modèle ARPEGE (Action de Recherche Petite Echelle Grande
Echelle [Courtier et al., 1991]) utilisé en opérationnel à Météo France est un modèle à l’échelle
globale, il a été conçu, développé et évolue dans le cadre du programme ARPEGE-IFS en col-
laboration étroite avec le centre européen pour les prévisions météorologiques à moyen terme
qui a mis en place parallèlement le modèle IFS (Integrated Forecasting System). On peut citer
également le modèle canadien GEM (Global Environnemental Multi-échelle [Côté et al., 1998])
et le modèle nord global américain GFS (Global Forecast System [Kanamitsu et al., 1991]). Les
modèles régionaux et/ou de mésoéchelle produisent des prévisions à plus courte échéance avec
une résolution spatiale beaucoup plus élevée et des sorties plus fréquentes comme AROME
(Applications of Research to Operations at MesoscalE [Seity et al., 2011]).
Dans ce chapitre, nous nous concentrons sur les deux modèles de prévision ARPEGE et
AROME, en présentant leur approche variationnelle de l’assimilation de données.
3.1.1 Le modèle AROME
Le modèle à aire limitée AROME est un modèle non-hydrostatique de PNT développé et
utilisé à Météo-France en opérationnel depuis décembre 2008 ([Seity et al., 2011]). Son domaine
centré sur l’Europe de l’ouest oﬀre une résolution spatiale, depuis avril 2015, de 1,3 km sur
90 niveaux verticaux avec le premier niveau situé à 5 m au-dessus de la surface et le dernier
dans la stratosphère à une pression d’environ 10 hPa ([Brousseau et al., 2016]). Plus de 57%
de la surface concernée est de type continental. Le domaine couvre la totalité de la France
métropolitaine ainsi qu’une partie des pays frontaliers (ﬁgure 3.1). Sa maille ﬁne est capable
de représenter les phénomènes convectifs et les cycles de vie des structures nuageuses comme
les orages. Par conséquent, ce modèle de méso-échelle est largement utilisé pour améliorer la
prévision et le suivi de phénomènes à risque ou dangereux comme les orages, les tempêtes, le
brouillard ou bien les épisodes de pluies méditerranéens.
Le pas de temps du modèle est d’une minute. Il a été construit autour du noyau dy-
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Figure 3.1 – Domaine opérationnel du modèle AROME-France. Le relief considéré dans mo-
dèle est représenté ici par l’altitude géopotentiel de surface(m).
namique précédemment développé dans le modèle à aire limité ALADIN-NH (Aire Limi-
tée Adaptation dynamique Développement InterNational, et la version Non Hydrostatique
[Bénard et al., 2010]). Le système d’assimilation de données utilise l’assimilation variationnelle
3D-Var (une description détaillée de la méthode est fournie dans la section 3.3.2 de ce cha-
pitre), pour produire une analyse et ainsi initialiser les variables du modèle toutes les heures.
En plus des observations satellitaires, radiosondages et observations synoptiques, les observa-
tions à méso-échelle sont utilisées comme les réﬂectivités radar [Wattrelot et al., 2008] et les
vents Doppler [Montmerle and Faccani, 2009]). Les équations physiques modélisant les com-
portements atmosphériques viennent du modèle de recherche Meso-NH ([Lafore et al., 1997]).
La turbulence, la convection profonde y sont résolues.
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Paramétrisation des nuages dans AROME
Les phénomènes convectifs explicitement résolus par la dynamique du modèle dans
AROME utilisent le formalisme inclus dans le modèle de recherche Meso-NH. La micro-
physique, qui est également résolue explicitement, s’appuie sur la paramétrisation d’ICE3
([Pinty and Jabouille, 1998]) qui considère trois classes de glace. Au total, cinq types diﬀérents
d’hydrométéores sont explicitement résolus. En plus de l’humidité spéciﬁque, nous retrouvons :
— qr, eau précipitante
— qs, neige précipitante
— ql, gouttelettes d’eau en suspension
— qi, glace en suspension
— qg, graupel (ou neige roulée)
Dans AROME, deux processus ont été ajoutés en plus de ceux venant d’ICE3 : un schéma
de condensation sous-grille, et un schéma de sédimentation suivant une fonction de densité de
probabilité. Le schéma de condensation sous-grille ([Bougeault, 1982] ; [Bechtold et al., 2001])
est basé sur la variance des écarts de saturation entre le modèle et celle diagnostiquée par le
schéma de turbulence à l’intérieur de la grille.
3.1.2 Le modèle ARPEGE
À Météo-France, la prévision du temps à l’échelle globale est obtenue opérationnellement de-
puis 1992 avec le modèle spectral ARPEGE ([Courtier et al., 1991]). Actuellement (en 2018),
le nombre d’onde de la troncature spectrale sur une grille linéaire est de 1198 avec un fac-
teur d’étirement de 2,2 (plus de détails sont disponibles dans [Yessad, 2015], disponible à
http ://www.umr-cnrm.fr/gmapdoc/IMG/pdf/ykts42.pdf). Cela aboutit à une couverture glo-
bale avec une maille variable allant d’environ 7,5 km au centre de la France jusqu’à 36,5 km
aux antipodes (ﬁgure 3.2). Sa résolution verticale est de 105 niveaux avec le premier niveau à
10 m au-dessus de la surface et le dernier aux environs de 70 km. Le pas de temps du modèle
est d’environ 6 minutes et le système d’assimilation incrémentale 4D-Var (une description dé-
taillée de la méthode est fournie dans la section 3.3.3 de ce chapitre) est utilisé pour produire
des analyses sur une fenêtre temporelle de 6 heures. Les variables de contrôle utilisées pour
ce système sont la vorticité, la divergence, la température, la pression de surface et l’humidité
spéciﬁque. Les analyses sont utilisées pour initialiser le modèle et ainsi produire des prévisions
longues d’échéance supérieure à 4 jours.
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Figure 3.2 – Grille ARPEGE avec la résolution T1198c2.2 (Source :
http ://tpemodelemeteorologique.e-monsite.com).
Les observations utilisées pour l’assimilation sont de types très variés. Nous retrouvons les
données conventionnelles (les stations synoptiques comme les stations terrestres et maritimes
(SYNOP), les observations par bateaux (SHIP), venant des bouées (BOUEES), les radiosondes
(TEMP) et les proﬁleurs du vent (PROFIL)), et les observations satellitaires (avec des capteurs
tels que : IASI, CrIS, SEVIRI, AMSU ; les diﬀusiomètres, les GPS-Sol). En ce qui concerne les
quantités d’observations, les données venant des capteurs sur satellites dominent très largement
la part d’observations utilisées pour l’assimilation et leur nombre s’accroît régulièrement (ﬁgure
3.3) depuis 2002.
Paramétrisation des nuages dans ARPEGE
La paramétrisation physique des nuages dans ARPEGE repose sur une représentation pro-
nostique de quatre types de condensats précipitants (gouttelettes de nuages, cristaux de glace,
pluie et neige) pour les nuages convectifs résolus et peu profonds et sur une représentation diag-
nostique pour les nuages convectifs profonds. Plusieurs paramétrisations physiques des nuages
sont disponibles dans ARPEGE. Le schéma actuellement utilisé en opérationnel s’appuie sur
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Figure 3.3 – Évolution du nombre d’observations assimilées dans le modèle global ARPEGE
au cours des dernières années. (source DirOp/COMPAS).
des diagnostics, qui sont décrits ci-dessous. Cependant il existe également un schéma à l’étude,
le schéma PCMT (Prognostic Condensates Microphysics and Transport), capable d’une re-
présentation pronostique de quatre types de condensats précipitants (gouttelettes de nuages,
cristaux de glace, pluie et neige) pour les nuages convectifs résolus et peu profonds et d’une
représentation diagnostique pour les nuages convectifs profonds. Ce schéma sera décrit dans
un second temps.
Le schéma de convection ARPEGE-opérationnel
Pour les modèles de grande échelle, comme le modèle global ARPEGE, une diﬃculté majeure
est d’arriver à représenter les processus physiques à l’intérieur de la maille. En eﬀet, la taille
de la maille d’ARPEGE variant de 7,5 km à 40 km environ, les phénomènes physiques tels
que la convection sont diﬃcilement représentables. Les phénomènes de grande échelle, comme
la partie stratiforme des nuages, sont résolues de manière pronostique. Elles sont calculées
à chaque pas de temps dans le modèle en suivant le schéma de [Lopez, 2002a] décrivant les
processus d’évaporation/condensation et changement de phases des particules d’eau (passage
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d’eau liquide à solide par exemple) sur un critère basé sur la température. Les calculs de
nébulosité et de la teneur en eau des nuages (liquide et solide) sont eﬀectués à l’aide du
schéma de [Smith et al., 1990] via des fonctions de densité de probabilité (PDF) symétriques
triangulaires. La largeur de cette PDF est ajustée en fonction d’un seuil d’humidité relative
critique à partir duquel un nuage peut se former et qui diminue avec la hauteur du modèle et
la résolution horizontale. Au total cinq diﬀérentes phases de l’eau sont représentées : la vapeur
d’eau q, l’eau liquide ql, les cristaux de glace nuageux qi, la pluie qr et la neige qs.
Les phénomènes sous maille nécessitent d’être estimés à l’aide de paramétrisations. Trois types
de phénomènes peuvent être identiﬁés et ont besoin de paramétrisations :
— La turbulence, correspondant à des tourbillons homogènes de petites tailles ;
— La convection peu profonde, décrivant des mouvements à plus forte extension verticale
ne formant pas forcément de nuage ni de précipitation.
— La convection profonde, avec une très forte extension verticale aboutissant systémati-
quement à des précipitations (pluie et/ou neige).
Le schéma de convection utilisé dans ARPEGE opérationnel est basé sur celui de
[Bougeault, 1982]. Il décrit le transport des mouvements convectifs non résolus, la libération
de chaleur latente par condensation et les interactions entre les diﬀérents condensats (les diﬀé-
rentes phases de l’eau) avec le rayonnement.
Le principe de résolution de la convection sous-maille repose sur la constitution d’updraft
(courant d’air ascendant). Plusieurs updrafts peuvent être présents dans une seule maille. Pour
chacun, un formalisme de ﬂux de masse permet de diagnostiquer à partir des autres variables,
les quantités de mouvement et d’énergie mis en œuvre [Bechtold et al., 2001]. L’intensité de la
convection est reliée aux variables résolues aux grandes échelles par une hypothèse de fermeture
de la convection. Celle-ci consiste en l’hypothèse de quasi-équilibre entre le forçage de grande
échelle et la réponse de la convection. La totalité de l’humidité disponible est alors immédia-
tement (en un pas de temps) répartie sous forme de précipitation ou bien elle fait accroître
l’humidité spéciﬁque q (humidité de l’environnement).
Le schéma de convection PCMT
PCMT (Prognostic Condensates Microphysics and Transport) est un schéma de convection
sous maille. Il traite la convection sèche, peu profonde et profonde, pour fournir une meilleure
sensibilité à l’humidité ambiante, à travers 4 variables résolues de manière pronostique : l’eau
liquide et l’eau glacée (qui sont des particules en suspension et formant le nuage), la pluie et
la neige (des particules précipitantes). L’équation régissant la vitesse verticale de ces hydromé-
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téores est également pronostique. Les équations, à l’échelle de la grille, du schéma de convection
traitent de façon indépendante les processus microphysiques et les processus de transport, en
utilisant l’approche de [Piriou et al., 2007]. La microphysique, résolue de façon pronostique,
doit sa source au schéma de [Lopez, 2002b], et l’entraînement ainsi que la fermeture viennent
du schéma de [Guérémy, 2011]. Sur chaque point de grille, 3 composantes sont considérées : le
courant d’air ascendant(updraft(u)), le courant d’air descendant (downdraft(d)) et l’environne-
ment. Le transport vertical (élément moteur de la convection) de la composante d’air ascendant
est eﬀectué par un algorithme non conditionnellement stable, suivant [Geleyn et al., 2008]. Le
schéma de PCMT fournit les éléments suivants :
— Microphysique pronostique : variables eau liquide (ql), eau glace (qi), pluie (qr), neige
(qs).
— Mouvement convectif : vitesse verticale (wu, wd), fraction de surface (αµ, α d) et en-
traînement/détraînement.
— Environnement : eau liquide intensive (qlr), eau glace intensive (qir), condensats préci-
pitants (qrr, qsr).
Plusieurs options du calcul de l’entraînement et de la fermeture sont disponibles au sein
du schéma PCMT pour le calcul des variables pronostiques convectives et résolues. À titre
d’exemple, l’équation régissant la quantité de l’eau liquide (ql) est la suivante :


∂
∂t
qlc = Advec(qlc)
−1
ρ
∂
∂z
ρ[αµωµ + αdωd]qlc
+(Eµ + Ed)qlr − (Dµ +Dd)qlc
+CondensEvapqlc − AutoconvCollqlc +MeltingIcingqlc
(3.1)
où Advec(qlc) est l’advection résolue 3D, α est la fraction de la surface, µ représente l’air
ascendant, d pour le courant descendant, ω est la vitesse verticale, E l’entraînement, D le
détraînement, qlc l’eau liquide convective, sur la quatrième ligne sont les trois processus micro-
physiques condensation-évaporation, autoconversion (la collision avec coalescence en général de
deux gouttelettes de nuages qui vont former une goutte de pluie), auto-collection (la collision
avec coalescence de gouttelettes de nuages (respectivement gouttes de pluie) qui vont former
une gouttelette de nuage (respectivement goutte de pluie) plus grosse, fonte de la glace.
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3.2 Transfert Radiatif
Les capteurs embarqués par satellite mesurent le rayonnement électromagnétique émis (ou
réﬂéchi) par la Terre, sa surface et l’atmosphère. La nature des principaux rayonnements captés
par ces instruments vont du visible (longueur d’onde de 0,38 µm à 0,78 µm), de l’infrarouge (de
0,7 µm à 25 µm), jusqu’aux micro-ondes (de 0,1 mm à quelques centimètres). Dans le domaine
infrarouge, l’équation du transfert radiatif représente les interactions entre ces rayonnements
électromagnétiques venant essentiellement de la surface de la terre, traversant les diﬀérentes
couches atmosphériques et interagissant avec les diﬀérents composés rencontrés sur leur pas-
sage (gaz, vapeur d’eau, hydrométéores liquides et solides). Notons que le rayonnement solaire,
réﬂéchi par les surfaces et l’atmosphère, est également pris en compte. En fonction de la fré-
quence de l’observation, il est donc possible de recueillir de manière indirecte des informations
sur la surface de la terre et sur l’état de l’atmosphère. Les modèles de prévision numérique du
temps utilisent des opérateurs d’observation qui résolvent l’équation du transfert radiatif pour
obtenir une observation de rayonnement simulée à partir des diﬀérentes variables du modèle. La
comparaison entre les mesures satellitaires et l’état de l’atmosphère modélisé est alors possible.
3.2.1 Principe fondamentaux du transfert radiatif
Les instruments embarqués par satellite mesurent une grandeur appelée luminance spec-
trale au sommet de l’atmosphère ou radiance en anglais, et noté Lλ qui correspond à une
quantité d’énergie reçue par unité de temps, de surface, de longueur d’onde et d’angle so-
lide (W.m2.µm−1.sr−1). La simulation de la luminance est possible en résolvant l’équation du
transfert radiatif qui repose sur la théorie du corps noir.
3.2.2 Théorie de corps noir
Précurseur de la physique moderne, la théorie du corps noir établie par Planck (1901) fait
état d’un corps idéal en équilibre thermodynamique absorbant toute l’énergie qu’il reçoit. Cette
énergie est réémise sous forme de rayonnement thermique (on parle de rayonnement du corps
noir). Cette source de rayonnement de type lambertien (la luminance émise est indépendante
de la direction) émet dans toutes les longueurs d’ondes et son intensité est uniquement fonction
de la température T et de la longueur d’onde λ. Il s’écrit Bλ(T ) :
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Bλ(T ) =
2hc2
λ5(exp( hc
kλT
)− 1)
(3.2)
Avec h = 6,62 10−34m2.kg.s−1 la constante de Planck, c = 2,998 108m.s−1 la célérité de la
lumière et k = 1,38 10−23J.K−1 la constante de Boltzmann.
Figure 3.4 – Distribution de la luminance émise par un corps noir suivant la loi de Planck
et calculée pour diﬀérentes température. La courbe en noir correspond à l’ancienne théorie
classique, la loi de Rayleigh-Jeans. (source : https ://fr.wikipedia.org)
La Figure 3.4 montre la distribution de l’intensité lumineuse émise en fonction de la longueur
d’onde pour diﬀérentes températures en suivant la loi de Planck. La température de 5000 K qui
est proche de celle du soleil (5777 K) restitue un maximum d’émission dans la partie «visible»
du spectre. Dans la nature, le cas idéal, tel qu’il est décrit avec le corps noir, n’est que très
rarement observé et la notion de «corps gris» est introduit. La diﬀérence vient essentiellement
du fait qu’un corps réel n’absorbe pas toute l’énergie venant du rayonnement incident, il faut
donc introduire un facteur correctif pour obtenir la luminance réelle Lλ :
Lλ = ελBλ(T ) (3.3)
Le terme ελ ayant une valeur comprise entre 0 et 1 est appelé l’émissivité monochromatique
du corps gris. Sa valeur est propre à chaque corps considéré et dépend de sa nature. Plus il est
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proche de 1 et plus le corps correspondant sera considéré comme un corps noir. La luminance
mesurée par les sondeurs satellitaires est parfois exprimée en température de brillance pour
simpliﬁer son utilisation. La température de brillance, notée Tb, correspond à la température
qu’aurait un corps noir qui émettrait la même quantité d’énergie que celle émise par le corps
gris. En introduisant l’opérateur inverse Bλ−1 (correspondant à l’inverse de la loi de Planck),
il est possible d’obtenir la température de brillance (exprimée en Kelvin (K)) à partir de la
luminance mesurée :
Tb = Bλ−1(Lλ) (3.4)
3.2.3 Équation du transfert radiatif pour l’infrarouge
De manière à simpliﬁer l’équation du transfert radiatif, nous nous concentrons sur une
équation uniquement valable dans le domaine spectral infrarouge et en l’absence de diﬀusion.
L’énergie reçue par le sondeur embarqué par satellite à une fréquence donnée peut être modé-
lisée comme étant un rayonnement électromagnétique venant de la surface de la terre et ayant
traversé les diﬀérentes couches de l’atmosphère. Ce rayonnement est altéré par la nature des
diﬀérents gaz, des hydrométéores solides ou liquides rencontrés durant le parcours. En eﬀet, des
phénomènes d’absorption, d’émission, de réﬂexion et de diﬀusion par le milieu vont aﬀecter et
modiﬁer la quantité d’énergie reçue par rapport à son point de départ, à la surface. Prenant en
compte les lois de la thermodynamique, les lois décrivant les diﬀérents comportements entre les
rayonnements électromagnétiques et la matière (comme la théorie du corps noir), et en faisant
l’hypothèse d’une atmosphère plane et parallèle, le transfert radiatif permet de modéliser les
diﬀérentes interactions mises en jeu de manière mathématique. Avec un angle d’incidence θ, il
peut s’écrire de manière simpliﬁée, comme suit :
Rλ(θ) = ελ(θ)Lλ(Ts)Γλ(θ) + L
µ
λ(θ) + (1− ελ(θ))Γλ(θ)L
d
λ(θ) (3.5)
avec ελ comme étant l’émissivité de surface, Γλ correspond à la transmission atmosphé-
rique, Lλ(Ts) est le rayonnement émis par la surface, L
µ
λ et L
d
λ correspondent respectivement
à la fraction du rayonnement montant et descendant. Le premier terme de l’équation donne
l’émission venant de la surface après avoir été atténuée par l’atmosphère. Les deuxième et
troisième termes donnent les contributions venant respectivement de l’émission montante pro-
venant de l’atmosphère elle même et une autre descendante qui est réﬂéchie par la surface et
atténuée également par l’atmosphère.
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La Figure 3.5 représente les quantités d’énergie radiative échangées (en terme de ﬂux) entre
le rayonnement solaire, la surface de la terre et l’atmosphère moyennées sur une période de 4
ans (de mars 2000 à mars 2004). On observe que le rayonnement infrarouge s’échappant de
l’atmosphère (en direction de l’espace), et donc potentiellement mesurable par un sondeur sur
satellite (mesurant la luminance spectrale), ne correspond qu’à une partie de la partie émise
par la surface de la Terre, une large quantité étant diﬀusée ou absorbée par l’atmosphère.
Figure 3.5 – Échange de ﬂux radiatifs entre le rayonnement solaire, la surface de la Terre
et l’atmosphère ; les quantités indiquent les ﬂux échangés entre mars 2000 et mars 2004 (en
W.m−2).(source : http : //education.meteofrance.fr).
Pour modéliser le transfert radiatif avec la présence de nuages, il faut prendre en compte
les phénomènes de diﬀusion et d’absorption des particules d’eau (hydrométéores) au sein du
nuage. Considérant un nuage monocouche, mais cela peut se généraliser à des nuages multi-
couches, la luminance reçue au sommet de l’atmosphère est la somme de plusieurs sources
([Matricardi, 2005]), de manière simpliﬁée elle peut s’écrire :
Rλ(θ) = R0τn(θ)τabsλ (pn, psat) +Rnτ
abs
λ (pn, psat) +R1 +R
d
1rn(θ)τ
abs
λ (pn, psat) (3.6)
Avec R0 étant la luminance issue des couches situées sous le nuage qui est transmise par le
nuage lui-même et par les couches atmosphériques situées au-dessus du nuage, les paramètres
pn et psat sont respectivement la pression au niveau du nuage et la pression au sommet de
l’atmosphère, Rn est la luminance venant du nuage puis transmise par les couches au-dessus,
la contribution venant des couches entre le sommet de l’atmosphère et le sommet du nuage est
représentée par R1, Rd1 est la luminance émise par les couches au-dessus du nuage et réﬂéchie
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par ce dernier, rn et τn sont respectivement la réﬂexion et la transmittance du nuage et τabs la
transmittance en absorption.
3.2.4 Modèles de transfert radiatif
Cette équation de transfert radiatif peut être résolue de manière numérique aﬁn de simuler
les luminances reçues par un instrument en fonction de l’état de l’atmosphère. Plusieurs mo-
dèles numériques ont cette capacité et sont très largement utilisés notamment dans les modèles
de prévision numérique de temps en tant qu’opérateur d’observation. La résolution numérique
de cette équation est très coûteuse en temps de calcul. Si on considère une seule fréquence
bien déﬁnie (on parle de monochromatisme), de nombreux modèles s’attachent à faire ce cal-
cul « line by line » (« raie par raie » en français) pour conserver un maximum de précision
dans les luminances simulées. On peut citer les modèles LBLRTM ([Baranov et al., 2004] ou
bien le modèle 4A ([Cheruy et al., 1995]) qui est une version avancée de l’ancien STRANSAC
([Scott and Chedin, 1981]). D’autres solutions moins coûteuses numériquement existent, on
parle alors de modèle de transfert radiatif rapide. Ils sont utilisés par les modèles météo-
rologiques. Parmi les plus couramment utilisés, nous pouvons citer le CRTM (Community
Radiative Transfer Model) ([Weng et al., 2005]) qui est un projet du JCSDA (Joint Center
for Satellite Data Assimilation) regroupant plusieurs centres américains comme la NOAA, la
NWS, la NASA et la Navy Weather, et le modèle RTTOV (Radiative Transfer model for
TOVs) ([Matricardi et al., 2004] et [Saunders et al., 2006]) venant du Numerical Weather Pre-
diction Satellite Application Facility (NWP SAF), d’EUMETSAT reproupant le Met Oﬃce, le
CEPMMT, le DWD et Météo-France. Ces diﬀérents modèles ont souvent recours à des bases
de données (spectroscopiques ou d’émissivités de surface par exemple) sur lesquelles ils s’ap-
puient. À Météo-France, le modèle RTTOV est directement intégré dans les modèle AROME
et ARPEGE et sera donc le modèle de transfert radiatif utilisé dans cette étude.
3.2.4.1 RTTOV en ciel clair
Le modèle RTTOV est plus particulièrement utilisé en Europe et au Canada. Il est implé-
menté dans les modèles de prévision à Météo-France dans l’opérateur d’observation. Contrai-
rement à une méthode de résolution « line by line », RTTOV considère une bande spectrale
lors des calculs ce qui permet d’accélérer le processus de résolution et ainsi réduire les res-
sources numériques requises. La grande force de ce modèle est de pouvoir également simuler
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les jacobiens de chaque variable, ce qui est indispensable pour une assimilation variationnelle.
Diﬀérents modules sont intégrés à RTTOV et permettent de simuler de manière indépendante
une observation de type visible, infra-rouge ou micro-onde dans des conditions nuageuses de
natures diﬀérentes. Dans des conditions de scènes claires (sans nuage), RTTOV est capable de
simuler des observations infrarouges hyperspectrales à partir d’un proﬁl atmosphérique com-
prenant diﬀérentes variables comme la température, l’humidité, le vent à 10 m, la température
et l’humidité à 2m, la température de surface, l’émissivité et la pression de surface ainsi que
la concentration de certains gaz tel que l’ozone (O3), le dioxyde de carbone (CO2), le méthane
(CH4) ou bien l’oxyde d’azote (N2O). Il peut également prendre en compte les phénomènes de
diﬀusion par la présence d’aérosols. La simulation restitue une quantité d’énergie sous forme de
luminance (ou radiance en anglais) ou bien sous forme de température de brillance. Le calcul
de la simulation prend en compte l’angle que fait le faisceau de l’observation entre le sondeur et
la surface par rapport à la surface. Pour accroître davantage la vitesse des calculs, l’algorithme
de RTTOV est entièrement parallélisable et s’intègre parfaitement au sein des modèles météo-
rologiques et surtout diﬀérentes tables de coeﬃcients sont pré-calculées pour chaque sondeur.
Pour une observation en présence de nuage, la simulation devient plus complexe. Il est possible
de considérer un nuage simple, opaque, lorsqu’une fraction de l’observation est concernée par le
nuage. Dans ce cas, la luminance partiellement nuageuse Rλ(θ) est calculée suivant la formule :
Rλ(θ) = (1−N)Rclrλ (θ) +NR
cld
λ (θ) (3.7)
où Rclrλ (θ), N l’indice nuageux et R
cld
λ (θ) représente respectivement les luminances montantes
au sommet de l’atmosphère en ciel clair et en ciel totalement nuageux. Le résultat ﬁnal est
alors une moyenne entre une simulation totalement claire et une simulation avec un nuage
simple pondérée par la fraction nuageuse de l’observation. Cette approximation est acceptable
pour des observations infra-rouges avec des nuages très épais et homogènes mais ne l’est plus
pour les situations moins diﬀusantes ou bien avec une structure multicouche. Pour obtenir des
simulations plus réalistes dans ces situations, le module RTTOV-CLD prenant en compte la
diﬀusion dans les nuages peut être utilisé.
3.2.4.2 RTTOV-CLD en ciel nuageux
La simulation d’observations infrarouges en scènes nuageuses nécessite de prendre en
compte la diﬀusion du rayonnement par les hydrométéores. Principalement développé pour
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simuler les scènes nuageuses observées par les instruments IASI et AIRS, RTTOV-CLD
([Matricardi, 2005], [Vidot et al., 2015]) prend en compte les particules d’eau en suspension
dans les nuages, liquides et solides, pour calculer la diﬀusion provoquée par la traversée du
parcours optique à travers ces nuages.
Figure 3.6 – Sources de diﬀusion dominante en fonction le la longueur d’onde et de la taille
de particule (en µm en ordonnées). (source : http ://www.lmd.jussieu.fr)
Le rayonnement infrarouge est principalement aﬀecté par la diﬀusion de Rayleigh et la
diﬀusion de Mie qui est provoquée par les particules d’eau en suspension dans les nuages (ﬁgure
3.6). La caractérisation du type de nuage et de la taille des gouttelettes d’eau considérées seront
donc des paramètres importants pour modéliser au mieux ces phénomènes de diﬀusion. C’est
pourquoi cinq types de nuages peuvent être considérés au sein de RTTOV-CLD :
— stratus continental,
— stratus maritime,
— cumulus continental,
— cumulus continental pollué,
— cumulus maritime,
— cirrus.
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La forme des cristaux de glace présents au sein du nuage peut être prédéﬁnie à l’avance ou bien,
à partir de la version 11 de RTTOV ([Saunders et al., 2013]), une option permet de suivre la
paramétrisation de Baran ([Baran et al., 2013]). Cette paramétrisation est basée sur une base
de données des propriétés optiques des cristaux de glaces combinant un ensemble de six formes
de particules (colonne de glace hexagonale, bulette-rosette à six branches, puis 4 agrégats de
plusieurs particules de glace) comme décrit par [Baran and Labonnote, 2007] et considérant une
distribution de taille de particules (PSD, Particle Size Distribution) suivant [Field et al., 2007].
La paramétrisation reprend l’approximation de Chou ou Chou Scaling ([Saunders et al., 2018]),
dans RTTOV la paramétrisation qui est renseignée est donnée par :
log10[βext(λ, T, IWC)] = Aβ(λ) +Bβ(λ)T + Cβ(λ)log10(IWC) +Dβ(λ)T 2
+ Eβ(λ)(log10(IWC))2 + Fβ(λ)T log10(IWC) (3.8)
ω0(λ, T, IWC) = Aω0(λ) +Bω0(λ)T + Cω0(λ)log10(IWC) (3.9)
g(λ, T, IWC) = Ag(λ) +Bg(λ)T + Cg(λ)log10(IWC) (3.10)
avec les diﬀérents coeﬃcient de paramétrisation A à F, βext, ω0 et g le paramètre d’asymétrie
qui sont calculés en utilisant une méthode non-linéaire des moindres carrés sur une base de
données.
Comme pour la partie simulation en ciel clair, des tables avec diﬀérentes quantités d’hydro-
météores sont pré-calculées pour chaque instrument aﬁn d’optimiser la vitesse de simulation.
3.3 L’assimilation des données
L’intérêt des modèles numériques de prévision du temps est d’arriver à prévoir l’état de l’at-
mosphère dans un temps futur (avec un ordre de grandeur allant de quelques heures à quelques
semaines suivant les centre météorologiques). Pour rendre cette prévision météorologique pos-
sible, il est nécessaire de connaître, du mieux que l’on peut, l’état de l’atmosphère au présent
pour initialiser les modèles. Ce meilleur état de l’atmosphère connu, aussi appelé « analyse »,
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provient d’un compromis entre, d’une part un état estimé, que l’on nomme « ébauche » (on
trouve également « guess » ou bien « ﬁrst guess ») qui est une prévision à courte échéance,
et d’autre part, les observations météorologiques à disposition des centres de prévision. Ce
processus, nommé « assimilation de données », est décrit dans cette section, pour les modèles
AROME et ARPEGE qui sont utilisés dans cette étude. Des détails concernant l’assimilation
des observations venant du sondeur hyper-spectral IASI sont ensuite donnés.
3.3.1 Concepts et formalisme de l’assimilation de données
L’objectif de l’assimilation est d’obtenir l’état le plus probable de l’atmosphère connaissant
une information a priori et les observations disponibles. Les notations mathématiques des
diﬀérentes variables intervenant dans ce manuscrit suivent les déﬁnitions de [Ide et al., 1997].
On cherche donc l’état de l’atmosphère le plus probable, noté xa, appelé aussi analyse. Pour
ce faire, les informations disponibles sont : une ébauche, notée xb, qui est obtenue en réalisant
une prévision à courte échéance à partir de l’analyse venant du cycle d’assimilation précédent,
et les observations, notées y0. La principale diﬃculté vient du fait que les observations qui sont
à disposition ne sont pas réparties de façon homogène dans le temps et l’espace par rapport
à la grille du modèle. Par conséquent certaines zones seront plus diﬃcilement contraintes par
les observations que d’autres. La notion d’incertitude doit être prise en compte et joue même
un rôle clé pour l’obtention d’une analyse. On notera R la matrice de covariance d’erreurs
d’observation et B la matrice de covariance d’erreurs d’ébauche. En se basant sur la technique
du BLUE (Best Linear Unbiased Estimator), l’analyse la plus réaliste, au sens des moindres
carrés peut être obtenue en faisant l’interpolation :
xa = xb +K(y0 −H(xb)) (3.11)
avec, H l’opérateur d’observation capable de projeter les variables du modèle dans l’espace des
observations. La diﬀérence y0−H(xb) correspond à l’écart entre les observations et l’ébauche,
dans l’espace des observations, on parle alors d’innovation. Cette interpolation nécessite d’uti-
liser une matrice de gain K comme opérateur qui est déﬁnie comme suit :
K = BHT (HBHT +R)−1 (3.12)
Cette technique fonctionne en considérant des matrices B et R positives, les sources d’infor-
mation xb et y0 sont considérées non biaisées, l’opérateur d’observation H doit être linéaire,
ou bien linéarisable, et l’analyse obtenue vient d’une correction linéaire entre l’ébauche et les
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observations. Cette estimation peut être décrite, de manière équivalente, à une fonction coût,
noté J :
J(x) =
1
2
(x− xb)TB−1(x− xb) +
1
2
(y0 −H(x))TR−1(y0 −H(x)) (3.13)
Cette fonction coût peut être vue comme étant une somme venant du coût correspondant à
l’ébauche (Jb(x)) et du coût venant des observations (Jo(x)). La résolution consiste donc à
trouver l’état d’analyse xa qui minimise cette quantité J .
3.3.2 Assimilation variationnelle 3D-Var
Historiquement, l’interpolation optimale était utilisée pour minimiser cette fonction coût.
En supposant que l’analyse recherchée correspond à l’ébauche corrigée par un incrément, il
est possible d’obtenir une solution satisfaisante en sélectionnant uniquement une partie des
observations. Cependant, cela nécessite de calculer des inversions de matrices, qui peuvent être
de tailles conséquentes. L’augmentation croissante du nombre et du type d’observations, ainsi
que les moyens de calcul de plus en plus performants ont fait naître les méthodes variationnelles
d’assimilation. L’opérateur H contient un modèle de transfert radiatif pour les observations des
sondeurs passifs satellitaires et il est donc non linéaire dans ce cas. Il est linéarisé de la façon
suivante : H(x) ≈ H(xb) +Hδx, avec l’incrément d’analyse δx(δx = x − xb) représentant la
diﬀérence entre l’état de l’atmosphère que l’on cherche à trouver et l’ébauche, ainsi que H le
tangent linéaire de l’opérateur d’observation, la fonction coût peut être réécrite sous la forme
incrémentale :
J(δx) =
1
2
(δx)TB−1(δx) +
1
2
(d−Hδx)TR−1(d−Hδx) (3.14)
Ici d est le vecteur d’innovation (y0 −H(xb)). Cette approche incrémentale introduite par
[Courtier et al., 1994] permet de prendre en compte des observations variées dans l’analyse.
Cette méthode d’assimilation variationnelle est plus connue sous l’appellation 3D-Var. Avec
cette méthode, la minimisation de la fonction coût (qui prend une forme quadratique) peut se
faire de façon itérative, comme représentée sur la ﬁgure 3.7, et tend vers une solution unique.
Le gradient de la fonction coût est déﬁnie pour chaque itération par :
∇J(δx) = B−1δx−HTR−1(d−Hδx) (3.15)
avec HT représentant l’adjoint du tangent linéaire H de l’opérateur d’observation, est utilisé
pour déﬁnir un critère d’arrêt du processus de minimisation. En eﬀet, à mesure que l’état
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Figure 3.7 – Minimisation de la fonction coût représentée schématiquement dans un espace à
2 variables, les itérations sont symbolisées par les ﬂèches noires. La fonction admet un minimum
xa, correspondant à l’analyse optimale. (Source : Bouttier (2004)).
analysé x s’approche de l’analyse optimale xa, le gradient de J diminue et tend vers 0. Lorsqu’il
est suﬃsamment faible le processus cesse et l’état obtenu correspond à l’analyse.
3.3.3 Assimilation variationnelle 4D-Var
La méthode d’assimilation variationnelle du 3D-Var cherche l’état d’analyse le plus probable
entre des observations et une ébauche correspondante à l’heure de validité de l’analyse. Ainsi,
seul un état statique de l’atmosphère peut être représenté. Le 4D-Var généralise la minimisation
du 3D-Var mais pour plusieurs instants sur une trajectoire donnée. Pour m instants notés ti,
la fonction coût à minimiser pour un 4D-Var peut s’écrire :
J(x) =
1
2
(x− xb)TB−1(x− xb) +
1
2
m∑
i=0
(y0i −Hi(xi))
TR−1i (y
0
i −Hi(xi)) (3.16)
On constate que cette fonction est la somme de 2 parties : la partie Jb, la fonction coût
correspondant à l’ébauche, est identique à celle du 3D-Var, seule la partie Jo, fonction coût
correspondant aux observations qui prend en compte diﬀérents instants. xi, représente l’état
x (valide au début de la fenêtre d’observation) amené à l’instant ti par le modèle de prévi-
sion. Dans sa version incrémentale, ce modèle doit nécessairement être linéarisé, pour cela les
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processus physiques du modèle sont simpliﬁés ou bien ignorés dans certains cas. La résolution
s’eﬀectue par l’utilisation d’un modèle linéaire-tangent et de son adjoint à une résolution plus
faible ([Courtier et al., 1994]). Cette “approche incrémentale” minimise ainsi la fonction coût
par le biais d’un incrément qui se propage dans le temps. Elle est représentée schématique-
ment sur la ﬁgure 3.8. Cette méthode permet d’obtenir une trajectoire d’analyse et prenant en
compte la dynamique de l’atmosphère.
Figure 3.8 – Trajectoire d’analyse (trait noir) obtenue avec un système d’assimilation 4D-Var.
Les points rouges correspondent aux observations à diﬀérents instants, la courbe en bleu poin-
tillés représente l’ébauche du modèle. (source : https ://www.encyclopedie-environnement.org/)
Notes sur le système d’assimilation 4D-Var dans ARPEGE :
Dans le système d’assimilation d’ARPEGE, le modèle de transfert radiatif RTTOV est
utilisé comme opérateur d’observation H des sondeurs passifs satellitaires. Actuellement en
opérationnel, uniquement les modules traitant la partie ciel clair sont utilisés, aussi bien pour
les observations micro-ondes que les infrarouges. L’opérateur d’observation est utilisé pour cal-
culer les innovations de chaque observation avant assimilation, mais également pour monitorer
(surveiller) d’autres observations qui ne sont pas encore assimilées dans le système. La matrice
B, représentant les covariances d’erreurs du modèle, emploie des variables dites de contrôle,
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qui sont diﬀérentes des variables de l’analyse. Ces variables de contrôle sont au nombre de 5
dans le 4D-Var ARPEGE : le tourbillon, la divergence, la température, la pression de surface
et l’humidité spéciﬁque. Les innovations obtenues sont utilisées pour alimenter d’autres pro-
cessus tels que les contrôles qualité (avant assimilation, chaque observation doit être testée et
une innovation associée trop grande entraînera le rejet de l’observation du système) ou bien le
mécanisme de correction de biais systématiques.
En eﬀet, un schéma de correction de biais variationnelle, VarBC (VARiational Bias Correction)
([Auligné et al., 2007]), est intégré dans le modèle ARPEGE et permet, à partir des innova-
tions, de déﬁnir et de corriger les possibles biais présents dans les observations. La méthode
consiste à minimiser la fonction coût suivant en utilisant un vecteur de coeﬃcients β mais
également l’état du modèle de PNT x :
J(x, β) =
1
2
[y−H(x, β)]TR−1[y−H(x, β)]+
1
2
(β−βb)TB−1β (β − βb) +
1
2
(x− xb)TB−1(x− xb)(3.17)
avec βb les coeﬃcients venant du cycle précédant etH(x, β) comme forme paramétrique pour
représenter le biais β, qui peut être considéré comme une régression linéaire de N prédicteurs
indépendant pi(x) s’écrivant :
H(x, β) = H(x) +
N∑
i=0
βipi(x) (3.18)
Les prédicteurs utilisés pour IASI sont géométriques, liés à l’angle de scan, ou météorolo-
giques liés à l’épaisseur de diverses couches de l’atmosphère.
Notons également que la densité d’observations satellitaires reçues dans le 4D-Var est très
forte. Une réduction/sélection est donc réalisée sur l’horizontal, on parle « d’écrémage ». À
titre d’exemple, les observations IASI sont écrémées de façon à avoir au ﬁnal un seul proﬁl par
boîte d’environ 100 km de côté dans ARPEGE. Cette réduction est nécessaire, d’une part pour
limiter les coûts de calculs mais aussi pour limiter les corrélations horizontales entre les erreurs
d’observations et ainsi éviter l’assimilation d’informations redondantes.
3.3.4 Assimilation des observations infrarouges
Les observations aﬀectées par les nuages peuvent avoir un impact négatif sur la qualité de
la PNT si elles sont assimilées en tant qu’observations claires. De ce fait, les nuages doivent
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être détectés avant que les données ne soient assimilées. Avec pour objectif d’augmenter la
quantité de données IASI assimilées et de réduire les erreurs de prévision, des eﬀorts de re-
cherche pour assimiler les luminances aﬀectées par les nuages sont entrepris dans les centres
de PNT. Plusieurs schémas de détection des nuages ont été utilisés, comme la méthode de
[English et al., 1999] qui consiste à rejeter tous les champs de vue nuageux et ne garder que
ceux qui sont clairs, en utilisant des données combinées micro-ondes et infrarouges. La deuxième
technique a été mise en place par le CEPMMT par [McNally and Watts, 2003], ci-après dé-
nommé le schéma du CEPMMT, elle consiste à n’utiliser que les canaux qui ne sont pas aﬀectés
par les nuages (paragraphe 3.3.4.1). Les résultats de cette méthode sont plus encourageants
qu’avec la méthode précédente car elle permet d’augmenter le nombre de canaux assimilés.
Pour tous les centres de PNT, l’assimilation des observations nuageuses est un déﬁ majeur
pour plusieurs raisons. Premièrement, le rejet des observations nuageuses représente une
sous-exploitation massive des données venant des sondeurs hyperspectraux tels CrIS, AIRS
ou IASI. Deuxièmement, des études menées par [McNally, 2002] et [Fourrié and Rabier, 2004]
ont montré de fortes corrélations entre les zones météorologiques dites « sensibles » et la
couverture nuageuse. Les zones sensibles sont des régions de l’atmosphère dans lesquelles une
légère perturbation dans des conditions initiales peut entraîner de fortes erreurs de prévision.
Dans le but de réduire ces erreurs de prévision, il est capital de bien contraindre l’analyse dans
les zones nuageuses. Cependant la simulation d’observations nuageuses reste un déﬁ majeur en
raison de la complexité des propriétés microphysiques et radiatives mis en jeu pour représenter
la diﬀusion des luminances nuageuses. Des études ont montré que le spectre infrarouge observé
contient des informations potentiellement utiles sur les nuages ([Eyre and Menzel, 1989] ;
[Schlüssel et al., 2005]).
À la ﬁn des années 2000, plusieurs centres de PNT ont débuté l’assimilation des ob-
servations infrarouges nuageuses en considérant une modélisation simple des nuages
([Heilliette and Garand, 2007, Pavelin et al., 2008, McNally, 2009, Pangaud et al., 2009,
Guidard et al., 2011]). Elle repose sur la restitution de la pression au sommet des nuages
(PTOP) et de la fraction de nuage eﬀective (Ne) à partir des observations infrarouges. Ces
paramètres sont ensuite fournis au modèle de transfert radiatif (RTTOV) pour simuler les
luminances aﬀectées par les nuages. Ainsi [Pavelin et al., 2008] décrivent comment, au Met
Oﬃce, une inversion variationnelle est utilisée pour restituer la pression au sommet des nuages
et l’émissivité eﬀective des nuages à partir des luminances AIRS et IASI. Ces paramètres des
nuages sont ensuite transmis au 4D-Var. Au CEPMMT [McNally, 2009] ces deux paramètres
sont calculés à partir de deux canaux et sont transmis au 4D-Var qui les ajuste au cours de la
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minimisation en même temps que la variable de contrôle.
À Météo-France, la détermination de la PTOP et du Ne (indice nuageux) repose sur l’algo-
rithme appelé CO2-slicing ([Chahine, 1974], [Menzel et al., 2008]). Ces deux paramètres sont
ensuite utilisés pour modéliser un nuage opaque monocouche (avec une émissivité égale à
1) en utilisant le modèle de transfert radiatif ciel-clair RTTOV dans le 4D-Var. Ce schéma
est combiné avec celui de détection nuageuse de [McNally and Watts, 2003] mis au point au
CEPMMT, qui est utilisé pour rejeter une partie des observations infrarouges contaminées
par les nuages et ainsi isoler uniquement la partie ciel-clair. Les pixels IASI ayant une fraction
nuageuse égale à 1 et une pression de sommet de nuages comprise entre 650 et 900hPa sont
utilisés dans l’assimilation. Les études de [Dahoui, 2006] et [Pangaud et al., 2009] ont montré
un impact positif de l’assimilation des observations infrarouges AIRS aﬀectées par les nuages
sur l’analyse et la prévision dans ARPEGE.
3.3.4.1 Schéma de détection nuageuse McNally et Watt (2003)
Le schéma de détection nuageuse de [McNally and Watts, 2003] cherche à discriminer les
canaux contaminés par les nuages de ceux en ciel clair au sein d’un seul et même pixel. De
cette manière, une partie des données des observations peut être conservée, même si le pixel
en question est concerné par une zone nuageuse. Le principe consiste à trouver l’altitude du
sommet du nuage et de ne conserver que les canaux dont la sensibilité est située au-dessus de
cette limite. En premier lieu, le spectre complet observé, ou bien un sous ensemble, est comparé
à une simulation à partir de l’ébauche du modèle (calcul des innovations) en ciel clair (c’est à
dire qu’aucune diﬀusion nuageuse n’est prise en compte dans le calcul de la luminance simulée).
Ainsi, plus une innovation sera grande et plus elle sera associée à une contamination nuageuse
pour le canal correspondant. La deuxième étape est d’ordonner les canaux (et les innovations
qui vont avec) en fonction de leur sensibilité nuageuse sur l’altitude (plus précisément sur
l’axe pression). Cela signiﬁe que, les fonctions de poids de sensibilité à la présence de nuage de
chaque canal sont utilisées pour les ordonner sur la verticale. La détection du sommet du nuage
se fait de manière indépendante en fonction du type de sensibilité du spectre. Les canaux sont
également classés par groupe en fonction de leur bande spectrale ayant une réponse face à la
vapeur d’eau, l’ozone et au CO2. Enﬁn, pour chaque classe spectrale, l’altitude du sommet du
nuage est déterminée en analysant la succession des innovations des canaux en fonction de la
verticale et lorsque cette dérivée devient non nulle et évolue de manière monotone à mesure que
l’altitude diminue, le sommet du nuage est trouvé (un exemple est présenté sur la ﬁgure 3.9).
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Figure 3.9 – Innovations des observations ordonnées en fonction de leur sensibilité sur la
verticale, et classées en fonction de leur bande spectrale. La ﬂèche noire indique à partir de
quel canal, le nuage est détecté. ([McNally and Watts, 2003]).
Les canaux ayant une sensibilité au-dessus de ce sommet de nuage seront considérés clairs, les
autres seront considérés comme nuageux.
3.3.4.2 L’algorithme de détection et de caractérisation du CO2-Slicing
L’algorithme du CO2-Slicing, basé sur les principes du transfert radiatif, est utilisé pour
détecter et caractériser les nuages [Menzel et al., 1983]. Pour cela, il extrait la pression de som-
met (PTOP) et l’émissivité nette Ne des nuages à partir des luminances infrarouges observées
d’un ensemble de canaux sélectionnés dans la bande d’absorption du CO2 très sensible à la
température et donc à la présence de nuages (ﬁgure 3.10) et de simulations. Cet algorithme
utilise un schéma de nuage simpliﬁé : le nuage est considéré comme un nuage mono-couche et
d’émissivité constante.
Pour chaque pixel et pour chacun des canaux sélectionnés, la fonction suivante est calculée
pour chaque niveau de pression du modèle RTTOV selon l’expression suivante :
Fk,p =
Rkclear −R
k
meas
R
kref
clear −R
kref
meas
−
Rkclear −R
k,p
cld
R
kref
clear −R
kref,p
cld
(3.19)
avec :
p : niveau de pression.
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Figure 3.10 – Représentation schématique des jacobiens en température (K) des canaux IASI
contaminés ou non par la présence d’un nuage aux alentours de 600 hPa. le jacobien en tem-
pérature (axe X) et les niveaux de pression atmosphérique (hPa) (axe Y).
k : numéro du canal dans la bande CO2
kref : canal fenêtre de référence. le canal 867 (861,50 cm−1) est utilisé pour IASI dans AR-
PEGE.
Rkmeas : luminance mesurée pour le canal k.
Rkclear : luminance claire simulée pour le canal k.
Rk,Pcld : luminance simulée d’un corps noir pour le canal k en considérant un nuage opaque au
niveau P.
Cette fonction Fk,p est évaluée pour les niveaux de pression du modèle ARPEGE et l’on retient,
pour chaque canal k, le niveau de pression Pc,k qui minimise la fonction Fk,p.
Un ﬁltre est ensuite appliqué par l’algorithme aﬁn de discriminer les canaux présentant une
diﬀérence entre les luminances observées et les luminances simulées inférieures au bruit radio-
métrique. Si tous les canaux sont ﬁltrés, le pixel est déclaré clair. Si le pixel est contaminé par
un nuage, la pression de sommet de nuage PTOP associée au pixel est obtenue à partir des
niveaux de pression Pk calculés précédemment pour chaque canal, à l’aide de la formule :
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PTOP =
∑
W 2kPc,k∑
W 2K
(3.20)
OùWk représente la dérivée par rapport à la pression de la fonction Fk,p (Wk = δFk,p/δlnp).
Dans un second temps, le canal de référence est utilisé par l’algorithme pour déterminer l’émis-
sivité nette Ne à l’aide de la formule :
Ne =
R
kref
clear −R
kref
meas
R
kref
clear −R
kref
cld
(3.21)
Dans le cas où l’algorithme produit une émissivité nette (Ne) inférieure à 0,1, le pixel est déclaré
clair. Par ailleurs, si l’algorithme produit une émissivité nette (Ne) non physique (inférieure
à 0 ou supérieure à 1), nous considérons que la méthode a échoué ([Farouk et al., 2015]). La
méthode de caractérisation des nuages avec l’algorithme CO2-Slicing est utilisé à Météo-France,
la ﬁgure 3.11 montre les fonctions de poids des 33 canaux IASI utilisés pour déterminer la
pression du sommet des nuages. Le canal 867, en rouge sur la ﬁgure 3.11, est le canal de surface
utilisé pour calculer la fraction eﬀective de nuage.
A Météo-France, les luminances nuageuses sont simulées par RTTOV puis les canaux sont
identiﬁés comme étant clairs ou nuageux par le schéma du CEPMMT. Enﬁn, les canaux aﬀectés
par les nuages dont la PTOP est comprise entre 650 et 900 hPa, sont assimilés en plus des
canaux clairs au-dessus de la mer dans les modèles de PNT.
3.4 Conclusion
Dans ce chapitre, les diﬀérents modèles numériques utilisés dans cette thèse, ainsi que les
diﬀérents formalismes fondamentaux associés, ont été présentés en détails. Les deux modèles de
PNT AROME et ARPEGE utilisés dans cette études ont été décrits ainsi que leur modélisation
des nuages, leur système d’assimilation et le modèle de transfert radiatif RTTOV employé
comme opérateur d’observation dans le modèle pour les luminances satellitaires et sa version
tout ciel (ciel clair et ciel nuageux) RTTOV-CLD. Une fois ces éléments présentés, nous avons
introduit l’algorithme de détection nuageuse [McNally and Watts, 2003] et celui du CO2-Slicing
utilisé en opérationnel à Météo-France. Pour évaluer ces diﬀérentes techniques de détection
utilisées en opérationnel à Météo-France, le chapitre suivant s’attelle à évaluer les forces et les
faiblesses de la méthode de caractérisation des nuages par l’algorithme CO2-Slicing.
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Figure 3.11 – Fonctions de poids des 33 canaux IASI sélectionnés pour le CO2-slicing. Le
canal rouge est utilisé pour calculer la fraction eﬀective de nuage
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4.1 Introduction
À Météo-France l’algorithme de CO2−Slicing est utilisé pour la caractérisation des nuages
en se basant sur l’utilisation de la pression au sommet des nuages (PTOP) et de la fraction de
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nuage eﬀective (Ne) (détaillé dans la section 3.3.4.2).
Dans ce chapitre nous évaluons la qualité de la restitution des paramètres nuageux fournis par
cette méthode dans le modèle ARPEGE, et pour la première fois, également dans le modèle
AROME. Dans chacun des modèles, ces paramètres sont utilisés pour évaluer la situation nua-
geuse des observations IASI. Cette étude a été faite sur l’ancienne version du modèle ARPEGE,
avec une maille de 10 km sur la France et de 60 km aux antipodes, une résolution verticale
de 70 niveaux et un premier niveau à 17 m. L’évaluation sur AROME a également été faite
sur une ancienne version du modèle avec une résolution à 2.5 km qui comporte 60 niveaux, le
niveau le plus bas étant situé à 10 m. En parallèle de ceci, des modiﬁcations des résolutions
verticale et horizontale ont été apportées aux deux modèles de PNT en 2015, donc une étude
d’impact de ces modiﬁcations sur la détection nuageuse a été mené.
4.1.1 Période d’intérêt
Pour évaluer la performance du schéma de CO2-Slicing, il faut une variation en terme de
phénomène climatique et de zone d’étude. Pour cette raison nous avons choisi les données du
mois de février 2015 qui est une période marquée par une ambiance hivernale dans l’hémisphère
Nord avec de fréquentes gelées, des vents violents et de la neige qui a touché plusieurs régions
de la France principalement entre le 01 et 08 Février 2015. Ce début février 2015 fut marqué par
une dépression circulant du golfe de Gascogne vers la Méditerranée associée à de l’air froid venu
d’Europe du Nord, qui a engendré un épisode de neige conséquent sur le sud de l’Aquitaine.
4.1.2 Données et méthodes de validation
4.1.2.1 Le produit nuageux SEVIRI
Dans le cadre du SAF NWC (Satellite Application Facility on support to NoWCasting
and very-short range forecasting) d’EUMETSAT, des produits de classiﬁcation nuageuse et de
température, pression et hauteur du sommet des nuages sont élaborés par le Centre de Météo-
rologie Spatiale de Météo-France. Le produit de classiﬁcation nuageuse est obtenu à l’aide de
l’algorithme CT (Cloud Type), qui a pour objectif principal de fournir une analyse détaillée
des nuages. Il contient pour cela des informations sur les principales classes nuageuses : nuages
fractionnés, nuages bas ou très bas, nuages moyens, nuages hauts ou très hauts, nuages élevés
semi-transparents. Le principe de l’algorithme est que chaque pixel nuageux est classiﬁé selon
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ses caractéristiques radiométriques par des séries de seuils.
Les nuages semi-transparents et fractionnés sont distingués des nuages bas, moyens et hauts en
utilisant des informations spectrales diﬀérentes ( 10.8 µm-12.0 µm, 8.7 µm-10.8 µm, 10.8 µm-
3.9 µm (nuit) ou 0.6 µm et 10.8 µm (jour)) et des informations sur la texture qui sont obtenues
à l’aide des variances locales du canal 10.8 µm et 0.6 µm (jour).
Les nuages bas, moyens, hauts sont ensuite séparés en comparant leur température de brillance
dans le canal 10.8 µm aux températures à diﬀérents niveaux de pression [850, 700, 500 hPa,
tropopause] prévues par ARPEGE (par les échéances 12 et 18 h des réseaux de 00h et 12h).
L’utilisation des canaux visibles le jour améliore la détection nuageuse, ce qui manque à la
détection nuageuse durant la nuit.
Le produit de la classiﬁcation nuageuse est indispensable pour le calcul de la pression de
sommet de nuages, qui est calculé par l’algorithme de Température et hauteur de sommet
(CTTH). Cet algorithme utilise les proﬁls verticaux de température/humidité prévus par AR-
PEGE (échéances 12 et 18h réseaux de 00h et 12h), le modèle de transfert radiatif (RTTOV) est
utilisé pour simuler les radiances SEVIRI en plaçant des nuages opaques à diﬀérents niveaux
de pression, ces simulations par RTTOV sont utilisées par la suite pour obtenir la pression
de sommet de nuages, la méthode de détermination du sommet est diﬀérente selon le type de
nuage [Derrien, 2013].
Pour les nuages opaques, la pression de sommet des nuages correspond au meilleur ajustement
entre les radiances à 10.8 µm mesurées et simulées. Le traitement est eﬀectué à chaque pixel
SEVIRI.
Pour les nuages bas fractionnés, aucune méthode n’est disponible.
Pour les nuages élevés semi-transparents, une correction de semi-transparence est eﬀectuée en
utilisant une paire de radiances infrarouges, une fenêtre atmosphérique canal 10.8 µm et un
canal sondeur (13.4 µm, 7.3 µm ou 6.2 µm).
4.1.2.2 Conﬁguration de l’étude
Pour évaluer la performance de l’algorithme CO2-Slicing une colocalisation spatiale et tem-
porelle des produits SEVIRI avec les pixels IASI est nécessaire. La colocalisation développée
s’opère en 2 étapes :
- Colocalisation temporelle : à chacun des pixels SEVIRI ou IASI pendant notre période d’étude,
la pression de sommet des nuages correspondant à la même période temporelle d’observation
est utilisée (écart temporel de 15 minutes maximum).
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- Colocalisation spatiale : le pixel SEVIRI recouvrant spatialement le centre du pixel IASI est
retenu. Un total de 1011902 et 315733 pixels ont été traités respectivement pour ARPEGE et
AROME dans cette étude.
Ensuite des tableaux de contingence (tableau 4.1, [Ebert, 2008]) ont été utilisés pour séparer
les résultats obtenus en quatre groupes "HITS", "MISSES", "CORRECT REJECTIONS" et
"FALSE ALARMS" (réussite, échecs, rejet correct et fausse alarme).
N=total Nuages observés(SEVIRI) Nuages non observés(SEVIRI)
Nuages diagnostiqués(IASI) HITS(H) FALSE ALARMS (FA)
Nuages non diagnostiqués (IASI) MISSES (M) CORRECT REJECTIONS (CR)
Table 4.1 – Tableau de contingence
Les tableaux de contingence permettent de calculer les scores de vériﬁcation suivants
([Ebert, 2008]) :
BIAS : représente le biais en fréquence des cas nuageux. Il donne le rapport entre la fréquence
des cas nuageux prévus (par l’algorithme CO2-Slicing appliqué à IASI) et la fréquence des cas
nuageux observés (par SEVIRI) :
BIAS = 100×
HITS + FALSEALARMS
HITS +MISSES
Un biais en fréquence supérieur à 100% indique que l’algorithme prévoit plus de nuages que
ce qui est réellement observé (par la donnée vériﬁante). À l’inverse, si le biais en fréquence est
inférieur à 100%, l’algorithme prévoit moins de nuages que ce qui est réellement observé.
PC (Proportion of Correct) : représente la proportion de cas clairs et nuageux correctement
prévus par rapport à tous les cas (N) :
PC = 100×
HITS + CORRECTREJECTIONS
N
POD (Probability Of Detection) : mesure le rapport de cas nuageux observés par SEVIRI qui
ont été correctement prévus par l’algorithme CO2-Slicing :
POD = 100×
HITS
HITS +MISSES
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POD’ (Probability Of Detection) : mesure le rapport de cas clairs observés par SEVIRI qui
ont été correctement prévus par l’algorithme CO2-Slicing :
POD′ = 100×
CORRECTREJECTIONS
CORRECTREJECTIONS + FALSEALARMS
FAR (False Alarm Ratio) : représente la proportion de cas nuageux non observés par SEVIRI
parmi les cas où un nuage est prévu par l’algorithme CO2-Slicing :
FAR = 100×
FALSEALARMS
HITS + FALSEALARMS
NDR (Non Detection Rate) : représente le taux de non-détection des pixels nuageux.
NDR = 1− POD
Ces scores ont été calculés pour les PTOP restituées dans les deux modèles de PNT.
4.2 Évaluation de la détection nuageuses d’IASI dans
ARPEGE
4.2.1 Cas d’étude du 5 février 2015 : comparaison des pressions de
sommet de nuages par IASI et SEVIRI dans ARPEGE
Les données SEVIRI (qui possèdent leurs propres limitations) sont utilisées comme données
de vériﬁcation aﬁn de comparer et d’évaluer statistiquement les performances du schéma de
détection nuageuse CO2-Slicing. La ﬁgure 4.1 représente respectivement la répartition de la
pression de sommet de nuages calculée par IASI Metop B (ﬁgure 4.1.a) et SEVIRI (ﬁgure 4.1.b),
et la classiﬁcation des nuages issue de SEVIRI (ﬁgure 4.1.c) pour la situation météorologique
du 05 février 2015 à 00 UTC.
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(a)
(b)
(c)
Figure 4.1 – Carte des pressions de sommet de nuages (PTOP en hPa) d’IASI Metop B (a),
de SEVIRI (b) et la classiﬁcation nuageuse du SEVIRI (c) pour le 05 février 2015 à 00 UTC
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Au sud du Danemark (40◦ W-50◦ W et 30◦ N-60◦ N), nous observons des nuages élevés
dans les restitutions par CO2-Slicing ainsi que par SEVIRI, cette zone correspond à des nuages
opaques élevés, d’après la classiﬁcation nuageuse de SEVIRI (ﬁgure 4.1.c).
L’analyse visuelle montre quelques points communs entre les deux cartes de PTOP d’IASI
et SEVIRI, puisqu’ils représentent parfaitement les nuages opaques élevés à très élevés de
type stratiforme, ce qui est bien illustré par la bande nuageuse opaque élevée au niveau de
l’Atlantique à l’ouest de 40◦W.
Pour les nuages très bas, nous trouvons un écart entre les deux instruments puisque IASI
n’arrive pas toujours à bien détecter ce type de nuages. Il confond souvent les nuages très bas
et moyens, par exemple dans la zone (30◦ W-40◦ W et 20◦ N-50◦ N), il s’agit dans ce cas de
nuages fractionnés qui sont diﬃciles à détecter par IASI, à cause de sa résolution spatiale moins
ﬁne que celle de SEVIRI.
Après cette évaluation qualitative, basée sur l’observation et la comparaison visuelle, nous
avons pu extraire quelques similitudes ainsi que des écarts dans la restitution nuageuse du
CO2-Slicing de IASI et SEVIRI, ce qui nous a amené à quantiﬁer cette diﬀérence par la suite.
4.2.2 Analyse statistique
Notre étude est centrée sur la zone située entre 70◦ Sud et 70◦ Nord et entre 60◦ Ouest et
60◦ Est, correspondant au disque d’observations de SEVIRI. Les données IASI de deux Metop
A et B ont été traitées sur Mer et Terre, le jour et la nuit. Avant d’entamer les diﬀérents cas
et de les développer distinctement, une comparaison statistique des valeurs obtenues par le
CO2-Slicing d’IASI avec les valeurs observées par l’imageur SEVIRI a été eﬀectuée.
Les tableaux 4.2, 4.3 représentent respectivement les résultats obtenus de jour (angle zénithal
solaire inférieur à 90◦) et de nuit (angle zénithal solaire supérieur à 90◦). Chaque tableau
représente à son tour les résultats sur Mer et sur Terre pour le CO2-Slicing pendant notre
période d’étude (mois de février 2015). Les situations de jour ont été distinguées des situations
de nuit aﬁn d’évaluer la performance de l’algorithme dans un cycle journalier complet. Le
tableau 4.2 représente les résultats de la détection nuageuse d’IASI pour la situation du jour
sur Mer. Nous remarquons que le taux de réussite ’HITS’ sur Mer présente un pourcentage plus
élevé (49.4%) par rapport aux données sur Terre (30,8%). Inversement on observe un taux de
rejet correct plus élevé sur Terre (47,9%) par rapport aux données sur Mer (30,9 %). Le taux
de fausse alarme est plus élevé sur Mer que sur Terre avec une diﬀérence 0,2 points, et le taux
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N(mer)=835293 Nuages observés(SEVIRI) Nuages non observés(SEVIRI)
N(Terre)=398746
Nuages observés (IASI) H(mer)= 49,4% FA(mer)=1,3%
H(Terre)=30,8% FA(Terre)= 1,1%
Nuages non observés (IASI) M(mer)= 18,3% CR(mer)= 30,9%
M(Terre)= 20,0% CR(Terre)= 47,9%
Table 4.2 – Tableau de contingence représentant les résultats d’IASI pour les situations de
jour (du mois de février 2015).
du rejet correcte sur Terre excède celui sur Mer avec une diﬀérence de 17 points.
N(mer)=804079 Nuages observés(SEVIRI) Nuages non observés(SEVIRI)
N(Terre)=377791
Nuages observés (IASI) H(mer)=43,7% FA(mer)=2,9%
H(Terre)=32,8% FA(Terre)=3,1%
Nuages non observés (IASI) M(mer)=22,9% CR(mer)=30,3%
M(Terre)=17,8% CR(Terre)=46,1%
Table 4.3 – Tableau de contingence représentant les résultats de IASI pour les situations de
nuit (du mois de Février 2015)
.
Les résultats de détection nuageuse d’IASI pour la situation de nuit sont plus ou moins
diﬀérents de ceux obtenus le jour (tableau 4.3) : le taux de réussite est plus élevé sur Mer
(43,7%) que sur Terre (32,8%). Les taux de rejet correct et de fausse alarme sont plus élevés
sur Terre que sur Mer, le taux de fausse alarme est plus élevé la nuit que le jour. De nuit le
taux d’échec présente un résultat diﬀérent par rapport au jour puisque le taux sur Mer est
plus élevé par rapport à celui sur Terre de 5.1 points. Les nuages observés par SEVIRI et non
diagnostiqués par CO2-Slicing représentent un taux d’échec de 18,3% le jour sur Mer avec une
augmentation de 3% la nuit, et de 20% sur Terre le jour, avec une diminution de 2% la nuit.
4.2.2.1 Eﬃcacité de la détection
Les scores de vériﬁcation obtenus de jour (mer/Terre) et de nuit (mer/Terre) par le CO2-
Slicing sur les données d’IASI sont résumés dans le tableau 4.4 :
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Jour Nuit
Mer Terre Mer Terre
BIAIS 74,9% 62,8% 69,9% 71,1%
PC 80,3% 78,8% 74,0% 79,0%
POD 72,9% 60,6% 65,5% 64,8%
POD’ 95,7% 97,7% 91,1% 93,5%
FAR 2,6% 3,4% 6,3% 8,7%
NDR 27,0% 39,3% 34,4% 35,1%
Table 4.4 – Résultats des scores de vériﬁcation obtenus par le CO2-Slicing sur les données
d’IASI du mois de Février 2015 pour les situations de jour (mer/Terre) et de nuit (mer/Terre).
Le taux de fausses alertes (FAR) est moins élevé le jour sur Mer (2,4%) et sur Terre (3,4%).
Durant la nuit le pourcentage de FAR est deux fois plus élevé que le jour (sur Terre 8,7% et
6,3% sur Mer).
Le taux de non-détection des pixels nuageux (NDR) est constamment plus élevé sur Terre que
sur Mer. En eﬀet, le jour, il est de 27,0% sur Mer et 39,3% sur Terre, et la nuit, le NDR est de
34,4% sur Mer et 35,1% sur Terre. Ce taux est dû principalement à la résolution spatiale moins
ﬁne d’IASI par rapport à SEVIRI (12 km pour IASI au nadir contre 3 km pour SEVIRI) ce
qui dans certains cas rend la détection délicate des nuages fractionnés.
Cependant d’autres explications, hormis cette diﬀérence de résolution entre les deux son-
deurs, peuvent être avancées. Les diﬀérences observées entre le jour et la nuit sont très proba-
blement dues au fait que la surface n’émet pas de la même manière en fonction du cycle diurne
et change la manière dont les nuages les plus bas sont détectés. De plus, cet eﬀet est accentué
par le choix des canaux utilisé dans l’algorithme du CO2-Slicing, dont certains étant sensibles
aux couches les plus basses de l’atmosphère sont très inﬂuencés par la surface.
Les observations relevées ici sont bien cohérentes avec celles constatées par
[Pangaud et al., 2009], où des faiblesses avaient été mises en évidence dans la détection des
nuages bas dans AIRS. Ainsi le signal d’un nuage bas reçu par le sondeur IASI est parfois équi-
valent à un signal provenant de la surface, suivant les températures de sommet de ces nuages.
Les biais en fréquence pour les cas nuageux (BIAIS) sont inférieurs à 100% pour toutes les
situations, ce qui montre que IASI identiﬁe moins de nuages par rapport à SEVIRI.
Le taux de la bonne détection des pixels nuageux (POD) est compris entre 72,9% et 60,6% du-
rant le jour (mer/Terre), et entre 65,5% et 64,8% la nuit (mer/Terre). Ces taux sont largement
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inférieurs aux taux de bonne détection des pixels clairs POD’, qui sont compris entre 95,7% et
97,7% durant le jour (mer/Terre), et entre 91,1% et 93,5% la nuit (mer/Terre).
L’algorithme de détection CO2-slicing est plus performant le jour par rapport à la nuit et sur
Mer que sur Terre pour les 4 paramètres étudiés, sauf le BIAIS et le POD’ qui présentent de
meilleurs résultats sur Terre.
4.2.2.2 Précision de la caractérisation des nuages par le CO2-Slicing
La ﬁgure 4.2 présente une comparaison des PTOP calculées avec IASI par le CO2-Slicing
et celles dérivées de SEVIRI pour chacun des pixels IASI déclarés nuageux par le CO2-Slicing
(Ne > 0) sur Mer pour les situations de jour et de nuit. Une assez bonne concordance est
trouvée dans l’estimation du sommet du nuage par le CO2-Slicing et par SEVIRI au niveau
de la diagonale avec un indice de corrélation entre les estimations de pression de sommet des
nuages de 0,81 le jour et 0,84 la nuit. La majeure partie des résultats sont concentrés aux
alentours de 375 hPa pour IASI et 350 hPa pour SEVIRI pendant le jour alors que durant la
nuit cette concentration est décalée vers 300 hPa pour les deux instruments. D’autre part le
jour et la nuit sur Mer, un nombre important de pixels IASI a des PTOP restitués entre 600 et
800 hPa par l’algorithme de CO2-Slicing, alors qu’avec SEVIRI les PTOP restitués se trouvent
plus bas entre 800 et 1000 hPa.
La répartition des PTOP calculées par le CO2-Slicing et par SEVIRI (ﬁgure 4.3) est relati-
vement en bon accord mais on peut faire un certain nombre de remarques. Le jour et la nuit,
les nuages dont la PTOP est comprise entre 375 et 750 hPa sont plus souvent détectés par
IASI (entre 1 et 5%), alors que SEVIRI présente un plus grand pourcentage pour les nuages
très élevés (PTOP < 300 hPa) et les nuages bas dont la PTOP est située entre 750 et 950 hPa
(entre 1 et 9%). Ce type de nuage est moins bien identiﬁé par le CO2-Slicing en raison du faible
contraste entre la surface et les nuages bas.
Nous avons aussi calculé la répartition des fractions de nuages Ne d’IASI sur Mer, qui montre
que 35% des pixels ont des Ne compris entre 0,9 et 1 le jour et 25% la nuit.
Sur Terre, nous avons une corrélation des pressions de sommet des nuages de IASI et SEVIRI
de 0,85 le jour et 0,86 la nuit (ﬁgure 4.4).
La répartition des PTOP nous a montré un grand pourcentage pour les nuages élevés dont la
PTOP est égale à 375 hPa (IASI 13% et SEVIRI 12%) le jour et comprise entre 175 et 275
hPa la nuit (ﬁgure 4.5). Cependant, peu de nuages avec des PTOP au-dessous de 600 hPa sont
observés.
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(a) Jour (b) Nuit
Figure 4.2 – Comparaison de la pression de sommet des nuages (PTOP) calculée à partir
d’IASI (axe X) et de SEVIRI (axe Y) sur Mer pour les situations de jour(a) et de nuit (b) pour
le mois de février 2015, dans le modèle ARPEGE.
(a) Jour (b) Nuit
Figure 4.3 – Répartition des pressions de sommet des nuages (PTOP) en hPa sur Mer de jour
(a) et de nuit (b) sur les données du mois de février 2015, dans le modèle ARPEGE.
Sur Terre, IASI n’arrive pas à détecter les nuages bas et très bas détectés (PTOP entre 800
et 1000hPa) par SEVIRI le jour, ainsi l’histogramme de répartition est décalé vers les nuages
élevés durant la nuit. Concernant la répartition des fractions de nuage Ne d’IASI nous avons
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(a) Jour (b) Nuit
Figure 4.4 – Comparaison de la pression de sommet des nuages (PTOP) calculée à partir de
IASI (axe X) et de SEVIRI (axe Y) sur Terre pour les situations de jour (a) et de nuit (b) pour
le mois de février 2015, dans le modèle ARPEGE.
(a) Jour (b) Nuit
Figure 4.5 – Répartition des pressions de sommet des nuages (PTOP)en hPa sur Terre de
jour (a) et de nuit (b) sur les données du mois de Février 2015, dans le modèle ARPEGE.
35% des pixels qui ont des Ne compris entre 0,9 et 1 le jour et et 25% la nuit (ﬁgures non
montrées).
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4.3 Évaluation statistique de la détection nuageuse
d’IASI dans AROME
Dans [Pangaud et al., 2009] et [Guidard et al., 2011] la comparaison des pressions de som-
met des nuages a été restreinte au modèle ARPEGE, l’évaluation de la détection nuageuse de
IASI dans le modèle AROME est pour la première fois abordée par cette étude. La démarche
utilisée est la même que celle utilisée précédemment pour ARPEGE, mais sur le domaine entre
38◦N - 55◦N et 11W - 15E, correspondant au modèle de méso-échelle.
N(mer)=69837 Nuages observés(SEVIRI) Nuages non observés(SEVIRI)
N(Terre)=108458
Nuages observés (IASI) H(mer)=45,1% FA(mer)= 2,2%
H(Terre)=36,8% FA(Terre)=0,3%
Nuages non observés (IASI) M(mer)=15,8% CR(mer)=36,7%
M(Terre)=27,5% CR(Terre)=35,2%
Table 4.5 – Tableau de contingence représentant les résultats de IASI le jour pour le mois du
février 2015 pour AROME.
Pour la situation du jour (Tableau 4.5), sur Mer les taux de réussite (45,1%) et de rejet
corrects (36,7%) sont plus élevé par rapport aux données sur Terre. De même, le taux d’échec
est plus important sur Terre (M=27,5%) que sur Mer (M=15,8%).
N(mer)=54629 Nuages observés(SEVIRI) Nuages non observés(SEVIRI)
N(Terre)=82809
Nuages observés (IASI) H(mer)= 38,2% FA(mer)=4,1%
H(Terre)=25,9% FA(Terre)=0,7%
Nuages non observés (IASI) M(mer)=15,6% CR(mer)=42,0%
M(Terre)=26% CR(Terre)=47,2%
Table 4.6 – Tableau de contingence représentant les résultats du IASI de nuit pour le mois de
février 2015 dans AROME.
Durant la nuit, les taux de réussite et de fausse alarme sur Mer sont plus élevés (H=38,2%
et FA=4,1%) par rapport à ceux des données sur Terre (H=25,9% et FA=0,7%, tableau 4.6).
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4.3.1 Eﬃcacité de la détection
Jour Nuit
Mer Terre Mer Terre
BIAIS 77,7% 57,7% 78,6% 51,3%
PC 81,9% 72,0% 80,2% 73,2%
POD 74,0% 57,2% 70,9% 49,9%
POD’ 94,2% 99,0% 91,0% 98,5%
FAR 4,7% 0,9% 9,7% 2,6%
NDR 25,9% 42,7% 29,0% 50,0%
Table 4.7 – Scores de vériﬁcation obtenus pour le CO2-Slicing sur les données IASI du mois
de Février des situations de jour(mer/Terre) et de nuit(mer/Terre) dans AROME.
Le tableau 4.7 nous permet de faire plusieurs constats : l’algorithme CO2-Slicing prévoit
moins des nuages que ce qui est réellement observé par SEVIRI avec un BIAIS inférieur à
100% dans toutes les situations, mais il est un peu plus élevé la nuit par rapport au jour et sur
Mer que sur Terre. Le taux de bonne détection des pixels nuageux (POD) est compris entre
74,2% sur Mer et 57,2% sur Terre pendant le jour et entre 70,9% sur Mer et 49,9% sur Terre
la nuit. L’algorithme détecte mieux les nuages sur Mer. Ces taux sont inférieurs aux taux de
bonne détection des pixels clairs (POD’) compris entre 94,2 sur Mer et 99,0% sur Terre durant
le jour et entre 91,0% sur Mer et 98,5% sur Terre la nuit. L’algorithme détecte plus de cas clairs
sur Terre que sur Mer. Le pourcentage de fausses alertes (FAR) est généralement plus élevé de
nuit plus que de jour, mais dans les deux situations, l’algorithme indique un pourcentage plus
élevé sur Mer que sur Terre. Le taux de non-détection des pixels nuageux (NDR) est compris
entre 25,9% sur Mer et 42,7% sur Terre le jour et entre 29,0% sur Mer et 50,0% sur Terre la
nuit. La plupart des paramètres étudiés ont donné des scores meilleurs sur Mer que sur Terre,
avec une exception pour la détection du ciel clair. Cela peut être expliqué par le nombre de
données que nous avons traité sur Terre (60%) qui est plus élevé que sur Mer. De plus, la qualité
de l’émissivité de surface et de température de surface dans le modèle inﬂue sur la qualité de
restitution des paramètres nuages. Or ces dernières sont plus diﬃciles à modéliser sur Terre
que sur Mer. En eﬀet, les biais sont plus faibles sur Terre.
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4.3.2 Précision de la caractérisation des nuages par le CO2-Slicing
La concordance dans la restitution du sommet du nuage par IASI et SEVIRI sur Mer est
représentée par un indice de corrélation de 0,83 le jour et 0,82 la nuit. La majeur partie des
points est concentrée aux alentours de 375 hPa pour IASI et SEVIRI le jour et la nuit (ﬁgure
4.6).
(a) Jour (b) Nuit
Figure 4.6 – Comparaison de la pression de sommet des nuages(PTOP) calculée à partir de
IASI (axe X) et de SEVIRI (axe Y) sur Mer pour les situations de jour(a) et de nuit (b) pour
le mois de février 2015, dans le modèle AROME.
De jour comme de nuit, nous avons quelques pixels qui sont classés par IASI comme des
nuages avec des PTOP de 725 hPa alors que SEVIRI a attribué pour ces même nuages des
PTOP de 900 hPa (ﬁgure 4.6).
La répartition des PTOP calculée par le CO2-Slicing et SEVIRI (ﬁgure 4.7) est relativement
en bon accord, avec quelques remarques à signaler. Le jour, les nuages dont la PTOP est
comprise entre 150 et 750 hPa sont plus nombreux avec IASI (entre 1 et 5%), alors que SEVIRI
présente un plus grand pourcentage de nuages bas au-delà de 800 hPa (entre 1 et 9%). Durant
la nuit, IASI détecte plus de PTOP entre 200 et 350 hPa d’une part et entre 500 et 700 hPa
d’autre part, alors que SEVIRI détecte plus des nuages bas dont le sommet est compris entre
750 et 950 hPa.
Pour les fractions de nuage Ne d’IASI sur Mer, nous avons observé que 35% des pixels ont
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(a) Jour (b) Nuit
Figure 4.7 – Répartition des pressions de sommet des nuages (PTOP)en hPa sur Mer de jour
(a) et de nuit (b) sur les données du mois de février 2015, dans le modèle AROME.
des Ne compris entre 0,9 et 1 le jour et 30% la nuit.
Sur Terre, la corrélation est de 0,80 le jour et 0,86 la nuit (ﬁgure 4.8). L’histogramme de
répartition des PTOP présente un pourcentage maximal pour les nuages élevés dont la PTOP
comprise entre 375 et 400 hPa pour IASI le jour et la nuit (entre 14% et 22%). Le jour SEVIRI
détecte plus de nuages bas par rapport à IASI (entre 3% et 12%), alors que la nuit nous n’avons
aucune détection des nuages bas par les deux instruments (ﬁgure 4.17). 32% des pixels le jour
et 25% la nuit présentent des fractions de nuages Ne entre 0,9 et 1 (ﬁgures non montrées).
Cette évaluation a montré une meilleure corrélation entre IASI et la donnée de vériﬁca-
tion SEVIRI dans ARPEGE et AROME de nuit et sur mer. Pour les produits SEVIRI, seuls
les canaux infrarouges sont utilisés pour déterminer le type de nuage observé. Par contre, le
jour, les produits SEVIRI utilisent aussi des canaux visibles pour la classiﬁcation nuageuse.
Cette diﬀérence de méthode de classiﬁcation peut être en partie responsable des diﬀérences
de corrélation observées. Pour les nuages bas IASI permet de restituer des PTOP plus élevées
que SEVIRI dans les deux modèle ARPEGE et AROME. Il est intéressant de noter que la
répartition des niveaux modèles est diﬀérente entre AROME et ARPEGE : AROME présente
une densité de niveaux plus forte en basses couches, ce qui pourrait expliquer ces diﬀérences
de détection entre les modèles. Cependant de fortes erreurs sont observées à basse altitude,
quelque soit le modèle. Pour expliquer cela, on peut se demander si la sélection des canaux
utilisés pour l’algorithme n’est pas en cause, ces canaux ont peut être une sensibilité plus faible
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(a) Jour (b) Nuit
Figure 4.8 – Comparaison de la pression de sommet des nuages(PTOP) calculée à partir de
IASI (axe X) et de SEVIRI (axe Y) sur Terre pour les situations de jour(a) et de nuit (b) pour
le mois de février 2015, dans le modèle AROME.
(a) Jour (b) Nuit
Figure 4.9 – Répartition des pressions de sommet des nuages (PTOP en hPa) sur Terre de
jour (a) et de nuit (b) sur les données du mois de février 2015, dans le modèle AROME.
aux alentours de 800 hPa. D’après les scores de vériﬁcation, calculés pour les deux modèles
de prévision, IASI présente de bons résultats dans la détection des pixels clairs. Les pixels
nuageux sont plus diﬃcilement détectés sur Terre dans ARPEGE, et encore plus diﬃcilement
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dans AROME.
4.4 Comparaison de la détection nuageuse à partir de
IASI MetopA et MetopB pendant la période du
mois de février 2015 dans ARPEGE et AROME
Même si le capteur IASI a des caractéristiques similaires sur les deux satellites Metop A
et B, à travers cette étude nous cherchons à vériﬁer que la capacité de détection nuageuse
d’IASI embarqué au bord du satellite MetopA et MetopB est identique malgré leur déphasage
de 50 minutes. Pour vériﬁcation, l’eﬃcacité de détection nuageuse des deux Metop A et B a
été évaluée séparément.
mer Terre
Jour Nuit Jour Nuit
MetopB MetopA MetopB MetopA MetopB MetopA MetopB MetopA
BIAIS 75,1% 76,6% 70,5% 69,3% 63,5% 62,0% 70,8% 71,4%
PC 80,3% 80,3% 74,1% 74,0% 78,5% 79,1% 78,7% 79,38%
POD 73,1% 72,7% 65,9% 65,0% 60,9% 60,2% 64,4% 65,3%
POD’ 95,7% 95,9% 90,7% 91,6% 97,2% 98,2% 93,4% 93,7%
FAR 2,6% 2,5% 6,4% 6,1% 4,0% 2,8% 9,0% 8,4%
NDR 26,9% 27,2% 34,0% 34,9% 39,0% 39,7% 35,5% 34,6%
Table 4.8 – Scores de vériﬁcation obtenus pour le CO2-Slicing sur les données d’IASI du mois
de février 2015 sur Mer (MetopA/MetopB) et sur Terre (MetopA/MetopB) dans ARPEGE.
Les scores de vériﬁcation (Tableau 4.8) de MetopA et MetopB, sont généralement proches
pour la majorité des paramètres étudiés mais il y a quelques diﬀérences à signaler. Le taux de
bonne détection des pixels nuageux (POD) est plus élevé pour MetopB (entre 0,5 et 1,5%),
sauf pour les cas de nuit sur Terre où MetopA en détecte 0,95% de plus que MetopB. Dans
toutes les situations, le taux de bonne détection des pixels clairs (POD’) est meilleur pour
MetopA (diﬀérence entre 0,2 et 1,3%) et le pourcentage de fausses alertes FAR est plus élevé
pour MetopB par rapport à MetopA.
Dans AROME (Tableau 4.9), le taux de bonne détection des pixels nuageux (POD) est plus
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mer Terre
Jour Nuit Jour Nuit
MetopB MetopA MetopB MetopA MetopB MetopA MetopB MetopA
BIAIS 77,7% 77,6% 76,3% 83,2% 57,4% 58,0% 51,8% 50,4%
PC 81,9% 81,9% 79,6% 81,5% 71,6% 72,5% 73,7% 72,4%
POD 73,9% 70,0% 69,1% 74,6% 56,9% 57,5% 50,3% 49,27%
POD’ 94,2% 94,3% 91,7% 89,7% 99,0% 99,0% 98,4% 98,6%
FAR 4,8% 4,5% 9,4% 10,3% 0,8% 0,9% 2,8% 2,2%
NDR 26,0% 29,9% 30,8% 25,3% 43,0% 42,4% 49,6% 50,7%
Table 4.9 – Scores de vériﬁcation obtenus pour le CO2-Slicing sur les données d’IASI (Me-
topA/MetopB) du mois de février 2015 sur Mer et sur Terre dans AROME.
élevé pour MetopB le jour sur Mer et la nuit sur Terre, alors que MetopA donne un meilleur
score dans les autres situations (diﬀérence entre 1 et 5%). Pour toutes les situations, le taux
de bonne détection des pixels clairs (POD’) est meilleur pour MetopB (diﬀérence entre 0.1 et
1%) sauf la nuit sur Terre. Les pourcentages de fausses alertes FAR et de non-détection des
pixels nuageux sont meilleurs pour MetopB la nuit sur Mer et le jour sur Terre.
Les diﬀérents scores de vériﬁcation des pressions de sommet des nuages issues de IASI dans
les deux modèles de prévision ARPEGE et AROME montrent que les instruments à bord
de MetopA et MetopB ne permettent pas de détecter les nuages d’une façon identique. Pour
vériﬁer ce fait, nous avons procédé à une comparaison plus précise en projetant nos observations
sur une grille de 1◦*1◦.
La comparaison entre des PTOP de IASI de Metop A et Metop B (ﬁgure 4.10.a) montre
une non similarité dans la détection nuageuse, des diﬀérences négatives comprises entre -20
et -100hPa dans diﬀérentes parties du globe ont été remarquées, telles que la zone comprise
entre 5◦N - 35◦N et 20◦W - 45◦), et sur la Russie la nuit (ﬁgures non montrées). Cela signiﬁe
qu’avec IASI sur MetopA la détection des nuages les plus bas fonctionne mieux qu’avec IASI
sur MetopB. Ces diﬀérences positives (où IASI sur MetopA détecte des nuages plus hauts
que IASI sur MetopB) sont réparties de manière globale mais semblent être plus situées sur
Terre, de jour, cela est également valable pour les observations de nuit (ﬁgures non montrées).
Cependant sur la totalité du domaine, le biais moyen est de -0.43 hPa avec un écart type de 79
hPa, montrant qu’il est diﬃcile d’attester d’un biais signiﬁcatif sur la globalité des observations.
Les données de SEVIRI ont été colocalisées géographiquement et temporellement distinctement
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(a) IASI (b) SEVIRI
Figure 4.10 – Cartes des diﬀérences moyennes des PTOP issues de IASI à bord de Metop A
et de MetopB (a) et des PTOP correspondantes pour SEVIRI (b) projetées sur une grille 1◦*1◦
dans ARPEGE pour le mois de février 2015 de jour.
avec chaque Metop, et puis de la même façon, la diﬀérence moyenne entre les PTOP de SEVIRI
colocalisées avec IASI de MetopA et les données de SEVIRI colocalisées avec IASI MetopB a
été calculée. Le résultat obtenu (ﬁgure 4.10.b) conﬁrme les diﬀérences relevées avec IASI mais
avec une intensité plus forte. De plus, le biais moyen avec les produits SEVIRI est de -2.36 hPa
avec une signiﬁcativité supérieur à 99% en utilisant un test de student.
Dans AROME (ﬁgure 4.11), de nuit, une dominance des cas où MetopA détecte des nuages
plus bas que MetopB est bien présente sur les cartes des diﬀérences moyennes de PTOP de
IASI et SEVIRI mais au-delà de 50◦N, MetopA détecte des nuages plus élevés que MetopB. Des
diﬀérences (de l’ordre de -40 hPa) sont identiﬁées durant le jour, avec un excès de détection
des nuages plus élevés par MetopA sur l’Espagne et au Nord-Ouest d’Irlande (ﬁgures non
montrées). Sur la totalité du domaine, un biais moyen est observé de -10.9 hPa entre les 2 IASI
et -10.3 hPa pour SEVIRI avec une signiﬁcativité de plus de 99%.
Aﬁn d’évaluer la nature de la dispersion des données des deux Metop, la diﬀérence des écarts-
types a été moyennée pour chaque boîte. La ﬁgure 4.12.a montre des diﬀérences relativement
proches de zéro au sud et au nord des cartes. Entre 40S-20N et 60W-60E, nous obtenons des
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(a) IASI (b) SEVIRI
Figure 4.11 – Cartes de diﬀérences entre les pressions de sommet de nuages de IASI de Metop
A et de IASI Metop B (a) et celles correspondantes de SEVIRI (b), la moyenne des diﬀérences
est faite sur une grille 1◦*1◦ pour le mois de février 2015 de nuit dans AROME.
diﬀérences atteignant 100 hPa. La dispersion obtenue avec le produit SEVIRI (ﬁgure 4.12.b)
conﬁrme le même comportement avec une intensité plus forte, ceci peut s’expliquer par la
diﬃculté qu’a IASI à détecter certains types de nuages, comme les nuages les plus bas. Sur
tout le domaine la moyenne des diﬀérences d’écarts-types est cependant faible pour IASI avec
-0.4 hPa mais est plus grand avec SEVIRI avec une diﬀérence moyenne de -4.8 hPa.
Dans AROME (ﬁgure 4.13.a), les diﬀérences d’écart-type sont négatives, ce qui montre que
les PTOP de Metop B sont plus dispersées que celles de Metop A, surtout sur Terre. Les PTOP
de SEVIRI (ﬁgure 4.13.b) illustrent plus cette diﬀérence au niveau de Nord-Est (40◦N - 54◦N
et 0◦E - 4◦E). Ici encore, la moyenne des diﬀérences des écarts types est signiﬁcative (avec
une tolérance de plus de 99%) et vaut -6.6 hPa entre les 2 IASI et -18.4 hPa pour le produit
SEVIRI.
Dans les deux domaines d’ARPEGE et AROME, les scores de vériﬁcation ont montré que
généralement IASI MetopA permet de détecter plus de pixels clairs alors que IASI MetopB
permet de détecter plus de pixels nuageux, avec des diﬀérences d’écarts-types plus ou moins
négatives ce qui conﬁrme que les données de MetopB sont plus dispersées par rapport à MetopA.
Ces diﬀérences observées le sont également par SEVIRI. Pour compléter ce résultat nous avons
calculé la diﬀérence du nombre d’observations entre IASI MetopA et MetopB, dans ARPEGE
(ﬁgure 4.14.a) et dans AROME (ﬁgure 4.14.b). Le nombre d’observations IASI colocalisées
avec SEVIRI est plus ou moins homogène entre MetopA et MetopB dans ARPEGE, ce qui
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(a) IASI (b) SEVIRI
Figure 4.12 – Carte de diﬀérences des PTOP restituées par Metop A et MetopB (a) et
correspondantes de SEVIRI (b), l’écart-type des diﬀérences est faite sur une grille 1◦*1◦ pour
le mois de février 2015 dans ARPEGE de jour.
(a) IASI (b) SEVIRI
Figure 4.13 – Carte de diﬀérences des PTOP restituées par IASI de Metop A et de MetopB
(a) et celles de SEVIRI correspondantes (b), l’écart-type des diﬀérences est faite sur une grille
1◦*1◦ pour le mois de février 2015 de nuit dans AROME.
rend cette comparaison robuste, mais nous avons moins d’observations de MetopA au nord de
60◦N, dans AROME nous remarquons moins de données de MetopA dans diﬀérentes zones de
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(a)
(b)
Figure 4.14 – Cartes des diﬀérences de nombre d’observations de IASI à bord de Metop A et
de MetopB pour le mois de février 2015 de jour dans ARPEGE (a) et de nuit dans AROME
(b).
ce domaine.
On rappelle que les données IASI MetopA utilisées dans les modèles AROME et ARPEGE
sont obtenues uniquement par EUMETSAT de nuit, alors que les données IASI MetopB pro-
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viennent du ﬂux EUMETSAT et du ﬂux venant de Lannion. Ceci peut expliquer la diﬀérence
de la population traitée entre les deux Metop. Les calculs de corrélation entre les PTOP IASI
MetopA et SEVIRI et entre les PTOP IASI MetopB et SEVIRI dans ARPEGE sont, sur Mer,
de l’ordre de 0,81 le jour et 0,84 la nuit, sur Terre la diﬀérence de corrélation n’est que de 1%
entre le jour et la nuit. Dans AROME, tous les cas étudiés ont des coeﬃcients de corrélations
très proches avec une diﬀérence de l’ordre de 1%. Cette faible diﬀérence montre que la même
qualité de détection nuageuse est obtenue avec MetopA et MetopB. Cependant, les cartes de
diﬀérences précédemment présentées montrent que le décalage de 50 minutes ne leur permet
pas d’observer les mêmes scènes et donc d’observer les mêmes nuages.
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4.5 Impact de la modiﬁcation des résolutions verticale et
horizontale de AROME et ARPEGE sur la détection
nuageuse à partir des observations IASI
Mi-avril 2015, la chaîne de prévision numérique du temps de Météo-France a fait l’objet
d’évolutions. Le modèle ARPEGE est passé à une résolution horizontale de 7,5 km au lieu de
10 km, de 10 km au lieu de 15 km sur l’Europe et de 36 km au lieu de 60 km aux antipodes, avec
105 niveaux verticaux au lieu de 70 dans la version précédente. Quant au modèle AROME, il
a aussi bénéﬁcié d’une augmentation de résolution, sa résolution horizontale a été doublée sur
la France (maille de 1,3 km contre 2,5 km) et il possède maintenant 90 niveaux verticaux au
lieu de 60. Le toit du modèle a aussi été abaissé de 1 à 10 hPa (environ 32 km d’altitude) aﬁn
d’éliminer les problèmes d’instabilité numérique qui peuvent se produire dans la stratosphère,
et augmenter la résolution dans les basses couches de l’atmosphère dans AROME. Les niveaux
les plus bas du modèle ont été ramenés respectivement pour AROME et ARPEGE à 5 m et
10 m.
Cette mise en œuvre d’une gamme de modèles beaucoup plus ﬁns nous a conduit à évaluer
l’impact de ces changements sur la détection nuageuse par l’algorithme CO2-slicing dans la
période de mois de février 2015.
La ﬁgure 4.15.a, nous montre le résultat de biais et d’écart-type de diﬀérence de pressions du
sommet de nuages inversées à partir de IASI entre l’ancienne version d’AROME et sa chaine
opérationnelle actuelle. Le jour sur Mer, entre 300 et 800 hPa nous avons un biais moyen de
64 hPa et un écart-type de 52 hPa le jour et 60 hPa la nuit (non montré).
Au-delà de cette gamme de PTOP, les courbes de biais et d’écart-type augmentent brus-
quement, cela est dû au nombre d’observations restreint au-delà de 800 hPa et en-dessous de
200 hPa (ﬁgure 4.15.b). Dans l’ancienne version du modèle AROME, IASI permet de détecter
davantage (2%) de nuages dont la PTOP est comprise entre 400 et 600 hPa, alors que dans
la chaine opérationnelle, les nuages ont plutôt des PTOP comprises entre 200 et 400 hPa. La
détection des nuages élevés entre 200 et 300 hPa est dégradée dans la chaine opérationnelle par
rapport à SEVIRI, avec une amélioration de 1% pour les nuages bas (situés en-dessous de 800
hPa).
Le jour sur Terre le biais moyen et l’écart-type des diﬀérences sont de l’ordre de 60 hPa entre
300 et 800 hPa (ﬁgures non montrées), alors que la nuit nous avons les mêmes résultats entre
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(a) (b)
Figure 4.15 – Biais et écart-type de la diﬀérence moyenne des pressions de sommet des nuages
issues de IASI entre l’ancienne version et la chaine opérationnelle d’AROME (a) et la répartition
en pourcentage des PTOP de IASI et SEVIRI (b) le jour sur Mer dans la période du mois de
février 2015.
300 et 550 hPa (ﬁgure 4.16.a). En dessous de 600 hPa l’écart-type est de 100 hPa et le biais de
150 hPa. Cette partie contient un nombre d’observations faible principalement dans l’ancienne
version du modèle AROME, ce qui est bien illustré dans la ﬁgure 4.16.b. La répartition du
nombre d’observations de IASI présente un pic de 20% pour les observations avec une PTOP
de 450hPa dans l’ancienne version du modèle AROME, et pour les observations de 500 hPa
dans la chaine opérationnelle du modèle. IASI permet de détecter plus de nuages avec des
PTOP comprises entre 250 et 450 hPa dans l’ancienne version, davantage de nuages avec des
PTOP comprises entre 500 et 800 hPa dans la chaine opérationnelle avec plus de nuages bas
(1% des nuages de 900 hPa), la détection des nuages élevés entre 200 et 300 hPa est dégradée
dans la chaine opérationnelle par rapport à SEVIRI, la détection des nuages avec des PTOP
entre 600 et 800 hPa montre un bon accord entre SEVIRI et IASI dans l’ancienne version du
modèle, par contre dans la chaine operationnelle, IASI detecte 2% en plus.
L’impact de la modiﬁcation des résolutions verticales et horizontales dans ARPEGE sur la
détection nuageuses a été évalué de la même manière que pour AROME. Généralement les
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(a) (b)
Figure 4.16 – Biais et écart-type de la diﬀérence moyenne des pressions de sommet des nuages
issues de IASI entre l’ancienne version du modèle et la chaine opérationnelle d’AROME (a) et
la répartition de pourcentage des PTOP de IASI et SEVIRI (b) la nuit sur Terre pour le mois
de février 2015.
résultats de biais et d’écart-type sont inférieurs à ceux obtenus dans AROME, (biais inférieurs
à 25 hPa et des écarts-types de l’ordre de 50 hPa) entre 300 et 800 hPa sur Mer et sur Terre
(jour/nuit).
Nous avons ensuite calculé la corrélation des données de IASI entre la chaine opérationnelle
et l’ancienne version des deux modèles AROME et ARPEGE d’une part, et d’autre part la
corrélation des PTOP dans AROME et ARPEGE sur le domaine AROME entre 38◦N - 55◦N
et 11W - 15E.
Dans ARPEGE les coeﬃcients de corrélation de IASI entre l’ancienne version et la chaine
opérationnelle (tableau 4.10), sont plus grands sur Terre (0,97 le jour et 0,98 la nuit) que sur
Mer (0,94 le jour et 0,95 la nuit). Néanmoins dans AROME la corrélation est plus grande sur
Mer (0,86 le jour et 0,83 la nuit) que sur Terre (0,78 le jour et 0,67 la nuit). ARPEGE présente
de meilleurs coeﬃcients de corrélation par rapport à AROME. Sur le domaine d’AROME, le
tableau 4.11, montre que les données de PTOP de IASI dans ARPEGE et dans AROME sont
bien corrélées (entre 0,92 et 0,94) pour l’ancienne version des deux modèles. Dans la chaine
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ARPEGE AROME
Jour sur Mer 0,94 0,86
Nuit sur Mer 0,95 0,83
Jour sur Terre 0,97 0,78
Nuit sur Terre 0,98 0,67
Table 4.10 – Coeﬃcients de corré-
lation des pressions de sommet des
nuages de IASI entre la chaine opéra-
tionnelle et l’ancienne version des mo-
dèles de PNT AROME et ARPEGE
Ancienne version Oper
Jour sur Mer 0,93 0,85
Nuit sur Mer 0,94 0,84
Jour sur Terre 0,92 0,78
Nuit sur Terre 0,95 0,71
Table 4.11 – Coeﬃcients de corrélation des
PTOP de IASI issues d’AROME et d’ARPEGE
dans le domaine AROME, pour la chaine opé-
rationnelle et l’ancienne version des modèles
opérationnelle, nous avons une corrélation moins bonne, principalement sur Terre (entre 0,71
et 0,85).
D’après notre évaluation, la détection nuageuse de IASI dans l’ancienne version d’ARPEGE
et en opérationnel est approximativement identique dans toutes les situations étudiées. Au
contraire, les modiﬁcations apportées sur le modèle AROME ont un impact sur la détection
nuageuse de IASI. Une comparaison avec le produit nuageux SEVIRI est faite, les calculs de
corrélation entre les PTOP IASI et SEVIRI diminuent de 0,83 dans l’ancienne version du
modèle AROME à 0,79 dans l’opérationnel le jour sur Mer, et de 0,86 à 0,71 la nuit sur Terre.
(a) (b)
Figure 4.17 – Répartition des pressions de sommet des nuages (PTOP) en hPa le jour sur
Mer (a) et la nuit sur Terre (b) sur les données du mois de Février 2015, dans AROME.
Les histogrammes de répartition des PTOP (ﬁgure 4.17) montrent que même si on retrouve
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un peu plus des nuages dont le sommet de pression se situe en dessous de 800 hPa, on les
surestime avec IASI, ainsi que l’accord avec les nuages élevés entre IASI et SEVIRI est moindre.
D’après ce résultat obtenu par SEVIRI, une comparaison avec un autre instrument tel que les
données venant de la plateforme CALIPSO qui transporte un radiomètre imageur infrarouge
serait intéressante.
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4.6 Conclusion
Les cartes de diﬀérences des PTOP, moyennes et écarts-types, montrent que les satellites
MetopA et MetopB ne détectent pas les mêmes nuages. Avec AROME, ces diﬀérences sont très
fortes, le biais moyen (en valeur absolue) sur tout le domaine est supérieur à 10 hPa (avec une
signiﬁcativité supérieure à 99% suivant le test de student).
Concernant l’évaluation de l’impact de la modiﬁcation des résolutions verticales et horizontales
apportée dans les modèles de PNT, les résultats sur la caractérisation des pressions de sommet
des nuages dans ARPEGE sont pratiquement similaires. Cela signiﬁe que cette modiﬁcation
n’a pas d’impact sur la méthode de détection nuageuse évaluée dans cette étude. Cependant
dans AROME le changement de résolution a conduit à des résultats moins bons, montrant
que la détection/caractérisation des nuages a été inﬂuencée par le changement de la résolution
verticale qui impacte la simulation des observations IASI. Il faut noter aussi qu’avec la nouvelle
version du modèle AROME on a perdu de l’information au-dessus de 30 km, ce qui inﬂuence
la détection des nuages élevés. La comparaison de la caractérisation nuageuse de IASI dans
AROME et dans ARPEGE sur le domaine AROME a donné des coeﬃcients de corrélation
meilleurs dans les anciennes versions de modèles que dans les nouvelles.
La détection/caractérisation des nuages par le CO2-Slicing est limitée dans le cas des nuages
fractionnés et des nuages les plus bas, ce qui pourrait engendrer des erreurs dans l’assimilation
par la suite. C’est pourquoi on assimile les observations dont la PTOP est comprise entre 650
et 900hPa avec la fraction nuageuse égale à 1. Le décalage temporel entre le passage de Me-
topA et MetopB est un sujet que l’on pourrait reprendre avec l’arrivée de nouveau MetopC en
novembre 2018, pour étudier éventuellement l’évolution du cycle de vie des nuages.
Cette étude a été réalisée dans le but d’évaluer l’algorithme CO2-Slicing en utilisant SEVIRI
comme vériﬁcation, mais ce dernier restitue les PTOP d’une façon plus sophistiquée par rapport
CO2-Slicing, car il prend en compte le type de nuage en amont. Cependant la présence d’un
nuage multicouche reste une limitation pour les deux méthodes car elles utilisent un modèle de
transfert radiatif simple avec un nuage à une seule couche. Ensuite la diﬀérence de résolution
spatiale entre SEVIRI (3 km) et IASI (12 km) est un facteur limitant pour cette comparaison,
car la non-homogénéité de la scène observée à l’intérieur du pixel IASI peut rendre la compa-
raison un peu délicate. La réévaluation de l’algorithme CO2-Slicing avec une autre donnée de
validation est recommandée aﬁn de valider l’ensemble des conclusion. La limitation du modèle
de transfert radiatif simple avec un nuage à une seule couche, nous a poussé à nous tourner vers
une deuxième approche de simulation des radiances infrarouges plus sophistiquée pour l’assimi-
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lation. Elle consiste à utiliser un modèle du transfert radiatif en ciel nuageux RTTOV-CLD qui
utilise en entrée des proﬁls nuageux du modèle atmosphérique. D’autre part pour contourner
le problème de la non homogénéité des pixels IASI, par des méthodes de sélection des scènes
homogènes en se basant sur les clusters AVHRR colocalisés avec IASI sous la plateforme MetOp
ont été utilisées et améliorées.
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