This paper is devoted to the complexity of the Boolean satisfiability problem. We consider a version of this problem, where the Boolean formula is specified in the conjunctive normal form. We prove an unexpected result that the CNF-satisfiability problem can be solved by a deterministic Turing machine in polynomial time.
Introduction
The Boolean satisfiability problem is a classic combinatorial problem. Given a Boolean formula, this problem is to check whether it is satisfiable, i.e., to find such values of the variables, on which the formula takes on the true value. There are several special cases of the Boolean satisfiability problem in which the formulas are restricted to a particular structure. The CNF-satisfiability problem is a version of the Boolean satisfiability problem, where the Boolean formula is specified in the conjunctive normal form (CNF), i.e., a conjunction of clauses, where each clause is a disjunction of literals, and a literal is a variable or its negation.
Cook [3] and independently Levin [6] proved that the CNF-satisfiability problem is NPcomplete. This proof shows how every decision problem in the complexity class NP can be reduced to the Boolean satisfiability problem for formulas in the conjunctive normal form. At the same time, for some restrictions such that 2-CNF-satisfiability or Horn-satisfiability, this problem can be solved in polynomial time or even in linear time [5, 4] . This also holds true for the evaluation problem of quantified Boolean formulas [1, 2] . All restrictions are generalized by Schaefer's dichotomy theorem that states necessary and sufficient conditions under which the Boolean satisfiability problem for a given restriction to Boolean functions is in P or NP-complete [7] .
The aim of this paper is to prove that the CNF-satisfiability problem without restrictions to Boolean formulas is polynomial-time decidable also. We describe a simple polynomialtime algorithm that, for a given Boolean formula in CNF, stops and answers yes if the formula is satisfiable and no otherwise. Besides, if the formula is satisfiable, the algorithm returns its true assignment.
Preliminaries and results
Boolean formulas are built up from the signature {¬, ∧, ∨}, variables and parentheses in the usual way. We use letters x, y, z, etc., to denote variables and literals, and capital letters A, B, F , G, etc., to denote propositional formulas.
A literal is a variable x or its negation x and denoted by x a , where x 1 = x and x 0 = x. We assume that x = x. A clause is a disjunction of distinct literals. We identify clauses with sets of their literals. A Boolean formula is in the conjunctive normal form (CNF) if it is a conjunction of clauses. As an example, all of the following formulas are in CNF:
Given a Boolean formula F , an F -assignment is a set of its literals that does not contain both a literal and its negation. We call an F -assignment T true if every clause of F contains a literal from T; F is called satisfiable if there is an F -assignment. The CNF-satisfiability problem is the set CNF-SAT of satisfiable Boolean formulas in CNF. Our main result is the following theorem.
Theorem 2.1. There is an algorithm that, for a given Boolean formula F in CNF, stops in time bounded by O (|F | 4 ) and answers yes together with a true F -assignment if F is satisfiable and no otherwise.
As a corollary, we have that CNF-SAT ∈ P, where P is the class of sets of strings recognizable by a deterministic Turing machine in time bounded by a polynomial in the length of the input.
Proofs of statements
Given a Boolean formula F in CNF, set of literals S and literal z. Let [S] F be the set of clauses of F containing literals from S, S F,z the set of literals
where |F | is the number of symbols contained in F . As an example, consider the following Boolean formula in CNF
It is not hard to check that S F , C F are computable in time bounded by O (|F | 2 ) and satisfy the following conditions:
We call F reduced if it does not contain redundant literals. Denote by ρ z (F ) the Boolean formula in CNF obtained from F by removing all clauses from C F (z). Prove auxiliary lemmas.
Proof. It is sufficient to prove that ρ z (F ) is satisfiable implies F is satisfiable. Let ρ z (F ) is satisfiable and T is a true ρ z (F )-assignment. If S F (z) = {x a 1 1 , . . . , x an n }, then x 1 , . . . , x n are pairwise distinct by (1) and do not occur in ρ z (F ) by the definition of C F (z). Therefore, T ∪ S F (z) is a true F -assignment and so F is satisfiable. 
a for some a, i a and so C
, which is impossible. Otherwise, C = C a ia ∨ x a for some a, i a and so C
, which is impossible. Therefore, G is reduced and by the induction assumption G is not satisfiable.
Finally, if there is a true F -assignment T, then for all i, j either C 0 i or C 1 j contains a literal from T. So, T is a true G-assignment, which is impossible. Thus, F is not satisfiable. Now describe the following algorithm. Let T = ∅. While F contains a redundant literal z, reduce F to ρ z (F ) and extend T by adding literals from S F (z). If F is reduced, answers yes together with T if F does not contain clauses and no otherwise.
Note that |ρ z (F )| < |F | for all redundant literal z, every step can be performed in time bounded by O (|F | 3 ), and the obtained set T is an F -assignment such that every removed clause of F contains a literal from T. Due to Lemmas 3.1 and 3.2, the algorithm stops in time bounded by O (|F | 4 ) and answers yes together with a true F -assignment T if F is satisfiable and no otherwise. Theorem 2.1 is proved.
