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ABSTRACT
Human activity, which usually consists of several actions (sub-activities), generally covers interac-
tions among persons and/or objects. In particular, human actions involve certain spatial and temporal
relationships, are the components of more complicated activity, and evolve dynamically over time.
Therefore, the description of a single human action and the modeling of the evolution of succes-
sive human actions are two major issues in human activity recognition. In this paper, we develop
a method for human activity recognition that tackles these two issues. In the proposed method, an
activity is divided into several successive actions represented by spatiotemporal patterns, and the
evolution of these actions are captured by a sequential model. A refined comprehensive spatiotem-
poral graph is utilized to represent a single action, which is a qualitative representation of a human
action incorporating both the spatial and temporal relations of the participant objects. Next, a dis-
crete hidden Markov model is applied to model the evolution of action sequences. Moreover, a
fully automatic partition method is proposed to divide a long-term human activity video into several
human actions based on variational objects and qualitative spatial relations. Finally, a hierarchi-
cal decomposition of the human body is introduced to obtain a discriminative representation for a
single action. Experimental results on the Cornell Activity Dataset demonstrate the efficiency and
effectiveness of the proposed approach, which will enable long videos of human activity to be better
recognized.
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1 Introduction
The automated recognition of human behavior in a video has attracted much interest in the computer-vision domain
[1–5] because of its wide range of applications, including video surveillance [6], health care and social assistance
[7], human-computer interactions, entertainment [8], and so on. Previous work on human action recognition mainly
focuses on the extraction of local spacetime features such as SIFT [9], HOG/HOF [10], and MBH [11] from two-
dimensional (2D) frame images. Recently, with the emergence of low-cost depth sensors, depth information has
been appended in quite a few approaches [12–14] and improves the recognition performance substantially. However,
these approaches only pay attention to the low-level features of the frame image and ignore the interactions of the
participating components, which restricts the recognition of these methods to simple human activity.
Human activity often involves interactions of one or more persons and/or objects. For example, two people playing is a
personperson interaction, and a person picking up a ball is a humanobject interaction. These interactions would suffer
from serious ambiguity using a low-level feature representation. Besides, one activity comprises several simple sub-
activities. In the following, we refer to these sub-activities as actions. As an example, the human activity microwaving
food requires a person to perform three actions: 1) open the microwave oven door, 2) put the food in, and 3) close the
microwave oven door. The task of human activity recognition is usually decomposed into two major topics. The first
is human action representation, and the second is the modeling of the evolution of successive human action sequences
in a complicated activity. This paper addresses both issues.
Human actions consist of spatiotemporal patterns. For any human action performed with several objects, a spatial re-
lation exists between any two objects in each frame image. Temporal relations are generated from the relative pairwise
spatial interactions of different segments. Because the human body is an articulated system of rigid segments con-
nected by joints, these segments are regarded as objects. For example, hands up is a human action mainly performed
by three parts of the human body: the left/right hands, the hip, and the head. At the start of action, both hands are
beside the hip and below the head. There are two spatial relations, both hands beside the hip and both hands below the
head. Then, both hands are above the hip and beside the head. Two new spatial relations both hands above the hip and
both hands beside the head appear for a moment. Finally, the hands are above both the hip and the head. The spatial
relation both hands beside the hip remains as the third spatial relation both hands above the head occurs. In the mean-
time, temporal relations are applied to organize these spatial relations. However, for any human activity composed of
several action sequences, each component may occur over various timescales, which makes the recognition task more
challenging.
Taking the above problems into consideration, we propose an efficient method to recognize human activity in this
paper based on the qualitative spatiotemporal graph proposed in [15]. In particular, a qualitative spatiotemporal graph
is a comprehensive description of the interactions of objects participating in a human action. Both qualitative spatial
and temporal relations are well organized in this graph. However, spatial relations only consider the distance relation
between objects and ignore the direction relation, which discards important information. We hence incorporate the
direction relation into the spatialtemporal graph to improve the representability. In contrast, to distinguish different
graphs, a hierarchical method is utilized to decompose the human body into different parts to construct several qual-
itative spatiotemporal graphs, which are concatenated to build the representation of the whole human action graph.
Then, the derived qualitative spatiotemporal graph is disassembled into cell graphs to better measure the features. The
histogram statistics are employed to convert the qualitative spatiotemporal graph into a computable vector, which is
utilized to represent potential human actions in the subsequent procedures.
In the proposed approach, discrete Hidden Markov Models (HMMs) [16] are employed to model the dynamic quali-
tative spatio-temporal graphs, which describe the evolution of human action sequences. Specifically, a human activity
video is automatically divided into segments when a significant variation of in spatial relations occurs between any
pairwise objects. We construct the corresponding qualitative spatio-temporal graphs based on the specific number of
successive sequence segments with constant steps. Next, the distance between qualitative spatio-temporal graphs is
measured to cluster the derived graphs into a vocabulary of k actions, where each word in the vocabulary represents a
distinct potential action. Finally, discrete HMMs are applied to recognize human activities. The same procedures are
employed in training and recognition phrase. Fig. 1 illustrates the general framework of the proposed approach.
From a short-term perspective, the interactions of the objects are represented by a distinct and robust qualitative spatial-
temporal graph. The evolution of qualitative spatiotemporal graphs displays the dynamic variations of human action
sequences over a long time period. In this work, we represent a long-term human activity by dynamic qualitative
spatialtemporal graphs constructed over a short time period, while a bag-of-words approach is applied to distinguish
distinctive simple graphs. We then map the short-duration graphs into discrete symbols to train a discrete HMM for
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Figure 1: General framework of the proposed approach.3
each activity. In contrast to the work [17] that adopts a Markov random field to jointly model sub-activities and object
affordances, our work highlights the interaction of participating objects from both spatial and temporal relations, and
models the evolution of a human activity from both microcosmic and macroscopic perspectives. Experimental results
on the Cornell Activity Dataset (CAD-120) demonstrate the effectiveness of the proposed approach. CAD-120 is a
publicly available benchmark dataset, and includes video sequences of interactions among objects and humans per-
forming daily real-world activities. These long human activity videos (high-level) can be considered as concatenations
of actions (low-level) and are ideally compatible with the proposed methodology.
The main contribution of this paper includes the following three aspects:
1. We develop an efficient method for human activity recognition, in which a long-term human activity (high-
level) video is divided into several successive human actions (low-level) represented as spatio-temporal pat-
terns, and the evolution of these human actions are modeled by HMMs.
2. We improve the qualitative spatio-temporal graph presented in [15] with direction relations to represent hu-
man actions. This graph distinctively describes action and is a robust representation when both ground-truth
and automatically extracted track data are used.
3. We apply a fully automatic and efficient tool to partition a human activity video into several successive human
action video sequences. Moreover, a hierarchical decomposition of human body parts for component action
representation is utilized to improve the proposed approach.
The remainder of this paper is organized as follows. A brief review of the related work on human behavior recognition
is stated in Section 2. The construction of the improved qualitative spatio-temporal graph is described in Section 3.
Section 4 presents the human action feature representation, including the capture of dynamic patterns with a sliding
window, hierarchical decomposition of the human body, and histogram statistics of the spatiotemporal graph. Section
5 details the transformation from derived features to visual words and the application of discrete HMMs to activity
training and recognition. The implementation details on the CAD120 benchmark, experimental results, and ablation
analysis are presented in Section 6. Finally, we conclude our work in Section 7.
2 Related Work
Human activities consist of sub-level activities (actions), which form the temporal evolution of spatial patterns. How to
effectively and efficiently model the spatiotemporal patterns of human behavior has attracted extensive investigations.
For example, the work in [9, 18] consider the human action as in the 3D volume where the 2D SIFT descriptor is
concatenated to the time dimension. Wang et al. [11] found that incorporating motion boundary histograms (MBH
[19]) with dense trajectories yielded better results on a large number of human action datasets. Yuan et al. [20]
defined the SIFT trajectories with consistent spatial structure and consistent motion as middle-level components, and
model the spatial and temporal relationships between components, respectively, with discrete states. Xu et al. [21, 22]
modeled the spatiotemporal pattern as the a two-layer hidden conditional random field. Gong et al. proposed a general
framework, in which the original signals are first transformed to recurrent models, and the spatiotemporal patterns are
learned in the model space [23–25]. The learning in the model space transforms the original series to a recurrent neural
networks (RNN), tries to calculate the ‘distance’ between RNNs, and conducts the learning in the RNN space [26–28].
The representation and discrimination abilities have been investigated later [29] and the multi-objective version has
been proposed [30]. Compared with this proposed method, these methods are lack of the modeling of interactions
between the human body and participating objects, which is critical for complicated human activity recognition.
As a human body can be viewed as the articulated system of rigid segments connected by joints, human actions
can be abstracted as the continuous evolution of spatial configurations of such systems (i.e., body postures) [31].
With the emergence of Kinect that facilitates the exaction of joint patterns with depth images, the so-called skeleton-
based approaches have turned out to be more applicable for human action recognitions [32, 33]. For example, Xia et
al. [14] presented a novel descriptor for the compact representation of postures called histograms of 3D joint locations,
which uses human joint positions for joint-location binning in a modified spherical coordinate system. Yao et al. [4]
combined the temporal relation of compact action snippets with manifold learning to propose an efficient posture
tendency descriptor that concatenates posture tendency descriptors in hierarchical and temporal order. In contrast,
our proposed method represents human actions based on the qualitative descriptions of the spatiotemporal relations of
human skeleton joints, which can save an enormous amount of computation.
The approaches of qualitative description of patiotemporal relations of objects can be dated back to Region Connection
Calculus [34] and Allen’s Interval Algebra [35], respectively. These relations are combined using a qualitative spatio-
temporal graph [15] to represent an activity. In contrast, Tayyub et al. [36] assembled the statistics of qualitative spatial,
qualitative temporal, and quantitative spatial features, which was followed by an automatic feature selection for human
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Figure 2: Illustration of basic elements of the directional qualitative spatio-temporal graph 2e. The spatial relations
consist of qualitative distance relations 2a and qualitative direction relations 2c. 2b illustrates the temporal relations.
The cell graph 2d is a hierarchical composition of the spatial and temporal relations. The cell graphs over a duration
form the qualitative spatio-temporal graph 2e.
activity recognition. The decent performance of the method was ascribed to the quantitative spatial information.
However, this method works poorly with long-term motions because of the discard of the temporal information of
human actions.
As neural-based approaches have achieved impressive successes in many visual tasks, the models such as the Recurrent
Neural Network (RNN) and the Long-Short Term Memory (LSTM) are increasingly applied for modeling human
behavior [33, 37, 38]. For instance, Du et al. [33] provided a hierarchical recurrent neural network for human action
recognition, in which human actions are represented by the trajectories of the skeleton joints. It is worth to note that,
compared with other temporal dynamics modeling approaches, the LSTM model features simultaneous learning of
spatial features and dependency information over time. However, the major bottlenecks of neural models are still the
requirement of large numbers of samples and the computationally expensive training costs.
As mentioned above, complicated human actions are often the result of interactions between the (parts of) human
body and participating objects. Explicit representation of interactions have a promising potential to learn spatiotem-
poral patterns more efficiently than those representing scenes with global descriptors. Herzig et al. [39] utilized the
Faster R-CNN to detect the bounding boxes of objects and relations between each box to capture the interactions
between objects, and subsequently aggregated the features of the the bounding boxes and relations into two disen-
tangled spatial and temporal context features for classification. Tang et al. [40] presented a spatio-temporal context
coherence constraint and a global context coherence constraint to distinguish the relevant motions and quantify their
contributions to the group activity, respectively, which suppressing the irrelevant motions to address the group activity
recognition problem. Lu et al. [41] proposed a graph attention interaction model to address the unbalanced interaction
relationship problem at personal and group levels in collective activity recognition. In contrast to these approaches, our
proposed method captures interactions by the changes in qualitative spatial and temporal relations of skeleton joints
and participating objects, which results in robust performance with respect to both ground truth and noisy data.
3 Qualitative Spatio-Temporal Graph
Human actions are spatio-temporal patterns with interactions among human body joints and/or objects. In the proposed
approach, we extend the qualitative spatio-temporal graph [15] with direction relations to better represent a human
action. In this section, we first present the basic definitions of the primary elements in the improved qualitative spatio-
temporal graph, and then describe the process of constructing a qualitative spatial-temporal graph.
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3.1 Basic Definitions
3.1.1 Qualitative Distance Relations
A qualitative distance relation, denoted as Ds, provides an appropriate generalization for the accurate quantitative dis-
tance between pairwise objects, as illustrated in Fig. 2a. Specifically, a sequence of detected regions covered by rectan-
gles in 2D frame images is tracked for every participant. For any two objects Oi and Oj , the distance relation belongs
to one of three qualitative distance relations, D(discrete), PO(partial overlap), or P (part, part inverse, and equality),
based on the proportion of overlap of the two corresponding rectangles, which is formulated as
AOi ∩AOj
min(AOi , AOj )
,
where AOk is the area covered by object Ok, the numerator is the overlapping area of the two objects, and the de-
nominator is the area of the smaller one. All three relations are symmetric. Qualitative distance relations describe the
spatial relations from the perspective of distance, and are affected by the size of relative objects.
3.1.2 Qualitative Direction Relations
A qualitative direction relation Dr is derived by partitioning the 2D space into n bins (similar to Xia et al. [14]). For
robustness we take n = 5 as shown in Fig. 2c. Thus, the inclination angle is divided into five bins from the zenith
vector α with a resolution 45°. The main purpose of a qualitative direction relation is to reveal the azimuth angular
relationship between two objects, e.g., one object is to the upper left of the other one. We emphasize vertical instead
of horizontal relations, so upper-left and upper-right direction relations are allocated to the same bin. The allocation is
based on the position of the tracking centers of the objects. Direction relations help improve the comprehensiveness
of qualitative spatial relations, as demonstrated in our experiments.
3.1.3 Qualitative Spatial Relations
A qualitative spatial relation is defined as the complete spatial position relationship between any two objects and is
based on their qualitative distance and direction relations. Because the direction relations become susceptible to noise
when two objects approach each other, we neglect the direction relations when the distance relations are localized at
PO or P . As a consequence, we collect seven kinds of qualitative spatial relations: PO, P , {Di}5i=1, for two objects
in 2D space, where i indicates the index of the direction relation. A qualitative spatial relation for pairwise objects is
represented as
S = (Ds,Dr),
A qualitative spatial relation combines both aspects of distance and direction and is a comprehensive and robust
description of spatial relations for any two component objects.
3.1.4 Qualitative Temporal Relations
A qualitative temporal relation links two qualitative spatial relations to represent their temporal relationship for a
specific time period, and these relations are designed to reflect the variation in human actions over time. We keep
the nature of a qualitative description to ensure robustness, and Allen’s interval algebra [35] , which is a calculus for
temporal reasoning, is applied to obtain the relative temporal relations, as illustrated in Fig. 2b. Possible relations
between time intervals are defined in Allens interval algebra, and a composition table is provided that can be used as a
basis for reasoning about temporal descriptions of events. All seven qualitative temporal relations except the relation
X = Y are asymmetric. In this paper, the qualitative temporal relations X s Y , X d Y and X f Y are mapped to
one relation for simplicity and compactness. Qualitative temporal relations are an important supplement to qualitative
spatial relations in action description.
3.1.5 Cell Graphs
A cell graph is a hierarchical model that combines descriptions of qualitative spatial and temporal relations (as stated
above) for specific participating objects in a reasonable manner. As shown in Fig. 2d, a cell graph is structured as a
complete binary tree, where the vertices are partitioned into three layers and where each layer refers to a different node
type. Specifically, the nodes in the object layer that are not explicitly marked with labels correspond to objects in O.
The nodes in layer 2 represent qualitative spatial relations between pairwise objects, which are represented by nodes
in layer 1, and are labeled with one of seven qualitative spatial relations. Likewise, nodes in layer 3 are labeled as
one of the five qualitative temporal relations between the respective pairwise nodes in layer 2. The key characteristic
of the cell graph is that the hierarchical description is a complete binary tree in which the qualitative spatiotemporal
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relations hold among objects but the locations or intervals are not represented metrically. Human actions are expressed
as complicated graphs comprising several cell graphs. This facilitates the similarity measurement of any two human
actions using the graphs. In addition, the cell graph incorporates both the qualitative spatial and temporal relations of
component objects and constitutes the basis of the spatiotemporal graph representation for human actions.
3.2 Graph Construction
The construction of our improved qualitative spatio-temporal graph is close to that proposed in Sridhar et al. [15]. We
give a brief description of the building process in the following.
Given a video, for any two objects Oi and Oj , a sequence of coordinates in 2D frame images are tracked. Each
object is allocated with a neighboring region whose location is based on track coordinates. Note that the region size
depends on the corresponding object size, and the human body part object region size is determined by the human
body size and the category of the body part. For each frame, the qualitative distance relationDs(Oif , Ojf ) is captured
by the proportion of overlap of the corresponding rectangles, and the qualitative direction relation Dr(Oif , Ojf ) is
computed by the two coordinates according to our basic definitions, where superscript f indicates the frame number.
The qualitative distance relation Ds and direction relations Dr are computed for every pair of objects participating in
the human activity video. A low-pass filter suppresses any jitters resulting from objects and skeleton detection errors
in both relations. Given a video sequence, we can obtain a sequence of qualitative distance and direction relations in
this way.
The qualitative spatial relations S = {PO,P, {Di}5i=1} are found for all pairwise objects in each frame image. As
a result, we can arrange these spatial relations in multiple rows. Each row indicates the index of combination for
any two component objects and column indicates video frame number. In other words, S(Oif , Ojf ) denotes the
qualitative spatial relation between objects i and j in the f -th frame. Because the spatial relations of some objects
change slowly during the activities, each row contains only a few distinctive spatial relations. For convenience, we
compress sub-sequences with the same spatial relations in each row and record them with Sij(st, et), where st and
et are the start and end frame indexes for t-th relation between objects i and j. Next, a specific qualitative temporal
relation belonging to one of the defined relation types is assigned to two qualitative spatial relations indicated by
Si1j1(stm , etm) and Si2j2(stn , etn). A qualitative temporal relation linking two qualitative spatial relations that are
related to pairwise objects produces a cell graph. The spatiotemporal relations among objects in a specific time period
and the dynamic information of the interactions are captured by all derived cell graphs. The whole graph for a video
sequence is constructed over time and contains every qualitative temporal relation of the mutual qualitative spatial
relations generated by the pairwise objects. Fig. 2e shows an example of the constructed qualitative spatio-temporal
graph where the corresponding action is performed by three objects.
A spatiotemporal graph constructed for a human activity video sequence is an intuitive collection of basic cell graphs.
Any qualitative spatial and temporal interactions among participating objects are captured by the graph. Moreover, the
spatiotemporal graph is a comprehensive representation for a video event, especially for a short-term video event like
a human action.
4 Human Action Representation
To recognize human activity, the first step is to represent human action reliably. In this section, we give a detailed
description of human action representation based on the above qualitative spatiotemporal graph. In particular, a long
human activity is divided into several successive human actions with sliding windows to first obtain long-term dynamic
information. Then, a hierarchical decomposition of the human body is utilized to construct the local spatiotemporal
graph. Finally, histogram-based statistics of the human actions are employed to represent the human activity.
4.1 Capturing Dynamic Patterns with a Sliding Window
A qualitative spatiotemporal graph is a suitable model for short-term objects interactions, however, the graph only cap-
tures local temporal relations, and it is not able to capture the long-term dynamic information that reflects the evolution
of object interactions for a human activity. Therefore, a single qualitative spatiotemporal graph is not a suitable repre-
sentation for an entire human activity video. Instead, sliding windows are employed to cover the sub-sequences of a
video in which multiple object interactions arise, and then qualitative spatiotemporal graphs are constructed from the
actions in this window to obtain the corresponding spatiotemporal patterns. In this way, we can represent local action
with information in the corresponding window and capture the dynamics of activity evolution with the transformations
between adjacent windows.
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Figure 3: Hierarchical decomposition of the human body. The upper body part comprises the head, neck, and left/right
hands. The lower body part comprises the hip, torso, and left/right feet.
Most existing sliding-window methods fix the window length and step length according to the number of frames, but
this leads to meaningless and repetitive qualitative spatiotemporal graphs when no spatial relation changes occur. In
our method, we divide the video frames into fragments when there is any change in the qualitative spatial relations.
Fragments are basic units in which the same spatial relations for all objects hold over the whole period. As a result,
the window and step lengths are based on the number of fragments rather than the number of frames. In particular, a
window of length lw spans the relevant lw fragments, which includes lw − 1 times spatial relation changes, and we
jump over ls (step length) fragments every time step.
For a human activity video, the qualitative spatial relations for every component pairwise object are computed accord-
ing to the above definition in each frame, and a sliding window based on spatial relations makes the method practical
when an activity is divided into several successive potential actions. Then, time series models can be trained and used
to predict the activity label.
4.2 Hierarchical Decomposition of Human Body
It is obvious that two relations can be unequal even though they have the same qualitative spatiotemporal graph
description (left/right feet and torso or left/right hands and head). However, the identities of the component objects
are ignored during the construction of a qualitative spatiotemporal graph, which results in ambiguity between two
spatiotemporal relations generated from different objects. However, adding an identity label to the participating objects
would lead to the exponential growth of the number of basic units (cell graphs) and make the qualitative spatiotemporal
graph feature sparse. Therefore, a balanced hierarchical decomposition of human body is employed in our method.
The fundamental scheme of hierarchical decomposition of human body is shown in Fig. 3, in which the human body
is partitioned into two main parts: the upper body (including the head, neck, and left/right hands) and the lower body
(including the hip, torso, and left/right feet). This decomposition efficiently distinguishes actions that are performed by
different parts of the human body. More importantly, the qualitative spatiotemporal graph constructed from the whole
human body captures the global features of a human action, whereas the upper body and lower body parts capture
local features. These two kinds of information supplement each other and improve the discrimination of qualitative
spatiotemporal graph representation for human action.
Here, we use the random forest-based method in [42] to predict the segmentation of a human body into parts from a
single depth image, where the parts defined to be spatially localized near skeletal joints of interest. The complexity of
the posture recognition is O(M ·mtry ·Nlog(N)), where M is the number of trees in the random forest, mtry is the
number of the sampled variables at each node, and N is the number of the nodes to train in the random forest.
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In the implementation, in addition to constructing a single qualitative spatiotemporal graph for the whole human body
and participating objects, graphs with the same form are constructed for both the upper body and lower body parts,
which display more concrete interactions with objects. The representation of specific human actions are obtained by
concatenating all the qualitative spatiotemporal graphs constructed for different decompositions of parts during the
same time period.
4.3 Histogram Statistics of Spatio-Temporal Graph
To easily measure the difference between human activities, the derived qualitative spatiotemporal graphs are trans-
formed into feature vectors. A spatiotemporal graph represents the interactions among objects during a specific period
of time, and it displays both the qualitative spatial and temporal relations. However, there are no existing methods for
learning information from such graphs directly; thus, a key procedure is to convert the graph we constructed from a
sequence of video into a measurable feature vector. In this way, a potential action can be represented by an observation
symbol.
The qualitative spatio-temporal graph is an assembly of multiple cell graphs, which are built by seven qualitative
spatial relations and five qualitative temporal relations, as shown in Fig. 2e. A cell graph is a combination of qualitative
temporal relation nodes linking two qualitative spatial relation nodes whereas every qualitative spatial relation node
links two indiscriminate object nodes. Because of the asymmetry of the qualitative temporal relations (except for
relation X = Y ), the number of types of cell graph Ncg according to permutation and combination formulae is,
Ncg = N
2
s ·Nat +Ns ·Nst
where Ns is the number of qualitative spatial relation types and Nst and Nat are the numbers of symmetric and
asymmetric qualitative temporal relations types, respectively.
We build a cell graph dictionary {cg1, cg2, · · · , cgNcg} such that any qualitative spatio-temporal graph can be ex-
pressed in terms of a bag of cell graphs (BoCG). Then a histogram is constructed that places all cell graphs into
corresponding bins. A qualitative spatio-temporal graph gi is represented as a histogram of length Ncg ,
φ(gi) = [fi1, fi2, · · · , fiNcg ], (1)
where fij is the frequency at which a specific cell graph cgj appears in the corresponding qualitative spatio-temporal
graph gi. To compare any two qualitative spatio-temporal graphs (potential actions), the BoCG kernelK is constructed
in terms of the cell graph dictionary as follows:
Kij =< φ(gi), φ(gj) >=
Ncg∑
k=1
fikfjk. (2)
The BoCG kernel provides a measure for the qualitative spatiotemporal graph and is used to quantize and symbolize
the feature vector.
5 Discrete HMMs for Activity Recognition
We adopt discrete HMMs to model the evolution of human actions because of their ability to process dynamic infor-
mation, as demonstrated in some previous work [16], [14]. All of the steps of this process as well as the background
knowledge are discussed here to make this paper self-contained. The following subsections first state the process of
vector quantization to obtain discrete symbol sequences, which are then applied to human activity recognition with
discrete HMMs.
5.1 Vector Quantization
Each human activity is represented by a human action sequence, which consists of a series of feature vectors. Our aim
is to convert each human action feature vector into an observation symbol such that human activity is denoted by a
sequence of observation symbols. Note that each qualitative spatiotemporal graph described in the previous section is
indicated by a high dimensional vector in a continuous space. To reduce the number of observation symbols, vector
quantization is performed to cluster the feature vectors. However, many common human actions are shared by most
human activities whereas significant and distinguishing human actions are fewer in number; this imbalance leads to
inferior vector quantization results when we apply K-means to cluster all the data directly. To resolve this problem,
we collect a sufficient number of distinct human actions and compute their qualitative spatiotemporal graph vectors.
The collected vectors are clustered into K clusters (forming a K-word vocabulary) using K-means, then all vectors
are assigned to one of the K clusters. As a consequence, one vector is treated as a single symbol of a visual word, and
each human activity is represented by a sequence of these symbols.
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5.2 Activity Recognition with Discrete HMMs
The discrete HMMs are trained based on the obtained visual word sequences for human activity recognition. In
discrete HMMs, sequential data are treated as the output of a Markov process whose state cannot be directly observed.
As previously discussed, each divided human activity sequence is assigned to a series of visual words and used as the
inputs to train discrete HMMs, which are then utilized to predict for unknown human activities in a video.
An HMM that has N states S = {s1, s2, ..., sN} and M observed symbols O = {o1, o2, ..., oM} can be formulated as
H = {A,B, pi}. The state transition matrix A ∈ RN×N is,
A = {aij |aij = P (st+1 = qj |st = qi)}, (3)
where the state at time step t is indicated as st, aij denotes the transition probability from the state qi to qj , and the
confusion matrix B ∈ RN×M is,
B = {bik|bik = P (ot = pk|st = qi)}, (4)
where bik denotes the observation probability of pk given qi at specific time step t. Finally, the initial state distribution
pi is,
pi = {pii|pii = P (s1 = qi)}. (5)
For each class of human activity, an HMM is trained based on the observation sequences of the activities. Discrete
HMMs are the probability distributions over the observation sequences of a specific human activity. For an unknown
human activity video, an observation symbol sequence O = {O1, O2, · · · , OT } derived from our general framework
is fed into each model H to compute its probability P (O|H), which can be solved with the forward algorithm. The
label l of the human activity is determined by the model class that obtains the highest likelihood, that is,
label l = arg max
i∈{1,2,··· ,C}
{P (O|Hi)}, (6)
where P (O|Hi) is the likelihood on the i-th HMM and C is the total number of human activity classes. This model is
able to capture sufficient dynamic information for distinguishing different human activities.
The time complexity of the discrete HMM is O(N2 · T ), where N is the number of the states in the discrete HMM
and T is the length of the input sequence.
6 Experimental Studies
To evaluate the proposed dynamic spatiotemporal method for human activity recognition, experiments were performed
on the CAD-120 3D activity benchmark datasets. We first detail the experimental implementation, which is followed
by a description of the experimental dataset. Then we present the experimental results. Finally, we present an ablation
analysis of the proposed approach.
6.1 Implementation Details
The launch of Kinect led to a low-cost and real-time solution for the estimation of the 3D locations of objects or
persons in a scene. In [43], the authors extracted 3D body joint locations from a depth image using an object
recognition scheme and labeled human body parts based on per-pixel classification results. The parts include the
LU/RU/LW/RW head, neck, L/R shoulder, LU/RU/LW/RW arm, L/R elbow, L/R wrist, L/R hand, LU/RU/LW/RW
torso, LU/RU/LW/RW leg, L/R knee, L/R ankle, and L/R foot (where L = left, R = right, U = upper, and D = down).
In our experiments, we obtained the 2D locations of 15 skeletal joints including the head, neck, torso, L/R shoulders,
L/R elbows, L/R hips, L/R knees, L/R hands, and L/R feet using this method. Some sample RGB frame images with
their corresponding depth images and colored skeleton joint information are shown in Fig. 4. The 2D skeletal joints
are shown in green and the participating objects we used in our experiment are indicated with other colors.
In the proposed method, the qualitative direction relations are computed directly from the acquired 2D locations,
whereas the qualitative distance relations are determined by the proportion of overlap between two corresponding
rectangles. There are obvious variations in the size of the human body parts due to their original sizes and the variations
in distance between the camera and human body. To determine the size of the relative rectangle that covers the area
occupied by an object in 2D space, we take the horizontal distance between the left hip and right hip as the basic
rectangle length lb and the vertical distance between the neck and torso as the basic rectangle width wb for each
subject. As a result, the length and width of all rectangles representing the parts of human body are multiples of lb and
wb, respectively.
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Figure 4: Illustration of the sample images from videos of the 10 activities in the CAD-120 dataset. We show the
RGB image frames as well as the corresponding depth maps (only depth images are used in the experiments), where
2D skeletal information and object positions are annotated in green and other colors, respectively. The type of activity
from left to right and top to bottom is Making Creal , Taking Medcine , Stacking Objects , Unstacking Objects ,
Microwaving Food , Picking Objects , Cleaning Objects , Taking Food , Arranging Objects , and Having a Meal ,
respectively.
The qualitative temporal relations were obtained according to the variations in pairwise qualitative spatial relations.
Based on this information, we constructed the relative qualitative spatiotemporal graph for every part of the human
body (the upper and lower human body) with the participating objects over specific time periods determined by the
width of the sliding window and step length. Histogram statistics for all generated graphs were then concatenated. To
improve convergence, we only collected a sufficient number of distinct vectors and used K-means to reduce the number
of observation symbols. In this way, the derived human action sequences were converted to a series of symbols for
both training and testing human activity videos. Finally, sequences of symbols that represent spatiotemporal relations
were used to train the discrete HMMs and predict the label of unknown activities based on the trained model.
6.2 CAD-120
CAD-120 [17] is the human activity dataset comprising 120 RGB-D human activity video sequences with skeleton
information (the dataset can be downloaded from http://pr.cs.cornell.edu/humanactivities/data.php). These sequences
represent different daily living activities which were performed by two males and two females. Each participant was
given one of 10 high-level human activities to perform, and each person performed each high-level activity three times.
In addition, the human body parts were recorded using a Microsoft Kinect camera. Among the four subjects, three
were right handed and one was left handed. Each human activity video is labeled with a single high-level activity:
Making Cereal , Taking Medicine , Stacking Objects , Unstacking Objects , Microwaving Food , Picking Objects ,
Cleaning Objects , Taking Food , Arranging Objects , and Having a Meal . Both automatic and ground truth tracks
of the participating objects are presented in each video, although the automatic track is noisy due to the restrictions
of the tracking algorithm. Frame images sampled from videos of the 10 classes of human activities in the CAD-120
dataset are shown in Fig. 4.
As our proposed method relies on the skeleton information to construct qualitative spatio-temporal graphs, some
famous datasets for human action recognition such as Charades cannot be adopted to test our proposed method due to
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Table 1: Performance measurements on the CAD-120 dataset in comparison with or without ground-truth temporal
segmentation based on accuracy, precision, and recall.
Methods Accuracy Precision Recall
With ground-truth temporal segmentation
Koppula et al. [17] 84.7± 2.4 85.3± 2.0 84.2± 2.5
Koppula and Saxena [44] 93.5± 3.0 95.0± 2.3 93.3± 3.1
Without ground-truth temporal segmentation
Koppula et al. [17] 80.6± 1.1 81.8± 2.2 80.0± 1.2
Koppula and Saxena [44] 83.1± 3.0 87.0± 1.6 82.7± 3.1
Tayyub et al. [36] 95.2± 2.0 95.2± 1.6 95.0± 1.8
DSTR-gt-tracks 93.3± 2.3 94.7± 2.5 94.0± 2.4
With ground-truth temporal segmentation and without ground-truth object bounding boxes
Koppula et al. [17] 75.0± 4.5 75.8± 4.4 74.2± 4.6
Rybok et al. [45] 78.2 - -
Tayyub et al. [36] 75.8± 6.8 77.9± 11.0 75.4± 9.1
DSTR-auto-tracks 89.2± 2.5 90.2± 3.4 89.9± 2.5
the lack of the skeleton information in these datasets. Compared to other datasets with the skeleton information such
as Cornell Activity Dataset 60 (CAD-60) and Daily Activity 3D Dataset, CAD-120 is more appropriate for evaluating
our proposed method. This is because that CAD-120 has two unique advantages to evaluate our method. First, every
human activity in the video sequences in CAD-120 consists of a series of successive human actions, which enables
the validation of our approach for modeling the evolution of these actions. Second, each human action in the video
sequences in CAD-120 involves an interaction of a person and at least one object, which helps to validate the capability
of our proposed method to capture significantly distinguishing features from the interactions.
6.3 Experimental Results
We follow the same train-test split as the one implemented in [17] for our evaluation and comparison. We also used
4-fold cross validation approach is applied, in which three subjects are used for training and the fourth new subject
is used for testing. One HMM H is trained for one high-level class using the human activity video sequences in the
same category on three training subjects, and then the trained HMMs are utilized to predict the label of the unknown
activities performed by the fourth subject.
Because of the randomness existing in the initialization of both cluster centers and the discrete HMM algorithm,
we ran the experiment 30 times and report the mean performance. The number of clusters and states were set to
K = 38 and N = 7, respectively. A comparative summary of the performance of previous approaches and our
developed dynamic spatio-temporal relations (DSTR) method is shown in Table 1. The proposed method achieves a
competitive results with an accuracy of 93.3%, a precision of 94.7%, and a recall of 94.0%. Compared to benchmark
methods, which require the ground-truth temporal segmentation of the sub-level activities, our method is able to obtain
equivalent results without this additional information. Moreover, when no ground-truth temporal segmentation of the
sub-activities is provided, the proposed method shows a substantial improvement of 10.1%, 7.7%, and 11.3% in terms
of accuracy, precision, and recall.
Compared to the highest performance of [36], which combines quantitative spatial, qualitative spatial and temporal
features, feature selection, and SVM(Support Vector Machine), our results are only 1.9%, 0.5%, 1.0% lower in ac-
curacy, precision, and recall, respectively. As [36] demonstrated,the quantitative spatial relations form the dominant
feature for classification. Because our approach only requires qualitative representations, this indicates it has more
robust performance. The DSTR-gt-tracks results presented in 1 are based on ground-truth object tracks. More realistic
scenarios with noisy automatic object track data are provided by the CAD-120 dataset, where the noisy automatic
object tracks were obtained using pre-trained object detectors on a set of frames sampled from the video and particle
filter tracker. As the results for DSTR-auto-tracks in 1 show, compared to the state-of-the-art results, we achieve a ma-
jor improvement of 11.0%, 12.3%, and 14.5% in terms of accuracy, precision, and recall, respectively. These results
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Figure 5: Confusion matrix of the proposed method on CAD-120 with ground-truth object tracks on the cross-person
setting.
are comparable to the results obtained using ground-truth object tracks. This demonstrates the good robustness of the
proposed approach, which will make it more applicable in real-world scenarios.
In addition, the confusion matrix results of the proposed method with respect to the ground-truth and automatic object
tracks are presented in Fig. 5 and Fig. 6, respectively. The strong diagonals indicate that the proposed method achieves
competitive recognition performance on different high-level activities. These results demonstrate both the robustness
and discrimination of qualitative spatiotemporal graph representation. Moreover, our approach efficiently and effec-
tively captures the dynamic interaction transitions among participating objects in an activity. However, both confusion
matrices show high ambiguity between the human activities Arranging Objects and Having a Meal , which is mainly
due to the fact that some of the activity videos are almost the same from the perspective of object interactions, even
though they belong to different activity classes. To more clearly distinguish these activities, finer-grained information
must be taken into consideration.
6.4 Ablation Analysis
We analyze the components of the proposed method to gain insights into the advantages of each. Three components
corresponding to our main contributions are analyzed in the following: the dynamic spatiotemporal representation,
qualitative direction relations, and hierarchical decomposition of human body.
6.4.1 Dynamic Spatio-Temporal Representation
First we show the importance of dynamic spatiotemporal representation for activity recognition. We constructed the
whole spatiotemporal graph for an entire activity sequence and ignored the dynamical information among successive
actions, and then used a simple one-nearest neighbor for classification. The result of no dynamic transitions (NDT) is
presented in the first column of Fig. 7. We find that the accuracy increased by 7.8% when dynamic spatio-temporal
representation is used, which reflects the significance of modeling the evolution of human actions (sub-activities).
However, the comparative result for NDT of 85.8% still demonstrates the excellent representability of the basic com-
plete spatio-temporal graph for human-object interaction activity.
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Figure 6: Confusion matrix of the proposed method on CAD-120 with automatically extracted object tracking on the
cross-person setting.
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Figure 7: Ablation results for the proposed method. DSTR: dynamic spatiotemporal relations, NDT: no dynamic
transitions, NDR: no direction relations, NHHD: no human hierarchical decomposition, UB: upper body, and LB:
lower body.
6.4.2 Qualitative Direction Relations
Next, we investigate the strength of improved spatiotemporal representation (appending qualitative direction relations)
versus prior spatiotemporal representation (using qualitative distance relations only, i.e., no direction relations (NDR)).
We find that considerable improvement is achieved when qualitative direction relations are incorporated. The second
column in Fig. 7 shows that including the qualitative directional relations in the spatiotemporal representation for
activity recognition leads to an improvement of 31.6% in accuracy. Intuitively, the qualitative direction relations are
robust and complete the spatiotemporal graph representation of an action.
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6.4.3 Hierarchical Decomposition of Human Body
Finally, to evaluate the importance of the hierarchical decomposition of the human body for activity recognition,
we constructed spatiotemporal graphs for actions based on three alternative decompositions: the whole body (no
hierarchical decomposition; NHD), upper body (UB) parts only, and lower body (LB) parts only. The last three
columns of Fig. 7 present the comparison results. The evident improvements of 25.5%, 25.5%, and 34.1% obtained
by the full decomposition in terms of accuracy with respect to NHD, UB, and LB indicates that the full hierarchical
decomposition of the human body is indispensable for better recognition accuracy.
7 Conclusion
In this paper, we developed an efficient method for human activity recognition from the perspective of human action
modeling and its dynamical evolution. This method decomposes the problem of human activity recognition into two
major aspects. One is to represent a single human action distinctively and robustly, and the other is to model the
evolution of human actions regardless of their execution rates. We extended the previously proposed qualitative spa-
tiotemporal graph to include qualitative direction relations to represent human actions and model temporal evolution
of human actions with discrete HMMs. In this process, a fully automatic and efficient tool based on a sliding window
is used to divide human activity into successive human actions. We further proposed a hierarchical decomposition of
the human body into different parts to discriminatively represent distinctive actions. Experimental results on CAD-120
demonstrate the effectiveness of the proposed method, which achieves state-of-the-art results using only object posi-
tion information. The comparisons with other relevant methods also highlight the importance of the improvements in
the proposed method.
The main advantage of the proposed method is the hierarchical abstraction for activity recognition. This abstraction
is capable of predicting future human actions according to previous human action symbols, which is the basic idea of
sports-game automatic commentary. At present, this approach could be useful in applications such as health care and
social assistance, humancomputer entertainment, and many other activity recognition fields. However, the limitations
of the proposed approach are obvious. First, it is restricted to long-term activities. Because we need to divide an
activity into action sequences, the activity video should be long enough to obtain meaningful actions by division.
Second, it requires depth data. Although the qualitative spatiotemporal graph is a distinctive and robust representation
of human action, its construction requires the information of some important human body joint positions, which can
only be captured relatively accurately with depth images for now. These two limitations are the main reason we
chose the CAD-120 benchmark to validate the proposed method. On the one hand, this data set provides long-term
activities. On the other hand, the human body parts were all recorded using a Microsoft Kinect camera. Finally,
the proposed method requires interactions between a human body and objects. We build the spatiotemporal graph
based on a fundamental assumption that human activities can be seen as interactions involving two or more persons
and/or objects, that is, it is unable to recognize any activities from a stationary video in which no interactions occur.
Fortunately, the majority of human activities in the real-world fall under this assumption.
Future work includes meticulously recognizing activities. [46] in which the interactions of participating objects are not
the only or main factor in human activity recognition. Recognizing these activities is a challenging problem because of
the small inter-class distances and large intra-class variations resulting from their diverse subjects and components. A
combination of dynamic spatiotemporal relations with specially designed frame image features could be a promising
approach that takes both coarse-grained and fine-grained information into consideration. Another direction for future
development is the incorporation of the proposed methods with probabilistic models [47,48] for probabilistic outputs.
The large-scaled probabilistic models [49] and multi-class classification models [50] will be studied as well.
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