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Розглянуто алгоритми безумовної й умовної оптимізації марковських моделей систем технічного  
обслуговування транспортних літаків, які можна використовувати при відпрацюванні програм техніч-
ної експлуатації  
Вступ 
Важливий етап при аналізі й синтезі систем тех-
нічного обслуговування (ТО) – оптимізація їхніх 
параметрів.  
Однак, незважаючи на просте формулювання 
задачі безумовної оптимізації, її розв’язання ме-
тодом простого перебору неможливо.  
Цільову функцію g(X) в явному вигляді не вда-
ється виразити внаслідок її громіздкості. Вона, 
як правило, задається системою рівнянь і є  
досить багатовимірною (до декількох десятків 
змінних), часто не має зручної властивості  
опуклості.  
Через свою складність ця функція частіше всього 
не піддається аналітичному диференціюванню.  
В таких умовах застосовують методи оптиміза-
ції, які не використовують похідні і враховують 
багатоступеневість марковського процесу, тому 
що при цьому розмірність задачі знижується до 
розмірності розв’язання на кожному кроці [1]. 
Цим пояснюється, що для розв’язання задачі за-
стосовують один із найбільш ефективних алго-
ритмів – алгоритм Р. Ховарда [2], який є варіан-
том динамічного програмування і використову-
ється для оптимізації марковських моделей. Він 
потребує тільки знання значень самої оптимізо-
ваної функції. Ефективність цього алгоритму пі-
дтверджена в працях [3; 4]. 
Постановка завдання – методика оптимізації 
параметрів систем ТО за даними експлуатації [5]. 
Підготовка вихідних даних 
До вихідних даних для розв’язання задачі нале-
жать кількість N можливих станів об’єкта конт-
ролю (ОК), кількість k варіантів параметрів сис-
теми ТО ОК, матриця Ak інтенсивностей перехо-
дів, яка характеризує інтенсивність переходу з  
i-го стану в j-й стан при виборі k-го варіанта і 
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За підготовленими вхідними даними знаходяться 
безпосередньо очікувані прибутки в кожному зі 













)()()()( , (2) 
які зображають як вектор-стовпці )(kiq . У кож-
ному зі станів треба вибрати варіант kmi, якому 
відповідає максимальний очікуваний прибуток. 





10 mNmm kkkf  . 
Виходячи з вектора-розв’язку f0, складається но-
ва матриця  mikA  інтенсивностей переходів, в 
якій її рядки дорівнюють рядкам матриці інтен-
сивностей переходів A(k), що відповідають варіа-
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Прибутки, які відповідають рядкам отриманої 





















 . (4) 
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Визначення відносної ваги 
У систему рівнянь підставляємо значення інтен-
сивностей переходів (3) і вектор-стовпця (4) від-
повідно для кожного зі станів.  
У результаті одержимо систему N лінійних рів-




































Якщо VN = 0, знаходимо значення інших невідо-
мих V1, V2 ,…,VN-1і g. 
Поліпшення розв’язку 
У кожному зі станів для кожного варіанта обчис-
люються критерії: 













1 , (6) 
в яких Vj дорівнюють значенням, отриманим з 
розв’язку системи рівнянь (5). 




За наявними даними у кожному зі станів вибира-
ється варіант, якому відповідає максимальний 
критерій (6). Оскільки окремі критерії (6) для 
кожного стану залежать від невеликої кількості 
компонент вектора X, вибір максимального зна-
чення легко здійснюється методом повного пе-
ребору, який гарантує знаходження глобальних 
максимумів і робить непотрібним висувати які-
небудь спеціальні вимоги до функцій, які вико-
ристовуються в задачі (типу опуклості, безпе-
рервності, гладкості).  





11 mNmm kkkf  . 
Якщо елементи вектор-розв’язків f0 і f1 збігають-
ся, то розв’язок знайдений, тобто ітераційна про-
цедура поліпшення розв’язку призвела до вибору 
оптимального варіанта системи ТО. Інакше  
необхідно продовжувати процедуру поліпшення 
розв’язку. Наведений алгоритм має три власти-
вості [2]: 
–  визначення оптимального розв’язку в процесі 
послідовних розв’язувань зводиться до розв’язку 
системи лінійних рівнянь з наступним порівнянням; 
– кожний наступний розв’язок, який знаходиться 
за допомогою ітераційного циклу, має більший 
прибуток, ніж попередній; 
– ітераційний цикл має кінець при одержанні 
розв’язку, який забезпечує найбільший прибуток 
у задачі. 
Доведення другої і третьої властивостей ітера-
ційного циклу у випадку безперервного часу мо-
же бути отримано аналогічно випадку дискрет-
ного часу [2]. 
Припустимо, що, знайшли деякий розв’язок X A і 
в результаті його поліпшення було отримане 
розв’язок X B, відмінний від X A. Тоді справедли-












































при цьому Ci  0, i  N. 
Випишемо рівняння визначення ваги (5) для 
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,1, . (12) 
Якщо i-те рівняння системи (12) помножити на 
межову ймовірність BiP  відповідного стану і по-
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  BNBNBBBB PaPaPaV 12211111   
    BNBNBBBB PaPaPaV 22221122  
    BNBNBBBB PaPaPaV 22221122  
 BNBNNBBNBBNN PaPaPaV  2211 ,               (13) 
бачимо, що кожний вираз в дужках формули (13) 
дорівнює нулю. 




















Оскільки всі BiP  і Ci не негативні, g  0. Зокре-
ма, gB буде більше gA, якщо хоча б в якому-
небудь стані збільшення критерію (6) позитивне. 
Отже, неубування (збільшення) критеріїв (6) у 
процесі ітерацій веде до неубування (збільшен-
ня) цільової функції g(X). Якщо при цьому при-
бутки залишаються обмеженими, то величина g 
прагне до межі. Якщо кількість варіантів 
розв’язків X має межу, то вона досягається за 
обмежену кількість ітерацій, причому є глобаль-
ним максимумом цільової функції g(X). 
Якщо припустити, що це не так, тобто gA є гло-
бальним максимумом функції g(X), але послідов-
не використання процедури поліпшення 
розв’язку призводить до розв’язку gA  gB, тоді у 
всіх станах Ci  0 (7). Оскільки BiP > 0 для всіх i, 
то рівняння (14) показує, що 
g = gA – gB  0.  
Але за припущенням, що gA – глобальний макси-
мум, повинна виконуватися нерівність gA  gB. 
Це протиріччя розв’язується лише при gA = gB. 
Отже, алгоритм збігається до глобального мак-
симуму цільової функції. 
Використання безумовної оптимізації параметрів 
систем ТО має більшою мірою дослідницький 
характер ніж практичний. В експлуатації потріб-
но враховувати велику кількість обмежень, тому 
на практиці виконується умовна оптимізація па-
раметрів систем ТО. Серйозною перешкодою для 
застосування ітераційного алгоритму оптимізації 
марковських моделей Р. Ховарда при розв’язанні 
задачі умовної оптимізації є наявність у ній  
обмежень.  
Задача умовної оптимізації може бути розв’язана 
і як задача безумовної оптимізації.  
Проте потрібно попереднє визначення множини 
G* значень параметра x системи ТО, які забезпе-
чують заданий рівень складової узагальненого 
показника надійності, для чого необхідно бага-
торазове розв’язування системи рівнянь. 
Розв’язок задачі умовної оптимізації може бути 
отримано із задачі безумовної оптимізації вигляду: 
 Xg:max ; Gx , 
де G – множина можливих керованих параметрів 
системи ТО. 
Але для цього при виборі вектор-розв’язків fi не-
обхідно перевіряти, чи забезпечують інтенсивно-
сті переходів, які відповідають цьому розв’язку, 
необхідному рівню показника надійності, тобто 
щораз розв’язувати систему рівнянь. Через те, 
що в обох випадках практично неможливо забез-
печити повний перебір параметрів x системи ТО, 
можна одержати тільки субоптимальний 
розв’язок.  
Усунення цього недоліку можна домогтися зве-
денням задач на умовний екстремум до задач 
безумовної оптимізації за допомогою методів 
узагальнених множників Лагранжа і штрафних 
функцій [6; 7]. 
Метод узагальнених множників Лагранжа можна 
застосовувати для умовної оптимізації марковсь-
ких моделей у вигляді мінімізації: 
      
m
mm XCXgX ,0min, . 
Проте в ряді випадків великі значення множників m 
призводять до труднощів під час розрахунків. 
Для забезпечення опуклості цільової функції в 
околі розв’язку можна використовувати метод 
штрафних функцій [5], за допомогою якого зада-
ча зводиться до задачі максимізації: 
       
m
mm XCXgX
2, , (15) 
де       XCXC mm ,0min . (16) 
Зведемо за допомогою методу штрафних функ-
цій задачу умовної оптимізації до безумовної та 
застосуємо алгоритм безумовної оптимізації  
марковських моделей, перероблений з урахуван-
ням нового вигляду цільової функції. 
Цільова функція може бути отримана з ураху-
ванням системи рівнянь (5). При цьому функція 
Лагранжа (15) перетвориться в еквівалентну їй 
систему рівнянь по одному на кожен стан мар-
ковської моделі шляхом підставлення в рівняння 
(15) виразу для визначення g із системи (5): 
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Праві частини системи (17) розглядаються як 
частинні критерії, що максимізуються незалежно 
для кожного стану: 











Критерії (18) відрізняються від відповідних кри-
теріїв (6) методу Р. Ховарда наявністю штрафних 
членів   
m
mm XC
2 , а багатовимірна задача 
максимізації функції Лагранжа (15) перетворю-
ється в серію задач максимізації частинних кри-
теріїв (18) малої розмірності. 
Розв’язання задачі 
Цю серію задач розв’язують за таким алгоритмом. 
1. Для початкового наближення формують вхідні 
дані у вигляді матриць A(k) інтенсивностей пере-
ходів (1) і прибутків C(k), за якими визначають 
безпосередньо очікувані прибутки )(kiq  (2). 
У кожному стані методом перебору вибирають 
варіант kmi, якому відповідає максимальний очі-
куваний прибуток, і формується початковий век-
тор-розв’язок f0 (3).  
Виходячи з цього розв’язку, складають нові мат-
риці  0mkA  і  mikiq  – рівняння (3), (4). 
2. Для визначення відносної ваги розв’язують 











; 0NV . (19) 
3. Для поліпшення розв’язку максимізують час-
тинні критерії i: 
 Xi
Xi
:max ; XX i  . (20) 
Значення Vj у виразі (18) для i беруть із 
розв’язку системи рівнянь (19), значення m, до-
цільно взяти однаковими для всіх i і рівними  
10–100, крім станів, на ймовірності яких не на-
кладено обмеження. У цьому разі вони дорів-
нюють нулю.  
У кожному стані методом перебору, оскільки 
частинні критерії i так само, як і )(kiq  (6), зале-
жать від малої кількості параметрів вектора С(k), 
вибирають варіант, якому відповідає максималь-
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4. Контроль завершення ітерацій – якщо хоча б 
один елемент вектор-розв’язків f0 і f1 не збігаєть-
ся, то необхідно продовжувати процедуру по-
ліпшення розв’язку, для чого повертаємося до  
п. 2. Інакше розв’язок задачі отримано. 
При повільній збіжності процесу доцільно  
збільшити відповідні множники m, після чого 
керування передається на п. 3 алгоритму.  
Для вибору порядку величин im та їхнього уточ-
нення доцільно використовувати залежність: 
   












де   2max im XC ,   2min im XC – відповідно найбільше 
і найменше значення, за функціями варіювання 
значень компонентів Xi. 
Доведення, що розв’язок безумовної задачі оп-
тимізації з цільовою функцією (16) еквівалент-
ний розв’язку умовної задачі, тобто для 
розв’язання цієї задачі досить, щоб вектор X мав 
глобальний максимум функції (15) при фіксова-
них  = {1,2,...,т}, можна провести так. 
Нехай вектор XA  – глобальний максимум функції 
(15), тобто при будь-якому  XB  XA: 
    

















При цьому нехай обидва вектори від X A до X B 
задовольняють обмеження задачі, тобто 
Cm(X 
A)  0 і Cm(X B)  0. 
Тоді на підставі виразу (16)  
      0 BmAm XCXC . 
Із виразу (21) випливає, що    BA XgXg  , тоб-
то максимізації функції (15) досить для 
розв’язання задачі. 
Тепер покажемо збіжність запропонованого ал-
горитму до глобального максимуму. Для цього 
спочатку покажемо, що ітераційний цикл забез-
печує збіжність до деякої межі. Припустимо, є 




i    для всіх i, тобто 
0 Ai
B
ii . (22) 
Підставляючи в рівняння (22) вираз (18),  
одержимо: 
  



































Використовуючи вираз (17), знайдемо,  для 
розв’язків X A  і X B: 
  
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Рівняння (24) має вигляд ідентичний виразу (12), 
отриманому під час доведення збіжності алго-
ритму безумовної оптимізації. Отже, подальше 
доведення аналогічне. Показавши, що  > 0, мож-
на зробити висновок, що з неубування частинних 
критеріїв i (18) випливає неубування функції  
Лагранжа (17). У ході ітерацій функція збільшується 
і прагне до межі, якщо прибутки  обмежені. 
Доведення, що ця межа є глобальним максиму-
мом, аналогічно наведеному для алгоритму без-
умовної оптимізації марковських моделей. Цим 
завершується обґрунтування алгоритму умовної 
оптимізації марковських моделей. 
Для зведення задач умовної оптимізації до безу-
мовної можна використовувати метод модифіко-
ваних функцій Лагранжа [4; 5; 8] і розв’язувати 
задачі для умовної оптимізації марковських мо-
делей. Проте наявність у модифікованої функції 
Лаграгжа параметра зсуву  хоча і призводить до 
зменшення величини множників m, але усклад-
нює алгоритм і його машинну реалізацію. 
Висновок 
Розглянуті алгоритми безумовної та умовної оп-
тимізації марковських моделей систем ТО мають 
недолік – вибір оптимальних параметрів системи 
ТО можливий, якщо в моделях систем ТО немає 
інтенсивностей переходів, які обчислюються че-
рез ті ж самі параметри. Цей недолік був відзна-
чений у праці [1], де для його усунення такі па-
раметри оптимізувалися тільки в складі одного 
(кожного) підвектора Xi, а інші підвектори опти-
мізації не піддавалися. Проте такий підхід трохи 
спотворює результати оптимізації. 
Аналіз розглянутих типових моделей систем ТО 
показує, що поява залежних інтенсивностей 
пов’язаний з наявністю в моделях станів прихо-
ваних відмов і пошкоджень. Для одержання мак-
симальних прибутків від експлуатації ОК (безу-
мовна оптимізація) або необхідного значення 
ймовірності перебування ОК в працездатному 
стані при максимальних прибутках (умовна оп-
тимізація) необхідно, з одного боку, збільшувати 
періодичність проведення РТО (зменшуються 
витрати на проведення РТО і втрати від плано-
вих знижень готовності ОК на РТО), а з іншого 
боку, – зменшувати її (зменшуються втрати  
від непрацездатності через перебування ОК в 
стані прихованих відмов).  
З цього випливає, що закріплення оптимізовано-
го параметра – періодичності проведення РТО –
призведе до одержання розв’язку, відмінного від 
оптимального. Для усунення цього недоліку необ-
хідно застосувати еквівалентне перетворення мар-
ковських моделей.  
З графа станів розглядуваної моделі виключа-
ються всі, крім одного, переходи, що описуються 
залежними інтенсивностями стану, з яких вихо-
дять ці інтенсивності, а також переходи, 
пов’язані з цими станами.  
Для збереження фізичного змісту моделі необ-
хідно, щоб прибутки, принесені при здійсненні 
виключених переходів і перебування у виключе-
них станах, були враховані в інших переходах 
або станах моделі. Процедуру еквівалентного 
перетворення марковських моделей уведемо в 
блок формування матриць алгоритмів безумовної 
та умовної оптимізації систем ТО.  
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Рассмотрен алгоритм безусловной и условной оптимизации марковских моделей систем технического обслу-
живания транспортных самолетов, используемых при отработке программ технической эксплуатации. 
The algorithm of unconditional and conditional optimization Markov models of maintenance systems of transport  
airplanes of their programs of technical operation used at improvement is considered. 
