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Abstract
Competitive markets force companies to form virtual
enterprises by outsourcing activities to external service
providers. The workflow concept has been very successful
in streamlining business processes by automating the co-
ordination of activities, but has so far been limited to the
use within single organizations. To address the problems of
cross-organizational workflows we use a service-oriented
workflow model. Within this approach, we present a tech-
nique how to derive a model of the external services, based
on continuous-time Markov chains, by analyzing their ex-
ternally observable behavior. This allows to assess the
quality of external services, without compromising the au-
tonomy of the service providers.
1. Introduction
Competitive markets force companies to minimize their
costs while at the same time offering solutions which are
tailored to the needs of their customers. This urges organi-
zations to form virtual enterprises by outsourcing activities
to external service providers. Hence, business links with
other organizations have to be set up and managed. This
has to be achieved in a fast and flexible way to guarantee
a short time to market while allowing a dynamic reaction
to new customer demands and changing offers of service
providers in electronic commerce environments.
Information technology has provided different tools to
address these requirements. The workflow concept [10, 3,
8, 5] has been very successful in coordinating and stream-
lining business processes but is so far limited to a single
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organization. On the other hand, the tremendous growth
of global networks like the internet provides the possibility
to efficiently exchange data and communicate with a large
number of possible service providers. Thus, workflow man-
agement systems (WfMS) can limit their scope no longer to
a single organization but have to exploit the network infras-
tructure to cross organizational boundaries.
However, the extension of workflows beyond the bor-
ders of a single enterprise raises new challenges. One im-
portant challenge is the necessity to choose among differ-
ent services that potentially satisfy the customers require-
ments. In particular, it has to be decided which activities or
group of activities should be outsourced to which business
partners. Relevant criteria with regard to that decision are
the required time, cost or the adherence to domain-specific
quality of service parameters.
The initiator of the workflow has only limited control
over the outsourced activities due to the autonomy of the
participating organizations. On the one hand, this requires
that both sides agree on an interface which allows the ser-
vice requester to monitor and probably control the out-
sourced activities to a certain extent. On the other hand,
the service requester has only a limited a priory knowledge
about the reliability of the service providers, i.e., the specifi-
cation given by service providers about their services cannot
be taken for granted. This, together with the limited means
of control, requires that the service requester has to make its
own observations about the behavior of the service provider
and take these observations into account when making out-
sourcing decisions. However, the service requester is not
able to monitor directly the internal processing of the ser-
vice provider. Therefore, he has to rely on the externally
visible behavior and derive from that his model of the ser-
vice.
In [15] we have presented a service-oriented approach
to cross-organizational workflows that models a typical in-
terface between service requester and service provider. In
this paper, we apply this approach to present a technique
how to derive a model of the external services, based on
the continuous-time Markov chain model, by analyzing the
externally observable behavior of a service. This allows to
assess the quality of external services, without compromis-
ing the autonomy of the service providers.
The paper is organized as follows. First, we describe
our view on cross-organizational workflows. In section 3,
we explain how workflows and services are modeled and
can interact. After that, we present our continuous-time
Markov chain approach. We describe how the parameters
are computed from the log of previous service executions
and how the model can be applied to asses services in cross-
organizational workflows. After discussing related work
in section 5, we summarize our results and discuss future
work.
2. Cross-organizational workflows
Workflow management is a rapidly evolving technology
which is being increasingly exploited in a variety of indus-
tries [10, 24, 19, 5]. Its primary mission is to handle busi-
ness processes. A business process is a set of one or more
interconnected activities which collectively realize a busi-
ness objective or policy goal, normally within the context of
an organizational structure defining functional roles and re-
lationships [29]. A workflow is the automation of a business
process, in whole or part, during which documents, infor-
mation, or tasks are passed from one participant to another,
according to a set of predefined rules [29]. A workflow man-
agement system (WfMS) defines, creates and manages the
execution of workflows.
We call a business process cross-organizational if there
is the possibility that at least one of its activities is out-
sourced to a different organization. An example is a mo-
tor claim process in the insurance industry. Usually, in this
process several organizations are involved besides the in-
surance company. For example, the initial notification and
collation of accident details may be outsourced to an acci-
dent management company. The examination of the dam-
aged car vehicle is done by an independent engineer. In a
liability situation, the outsourced parts of the workflow may
also include medical examinations, a solicitor, a consulting
engineer, and legal counsel [4].
Workflow management technology can also be used
for cooperation and coordination of the work in cross-
organizational business processes. A cross-organizational
workflow is the implementation of a business process that
crosses organizational boundaries.
A central concept in our notion of cross-organizational
workflows is a service. A service comprises any action
done by one party, i.e., the service provider, on behalf of
another party, i.e., the service requester. The service re-
quester may use the services offered by various external ser-
vice providers to outsource parts of a cross-organizational
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Figure 1. A simplified architecture for cross-
organizational workflows.
workflow.
Figure 1 shows a simplified architecture of a system for
realizing cross-organizational workflows [15]. In this pa-
per, we abstract from the possible instantiations of this ar-
chitecture. The WfMS of the service requester contains
the cross-organizational workflow description and runs the
cross-organizational workflow. A service repository con-
tains the description of all available services offered by
service providers. The service providers may run any
kind of “WfMS-like system”. This can range from a
full-fledged WfMS over task management systems, stan-
dard business software, legacy applications to even simple
WWW browsers or E-mail clients, hence, enabling the in-
clusion of small organizations in cross-organizational work-
flow implementations. The gateways [12, 13] are used to
connect the WfMS of the service requester and the system
used by the service provider, to homogenize the differences,
and to add functionality to the WfMS or other systems when
required. Optionally, there might be a (third-party) trader
system which fills up the service repository. For the sake
of simplicity, we assume that all the available services are
contained in the service repository together with service
level agreements. A service level agreement is a “contract”
among the different organizations about service provision-
ing and contains terms of responsibility, accountability and
liability, etc. [13, 4].
3. A service-oriented model for cross-organiza-
tional workflows
3.1. Specifying workflows
In this section, we describe our conceptual model for
cross-organizational workflows. However, we confine our-
selves to the essential concepts which are necessary to un-
derstand the approach presented in this paper. For further
details see [15]. We consider a workflow as a collection
of activities which are related by certain dependencies. A
workflow is modeled as a graph with activities as nodes and
edges which represent the control and data flow. Formally,
a workflow W has the following constituents:
 Formal input parameters input(W ) and output param-
eters output(W ). These parameters are used to pro-
vide the input for starting activities or are generated as
output from terminating activities, respectively.
 A set of constituent activities A
W
= fA
1
; : : : ; A
n
g.
Each activity represents a unit of work in the workflow.
Activities can have certain Quality of Service (QoS)
parameters assigned.
 A directed graph CF
W
= (A
W
; C
W
), C
W
 A
W

A
W
that describes the control flow in the workflow.
Each edge c = (A;B) 2 C
W
is associated with a
boolean predicate p
c
that determines the activation of
activity B whenA terminates. For the sake of simplic-
ity, we assume in this paper that the control flow graph
CF
W
is acyclic.
 A directed graph DF
W
= (A
W
; D
W
), D
W
 A
W

A
W
that describes the data flow in the workflow. Each
edge d = (A;B) 2 D
W
is associated with a partial
mapping f
c
: dom(output(A)) ! dom(input(B)).
The mapping f
c
specifies which output parameter of
activity A is mapped to which input parameter of ac-
tivity B.
 A list of quality of service parameters QoS(W ). Ex-
amples are the maximal duration and the maximal
cost allowed for a workflow. Despite these more or
less application-independentQoS parameters, domain-
specific QoS parameter can exist.
3.2. Modeling services
In order to allow the execution of activities at runtime,
we need to define a mechanism that assigns activities to
particular “agents” that are responsible for the execution of
the activity instances. Usually, in intra-organizational work-
flows, agents are considered to be human beings or com-
puter programs. If a workflow is allowed to span different
organizations, there is a third kind of agents that can be in-
volved in the execution of a cross-organizational workflow
instance, namely external service providers.
As indicated above, the basic entity in our model is a
service [15]. Informally, a service is an abstract specifica-
tion of the amount of work that a resource promises to carry
out with a specific quality of service. A service specifies
which part of a workflow it covers. In general, a service
is not restricted to execute a single activity of a workflow,
it can span multiple activities. With each service a service
provider is associated. This can be either an internal re-
source or an external organization. A service offered by an
external organization is called an external service. Other-
wise, it is called internal service.
In contrast to internal services, external services are not
executed under the control of the service requester, i.e., the
organization that runs and controls the cross-organizational
workflow. For example, the service requester has only a
limited possibility to get information on the state of an ex-
ternal service execution. Moreover, the internal work pro-
cess of an external service might not be known to the ser-
vice requester due to the autonomy of the service providers.
Thus, while they are executed, services have to be treated
as “black boxes” from the viewpoint of a service requester.
Only the interfaces to and from the services are known by
the service requester and which activities are subsumed by
the service. This includes a specification how an external
service can be invoked, which parameters have to be sup-
plied, etc.
Besides the interfaces, a service description contains the
quality of service and the level of control offered by the
service provider to the service requester. Within a level of
control specification we can distinguish two different parts.
One is concerned with monitoring the execution of ser-
vices, i.e., the degree of information flow from the service
provider to the service requester. The other is concerned
with the control of the services, i.e., the possibilities a ser-
vice requester has to influence the execution of the external
service by the service provider. Examples are cancelling,
interrupting, or speeding up external services.
Figure 2 illustrates our view on a service. A service has
four interfaces. Two of them are concerned with the data
flow and two of them are concerned with control flow in
form of control and notification events [15]. Control events
(specified in the service description) can be sent by the ser-
vice requester to the service provider in order to influence
the processing of the service. Notification events are used
to inform the service requester about the state of the pro-
cessing of the external service.
In this paper, we define services based on a specific
workflow. The service provider specifies which part of the
workflow he offers to execute. This is done by identify-
ing the activities comprised by the service. Implicitly, this
defines a subworkflow with the control and data flow de-
pendencies of the corresponding part of the workflow.
Figure 3 illustrates an example of the structural part
(which is complemented with attributes like quality of ser-
vice parameters and an identifyer for the service provider)
of a service specification. The shaded part of the workflow
is offered by the service. Rectangles denote activities. Con-
trol flow edges are represented by solid lines and data flow
edges by dashed lines. The interaction points between the
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Figure 2. Interfaces of a service and interac-
tion with the WfMS
service and the rest of the workflow are depicted by cir-
cles and rounded boxes. Circles denote event channels and
rounded boxes data interfaces. Interaction points in black
denote interactions that go into the service and those in
white denote interactions that go out of the service.
For a description of the execution model for cross-
organizational workflows and the possible service selection
policies, we refer the reader to [15].
4. Modeling services with continuous-time
Markov chains
In this section we describe how the external behavior of
a service can be used to derive a model of this service. To
build a model we need information collected during former
performances of the service. Hence, the model is an abstrac-
tion of the observed performances. A general assumption to
use the model as a means to make predictions into the fu-
ture is therefore, that the observed behavior represents the
future behavior, especially, that the behavior of the service
is reasonably stable.
Information about past performances of a service is col-
lected in a log which is a list of events with a timestamp.
We assume that the visible behavior of a service consists of
events which denote the start of an activity and the corre-
sponding end of an activity. Note, that not all activities of a
service need to be present at the external interface. Which
information is made available by the service provider de-
pends on the service description. With A(S) we denote the
Figure 3. Service and its interfaces to a work-
flow
set of activities whose start and end is signaled by the ser-
vice S. If the service is clear from the context we will just
use A. Formally, a log for a service S contains for each ser-
vice execution a list of records (A;E; T ), where A denotes
the activity, E 2 fstart; endg is the type of the event and
T is the time the event occurred.
4.1. The continuous-time Markov chain model
A continuous-time Markov chain (CTMC) is a stochastic
process that proceeds through different states in certain time
epochs. The Markov property states that the probability of
entering a state depends only on the current state and not on
the previous history (we only consider first-order Markov
chains). Continuous-time Markov chains extend discrete
Markov chains by adding mean residence times for states.
Thus, the Markov model which is derived from the log con-
sists of a set of states S and transitions between these states.
Each transition is labeled with a transition probability p
ij
and each state s
i
is labeled with a holding time h
i
which
denotes the mean amount of time the service resides in this
state. For modeling services we proceed as follows. To
capture parallel activities, each state represents the set of
activities of a service which is active at a certain point in
time, i.e., the elements of the powerset of all visible activ-
ities A correspond to possible states of the Markov chain.
Thus, j S j= 2jAj and Act(s
i
) denotes for each s
i
2 S the
set of activities which are active in this state. For practical
cases we can assume that only a limited number of states
are reached. In general, the number of states is small for
structured workflows as they impose restrictions on what
activities can be active at the same time.
In order to introduce a simple QoS model, we allow that
each activity a
i
2 A is assigned a cost c
i
. The cost incurs
when an activity is started. Therefore, each transition is la-
beled with the sum of the costs of all activities which are
active in the destination node but not in the source node.
Formally, the cost c
ij
assigned to the edge from s
i
to s
j
is
the sum of the costs of all activities in Act(s
j
) n Act(s
i
).
The ability to assign costs to activities allows to model ser-
vices which do not have a fixed price but are charged de-
pending on what activities actually have to be executed. In
this case the costs per activity are made available by the
service provider. A special case of this situation is the ser-
vice provider itself. If he wants to calculate the price of the
service and needs information on how expensive a service
execution is, he can use the model to represent his own ser-
vice. The costs can also be used to represent possible con-
tributions of the service requester. Such costs occur if the
service provider and the service requester have to cooperate
on certain activities.
4.2. Determining the parameters
In this subsection, we describe how the parameters of the
Markov model are calculated. A continuous-time Markov
chain is uniquely determined by the values p
ij
of transition
probabilities between states and the holding times h
i
of the
states. These parameters are estimated using the informa-
tion collected in the log. A log L = fL
1
; : : : ; L
m
g consists
of m elements called service logs each describing a single
execution of the service to be modeled.
Each service execution starts with s
;
, i.e., the empty set
of active activities. We assume that the service ends when
s
;
is entered again. Starting in the state s
;
, we sequen-
tially scan the log of each service execution as follows:
If the next log entry denotes the start of an activity a
k
, a
state transition from the current state s
i
to the state s
j
with
Act(s
j
) = Act(s
i
) [ fa
k
g occurs. If the next log entry
denotes the end of an activity a
l
, a state transition from the
current state s
i
to the state s
j
withAct(s
j
) = Act(s
i
)nfa
l
g
occurs. We allow that more than one event can occur at a
certain point of time. In this case a transition into a state
which combines the effects of all events occurs.
While scanning the log, we build up a matrix (t
ij
) which
records all state transitions. The rows and columns which
correspond to the states are added dynamically to keep the
matrix as small as possible. Remind, that usually only a
small fraction of state combinations actually occurs, thus
the resulting matrix is sparse. Each newly added row or
column vector is initialized with zeros and indexed with the
identifier of the state. Initially the matrix consists only of
one row and one column for s
;
. When a state transition
from s
i
to s
j
occurs, the following happens: If the state s
j
is already present in the matrix, we increment the entry t
ij
by one. Otherwise, we first have to extend the transition
table by a row and a column for s
j
and then increment the
entry, t
ij
, too.
Let the set of states which actually occurred during the
service executions recorded in L be S(L). S(L) is calcu-
lated during the construction of (t
ij
). To calculate the tran-
sition probabilities we have to normalize the transition fre-
quencies. Therefore, we compute the total number of transi-
tions leaving the corresponding state by calculating the sum
of each row in (t
ij
). With t
i
=
P
s
j
2S(L)
t
ij
for s
i
2 S(L)
we get p
ij
=
t
ij
t
i
for s
i
; s
j
2 S(L).
Due to the Markov property, the holding time for each
state is exponentially distributed. Since the maximum like-
lihood estimator for an exponentially distributed variable is
the mean we can easily calculate this value from the log
by taking the mean of the amount of time the service re-
sides in this state. Each event results in a state transition.
Thus, when we scan the log as described above, we can cal-
culate the residence time by taking the difference between
the timestamp the state is entered and the succeeding times-
tamp. The mean of these values is then an estimate of the
holding time h
i
for the corresponding state s
i
.
In the following, we give an example how to construct a
continuous-time Markov chain from a set L of service logs.
For the sake of simplicity, we write A
i
(t
s
; t
e
) to denote the
execution of activity A
i
starting at time t
s
and ending at
time t
e
. For example, in L
1
activity A starts at time 0 and
ends at time 2. Assume, the set L = fL
1
; L
2
; L
3
; L
4
g con-
sists of the following service logs:
L
1
= [A(0; 2); B(2; 3); D(3; 4)]
L
2
= [A(0; 4); C(4; 8); D(8; 10)]
L
3
= [A(0; 4); C(4; 8); B(8; 11); D(11; 12)]
L
4
= [A(0; 3); C(3; 7); B(4; 8); D(8; 10)]
Table 1 shows the matrix M
1
= (t
1
ij
) after service log
L
1
has been processed. Since there are no “overlapping”
activities in L
1
, S(fL
1
g) consists only of four states, i.e.,
fS
;
; S
fAg
; S
fBg
; S
fDg
g. For each state transition occur-
ring in L
1
there is an entry in M
1
. Additionally, Table 1
shows the average duration for each activity occurring in the
log and the average residence time for each state induced by
the service logs processed so far.
Table 2 shows the matrix M
4
= (t
4
ij
) after processing all
service logs L
i
2 L. State S
fB;Cg
in M
4
results from the
overlapping of activities B and C in L
4
. Note that due to
this overlapping the average activity duration for activity B
and C differs from the mean residence times for S
fBg
and
S
fCg
, respectively.
Figure 4 shows the continuous-time Markov chains de-
rived from Tables 1 and 2, respectively. For each row in the
matrices, there is a state in the corresponding CTMC. For
each entry in the matrices, there is a transition in the corre-
sponding CTMC. The transition probabilities p
ij
are equal
to the matrix entries t
ij
divided by the sum of all entries in
row i. For example, p
S
fAg
S
fBg
is set to 1
1+3
. The holding
times h
i
for the states s
i
are equal to the average residence
times as shown in Tables 1 and 2.
(t
1
ij
) S
;
S
fAg
S
fBg
S
fDg
avg. residence time avg. activity duration activity
S
;
1 – –
S
fAg
1 2/1 2/1 A
S
fBg
1 1/1 1/1 B
S
fDg
1 1/1 1/1 C
Table 1. MatrixM
1
derived from service log L
1
.
(t
4
ij
) S
;
S
fAg
S
fBg
S
fDg
S
fCg
S
fB;Cg
avg. res. time avg. act. duration activity
S
;
4 – –
S
fAg
1 3 13/4 13/4 A
S
fBg
3 5/3 8/3 B
S
fDg
4 6/4 6/4 D
S
fCg
1 1 1 9/3 12/3 C
S
fB;Cg
1 3/1 –
Table 2. MatrixM
4
after processing all service logs L
i
2 L.
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1
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Figure 4. Continuous-time Markov chains
computed from matrix M
1
(left) and M
4
(right).
From the CTMC shown in the right part of Figure 4, we
can easily make some initial observations about the behav-
ior of the service: Each service execution started with activ-
ity A and ended with activity D. Between A and D either
B, C or both were executed. If both B and C were exe-
cuted C always started before B started and ended before
B ended.
4.3. Applications of the model
In general, the derived continuous-time Markov chain
will be used to validate a service specification, i.e., to com-
pare the observed behavior with the properties claimed by
the service provider. This enables the service requester to
assess a service offer independently from the reliability of
the service provider. It can also be used by the service re-
quester to determine the parameters of its own service and,
hence, can support him in the generation of his service offer.
A CTMC can represent the externally visible behavior of
a service in a concise way. This allows a graphical repre-
sentation of the service which gives the service provider as
well as the service requester an impression of the run-time
behavior of the service. For example, it can be seen that
certain activities were never executed in parallel or were al-
ways executed in a certain order. Since we calculate the
transition properties, we can also make more subtle asser-
tions, e.g., that certain transitions occurred rarely or fre-
quently. In addition, several numerical characteristics are
made available through the Markov model. On the one
hand, the model can be used as a basis for simulations of the
service. On the other hand, the theory of continuous-time
Markov chains provides us with tools to perform transient
analysis of the CTMC representation of the service. Due to
space limitations we can only sketch the possibilities. For
the actual algorithms we refer the reader to [26].
Our main interest is in predicting the expected time or
cost of certain parts or the overall service. The CTMC al-
lows to calculate the expected time until a state s
j
or a mem-
ber of a set of states S
j
is reached the next time given that
the current state is s
i
. This can be used to calculate the
expected duration of the overall service. It also allows to
calculate the expected remaining time given that the service
has already processed certain activities. Another interesting
property which can be determined is the expected time until
a certain activity is processed. Often it is sufficient that only
a certain part of the service is carried out fast and that the
corresponding results are delivered whereas the remaining
part of the service is less urgent. This is for example the
case if other activities outside the observed service depend
on selected results. In a similar fashion the expected cost
for parts or the overall service can be calculated.
The mean execution time of an activity itself is directly
calculated during the estimation of the parameters.
The Markov model can also be used to make assertions
about the order the states of a service are traversed. The
transition probabilities can be used for this purpose. For
example, the probability that a specific sequence of states
is executed next is simply the product of the corresponding
transition probabilities.
5. Related work
Although there is a common agreement that logging
and analysis of workflow executions are important tasks in
workflow management [10, 27, 24, 25, 21, 20, 9], little work
has been done in the area of analyzing and mining the his-
tories of workflows.
Agrawal et al. [1, 2] consider the problem to generate
a workflow model from a log of executions produced by a
preexisting system which uses a different (usually less for-
mal) representation. the developed models differ due to the
different application contexts. Whereas Agrawal et al. aim
at a model which forms the basis for a later execution by
a WfMS, our model aims at analyzing services to guide the
service selection [15]. The difference becomes most evident
when looking at the available data when using the model.
During the execution of a workflow all runtime data like in-
put and output parameters are available. On the other hand,
if we use the external model of a service for analysis and
simulation purposes this runtime data is not available and
we have to rely solely on statistical data. In this scenario
the transition probabilities are valuable since they allow us
to make assertions about transitions without the evaluation
of predicates. Moreover, the focus of Agrawal et al. is on
the generation of edges and nodes of the workflow graph.
Ideas how to learn the edge predicates are only sketched
and left for further work.
The work of Cook and Wolf [6, 7] goes in a similar di-
rection as the paper described above. The main differences
are the workflow model used and the techniques to derive
the model. Whereas Agrawal et al. use a simplified version
of the FLOWMARK meta model [17], Cook and Wolf model
the workflow as a finite state machine. Agrawal et al. gen-
erate their workflow model using a data mining technique
whereas Cook and Wolf experiment with several techniques
including neural networks, a deterministic algorithm which
groups partial strings into equivalence classes depending on
the future behavior, and Markov chains. Both approaches
model only the possible sequences of activities. Informa-
tion about the duration or cost of a workflow or parts thereof
are not addressed.
Other approaches in the area of workflow logging like
[11, 16, 27] focus on the storage and querying of work-
flow histories. Both [11] and [16] only allow analysis of
past workflow executions by posing OQL queries against
the workflow log. Weikum [27] discusses different tech-
niques to implement an application-level workflow log. So-
phisticated analysis techniques for workflow logs are not
addressed in these papers. The CMI project [18] is also con-
cerned with process monitoring [23] but its focus is geared
towards an awareness model instead of an analysis model.
The Audit Data Specification of the WfMC [28] defines
the status changes to be reported by a WfMS and the form
of the audit trail records to be produced when such a sta-
tus change happens. The WfEventAudit interface of the
OMG jFlow submission [22] is based on [28]. Both speci-
fications only provide rudimentary querying capabilities for
workflow histories, but they form a basis for building more
complex analysis techniques as the one discussed in this pa-
per on top of them.
6. Conclusions
In this paper, we have described a technique that al-
lows to derive a model of external services in cross-
organizational workflows from the externally observable
service behavior. Our approach is based on continuous-time
Markov chains that can be incrementally constructed from
the log of the past executions of services. This allows the
service requester to build up an external model of services
and to asses their quality, without compromising the auton-
omy of the service providers. This assessment can guide
the service selection policies and outsourcing strategies in
cross-organizational workflows [15].
The work presented in this paper can also be applied to
ordinary enterprise-wide workflows. Our model can be uti-
lized to analyze and assess the efficiency, accuracy, and the
timeliness of the (real) enterprise's business processes, too,
or of the cross-organizational workflow as a whole. The
information extracted provides the feedback for continuous
business process engineering.
Future work includes the relaxation of some assump-
tions made in this paper. For example, it is currently re-
quired in our model that at least one activity of a service
is active at any point in time during the service execution.
This assumption can be easily avoided by introducing dedi-
cated waiting states into the continuous-time Markov chain
model. These waiting states represent time periods where
no observable activity is present. Another extension ad-
dresses the requirement that for each activity that is exter-
nally visible both the start event and the end event have to
be present in the service log. Currently, we are generalizing
our model in a way such that it is able to cope with arbitrary
events that can be externally observed.
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