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The nature of the θ point for a polymer in two dimensions has long been debated, with a variety
of candidates put forward for the critical exponents. This includes those derived by Duplantier and
Saleur (DS) for an exactly solvable model. We use a representation of the problem via the CPN−1
σ—model in the limit N → 1 to determine the stability of this critical point. First we prove that
the DS critical exponents are robust, so long as the polymer does not cross itself: they can arise
in a generic lattice model, and do not require fine tuning. This resolves a longstanding theoretical
question. However there is an apparent paradox: two different lattice models, apparently both in
the DS universality class, show different numbers of relevant perturbations, apparently leading to
contradictory conclusions about the stability of the DS exponents. We explain this in terms of
subtle differences between the two models, one of which is fine-tuned (and not strictly in the DS
universality class). Next, we allow the polymer to cross itself, as appropriate e.g. to the quasi–2D
case. This introduces an additional independent relevant perturbation, so we do not expect the DS
exponents to apply. The exponents in the case with crossings will be those of the generic tricritical
O(n) model at n = 0, and different to the case without crossings. We also discuss interesting features
of the operator content of the CPN−1 model. Simple geometrical arguments show that two operators
in this field theory, with very different symmetry properties, have the same scaling dimension for
any value of N (equivalently, any value of the loop fugacity). Also we argue that for any value of
N the CPN−1 model has a marginal parity-odd operator which is related to the winding angle.
I. INTRODUCTION
One of the most elegant ideas in polymer physics is de
Gennes’ mapping between long polymer chains and the
O(n) field theory in the limit n → 0 [1]. The large-scale
geometry of a chain in a good solvent, or a lattice self-
avoiding walk, is described by the critical O(n) model. If
the solvent quality is reduced, the monomers effectively
attract each other, and eventually the polymer collapses
into a compact object via a phase transition known as
the θ-point. In de Gennes’ correspondence the θ point
maps to the tricritical O(n) model [2]. This has upper
critical dimension three, so in three dimensions the θ-
point polymer is ideal (up to logarithmic corrections).
The nature of the θ point in two dimensions is much
more interesting and, surprisingly, not fully understood.
In two dimensions we must distinguish two kinds of
model according to whether or not we allow the polymer
to cross itself (Fig. 1). Most of the theoretical and nu-
merical work has focussed on models without crossings:
we discuss these first. A key development was the deriva-
tion by Duplantier and Saleur of exact critical exponents
for a particular honeycomb lattice model, in which poly-
mer conformations have a relationship with percolation
cluster boundaries [3, 4]. Let us call the correspond-
ing renormalisation group (RG) fixed point the DS fixed
point. The fact that the honeycomb lattice model is only
solvable at a fine-tuned point (where the correspondence
with percolation holds) led to debate about whether the
DS exponents captured the generic critical behaviour at
the θ point, even for non-crossing polymers. For example,
Blo¨te and Nienhuis proposed another solvable model for
the θ point [5] (which has recently attracted new interest
[6]), with different exponents, and argued that it should
be more stable in the RG sense than the model solved
by DS. On the other hand, numerical results seem to in-
dicate that the DS exponents are robust against changes
of the model [7–10]; see in particular Ref. [11]. Further
complicating the issue, models are known which initially
appeared to behave similarly to the DS polymer, but
later turned out to show different universal behaviour
with anomalously large finite size effects [12–16].
The question of what the generic universal behaviour
is for the the collapse transition has remained unresolved
until now. In this paper we address it using a representa-
tion of the DS universality class via a sigma model with
SU(N) symmetry [17] in the limit N → 1. We show that
the the DS exponents are robust for non-crossing poly-
mers. The critical exponents of the original honeycomb
lattice model [3, 4] can arise in a generic model, without
the need for fine-tuning.
At the same time, there is an apparent paradox which
we must resolve. At first sight one reaches contradic-
tory conclusions about the stability of the DS point by
analysing different popular models which share the same
field theory description, and which at first sight are in
the same universality class. We explain why this naive
symmetry analysis gives misleading results. We connect
this with the fact that one of the models suffers from fine-
tuning related to an Ising-like order parameter defined in
Ref. [18].
To obtain the above we classify the allowed perturba-
tions of simple models for the θ point which show the
DS exponents, making use of mappings to concrete lat-
tice field theories [12, 19–22]. The lattice field theories
for these models have SU(N) symmetry. This symmetry
is ‘enhanced’ compared to more generic polymer mod-
els: this is a manifestation of fine-tuning of the Boltz-
mann weights for the polymer. Any generic perturbation
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2FIG. 1. In 2D, a basic topological distinction is between mod-
els in which the polymer chain cannot cross itself (left) and
those in which it can (right).
to the polymer’s interactions breaks the symmetry to a
subgroup. However that does not in itself imply that the
DS fixed point is fine tuned. The SU(N) symmetry may
be restored in the infra-red even when it is broken micro-
scopically. We argue that this symmetry enhancement
under RG is what happens for generic models in the DS
universality class. The question of the robustness of the
DS exponents is therefore related to the number of rel-
evant symmetry-breaking perturbations. (For polymers,
the potential complication is that a given model may be
mappable to lattice field theory in multiple ways, and an
ill-chosen mapping may conceal the full symmetry.)
A generic description of the θ point should have two
relevant perturbations. Although for the polymer we
need only tune one parameter to reach the θ point, the
field theory is automatically tuned to criticality by tak-
ing the length of the polymer to be large. We show that
polymer models that are truly in the DS universality class
indeed have two relevant perturbations (when crossings
are not allowed), and the fine-tuned model mentioned
above has three. In order to show that no other relevant
or marginal perturbations can play a role, we are also
led to analyse some novel features of the relevant sigma
model, the CPN−1 model.
A physical polymer system in 2D or quasi-2D may al-
low for crossings, where one part of the polymer chain
lies on top of another part (Fig. 1). These may have
an important effect at large lengthscales even if energeti-
cally disfavoured at small scales. Crossings are known to
lead to new universal behaviour in completely-packed 2D
loop models [23, 24]. Here too, crossings may be shown to
destablize the DS fixed point. Therefore in the case with
crossings we do not expect the DS exponents to apply.
Further, we argue that the tricritical O(n) behaviour
expected by de Gennes will only be seen when cross-
ings are allowed (i.e., the DS universality class should
not be identified with the generic tricritical O(n) model,
contrary to what is often assumed). A subtlety here is
that at first sight certain of the models we discuss have
O(n) symmetry even when the polymer cannot cross it-
self. However we point out that a higher symmetry is
revealed in these models by mapping them to field the-
ory in a different way.
The best studied model with crossings is the collapse
point of the interacting self-avoiding trail [12–16, 23, 24].
This model is in many ways analogous to the honeycomb
lattice model solved by DS. It also has enhanced symme-
try — in this case SO(N → 1), which should be regarded
as larger than the O(n → 0) of a generic model. Un-
fortunately, this critical point turns out to be infinitely
fine-tuned [12], so certainly not the generic θ point in
the case with crossings! (Unlike the case with SU(N)
symmetry, here there are an infinite number of relevant
symmetry-breaking perturbations.) We are not aware of
any exact results for more generic models with crossings
(see Ref. [25] for a numerical study), and this is an inter-
esting subject for future research. It was suggested by de
Gennes, on the basis of the smallness of the coefficients
in the 3− expansion, that the tricritical O(n) exponents
may be close to mean field values even in 2D [2].
The field theory which is central to our analysis is the
CPN−1 nonlinear sigma model with a Θ term at Θ = pi.
In quantum condensed matter this theory is familiar from
the Heisenberg spin-1/2 chain and its SU(N) generali-
sations [26, 27]. Its relationship with 2D loop models
for loops with fugacity N has been discussed extensively
[17, 28, 29]. Here we are interested in the limit N → 1,
which a priori describes a soup of many loops rather than
a single polymer. However, a well-known trick [3–5, 30]
is to isolate a single ‘marked’ loop and integrate out (i.e.
ignore!) all the others. At N = 1 the marked loop turns
out to be governed by a local Boltzmann weight, as ap-
propriate to a polymer. To study generic interactions
for the polymer, we must change the interactions for this
marked loop without modifying the weights for the soup
of background loops. This corresponds to introducing
various anisotropies in the sigma model. This strategy
was pursued for the RPN−1 sigma model describing the
interacting self-avoiding trail in Refs. [12, 19]. In that
case the effect of the perturbations is simpler to analyse
(because the governing fixed point is free [23]), but the
logic is the same.
The analysis will lead us to examine the operator con-
tent of the CPN−1 sigma model. We find some features
that are surprising from the point of view of field the-
ory but transparent from the loop-gas perspective. For
example, a simple geometrical argument shows that two
operators in the field theory with very different properties
under spatial and SU(N) symmetries (and different num-
bers of spatial derivatives) are forced to have the same
scaling dimension for any N . This is related to the results
of Refs. [31, 32] on the symmetry algebra of these models.
(The operator product expansions of these operators are
also constrained by geometrical arguments.) Finally, we
show that the sigma model has a novel parity-odd oper-
ator whose scaling dimension is fixed by a relation with
the loops’ winding angles.
3A. Outline
The theme of the remainder is the collapse transition
in various settings, but much of the material is relevant
to the CPN−1 model more generally. Here is an overview:
— Sec. II reviews the basic models and tools we will need
(the first half of this section will be familiar to many read-
ers) with new results presented in subsequent sections.
— Sec. III describes the operators in the CPN−1 model
that are most important for the discussion of collapse.
A full demonstration that these are the only important
operators is deferred until Sec. VII.
— Sec. IV shows that the archetypal honeycomb model,
and by extension any model in the DS universality class,
is stable to arbitrary perturbations of the interactions.
— Sec. V considers a well-known model on the square
lattice (which we refer to as Model T), in order to resolve
an apparent paradox about the stability of the DS point.
— Sec. VI argues that models with crossings (Fig.1,
right) will have non-DS exponents and discusses some
other features of models with crossings (the special case
of ‘smart walks’).
— Sec. VII uses simple geometrical arguments to pin
down the scaling dimensions of some interesting opera-
tors in the CPN−1 model (or its supersymmetric cousin
the CPN+k−1|k model), specifically odd-parity variants of
the two- and four-leg operators. This also confirms that
our classfication of perturbations in the polymer problem
is complete.
— Technical results necessary for Secs. IV–VII are given
in the appendices, including the lattice mappings that
underlie our analysis of perturbations, and an aspect of
the supersymmetric formulation.
II. BACKGROUND:
MODELS AND FIELD THEORIES
In this section we review the polymer models we con-
sider and their relations with loop gases and field theory.
A. Honeycomb Model
Usually models for a single polymer can be thought of
as loop gases in the limit where the loop fugacity, n, tends
to zero [1]. (As usual it will be convenient to consider a
closed ring polymer rather than an open chain.) The un-
usual feature of solvable models in the DS universality
class is they allow a different type of mapping which is
instead between the polymer model and a loop gas at fu-
gacity N = 1. The loops in this gas are essentially cluster
boundaries in critical percolation. The correspondence is
that the Boltzmann weight of a given polymer conforma-
tion is proportional to the probability of a loop with that
conformation appearing in the loop gas.
The model of Refs. [3, 4] for the collapse transition
maps to the much-studied gas of nonintersecting loops
FIG. 2. Correspondence between loop gas on honeycomb lat-
tice (percolation) and polymer model. A randomly chosen
loop from the former is statistically equivalent to a ring poly-
mer governed by the Boltzmann weight in Eq. 2.
on the honeycomb lattice [33, 34]:
Zhoneycomb =
∑
loop
configs
xlengthNno. loops =
∑
coloured
loop configs
xlength.
(1)
‘Length’ is the total length of the loops. For the second
equality we have assumed N to an integer, allowing us
to obtain the fugacity N by summing over N possible
colours for each loop. We will be interested in the ‘dense
phase’ (i.e. x larger than a critical value), in particular
at x = 1 and N = 1.
It is useful to regard the loops as cluster boundaries, as
in Fig. 2, left. Given a loop configuration, the colouring
of the hexagons is unique up to a global exchange of white
and black: we may for example sum over both choices,
which simply multiplies Zhoneycomb by two. Viewing the
loops as cluster boundaries shows that there is a natural
convention for orienting them: we declare that the loops
encircle black clusters in an anticlockwise direction. The
fact that the loops in Eq. 1 are ‘secretly’ oriented has cru-
cial consequences for the continuum theory [17]. Viewing
the loops as cluster boundaries also shows that at N = 1
and x = 1 the above loop gas is nothing but uncorrelated
site percolation on the triangular lattice, which is critical
since black and white hexagons are equiprobable.
The above theory at N = 1 describes a soup of many
loops, rather than a single polymer. However at N = 1,
x = 1 there is a well-known mapping to a partition func-
tion for the latter. Crudely, the point is that a loop picked
at random from the loop gas (Fig. 2) is statistically equiv-
alent to a ring polymer with certain interactions. (These
interactions are local, thanks to the short range correla-
tions in the percolation problem.) Taking a system on a
finite lattice, say with periodic boundary conditions, the
polymer partition function is:
Zpolymer =
∑
polymer
configs
(
1
2
)no. hexagons visited by polymer
. (2)
The weight may be seen as the combination of a weight
per unit length together with attractive interactions of
a certain kind (for a given length, more compact config-
urations are favoured since they visit fewer hexagons).
4These interactions are such that the polymer is tuned to
the collapse point. For example, the mapping to the loop
gas implies that the fractal dimension of the polymer is
df = 7/4 [35], which is in between the self-avoiding walk
value (df = 4/3) and the value in the collapsed phase
(df = 2).
The introduction of the loop colours in Eq. 1 gives a
useful way of formalising the connection between the gas
of many loops and the polymer model [30]. We write
N = 1 + n (3)
and label the N possible colours for each loop by
a = 0, . . . , n. (4)
We distinguish loops of colour a = 0, which we refer to
as ‘background’ loops, from loops of colour a = 1, . . . , n
which we refer to as polymers. Informally, the point is
that ‘integrating out’ the background loops in a config-
uration with a single polymer gives the desired weight
in Eq. 2. And since each polymer then has a statistical
weight n, we can use a replica-like limit n→ 0 to isolate
configurations with a single polymer.
Explicitly, expanding Zhoneycomb in n gives
Zhoneycomb =
( ∑
background
loop configs
1
)
+ n
( ∑
configs with
1 polymer
1
)
+ . . .
(5)
The first term is proportional to the sum over percolation
configurations. Absorbing this trivial constant into the
definition of Zhoneycomb, and performing the sum over
the configurations of the background loops in the second
term,
Zhoneycomb = 1 + nZpolymer + . . . (6)
Zpolymer is the first θ-point model we will consider.
More generally, we also wish to consider the space of
models close to this one. We will show that the DS θ-
point behaviour of this model is robust — the universality
class of the collapse transition remains the same if we
slightly change the form of the interactions. If we wish
to consider the introduction of crossings this model is not
very convenient, so we will be led to consider models on
the square lattice.
B. Square Lattice Model (‘Model T’)
The second model derives from the well-known
completely-packed loop model on the square lattice
(Fig. 3). Configurations are generated by choosing the
pairing of links at each node (Fig. 4). The partition func-
tion is:
ZCPL =
∑
loop
configs
Nno. loops =
∑
coloured
loop configs
1. (7)
FIG. 3. Correspondence between the completely-packed loop
model and polymer model. A randomly chosen loop from the
former is statistically equivalent to a ring polymer governed
by the Boltzmann weight in Eq. 8. (The orientations assigned
to the links in the left figure are fixed, not fluctuating degrees
of freedom.)
Loops in this model always turn at nodes. Therefore if we
assign fixed directions to the links of the square lattice by
the arrow convention in Fig. 3, the loops acquire consis-
tent orientations. (This oriented square lattice is known
as the L-lattice.) The loop gas is again in the dense
phase, and the loops have the same universal properties
as those in the honeycomb model. When N = 1 there is
again a correspondence with a polymer model. A loop
picked at random from the gas (Fig. 3, right) is governed
by the effective ‘polymer’ partition function:
Zmodel T =
∑
polymer
configs
(
1
2
)no. nodes visited
. (8)
The configurations appearing in the partition function
are constrained to Turn at each node (Fig. 3, right) so
we refer to this as Model T. Later on we will relax this
constraint. This model is well known [5, 9, 18, 36].
The large-scale properties of a polymer ring in this
model are identical to those in Eq. 2. However we will
not refer to this model as being in the DS universality
class. This is because some universal properties differ,
despite the fact that the same field theory applies in each
case. This will be discussed below (Ref. V D). In particu-
lar correlators for open chains are related to field theory
correlators in slightly different ways in the two cases, and
as a result the entropic exponent γ for the partition func-
tion of an open chain takes a different value in Model T
and the honeycomb model [9, 36].
FIG. 4. In the completely packed loop model, each node has
two possible configurations.
5C. Sigma Model for Loop Gases
Loop gases with fugacity N map to nonlinear sigma
models for N–component fields. The best-known exam-
ple of this is the relationship between the honeycomb
model of Eq. 1 and the high-temperature expansion of
a modified O(N) lattice magnet [33, 34]. However the
true global symmetry in these models is in fact larger,
namely SU(N), as a result of the fact that the loops do
not cross [17, 28]. In the next subsection we will see ex-
plicitly how this arises on the lattice. Heuristically, the
key point is that in the models without crossings there
are natural prescriptions, discussed above, for orienting
the loops. The appearance of oriented loops signals that
we should be working with a complex N -component field,
~Z = (Z0, . . . , ZN−1), |~Z|2 = 1. (9)
One may think of this as follows. If we treat the 2D
space as the Euclidean spacetime for a 1+1D quantum
problem, the theory with the complex field describes N
‘colours’ of charged bosons, labelled a = 0, . . . n. The
loops are simply the worldlines of these bosons. In addi-
tion to the colour index labelling the species, they carry
an orientation which distinguishes particles from antipar-
ticles.
The appropriate field theory for ~Z turns out to have
the U(1) gauge symmetry ~Z(x)→ eiφ(x) ~Z(x) [17, 20, 28].
(This is related to the fact that the orientation of a given
loop in Fig. 3, left, is not free to fluctuate.) Therefore it
is useful to introduce the gauge-invariant field
Qab = ZaZ
∗
b −N−1δab. (10)
The traceless matrix Q parametrizes complex projective
space, CPN−1 (and satisfies a nonlinear constraint, since
|~Z|2 = 1). The field theory describing the nonintersecting
loop gas is the CPN−1 nonlinear sigma model with a
topological ‘Θ’ term [17]:
LCPN−1 =
K
2
tr (∇Q)2 + Θ
2pi
µν trQ∇µQ∇νQ. (11)
The coefficient Θ is equal to pi [37]. This sigma model
flows, for sufficiently large bare stiffness K and for N ≤ 2,
to a nontrivial fixed point which describes the dense
phase of the loop gas. The regime of interest to us is
N = 1 + n, with n infinitesimal, so N must be treated
as variable in the spirit of the replica trick. An alter-
native is to formulate a supersymmetric version of the
sigma model [17]: for our purposes the two approaches
are equivalent.
The sigma model captures correlation functions in the
loop gases, and by extension in the polymer models. It is
useful to keep in mind the heuristic picture of the loops
as worldlines of ~Z. So, for example, the operator Q12 =
Z1Z
∗
2 absorbs an incoming worldline of colour index a = 1
and emits an outgoing one of colour a = 2, as illustrated
in Fig. 5. In the next subsection we will make this more
precise on the lattice.
Recall the distinction between background loops (a =
0) and polymer loops (a = 1, . . . , n). We make a corre-
sponding splitting of the components of ~Z,
~Z = (Z0, ~Z⊥), ~Z⊥ = (Z1, . . . , Zn), (12)
with worldlines of Z0 and ~Z⊥ corresponding to back-
ground and polymer loops respectively. ~Z⊥ has a vanish-
ing number of components in the limit of interest, namely
N → 1 or n→ 0. ‘Watermelon’ correlation functions for
the polymer may be expressed in terms of ~Z⊥.
The field theory LCPN−1 is appropriate to the polymer
model Zpolymer, which derives from a loop gas in which
the polymer and background loops are on exactly the
same footing. But a general perturbation of the Boltz-
mann weight for the polymer will — when translated
back to the loop gas — break the symmetry between the
polymer and the background loops [12]. Correspondingly,
the Lagrangian will be perturbed by operators Oi which
reduce the SU(N) symmetry to something smaller:
L = LCPN−1 +
∑
i
λiOi. (13)
D. Lattice Field Theories
To make the connection between the loop gases and the
sigma model concrete, we will need lattice field theories
which (I) map exactly to the loop gas, and (II) turn into
the sigma model upon coarse-graining [12, 21].
1. Completely-Packed Model
First consider the completely-packed model on the
square lattice, Eq. 7 (see Refs. [12, 22, 39] for more de-
tail). We take a model with N -component complex vec-
tors ~Z located on the links of the lattice, with fixed length
|~Z|2 = N . The Boltzmann weight is a product over terms
for each node. Denoting the two outgoing links at a given
node by o, o′ and the two incoming links by i, i′,
ZCPL = Tr
∏
nodes
(
(~Z†o ~Zi)(~Z
†
o′
~Zi′) + (~Z
†
o′
~Zi)(~Z
†
o
~Zi′)
)
.
(14)
‘Tr’ denotes the integral over the ~Zs with the length con-
straint. Note that the two terms at each node correspond
to the two ways of pairing up the links at that node
shown in Fig. 4. Therefore expanding out the product
over nodes generates the sum over loop configurations,
with each loop decorated with a product of ~Z† ~Z factors.
In a loose notation where the links on a given loop are
denoted 1 . . . , ` as we go around the loop in the direction
of its orientation, we have
ZCPL =
∑
configs
∏
loops
Tr
(
~Z†1 ~Z`
)
. . .
(
~Z†3 ~Z2
)(
~Z†2 ~Z1
)
.
(15)
6Using TrZaZ
∗
b = δab to integrate out the
~Zs, we find that
each loop has a single colour index a which is conserved
along its length. Therefore Eq. 14 is equal to the partition
function of the loop model, Z =
∑
coloured loop configs 1.
The above theory has SU(N) global symmetry and
U(1) gauge symmetry under independent phase rotations
on each link, ~Z` → eiφ` ~Z`. One may show that the con-
tinuum limit of this lattice field theory is the CPN−1
Lagrangian of Eq. 11 with Θ = pi [40]. This agrees with
the field theory derived for the loop model by first tak-
ing an anistropic limit which maps it to a quantum spin
chain [17].
Inserting operators on the links modifies the graphical
expansion. For example if we insert Qcd on a link, the
integral over ~Z on that link is modified from TrZaZ
∗
b =
δab to TrZaZ
∗
bQcd = (nδadδbc−δabδcd)/(n+1). It follows
that inserting Q12 forces the colour of the incoming part
of the strand passing through the link to be 1, and the
colour of the outgoing segment to be 2. The correlation
function 〈Q12(l)Q21(l)〉 then contains only configurations
in which the links l and l′ lie on the same loop. That is,
Qab is a lattice ‘two-leg’ operator.
2. Honeycomb Model
The lattice field theory for the honeycomb model given
in Ref. [20] (see also Ref. [28]) is very similar to the lattice
magnet of Nienhuis et al. [33, 34], but includes a U(1)
gauge field. The role of this gauge field is to fix the
relative orientations of the loops in accordance with the
cluster boundary convention in Fig. 2, which leads to
adjacent loops being oppositely oriented.
The spins of the lattice magnet are again complex vec-
tors ~Z = (Z0, . . . , ZN−1) with length |~Z|2 = N , but are
now located at the sites i of the honeycomb lattice. The
gauge field is an angular degree of freedom Uij = e
iaij
which is located on the links (with Uij = U
∗
ji). The par-
tition function we need is
Z = Tr
∏
hexagons H
(
1+
∏
〈ij〉∈H
Uij
)∏
〈ij〉
(
1 + xUij ~Z
†
i
~Zj + c.c.
)
.
(16)
In the product
∏
〈ij〉∈H Uij , the links are oriented anti-
clockwise around the hexagon.
This model allows a graphical expansion similar to
the previous, showing its equivalence with Zhoneycomb in
Eq. 1. The graphical expansion involves not only loops
(which come from the expansion of the product over links
in Eq. 16) but also shaded hexagons (which come from
the expansion of the product over hexagons). The shaded
hexagons make up the black clusters in Fig. 2, and the
loops are glued to the boundaries of these clusters once
we integrate over Uij .
Eq. 16 has the same gauge and global symmetries as
Eq. 14. The microscopic field content is different because
of the presence of the fluctuating gauge field; but this
Q 12 X 1234
1
2
1
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2
4
FIG. 5. Schematic representation of some components of the
two and four-leg operators. These operators enforce vertices
with strands of specified colour emanating from them.
does not change the coarse-grained Lagrangian. (In fact
the continuum sigma model, Eq. 11, admits an equivalent
formulation with ~Z coupled to a dynamical continuum
gauge field Aµ. In this formulation the Θ term is simply
proportional to the integral of the flux µν∇µAν . This
term arises naturally from coarse-graining the first term
in Eq. 16 [20].)
III. RELEVANT OPERATORS
We now return from the lattice to the continuum field
theory of Sec. II C. The operators pertinent to our dis-
cussion of stability will be components of the two- and
four-leg operators, both of which are relevant if added to
the action.
As noted above the two-leg operator is essentially the
matrix Qab defined in Eq. 10 [41]. It transforms in the
adjoint representation of SU(N), which has dimension
N2 − 1, and its RG eigenvalue in the N = 1 limit is
y2 = 7/4. A lattice version of this operator can for ex-
ample be defined on a link of the completely-packed loop
model as discussed above [42], and its two point function
is proportional to the probability that two links lie on
the same loop.
The four-leg operator comes in two types, as we will
discuss in Sec. VII A, with different behaviour under par-
ity (spatial reflections). Only the parity-even operator
is important for the RG flows we consider, since spa-
tial symmetry prevents the parity-odd operator from ap-
pearing in the action. This parity-even four-leg operator,
Xaa′bb′ , is essentially ZaZa′Z
∗
bZ
∗
b′ , with trace terms sub-
tracted to ensure it transforms irreducibly under SU(N)
[19]:
Xaa′bb′ = ZaZa′Z
∗
bZ
∗
b′ −
δabZa′Z
∗
b′ + 3 terms
N + 2
+
δabδa′b′ + δab′δa′b
(N + 1)(N + 2)
. (17)
Xaa′bb′ is symmetric under a ↔ a′ and under b ↔ b′.
Graphically, it is a four-leg vertex with incoming directed
lines of colour a, a′ and outgoing directed lines of colour
b, b′ (Fig. 5). A lattice version of this operator may be
written down in the completely-packed loop model, but
7Q00 A S C
FIG. 6. Schematic interpretation of the four relevant pertur-
bations in Eq. 19. Q00 is the leading perturbation when we
change the variable conjugate to the length of the polymer.
A can be independently tuned by modifying the strength of
attraction between nearby monomers. In the loop gas inter-
pretation, S is a crossing between the polymer strand and a
‘background’ strand (dashed line). In generic models in the
DS universality class this perturbation does not play any role.
However in Model T, which is fine-tuned in a certain sense,
S corresponds to introducing nodes where the polymer does
not turn (straight segments). The perturbation C arises when
the polymer is allowed to cross itself.
will not be needed here. X has RG eigenvalue y4 = 3/4
at N = 1, and it forms an irreducible representation of
SU(N) whose dimension is
dX =
N2(N − 1)(N + 3)
4
. (18)
Q and X above are the only operators in the sigma model
which are invariant under both spatial rotations and par-
ity and which are relevant at N = 1. We defer the
demonstration of this to Sec. VII. In order to show that
no further relevant or marginal operators can appear as
perturbations to the action, we identify the full set of
operators with dimensions x = x4 and x = 2: we confirm
this set is complete using the results of Read and Saleur
on the counting of states in the spectrum of the super-
symmetric sigma model [17]. We find that no additional
perturbations are allowed by parity symmetry.
When we perturb the Boltzmann weight for the poly-
mer the global symmetry will be reduced to a subgroup
of SU(N), and the operators above will split into more
than one representation of the reduced symmetry. Four
operators will play a role in the discussion of RG flows
below:
Q00 = −
n∑
a=1
Qaa; A ≡ −X0000 = −
n∑
a,b=1
Xabab;
S ≡ −
n∑
a=1
Xaa00 + c.c.; C ≡ −
n∑
a,b=1
Xaabb. (19)
The effects of these perturbations are summarised heuris-
tically in Fig. 6, and will be explained in the following
sections.
IV. PERTURBING THE HONEYCOMB MODEL
First we show that the collapse transition in the honey-
comb polymer model (Eq. 2) remains in the DS universal-
ity class even when the interactions between monomers
are slightly perturbed.
Recall that the polymer is a worldline of the field ~Z⊥.
Therefore we might expect that the effect of changing
the interactions between monomers will simply be to add
local interactions for ~Z⊥. Neglecting terms with deriva-
tives, the perturbed Lagrangian will then be of the form
L = LCPN−1 + V
(|~Z⊥|2), (20)
where V is an arbitrary potential. This expectation is
correct (though see next section). In Appendix A we
confirm this explicitly for an arbitrary perturbation of
the interactions, using the lattice field theory in Eq. 16.
The resulting symmetry breaking is (recall N = 1 + n):
SU(N) → U(n). (21)
The remaining U(n) rotates the components of ~Z⊥.
As discussed in the previous section, any relevant per-
turbations allowed by spatial symmetry must be sums of
components of Q or X, with RG eigenvalue y2 = 7/4 or
y4 = 3/4 respectively. Taking into account U(n) symme-
try, there are only two linearly independent possibilities:
Q00 = −|~Z⊥|2 + n/N and A ≡ −
∑n
a,b=1
Xabab.
(22)
These appear when for example we change the monomer
fugacity (weight per unit length) or the strength of self-
attraction (‘A’ stands for ‘attraction’). Increasing the
monomer fugacity favours links of colour a = 1, . . . , n
over those of colour a = 0, so naturally generates a pos-
itive ‘mass’ for Z0, or equivalently a negative mass for
~Z⊥. In a coarse-grained picture, increasing the poly-
mer’s self-attraction means increasing the weight for a
meeting of four polymer legs, explaining the appearance
of the four-leg operator Xabab with colour indices a and
b both greater than zero. Note that, by virtue of the
tracelessness of Q and X, operators like
∑
a>0Qaa, or∑
a>0Xa0a0, or X0000 are linearly related to those above,
so do not constitute independent RG directions.
Two RG–relevant directions is the right number for
the Θ point. One relevant perturbation is automati-
cally tuned to zero by taking the polymer to be long
[43], and the other must be varied to reach the collapse
point. Therefore the above shows that the DS behaviour
is robust for nonintersecting models on the honeycomb
lattice. (The generic form of such a model is given in
App. A.) This conclusion is consistent with (and ex-
plains) early numerical transfer matrix calculations [7],
which investigated several perturbations of the honey-
comb Boltzmann weights and found that that the expo-
nents remained the same to within numerical accuracy.
In order to infer that the DS universality class is robust
to any local perturbations (with the exception of allowing
the polymer to cross itself), we should check that there
is no fine–tuning hidden in the choice of lattice. For-
tunately, the lattice gauge theory representation makes
8clear that U(n) is retained so long as we do not allow
the polymer to cross itself, regardless of the choice of lat-
tice [44]; and so long as U(n) symmetry is retained, only
the two relevant perturbations discussed above can ap-
pear in the action. Therefore the DS universal behaviour
is generic so long as crossings are forbidden. Physically,
only one parameter needs to be varied to reach a collapse
transition in this universality class.
This resolves a longstanding theoretical question about
this transition. One of the reasons why the stability of
the DS fixed point has previously been a vexed question
is that the traditional Coulomb gas [45] approach to loop
models hides the SU(N) symmetry: this prevents us from
being able to classify and count perturbations. (Other
sources of confusion have included the assumption that
the DS exponents are the same as those of de Gennes’
tricritical O(n → 0) model, which we will argue is not
the case, and the existence of various other solvable fixed
points that were candidates for the θ point [5, 47–49].)
The sigma model is the right formulation, as we have
seen. However, even in this formulation it is easy to be
misled as we will see in a moment.
The potentially confusing point is related to the fact
that the perturbation S does not appear in the above
analysis. This corresponds to a crossing between a poly-
mer and a background strand, and effects a more drastic
symmetry breaking than that in Eq. 21 (Sec. V). If this
perturbation was allowed, it would destabilize the DS
universal behaviour. This perturbation does not appear
when we perturb models that are truly in the DS uni-
versality class like that above, as we have seen. But we
will now see that it does appear when we perturb Model
T (the model with turns at every node). This additional
perturbation means that Model T is fine-tuned, as first
argued by Blote and Nienhuis [5, 18]. It also occupies a
different position in the phase diagram to the ‘true ’ DS
fixed point, and strictly it should be regarded as a distinct
universality class. The apparent paradox — that the two
models have different numbers of relevant perturbations
despite being described by the same CPN−1 field theory
— will be resolved in the next section, where we discuss
models without crossings on the square lattice. Then in
Sec. VI we use the square lattice to introduce crossings,
which is awkward to do on the honeycomb.
V. THE SQUARE LATTICE MODEL:
PARADOX & RESOLUTION
In the square lattice model of Eq. 8 (Model T), the
polymer is constrained to turn at each node. The ‘gen-
tlest’ perturbations of this model change the interactions
while retaining this constraint. For this class of models,
the story is the same as the previous section: the only rel-
evant operators that arise are Q00 and A (Appendix B)
and the universal behaviour remains unchanged. How-
ever, an additional relevant perturbation arises if we re-
lax the constraint of turning at every node [19].
Recall that this polymer model is related to a com-
pletely packed loop gas, Fig. 3. In the language of the loop
gas, a non-turning node is a crossing between a polymer
strand and a background strand. This is a vertex resem-
bling Fig. 5 (Right) where the two outgoing links have
colour index a = 0 (background) and the two incoming
links have a > 0 (polymer), or vice versa. The new per-
turbation is denoted S,
S = − (N +N ∗) , N ≡
n∑
a=1
Xaa00 = (Z
∗
0 )
2 ~Z T⊥ ~Z⊥.
(23)
The appearance of this perturbation can be confirmed
directly using the lattice field theory representation of
the loop gas (Appendix. B). The operator S effects the
symmetry breaking
SU(N)→ O(n), (24)
where the remaining symmetry rotates ~Z⊥.
S and A both derive from the four-leg tensor, but
they are linearly independent operators. Therefore, for
Model T, the number of relevant directions is three when
straight segments are allowed. This implies that Model T
describes a fine-tuned collapse point. That this model is
fine-tuned was originally suggested by Blote and Nienhuis
[5]: the above provides a precise field-theoretic version of
their argument (from the decay of the appropriate corre-
lator) that non-turning nodes should be a relevant per-
turbation. (The field theory formulation makes it clear
that this perturbation is linearly independent of A at the
fixed point.) However it is not correct to infer from the
instability of Model T that all the models described by
CPN−1 are fine-tuned, as we will discuss. We emphasize
that strictly speaking Model T is not in the DS univer-
sality class (Sec. V D).
The presence of an relevant additional perturbation in
this model prompts various questions. First, we have
already argued (Sec. IV) that all models in which the
polymer does not cross itself have a U(n) symmetry. At
first sight this is in conflict with Eq. 24, which says that
the SU(N) symmetry of Model T is broken all the way
to O(n) when the model is perturbed. The resolution is
that the perturbed Model T does have a U(n) symmetry,
which is revealed by mapping it to a lattice field theory in
a different way. However, this U(n) is not a subgroup of
the SU(N) of the unperturbed Model T! (This subtlety
arises because the two ways of mapping the model to field
theory are not related by a local change of variable.) In
order to see this (Sec. V B) it will be convenient first to
introduce a ‘less peculiar’ square lattice model (Sec. V A).
The latter also gives an explicit example of a model which
has non-turning nodes and is in the (true) DS universality
class.
Second, the fact that the perturbation S appears here
makes it surprising at first sight that it does not appear
for models in the DS universality class. The result of
Sec. IV is enough to show that it does not appear when
9we perturb the DS fixed point, but we can nevertheless
ask what it would mean to add it to the Lagrangian in
that case. We discuss this briefly in Sec. V C: we find
that for the true DS models, S does not correspond to a
local perturbation of the polymer Boltzmann weight.
Thirdly, it is natural to ask for a heuristic understand-
ing of why Model T differs from models that are truly in
the DS universality class. Here the key player is the Ising
variable of Refs. [5, 18]. Model T occupies a different po-
sition in the phase diagram to the true DS fixed point:
it represents a transition into a collapsed phase with an
additional lattice dependent ‘Ising’ order. Relatedly, it
is natural to ask how models with the same field theory
description can be in different universality classes. We
discuss this in Sec. V D. We also briefly discuss the pos-
sibilities for what fixed point Model T flows to when it
is perturbed with non-turning nodes.
A. A Less Peculiar Square Lattice Model
This section introduces a square lattice model which
is in the (true) DS universality class. This model does
not have Model T’s peculiar feature of turning at every
node. It lends itself to a different field theory mapping
which sheds light on the above issues.
The mappings between polymer models and field the-
ories in Sec. II D started by relating the former to a gas
of oriented loops. We have seen two types of convention
for doing this. For the honeycomb model, the loops were
oriented by viewing them as cluster boundaries, while
for the completely packed model the loops were oriented
by assigning fixed directions to the links. The fact that
we could consistently orient the loops in this way relied
on fine-tuning in Model T (the absence of non-turning
nodes).
We may also consider loop gases on the square lattice
that are not completely-packed, and associated polymer
models. In fact, since the background loops are not phys-
ical degrees of freedom, we may be able to map a given
polymer model to a loop gas (and then to a lattice field
theory) in more than one way, and one mapping may
reveal a symmetry which is hidden by the other.
For a specific polymer model (with non-turning nodes)
which is demonstrably in the DS universality class, let us
consider the natural square-lattice analogue of the hon-
eycomb model. Again we begin with an N = 1 loop
model in which the loops can be viewed as cluster bound-
aries: see Fig. 7. The only difference with the honeycomb
case is that now two clusters can meet at a corner. In
this case there are two possible ways to connect up the
cluster boundaries (similar to Fig. 4), which means that
a given configuration of shaded faces can correspond to
more than one loop configuration. The loop gas partition
function is
Z =
∑
loop
configs
α−TNno. loops. (25)
FIG. 7. A second square lattice loop gas (left) that maps to a
polymer model (right). In this model the polymer can visit a
site twice, but cannot cross. Non-turning nodes are allowed.
Nodes may be visited twice but the loops do not cross.
T denotes the number of twice-visited nodes, and α is
a constant which we take to be α = 1/2 when when
N = 1. The loop gas then maps to a percolation prob-
lem in which we (I) colour the faces black or white with
equal probability and (II) make random binary choices
for how to connect up the cluster boundaries at each
twice-visited node. The fact that the weight of a per-
colation configuration is shared equally between the two
ways of connecting up the clusters at twice-visited nodes
gives α = 1/2. (The non-standard definition of clusters
here means that this is different to conventional site per-
colation on the square lattice. Symmetry between black
and white ensures that the present model is critical.)
We can relate this loop gas to a polymer model in the
usual way (Sec. II A). The precise polymer interactions,
given in Appendix C, are cumbersome to write down but
perfectly local. The relation with percolation ensures
that the polymer is right at its collapse point, and in the
DS universality class.
We may also map this model to a lattice gauge theory
in an identical manner to the honeycomb model. The
continuum limit is again the CPN−1 model at Θ = pi.
As for the honeycomb model, this lattice gauge theory
representation can be generalized to allow an arbitrary
local perturbation to the Boltzmann weight. This is ex-
plained in Appendix C. A convenient intermediate step
is to first map the problem to a loop model on a modi-
fied lattice, in which each node is replaced by a cluster
of trivalent nodes: this ensures that the conformation is
specified uniquely by which links are visited, making it
easy to write down the interactions in the lattice field
theory language.
The conclusions about stability confirm what we al-
ready know from Sec. IV. So long as the polymer cannot
cross itself, U(n) symmetry is retained, and DS universal
behaviour is robust against (sufficiently weak) perturba-
tions.
B. Hidden U(n) Symmetry in Non-Crossing Models
By a suitable (non-infinitesimal) deformation of the
lattice gauge theory representation introduced for the
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model above, we can in principle describe any non-
crossing polymer model on the square lattice while retain-
ing U(n) symmetry (Appendix C). This includes Model
T perturbed by straight segments.
How do we reconcile this with the SU(N)→ O(n) sym-
metry breaking that we found in Sec. V? Both results are
correct: the symmetry depends on the way in which we
map the polymer model to field theory, or equivalently
on the way in which we introduce the background loops.
For Model T, the advantage of the original representa-
tion (based on the completely packed loop model) is that
it makes the SU(N) symmetry of the unperturbed Model
T manifest. The advantage of the alternative representa-
tion is that it makes the U(n) symmetry of the perturbed
model manifest. However this U(n) should not be re-
garded as a subgroup of the SU(N) of the unperturbed
Model T, since the two representations involve distinct
sets of fields (not related by any local transformation).
For this reason the alternative representation does not
make the SU(N) symmetry of Model T manifest. On
the other hand it does reveal another SU(N) symmetry
at a different point in parameter space, namely for the
‘less peculiar’ model of the previous section. The com-
mon feature of the points at which an SU(N) symmetry
exists is that they map to N = 1 loop gases. (But differ-
ences between these loop gases lead to differences in the
polymer models which we touch on in Secs. V C, V D.)
Retaining U(n) symmetry is enough to ensure that
models (without crossings) which are sufficiently close
to the DS fixed point will flow to it. This includes for
example any model which is sufficiently close to the ‘less
peculiar’ model (in which U(n) is enlarged to SU(N) mi-
croscopically). This does not of course imply that all
models with U(n) symmetry lie in the basin of attraction
of the DS fixed point. Therefore we cannot assume that
when we perturb Model T with non-turning nodes it will
flow to the true DS fixed point. It may flow to a different
fixed point which is also ‘stable’. We discuss this briefly
in Sec. V D.
C. Absence of Perturbation S at the (True) DS
Fixed Point
As a concrete instance of the DS universality class let
us take the ‘less peculiar’ model on the square lattice
(Sec. V A). When mapped to field theory appropriately,
this is seen to have SU(N) symmetry. This is broken
down to U(n) when the model is perturbed, and we have
seen explicitly that the perturbation S does not arise.
But what happens if we insist on adding this operator to
the Lagrangian?
S corresponds to a crossing between a polymer strand
and a background strand. In the loop gas this is a per-
fectly local perturbation. However, it corresponds to a
non-local perturbation of the polymer model. To see this,
consider (for simplicity) a polymer loop in the shape of
a large square with sides of length L. Let the weight of
this configuration in the polymer partition function be
W(λS), where λS is the weight associated with a cross-
ing between polymer and background strands. We may
easily check (using the relation between the loops and
percolation) that at small λS and large L,
W(λS) =W(0)
(
1 +O(λ2SL
2)
)
. (26)
The leading correction is O(λ2SL
2) for a simple reason:
if a background strand enters the polymer loop, it must
also leave (giving two λS insertions) and there are O(L)
choices for both the entry point and the exit point. But
we may easily check that a Taylor expansion of this
form cannot arise if W(λS) is a local Boltzmann weight
for the polymer, i.e. a function of the schematic form
W(λS) = exp
∑
~r Cr(λS), where C~r is a local term in the
Hamiltonian which depends on some finite region around
position ~r. Expanding this in λS gives
W(λS) =W(0)
{
1 + λS
∑
~r
C ′~r(0) (27)
+
λ2S
2
((∑
~r
C ′~r(0)
)2
+
∑
~r
C ′′~r (0)
)
+ . . .
}
.
Generically the leading correction is O(λSL). We see
that it vanishes only if the O(λ2SL
2) term also vanishes,
so an expansion of the form (26) is not possible for a local
Hamiltonian.
D. Why is Model T Different?
Recall that for models on the square lattice, we may
define an Ising variable associated with the polymer [18].
The following definition is equivalent to that of Ref. [18].
We consider a single polymer loop, which we take to
be consistently oriented along its length. On each link
we can then compare the polymer’s orientation with the
fixed link orientation defined by the L lattice (Fig. 3).
We define the Ising-like variable σ` on link ` to be +1 if
the two orientations agree and −1 if they disagree. As we
go along the polymer, the domain walls in σ are precisely
the non-turning nodes.
The role of σ is simplest in the phase in which the
polymer is dense (but not necessarily completely dense),
accessed by increasing its length fugacity beyond the crit-
ical value. Since the polymer visits a finite fraction of the
sites of the lattice we can define a coarse-grained Ising
spin σ(r), and the dense phase can be subdivided into
two types, depending on whether σ is ordered or dis-
ordered [5, 18]. The same is true of the collapsed phase
(the collapsed polymer forms a bubble of the dense phase,
surrounded by the vacuum).
For Model T, σ` is perfectly ordered along the length of
the polymer, while for models in the ‘true’ DS universal-
ity class, σ` is disordered. Heuristically, this ‘order’ in σ`
is the reason that Model T has an additional RG relevant
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direction, which corresponds to allowing σ to fluctuate.
The order in σ also implies that Model T lives in a dif-
ferent part of the phase diagram to the generic θ point
[5, 18]. Model T describes the transition between the ex-
tended phase and the Ising-ordered collapsed phase with
〈σ〉 6= 0 (which is what we access by perturbing Model
T with an an additional attraction [50]). For the models
in the DS universality class, however, infinitesimal per-
turbations will instead lead to the Ising-disordered col-
lapsed phase with 〈σ〉 = 0. The very existence of the
Ising-ordered phase is of course a lattice artifact [5, 18].
In what sense are the universal properties of Model T
different from those of the true DS point? It shares the
same field theory description and many of the same ex-
ponents (the watermelon exponents for an even number
of legs are the same). The correlations of the Ising order
parameter are one difference. More importantly, the ex-
ponent γ governing the scaling of the partition function
for an open chain is different for the two fixed points [36].
Both fixed points are described by the CPN−1 model,
but in order to fully specify the universality class we need
some additional information about how correlators in the
CPN−1 model map to correlators for the polymer. This
differs slightly for Model T since the mapping arises from
a completely packed loop gas. We have seen an example
of this in Sec. V C, where an operator in CPN−1 mapped
to a local object for the polymer in one case but not the
other. The interpretation of the polymer one-leg opera-
tor in terms of CPn−1 is also different in the two cases,
reflecting the well known fact that in Model T a one-leg
operator for the polymer corresponds to a 2-leg operator
in the loop gas.
As an aside, let us consider a simpler example of the
fact that the same field theory can be compatible with
two slightly different universality classes. These are the
dense polymer phases with and without Ising order. Here
‘order’ for σ has a more straightforward meaning than at
the collapse point, since the polymer visits a finite frac-
tion of the links on the lattice. This case is also simpler
because we can stick with a single mapping from the
polymer to field theory instead of worrying about two.
Consider the ‘less peculiar’ polymer model of Sec. V A
and its mapping to the CPN−1 model via the incom-
pletely-packed loop gas and lattice gauge theory. We
increase the polymer’s length fugacity (i.e. perturb with
Q00) so that we enter a dense polymer phase. The field Z0
becomes massive, and we can integrate it out [51]. This
leaves us with the CPn−1 sigma model, n → 0, which is
the expected description of a dense polymer [17, 29]. Ini-
tially we are in the Ising-disordered dense phase, 〈σ〉 = 0.
By decreasing the weight of nonturning nodes, we may
drive the transition into the Ising-ordered dense phase.
In both phases, the fluctuations of σ are massive, and
decoupled from the CPn−1 sector. (The two sectors are
decoupled even at the Ising transition [5].) We might
think that the scaling of the watermelon correlators will
be the same in the two phases, since the nontrivial CPn−1
sector has not undergone a phase transition [52], but this
is not quite true. Consider the one-leg operator for the
polymer. This acts both in the CPn−1 sector and in the
Ising sector. In the Ising sector, the endpoint of an open
chain should be viewed as a twist or ‘disorder’ operator
— i.e the endpoint of a branch cut — for σ. This conven-
tion is necessary in order to ensure that the interactions
between the σ values of different parts of the chain are
effectively local: for example two parts of the chain can
only visit the same node if they have the same value of
σ. (In the CPn−1 sector, we cannot write the one-leg
operator simply as Za, since that is not gauge invariant,
but one can argue from the lattice gauge theory that the
one-leg operator can be incorporated as a twist defect
[53].) When σ is disordered, the branch cut in σ costs
only O(1) free energy, so the scaling of the one-leg corre-
lator is determined solely by the CPn−1 sector, giving a
power law decay. However when σ is ordered the branch
cut costs a free energy proportional to its length. There-
fore we expect that in this phase the one-leg correlator
scales exponentially with length and the two endpoints
of an open chain are confined together.
Returning to the collapse transition in the regime
where σ is playing a role, the nature of the RG flows
between the various fixed points is not yet clear. (See
Ref. [6] for a related discussion.) In particular, what
universality class of collapse transition do we get when
we slightly perturb Model T with non-turning nodes? A
priori there are two possible scenarios:
(I) We could flow from Model T to the true DS uni-
versality class. This would be rather unusual, because it
would be a flow from one fixed point described by CP0 to
another fixed point also described by CP0, with the in-
terpretation of the background loops changing during the
flow. In this scenario, the perturbation would destroy the
Ising ‘order’ along the length of the polymer, but would
leave the statistics of a large ring unchanged. The statis-
tics of an open chain would change, since the exponent
γ is different in the two cases. This scenario would leave
the role of the “branch 3” fixed point mentioned below
somewhat mysterious, however.
(II) We could flow from Model T to a third universality
class — denote this U . Blo¨te and Nienhuis suggested that
this scenario occurred, and that U should be the “branch
3” fixed point for which exact results are available [5, 18,
49]. This critical point has been revisited very recently by
Vernier et al., and shown to have an unusual scaling limit
[6]. In this scenario the presence of incipient Ising order
then gives a natural explanation for why U is different
from the generic DS behaviour [5, 6, 18].
Note that we have already ruled out a third scenario,
namely that the flow is from the Blo¨te Nienhuis fixed
point to the fixed point of Model T.
The ISAT multicritical point, which allows crossings
and is described by RPN−1 rather than CPN−1 provides
a simpler setting for investigating some of the issues of
Ising ordering [12, 54].
We emphasise that these questions about Model T,
while fascinating, are only indirectly relevant to our basic
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topic of the generic collapse behaviour. From this point
of view, the possibility of Ising order in the collapsed
phase is a lattice artifact. The true DS fixed point is
robust, and the Ising ordering plays no role there. We
now return to questions about generic models.
VI. MODELS WITH CROSSINGS
Since in a realistic situation polymers will not be
strictly confined to 2D, we expect the chain to be able to
cross itself, perhaps at some energy cost (Fig. 1, right).
To understand how this affects the universal behaviour,
and also to clarify the relevance of de Gennes’ tricritical
O(n→ 0) model to 2D polymer collapse, we now perturb
the square lattice models by allowing crossings. (Note
that a crossing is not the same as a branching [55]: the
polymers we consider are always topologically linear.)
Consider either of the two models on the square lattice.
The rules for orienting the strands imply that at a four-
leg vertex, the two incoming strands are opposite each
other and the two outgoing strands are opposite each
other (see e.g. Fig. 5). Therefore, a crossing between
two polymer strands (one of colour index a > 0 and one
of colour index b > 0) corresponds to a four-leg vertex
where the two incoming links are of colour a and the
two outgoing links are of colour b (or vice versa). The
corresponding perturbation is
C ≡ −
n∑
a,b=1
Xaabb
= −|~ZT⊥ ~Z⊥|2 + 4(N + 2)−1|~Z⊥|2 + const., (28)
as we can check on the lattice (Appendix B). On its own,
this operator gives the symmetry breaking
SU(N)→ O(n)×U(1). (29)
where the U(1) is ~Z⊥ → eiθ ~Z⊥. (This is not a gauge
transformation, since the phase multiplies only ~Z⊥ and
not Z0.) If we start with Model T and make a fully
generic perturbation (including A, S and C), then the
symmetry is broken down to O(n) in the original repre-
sentation.
This symmetry is what we would originally have ex-
pected from de Gennes. The resulting RG flow away
from the DS fixed point, together with the fact that non-
crossing models always have a higher symmetry (despite
the subtlety discussed in Sec. V B) indicates that the DS
exponents are unlikely to apply to models with crossings.
That is, contrary to what is often assumed, we must allow
for crossings in order to see the exponents of de Gennes’
tricritical O(n) model.
One point should be clarified. Just as we found in
the case without crossings, it is again possible to choose
a lattice field theory representation in which we avoid
introducing the operator S. Then, we in fact retain a
O(n)×U(1) symmetry for generic models with crossings.
However, we expect that this extra U(1) can be neglected
when considering the generic collapse transition. That
is, we expect the latter can be described by a Lagrangian
for a real vector that transforms only under O(n). Sym-
metries of the Lagrangian are important because they
encode information about microscopic constraints on the
polymer configurations: here however, the U(1) does not
appear to encode any additional constraints beyond those
encoded in O(n). (Such a U(1) can always be included
in a model of a single polymer ‘for free’. The current
associated with the U(1) has a simple interpretation. We
decorate the polymer with an arrow indicating the direc-
tion of U(1) current flow, using the rule that the poly-
mer’s orientation flips whenever it crosses itself. Current
is conserved because each crossing has two outgoing and
two incoming strands [56].)
There is a special class of perturbations of Model T
which introduces crossings while preserving the equiv-
alence between polymer and background loops. (All
‘smart walk’ models — which have the feature that
polymer configurations can be regarded as ‘deterministic
walks in a random environment’ — preserve the equiv-
alence between the polymer and the background loops.
This includes the models related to percolation and the
collapse point of the interacting self-avoiding trail.) The
equivalence is preserved if all the four-leg perturbations
have exactly equal strength:
A+ S + C = −
m∑
a,b=0
Xaabb. (30)
The symmetry breaking is then
SU(N)→ SO(N). (31)
The RG flow then leads to the interacting self-avoiding
trail fixed point (ISAT), which is analytically tractable.
Unfortunately, it is not the generic θ point for polymers
with crossings. Viewed as a description of a polymer [57],
the ISAT fixed point is extremely unstable: it has an
infinite number of RG-relevant perturbations that break
the symmetry from SO(N) to the generic O(n) [12]. Signs
of this have been seen numerically [58].
Therefore the generic critical exponents for models
with crossings remain unknown. A natural model that
does not appear fine-tuned has been studied numerically
in Ref. [25]. It was conjectured in Ref. [25] that the crit-
ical exponents were those of the DS universality class.
This would be surprising in view of the present results.
Further numerical results would be valuable.
VII. OPERATORS IN THE CPN−1 MODEL
Our analysis of perturbations relied on the fact that
all the symmetry allowed operators that could appear in
the action were components of Q and X. In order to
confirm this we must now derive some features of the op-
erator content of the sigma model (about which there is
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FIG. 8. Two types of four leg vertex, distinguished by the
ordering of the indices, and related by parity (reflections).
The parity-even and parity-odd four leg operators correspond
to the sum and difference respectively, V(1) ± V(2).
currently limited knowledge). We will see that the cor-
respondence with the loop gas implies some surprising
things about operators in this field theory. The oper-
ators we need to consider in detail are those with the
dimension of the four-leg operator, Sec. VII A, and the
marginal operators, Sec. VII B (Ref. [17] shows there are
no other relevant eigenvalues in the spectrum, apart from
y2). We will see that one of the marginal operators is an
interesting parity-odd version of the two-leg operator.
A. Two Types of Four-Leg Operator
Consider the operators in the field theory which corre-
spond to four-leg operators in the loop model. These are
operators whose two-point function gives the probability
that r and r′ (or rather small regions around r and r′)
are joined by four strands of loop. At N = 1, they have
scaling dimension x4 = 5/4.
In the field theory, the obvious operator of this
type is Xaa′bb′ described above: the traceless part of
ZaZa′Z
∗
bZ
∗
b′ , which is invariant under parity. Indeed it
is straightforward to check that a lattice operator with
the same symmetries as X allows us to write the 4-leg
watermelon correlator in the loop model. (Strictly speak-
ing the lattice operators cannot have the full symmetry of
X, since complete invariance under spatial rotations only
emerges in the continuum, but this will not be important
in what follows.)
Surprisingly, the sigma model also contains a parity-
odd four-leg operator, which we denote Y , with the same
scaling dimension [19]. In the field theory, this operator
has the following symmetry:
Yaa′bb′ = iµν
(
Za
↔
∇µZa′
)(
Z∗b
↔
∇νZ∗b′
)− trace terms. (32)
Here A
↔
∇µB = A∇µB − (∇µA)B. Unlike X, this tensor
changes sign under parity, and also under the exchanges
a ↔ a′ and b ↔ b′. It is easily checked to be gauge
invariant. Once the trace terms are subtracted, Y forms
an irreducible representation of dimension
dY =
N2(N + 1)(N − 3)
4
. (33)
From the point of view of field theory it is surprising that
this operator, which has completely different symmetry
properties and a different number of derivatives, has the
same scaling dimension as X. This is in fact true for all
N ≤ 2, as we now argue on geometrical grounds.
Consider a component Xaa′bb′ of X, with all indices
distinct. Graphically, this is a vertex with incoming
strands of colour a and a′, and outgoing strands of colour
b and b′. Crucially, the no-crossing constraint means that
the outgoing strands are opposite each other (Fig. 8).
This leaves two possibilities for the ordering of the colour
indices as we go around the vertex anticlockwise, starting
with a. Either the colours occur in the order a, b, a′, b′, or
in the order a, b′, a′, b. We may in fact define two distinct
operators corresponding to the two orderings, which we
denote V(1) and V(2). We may take each to be invariant
under spatial rotations, but parity exchanges V(1) and
V(2). The operator Xaa′bb′ , which is invariant under par-
ity, is then
Xaa′bb′ = V(1) + V(2). (34)
But there is also a parity-odd operator,
Yaa′bb′ = i(V(1) − V(2)). (35)
Note that Y also changes sign under either of the ex-
changes a ↔ a′, b ↔ b′. These symmetry properties
identify it with a component of the operator Y defined
above (up to normalisation).
Now consider the correlators 〈V(i)(r)V ∗(j)(r′)〉, where
the conjugate operators V ∗(i) are obtained by reversing
the arrows on the strands. These correlators are sums
over loop configurations in which the legs of correspond-
ing colour at the two vertices are joined. But the key
point is that, because of the no-crossing constraint, no
such configurations are possible if i = j. We also have
〈V(1)(r)V ∗(2)(r′)〉 = 〈V(2)(r)V ∗(1)(r′)〉. This implies
〈X1234(r)X∗1234(r′)〉 = 〈Y1234(r)Y ∗1234(r′)〉 . (36)
Therefore the scaling dimensions of X and Y are equal.
This argument holds for any N , and generalises immedi-
ately to the supersymmetric versions of the sigma models
(where we do not have to use the replica-like continuation
from N ≥ 4 to the desired value of N).
Note that the argument only shows that the two-point
functions of X and Y are the same. More complex cor-
relation functions will reveal the difference between the
two operators.
The above argument applies for general N . In the spe-
cial case N = 1 we may also see that there are additional
operators with scaling dimension x4 (i.e. beyond X) by
an alternative argument. This is because the total multi-
plicity of each scaling dimension must vanish in the limit
N → 1 on general grounds [59]. The multiplicity of X is
zero in this limit (dX = 0), but we encounter the problem
that there is another operator whose dimension xW coin-
cides with x4 when N → 1. This is simply the operator
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in the Θ term,
W = iµν trQ∇µQ∇νQ, (37)
which in the percolation language drives the model
off criticality. There must therefore be at least one
more multiplet, whose multiplicity cancels that of W as
N → 1. This requirement is filled by Y , since dY → −1
as N → 1. The multiplicities of lattice operators in
the spin chain formulation have also been discussed [60],
reaching similar conclusions about the cancellation of
multiplicities, but without clarifying the geometrical re-
lation between X and Y or the role of parity symmetry.
Refs. [31, 32] revealed an enlarged symmetry algebra
in completely-packed loop models, related to quantum
groups, which is independent of the phase the models are
in but depends on the loops not crossing [31]. This im-
plies larger degeneracies in the spectrum than expected
from SU(N) alone. This must be the deeper explanation
for the above phenomenon. The above argument gives
intuitive physical picture for this simple case.
We have found that at N = 1, there are three types
of operators, X, Y and W , all with scaling dimension
x4. How do we know that there are not more? Fortu-
nately we can use the result of Read and Saleur [17] for
the multiplicity of each scaling dimension in the SUSY
sigma model. This formula gives the total number of
linearly independent operators with dimension x4, with-
out determining their symmetry properties. But if we
translate the above operators into the supersymmetric
language (we find that the analogues of W and Y form a
parity-odd indecomposable representation) and compute
their multiplicities, we can check that the value for the
multiplicity in Ref. [17] is saturated. This simple calcula-
tion is done in Appendix D. This shows that there are no
other operators with dimension x4, and gives an explicit
identification of the supersymmetric operators contribut-
ing to the multiplicity formula.
(Another unconventional feature of the CPN−1 model,
related to the symmetry discussed in Sec. V B and pre-
sumably also a consequence of the extended symmetry
of Ref. [31], is that the operator product expansions are
more constrained than would be expected from symme-
try. On geometrical grounds it is clear that the OPE of
S with itself cannot generate C, although SU(N) symme-
try would allow this. Equivalently, perturbing the action
with S does not generate C under RG, consistent with the
fact that models with crossings show different universal
behaviour to those without.)
B. Marginal Operators in the CPN−1 Model
Having pinned down the relevant operators that can
perturb the field theory for the polymer, we must also
consider whether any marginal perturbations can appear.
If present, such perturbations could destabilize the fixed
point, or give continuously varying exponents. However
we will argue that such perturbations are forbidden by
Qodd  =12 + - + …
1 1
2
2
+
1
2
FIG. 9. Honeycomb lattice version of Qodd12 . This emits an
outgoing leg of colour 2 and absorbs an incoming leg of colour
1, like the 2-leg operator, but also weights the configuration
with a positive or negative sign according to the sign of the
turning angle at the node.
symmetry. This also leads us to an operator which may
be independently interesting.
The counting of multiplicities of Ref. [17] is a useful
starting point. In the supersymmetric theory, the mul-
tiplicity of the scaling dimension x = 2 indicates that
there are two marginal operators, each transforming in
the adjoint [17]. This will also to be true in the replica
formalism. Let us write these so-far unknown operators
as matrices, Aab and A
′
ab. The question boils down to
whether they are parity even or parity odd. If either op-
erator (say A) was parity even, we would have to worry
about the possibility of A00 appearing in the action, just
as Q00 can appear (Sec. IV). However, we argue here that
A and A′ are parity-odd operators. Therefore spatial
symmetry prevents them from appearing in the action.
(One of them is also a total derivative in any case.) Our
strategy is to exhibit two parity-odd marginal operators,
which should therefore be identified with A and A′.
1. Parity-Odd Two-Leg Operator Related to Winding Angle
First, we argue that there is a parity-odd analogue of
the two-leg operator, which we denote Qoddab , and that
correlation functions involving this operator are related
to winding angles of the critical curves.
Recall that the usual two-leg operator Qab may be
throught of as a vertex with an outgoing b strand and
an incoming a strand [61]. We define Qoddab similarly, ex-
cept that we weight the vertex by a factor proprtional to
the signed angle through which the oriented strand turns
at the vertex. This does not change the SU(N) symmetry
properties of the operator — it remains in the adjoint,
since it has one fundamental and one antifundamental
index. However it becomes manifestly parity-odd, since
reflections exchange clockwise and anticlockwise turns.
For concreteness, we may take the operator to be de-
fined at vertices of the honeycomb lattice, with left/right
turns weighted by ±1 respectively: see Fig. 9. (It is
straightforward but not very illuminating to write down
such operators in the lattice field theories of Sec. II D.)
In the sigma model, this operator has the symmetry of
the traceless part of iµν(Q∇µQ∇νQ)ab.
We must show that the scaling dimension of this oper-
ator, xodd, is equal to two. To see this, consider the ratio
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(say on the honeycomb lattice)
R = −
∑
r,r′(r 6=r′)
〈
Q12(0)Q
odd
23 (r)Q34(R)Q
odd
41 (r
′)
〉
〈Q12(0)Q21(R)〉 .
(38)
The correlators in the numerator and deonominator may
both be written as sums over configurations with a loop
passing through the sites at 0 and R. The denominator
serves as a partition function for this restricted ensemble.
For the correlator in the numerator, one arm of the loop
(that from 0 → R) also passes through r, and the other
arm (from R→ 0) passes through r′, and the configura-
tion is weighted by the product of the turning angles at
these two points. Altogether, R computes (minus) the
expectation value of the product of the total turning an-
gles of the two arms. Up to an O(1) correction which is
negligible at large R, this is just the square of the wind-
ing angle for one of the arms (more precisely, the relevant
winding angle is the sum of the winding angles about the
two points 0 and R). This average is known to scale log-
arithmically as a result of scale invariance [62, 63]:
R ∼ 〈(winding angle)2〉 ∼ lnR. (39)
We compare this with the length scaling expected from
the scaling dimensions of the operators [64] (c.t. stands
for contact terms):
R ∼ −
∫
d2rd2r′
〈
Q12(0)Q
odd
23 (r)Q34(R)Q
odd
41 (r
′)
〉− c.t.
〈Q12(0)Q21(R)〉
∼ R2(2−xodd). (40)
Comparing with Eq. 40 indicates that xodd = 2, i.e. that
Qodd is marginal. Therefore it accounts for one of the
two marginal operators sought.
This argument is not specific to a particular value of
N or even to the dense phase. By this reasoning, any
conformally-invariant fixed point for non-crossing loops
should allow a parity-odd version of the two-leg operator,
with dimension xodd = 2, in an appropriate field theory
representation. This includes for example self-avoiding
walks, Ising cluster boundaries etc.
2. Effect of Non-Chirality of the Currents
Next, consider the conserved current Jµab associated
with global SU(N) symmetry. Here a, b are SU(N) in-
dices (J transforms in the adjoint) and µ is the spatial
index. The current has length dimension −1 and satis-
fies ∇.J = 0 as a result of conservation. In a unitary
CFT, the current would also satisfy ∇ × J = 0 [65]. In
complex coordinates, this leads to Jz being purely holo-
morphic and Jz¯ being purely antiholomorphic. However
it is known that this separation into holomorphic and
antiholomorphic currents fails in the present nonunitary
theory [17]. Equivalently, ∇×J is nonzero as an operator
(although it has a vanishing two-point function).
∇×J provides another marginal operator that is man-
ifestly parity odd and transforms in the adjoint. It is
distinct from the operator Qodd defined above (Qodd is
not a total derivative, otherwise we could not use it to
calculate the winding angle).
3. Implication for Polymers
We infer that Qodd and ∇× J correspond to the only
marginal scalar operators (that are local in the CPN−1
representation). This saturates the counting of states
from Ref. [17]. It follows that there are no marginal per-
turbations allowed in the action for the polymer problem.
This is also what we expect from numerical simulations,
which do not see signs of the logarithmic drifts that would
be expected for a marginally relevant/irrelevant variable,
or the continuously varying exponents that would be ex-
pected for an exactly marginal one [11].
VIII. OUTLOOK
We have shown that the Duplantier-Saleur exponents
for the θ point are generic for non-crossing polymers, as
a result of symmetry enhancement under the RG flow.
This resolves a longstanding question about the stabil-
ity of the DS point for which previously there was only
numerical evidence [11]. We have also argued that cross-
ings induce a flow to a new universality class. Along the
way we had to obtain a clearer picture of operators in
the CPN−1 sigma model. We also had to resolve some
apparent paradoxes about the fine-tuned Model T, which
at first sight gives misleading conclusions about the ro-
bustness of the DS exponents and about the difference
between models with and without crossings. The first of
these issues is related to the fact that the same field the-
ory may describe different models, but with a different
relationship between polymer and field theory operators
in each case. The second issue is related to the fact that
the replica-like symmetry of a polymer model can be non-
trivially dependent on the choice of field theory mapping.
Many exciting questions remain for the future. Firstly,
the full structure of the RG flows for a non-crossing poly-
mer on the square lattice, in the regime where Ising order
is playing a role [5], remains to be understood. Exciting
progess has been made very recently on the conformal
field theory of the “branch 3” fixed point of Blo¨te and
Nienhuis, which appears to be unconventional [6]. The
flow away from Model T may be to this fixed point [5, 6]:
it would be very interesting to have a heuristic under-
standing of this flow, from the point of view of an effective
field theory got by perturbing the CPN−1 Lagrangian.
Another longstanding question concerns certain se-
quences of multicritical points found in supersymmetric
theories, and how to interpret them in terms of polymers
[47, 48].
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Most importantly, models with crossings remain very
little understood, despite the fact that a realistic model
of a polymer living on a surface or in a quasi-2D geom-
etry will likely include them. Historically such models
have been neglected — perhaps because of the remark-
able power of techniques like the Coulomb gas [45] and
Schramm Loewner Evolution [46], which only work when
crossings are forbidden. The present results motivate
further examination of models with crossings. This will
be necessary to understand polymer collapse in the fully
generic situation, and is likely to reveal novel aspects of
2D criticality [12, 23, 24].
Finally there are interesting aspects of the CPN−1 field
theory and its supersymmetric cousin [17] that deserve
further study; for example it would be interesting to
study the marginal operator Qodd introduced here nu-
merically.
After this work was completed, a preprint appeared on
dilute loop models [66] — this addresses different ques-
tions to the present paper, but also considers a defor-
mation of the lattice field theory for completely packed
loop models [12, 21, 69]. Also, a pair of numerical stud-
ies of the phase diagrams of generalised square [67] and
honeycomb lattice models [68] appeared. The results ap-
pear consistent with expectations from our analysis. The
phase structure found in Ref. [67] seems to suggest that
Scenario II in our Sec.V D is more likely than Scenario I
[70].
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Appendix A: Generic Perturbations of the
Honeycomb Model
We begin with the lattice field theory in Eq. 16, which
maps to the polymer model Zpolymer in Eq. 2. We discuss
how deforming the Boltzmann weight for the lattice field
theory leads to a modified polymer model. First consider
simply inserting a factor y as follows:
Z(y) = Tr
{ ∏
hexagons H
(
1 +
∏
〈ij〉∈H
Uij
)
× (A1)
∏
〈ij〉
(
1 + Uij
(
Z∗0iZ0j + y ~Z
†
⊥i ~Z⊥j
)
+ c.c.
)}
.
In the graphical expansion, each segment of polymer loop
(~Z⊥ worldline) now acquires a factor of y. We therefore
obtain a polymer with a modified weight per unit length:
Zpolymer(y) =
∑
polymer
configs
2−Hylength. (A2)
H is the number of hexagons visited by the polymer.
Making y smaller than one takes the model off critical-
ity, so that the polymer becomes of a finite typical size.
Taking y > 1 will drive the model into the dense poly-
mer (i.e. space-filling) phase, where the polymer’s length
scales with the total area of the lattice.
Varying y is a rather trivial perturbation to the Boltz-
mann weight. However (A1) illustrates the basic point —
changing the polymer interactions induces local interac-
tions in the lattice field theory, which break the symmetry
from SU(N) to U(n). Next, we must check that any local
perturbation to the polymer Boltzmann weight maps to
a local perturbation in Eq. A1. Let n` be the occupation
number of the link ` in a given polymer configuration: i.e.
n` = 1 if the polymer passes through the link and n` = 0
otherwise. The general perturbed partition function is:
Zpolymer(y, J,K, . . .) =
∑
polymer
configs
2−H expA (A3)
with
A = (ln y)
∑
`
n` +
∑
`,`′
J`,`′n`n`′
+
∑
`,`′,`′′
K`,`′,`′′n`n`′n`′′ + . . . .
Expanding the exponential in these couplings gives a sum
of terms proportional to n`1 . . . n`k , where all the links
can be taken distinct (since n2` = n`). Therefore we must
check that an insertion of n` corresponds to a local op-
erator in the lattice field theory. This follows from the
correspondence
nij −→
Uij
(
~Z†⊥i ~Z⊥j + c.c.
)
1 + Uij
(
~Z†i ~Zj + c.c.
) , (A4)
which we may check by repeating the graphical expansion
in the presence of nij insertions.
A crude effective action may be obtained by coarse
graining Eq. A1 or its perturbed version. We write
Uij = e
iAij , and expand the logarithm of the Boltzmann
weight in A, in derivatives of ~Z, and in the size of the
perturbation (see e.g. Refs. [12, 20]). (For a crude pic-
ture of the perturbation terms, we may take U and ~Z
as spatially constant: then the above formula is simply
nij ∝ |~Z⊥|2, so that for example exp
∑
`,`′ J`,`′n`n`′ gen-
erates a quartic potential for ~Z⊥ at leading order in J .)
However for our purposes all we need are the relevant
operators which appear in the coarse grained action, not
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the numerical values of the couplings. These operators
are determined by symmetry and are given in Sec. IV.
Note that above we have not changed the allowed con-
figurations for the polymer. Allowing configurations in
which the polymer crosses itself (on the honeycomb lat-
tice this can happen if for example we allow double occu-
pancy of a link) introduces another relevant perturbation,
see Sec. VI.
Appendix B: Perturbations of the L-Lattice Model
For the square lattice model of Eq. 8 we will discuss
a few illustrative deformations of the Boltzmann weight.
Consider first the slightly generalised model
Zpolymer =
∑
polymer
configs
AlengthBno. twice-visited nodes. (B1)
This becomes Model T when A = 1/2, B = 2. To obtain
this from the lattice magnet in Eq. 14,
ZCPL = Tr
∏
nodes
e−Snode ,
e−Snode = (~Z†o ~Zi)(~Z
†
o′
~Zi′) + (~Z
†
o′
~Zi)(~Z
†
o
~Zi′), (B2)
we note that each term in e−Snode of the form
W (~Zi, ~Zi′ , ~Zo, ~Zo′) ≡ (~Z†o ~Zi)(~Z†o′ ~Zi′) (B3)
can be expanded into terms which, depending on the val-
ues of the indices in the inner products, correspond ei-
ther to (1) two segments of polymer passing through the
node, or (2) one segment of polymer and one segment
of background loop, or (3) two segments of background
loop. The weights of these possibilities can be adjusted
by replacing the above with [12]
W (~Zi, ~Zi′ , ~Zo, ~Zo′) −→
2A2B(~Z†o⊥ ~Zi⊥)(~Z
†
o′⊥ ~Zi′⊥) + 2A(Z
∗
o0Zi0)(~Z
†
o′⊥ ~Zi′⊥)
+2A(~Z†o⊥ ~Zi⊥)(Z
∗
o′0Zi′0) + (Z
∗
o0Zi0)(Z
∗
o′0Zi′0). (B4)
This is analogous to the perturbations discussed in
App. A, and breaks the symmetry down to U(n). The
graphical expansion goes through straightforwardly and
gives the desired modification to the polymer Boltzmann
weight.
Next consider the introduction of straight segments for
the polymer. This is achieved by the modification
e−Snode −→ e−Snode + C R(~Zi, ~Zi′ , ~Zo, ~Zo′), (B5)
where C is some weight and
R(~Zi, ~Zi′ , ~Zo, ~Zo′)
= (Z∗o0Z
∗
o′0)(~Z
T
i⊥ ~Zi′⊥) + (~Z
†
o⊥ ~Z
∗
o′⊥)(Z
T
i0Zi′0). (B6)
Note that this is a lattice analogue of Eq. 23. This modi-
fication preserves the gauge invariance of the total Boltz-
mann weight. The colour index of a strand is still pre-
served along its length, but now the two outgoing links
lie on one strand, and the two incoming links lie on a dif-
ferent strand — the polymer and background segments
cross at the node. The pattern of complex conjugation
means that unitary symmetry is broken.
Finally, we allow nodes where the polymer crosses it-
self. This corresponds to adding to the node term a mul-
tiple of the expression
(~Z†o⊥ ~Z
∗
o′⊥)(~Z
T
i⊥ ~Zi′⊥). (B7)
The corresponding additions to the continuum action fol-
low on symmetry grounds. For a crude estimate of the
couplings in the perturbed sigma model, we can evaluate
the Boltzmann weight with ~Z spatially constant, and we
see that the terms discussed in Secs. V, VI appear in the
action (i.e. the logarithm of the Boltzmann weight) with
the expected signs.
Appendix C: More Details on Second Square Lattice
Model
a. Boltzmann Weight for Associated Polymer Model
At N = 1, the model in Eq. 25 maps to a model for
a polymer ring. Any loop drawn on the square lattice
corresponds to an allowed polymer conformation so long
as no edge is visited more than once, no site is visited
more than twice, and the loop does not cross itself. The
Boltzmann weight for a given polymer configuration is
simply the probability of that loop appearing in the loop
gas. This is easily evaluated using the mapping to a
percolation problem:
ZLP =
∑
polymer
configs
(
1
2
)NF (1
2
)NT 4∏
k=1
(
1
2
+
1
2k
)Nk
. (C1)
Here, NF is the number of faces of the square lattice that
contain at least one edge visited by the polymer. NT is
the number of sites that are visited twice by the poly-
mer. Nk is the number of faces which contain k sites
visited by the polymer but no link visited by the poly-
mer. This Boltzmann weight is somewhat cumbersome
to write down (it has a simpler representation, described
below) but it is perfectly local, and the model has the
advantage that — thanks to the mapping to percolation
— we know that the statistics of the polymer ring are
those of the DS point.
b. Lattice Gauge Theory
The loop gas in Eq. 25 maps to a lattice gauge the-
ory identical to Eq. 16, modulo the substitution of the
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FIG. 10. It is convenient to expand the nodes of the square
lattice so that the polymer becomes strictly self-avoiding not
only on the links but also on the nodes.
square for the honeycomb lattice (and square faces for
hexagons).
In order to consider the most general perturbations
of the Boltzmann weight, however, it is convenient to
map the loop gas to field theory in a slightly different
way. First, we resolve the nodes as in Fig. 10, inserting a
small diamond at each vertex so that the lattice becomes
three-coordinated. Now we consider a straightforward
percolation model in which we randomly colour (all) the
faces of this new lattice black or white with equal prob-
ability. This percolation problem maps to the previous
one in a trivial way. Previously, there were two possibili-
ties for how to connect up the clusters when two of them
met at a corner; now these two possibilities correspond
to the two colourings of the diamond. Similarly, the loop
gases are simply related at N = 1. The polymer partition
function also takes a simple form if we regard the polymer
as living on the new lattice — the weight is simply (1/2)
raised to the power of the number of faces visited. We
emphasise that this is simply a different and more con-
venient representation of the same polymer model that
we started with.
The loop gas on the new lattice again has a lattice
gauge theory representation like Eq. 25:
Z = Tr
∏
faces F
(
1 +
∏
〈ij〉∈F
Uij
)∏
〈ij〉
(
1 + Uij ~Z
†
i
~Zj + c.c.
)
.
(C2)
The product over faces now runs over both 4-sided and
8-sided faces.
The reason for adopting this representation is that the
polymer is now strictly self-avoiding (on sites as well as
on links). This means that the configuration is com-
pletely determined by which links are occupied, which
was not the case on the original square lattice (we needed
to specify both which links were occupied and also how
the strands were connected up at twice-visited nodes).
This means that we can use the mapping between oper-
ators described in Sec. A to map any local perturbation
of the polymer Boltzmann weight to a local perturbation
in the lattice field theory.
Appendix D: Note on Operators with Dimension x4
in SUSY Language
In the text we discussed three operators with dimen-
sion x4, namely the parity-even 4 leg operatorXaa′bb′ , the
parity-odd four leg operator Yaa′bb′ , and the parity-odd
singlet operator in the Θ term, W . The total multiplic-
ity of these operators was dX + dY + 1, which tends to
zero in the limit N → 0. This vanishing of the total mul-
tiplicity is required by general constraints on the spec-
trum of theories with central charge zero [59]. (In fact
the multiplicities should vanish separately in the parity-
odd and parity-even sectors, dX → 0 and dY + 1 → 0.)
This strongly suggests that X, Y and W form the full
set of operators with dimension x4. To make absolutely
sure, we translate these statements into the language of
the SUSY sigma model, where we can use the results of
Ref. [17] for the counting of states.
In the SUSY model, the CPnb−1|nf sigma model,
the spin ~Z is upgraded to a superspin Ψ =
(Z1, . . . Znb , χ1, . . . , χnf ) with nb bosonic and nf
fermionic components, which transforms under the supe-
runitary group; see Ref. [17] for more information. The
SUSY sigma model describes the same physics as the
replica sigma model so long as nb − nf = N . The value
of nb + nf is arbitrary; increasing nb + nf gives a richer
spectrum of operators but does not change the partition
function or the mapping to the loop gas. The matrix Qab
becomes ΨaΨ
†
b − N−1δab, which is supertraceless. (To
form the supertrace, indices are contracted up not with
δab but with ηab = ηaδab, where ηa is +1 for bosonic and
−1 for fermionic values of the index.) At N = 1, the
multiplicity of the scaling dimension x4 is [17]
dx4 = 4nf (2n
3
f + 4n
2
f + nf − 1). (D1)
We now translate our operators X, Y and W into the
SUSY language, calculate their total multiplicity, and
confirm that at N = 1 it saturates dx4 . This shows
that there cannot be any other operators with dimension
x4. (In the SUSY representation, all multiplicities are
of course positive, since there is no replica-like analytic
continuation.)
First, consider the matrix Maa′ = ΨaΨa′ . This is sym-
metric in a, a′ unless both of the indices are fermionic, in
which case it is antisymmetric. Let us call this a “sym-
metric” tensor in quotation marks, and a tensor which
is antisymmetric except when both indices are fermionic
an “antisymmetric” tensor. The number of independent
components in Maa′ is therefore
nb(nb + 1)/2 + nbnf + nf (nf − 1)/2. (D2)
Next, consider M˜ab = Ψa
↔
∇µΨb (the spatial index will
not play a role). This object is “antisymmetric”. The
number of components is got by exchanging nb ↔ nf in
the above formula.
The SUSY version of X is given by taking X˜ =
ΨaΨa′Ψ
†
bΨ
†
b′ and subtracting appropriate terms to make
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it supertraceless (meaning that it vanishes when an in-
dex on one of the Ψs is contracted with an index on one
of the Ψ†s) and therefore irreducible under the superuni-
tary symmetry. Here such subtractions are possible for
positive N , but see below.
The number of independent components in X˜ is simply
the square of the number of components in Maa′ above.
However in making it traceless we remove (nb+nf )
2 com-
ponents. This is simply the number of independent com-
ponents that are left when we contract one pair of indices
on X˜ (all of these are set to zero when we make X su-
pertraceless). Therefore, when N = nb − nf = 1, the
dimension of the irreducible representation in which X
transforms is
dX = 4n
2
f (nf + 1)
2. (D3)
Next consider Y˜aa′bb′ = µν(Ψa
↔
∇µΨa′)(Ψ†b
↔
∇νΨ†b′).
The number of independent components is the square
of the number in M˜ . When we perform subtractions to
make Y˜ supertraceless, naively we again remove (nb +
nf )
2 components. This is correct for N > 1: in that case
Y˜ splits into an irreducible fully traceless object (the ana-
logue of Y in the replica theory), a singlet (the analogue
of W ) and a two-index (adjoint) object which is not of
interest to us here. For N = 1 however the invariant
four-index tensor with the appropriate “antisymmetry”
properties — denote it caa′bb′ — has vanishing trace, so
subtracting caa′bb′W does not change the trace of Y˜ . As
a result, we expect that the resulting the four-index ob-
ject forms an indecomposable representation which in-
cludes the singlet W . (For a simpler analogue, consider
the matrix Qab = ΨaΨ
†
b − (nb − nf )−1δabΨ†Ψ. When
nb > nf , the subtraction ensures that the supertrace of
Q vanishes. However when nb = nf , the supertrace of the
identity vanishes, so we cannot make Q traceless. This
means that atN = 0, the supermatrix ΨΨ† forms a single
indecomposable representation of dimension (nb + nf )
2
which includes the singlet Ψ†Ψ.) The dimension of this
representation is (N = 1)
dY/W = 4nf (nf + 1)(n
2
f + nf − 1). (D4)
The notation indicates that this indecomposable repre-
sentation in the SUSY model subsumes the analogues of
both Yaa′bb′ and W in the replica formulation. (Recall
that Y was the parity odd four-leg operator and W was
the singlet which appears in the Θ term.)
From the analysis in the main text, we know that the
operators discussed above all have scaling dimension x4.
The scaling dimensions in the replica theory and the
SUSY model are of course the same. (For example this
follows from the fact that they are related to the same
correlators in the loop gas.) Adding up the multiplici-
ties dX and dY/W gives perfect agreement with Eq. D1
for dx4 . This confirms that we have identified the com-
plete set of operators with this scaling dimension, and
also explains where Eq. D1 comes from physically.
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