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I. INTRODUCTION 
Problem Statement. The classical calculus of variations deals with the 
following basic problem : 
/l[x] :=j’L(t.x(l),Ji-(r))df:xEX,x(a)=u,x(b)=p (PI 
u 
where X is some linear subspace of the set AC( [a, b] ; IV) of absolutely 
continuous functions x: [a, b] -+ R”. The basic interval [a, b], the 
endpoints c(, b E KY, and the Lagrangian L : [a, b] x R” x KY’ -+ R are all 
given; the point of problem (P) is to find both the minimum value of /1[ .] 
and an arc x at which it is attained, subject to the constraints. The simplest 
known sufficiency theorem for problem (P) states that when the function 
L(t, ., .) is jointly convex for each t, then any arc satisfying the Euler equa- 
tion provides a global minimum. A pair of more widely applicable-but 
considerably subtler-results from the classical theory assert that when the 
well-known necessary condition of Euler, Weierstrass, Legendre, and 
Jacobi are strengthened slightly then they become sufficient for local 
optimality. This paper demonstrates the close connection between the 
classical second-order sufficient conditions and an appropriate form of local 
convexity, and, in particular, presents elementary convexity arguments 
which give these classical theorems their simplest proofs to date, as well as 
particularly appealing geometric interpretations. The underlying idea is 
simply this: the strengthened forms of the Euler, Legendre, and Jacobi 
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conditions imply that the given Lagrangian L can be replaced by a new 
Lagrangian L” which leaves the objective functional completely unchanged, 
but which is jointly convex in (x, u) near the extremal arc of interest. This 
observation is not new in itself-see [2], which refers to Caratheodory-and 
can be recognized as the underlying theme in Zeidan’s more general work 
on the generalized problem of Bolza [5]. Nonetheless, the present account 
appears to be its first direct and systematic application to both the weak 
and strong second-order sufficiency theorems in the calculus of the 
variations. Up to now the most elementary proofs of these results, with the 
weakest hypotheses, are those of Clarke and Zeidan [ 11. (This reference 
also contains a comprehensive bibliography.) Like those in [l], our main 
results require only that L E C2; they represent a simplification of [l] to 
the extent that convexity is a simpler and more natural generator of 
sufficiency then the Hamilton-Jacobi verification technique. This is not to 
claim that the current work supercedes [II-indeed, our proof uses certain 
facts from Section 2 of that paper-but to offer an attractive new approach 
to these important classical results. 
The two classical sufficiency theorems deal with two distinct notions of 
local minimality in problem (P), which can be described simply in terms of 
the tube T(x; E) and the restricted tube RT(x; E) of radius E > 0 centred on 
a given arc x E X. These sausage-shaped sets are defined by 
T(x;E)={(t,y)~[a,b]xIW”:Iy-x(t)l<&}, 
RT(x;~)={(t,y,v)~[a,b]xIW”xIW”:Iy-x(t)l<&, 
UE(i(t-)+&B)U(i(t+)+EB)}. 
(The derivative constraint defining RT(x; E) involves the left- and right- 
sided limits of i near t; we restrict the use of this set to functions x for 
which these limits exist everywhere.) When discussing an arc z E PC’ (the 
space of piecewise-smooth functions), we use the shorthand 
ZE T(x;E)o(t,z(t))~ T(x;E) t’t E [a, bl, 
ZE RT(x; E)- (t, z(t), i(t)) E RT(x; E) a.e. t E [a, b]. 
An arc x provides a weak local minimum in (P) if, for some E > 0, 
zERT(x;E),zEX,z(a)=cc,z(b)=~*/i[z]>A[x]; 
if the latter statement holds with T(x;E) in place of RT(x; E) then x 
provides a strong local minimum in (P). Either type of local minimum point 
is isolated if the inequality above is strict whenever z #x. 
Classical Necessary Conditions. Let X be the family of Lipschitzian 
functions on [a, b], and suppose an arc X E X provides a weak local mini- 
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mum over (P). Assume that for some c>O, the Lagrangian is of class C’ 
on RT(,f; E). Then the classical theory furnishes the following necessary 
conditions due to Euler, Legendre, and Jacobi: 
L,.(t) = k + j’ LJr) dr 
‘l 
a.e. t E [a, h], (El 
L,.,.(t) 3 0 a.e. t E [u, h], (L) 
if (15’) holds (see Theorem l.l), then 
the interval (a, h) contains no points conjugate to a. (J) 
Here L, denotes the mapping t -+ L,(t, x(t), i(t)) (likewise for other 
derivatives), and we recall that a point c E (a, b] is conjugate to a (relative 
to X) if the following linear boundary value problem has a nonzero solution 
L’EAC([Q, c]; W): 
t,,.(t) j(t) + L,.,(t) y(t) =d+ j-’ [L,,(s) y(s) + L,,.(s) P(s)1 ds ‘I 
y(a) = 0 = J(c). 
When x provides a strong local minimum for (P), it must satisfy an addi- 
tional condition due to Weierstrass, namely, for some 6 > 0 one has 
&( t, i(t), f(t), w) 3 0 VW E R”, a.e. t E [a, b], (WI 
where 
&(t,x, v, w) :=L(t,x, w-L(t,x, v)-LL,.(t, x, V).(W-v). 
The classical sufficiency theorems based on these conditions are stated 
below. 
1.1. THEOREM. Suppose that the arc X is admissible for (P), and that 
there is a some E > 0 for which the functions L, L,, L,., L.,,, L.,,, and L,.,. 
are continuous in (t, x, v) on the restricted tube RT(.%; E). If X satisfies condi- 
tions (E’), (L’), and (J’) listed below, then X provides an isolated weak local 
minimum for (P) (with X= AC( [a, b]; W)): 
X E PC ‘( [a, b] ; KY) and (E) holds, (E’) 
L,,,(t) > 0 Vt E Ca, bl, (L’) 
the interval (a, b] contains no points conjugate to a. (J’) 
1.2. THEOREM. Let X E X be admissible for (P). Suppose there exists E > 0 
such that L is defined on a set of the,form T(X; E) x KY’, and thut L satisjies 
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the regularity conditions of Theorem 1.1 on RT(x; E). Zf (E’), (L’), and (J’) 
hold, and tf one also has the strengthened Weierstrass condition 
0 d a(& x, u, w) V(t, x, u) E RT(x; E), Vw E Iw”, (W’) 
then X provides an isolated strong local minimum for (P), with 
X = AC( [a, b] ; KY’). 
II. LOCAL CONVEXITY AND SUFFICIENCY 
The simplest hypotheses under which a reasonable sufficiency theory can 
be developed for the basic problem involve convexity. The general rule 
that “for convex minimization problems, the necessary conditions are also 
sufficient,” is certainly valid for the basic problem of interest in this paper, 
as we show in this section. We assume only the regularity required to 
establish the first-order necessary conditions-some of the proofs can be 
simplified by assuming L E C’. More specifically, we assume throughout 
this section that an arc XE PC’( [a, 61; KY) admissible for (P) is given, and 
that the Lagrangian L, together with its partial gradients L, and L,, is 
defined and continuous on RT(x; 6,) for some 6,>0. We also write 
B={xER”:IxI<l}. 
2.1. THEOREM. Suppose that there exists 6 E (0,6,) such that, for each 
t E [a, b], the function L(t, ., .) is strictly convex on the set Q;2, =
{(x, v): (t, x, u) E RT(.F; 6)). If X satisfies (E), then .? provides an isolated 
weak local minimum for (P). 
Proof: Upon defining p(t) := L,(t, x(t), k(t)), an absolutely continuous 
function by virtue of (E), we have (again from (E)) 
(P(t), p(t)) = v (,,u,Ut, x(t)? f(t)) a.e. t E [a, b]. (2.1) 
For any admissible arc x E RT(.%; 6), the subgradient inequality implies 
-$ (P(t),x(t)--(t))dL(t,x(t),x(t))-L(t,x(t),3t)) a.e. [a, b], (2.2) 
with strict inequality whenever (x(t), .t( t)) # (x(t), k(t)). It suffices to 
integrate both sides and apply the boundary conditions. 
The absolute simplicity of Theorem 2.1 makes it a very attractive means 
of proving local minimality when the Lagrangian has suitable convexity 
properties. The number of standard variational problems for which this 
approach works, either directly or after a suitable reformulation, is 
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surprisingly large-see Troutman [4] for examples. Moreover, the general 
theory of convex analysis is so well developed that convex variational 
problems much more general than (P) can be treated by very similar 
methods. (See, for example, [3].) 
The key to successful applications of Theorem 2.1 is, of course, the 
ability to recognize Lagrangians with the appropriate convexity property. 
To this end, we recall that a C* function I: R” x R” -+ R is convex 
throughout any convex set on which its Hessian matrix, below, is non- 
negative definite :
In regions where the n x n submatrix I,, is positive definite (and hence 
invertible), we may decompose 
It follows that a sufficient condition for convexity in any convex subset Sz 
of R” x R” is the pair of inequalities 
I,,(x, 0) > 0 V(x, v) E Q (2.3a) 
[lLY-L,~,ll(x, u)BO V(x, u) E l.2. (2.3b) 
Moreover, if (2.3b) holds with strict inequality, then 1 is strictly convex 
on Q. 
The subgradient inequality (2.2) is the crux of Theorem 2.1. Clearly, the 
same proof yields the optimality of X relative to all arcs lying in any region 
where such an inequality can be established. Thus, for example, one 
obtains global minimality of X in the case when the hypotheses of 
Theorem 2.1 are valid for 6 = +co, and strong local minimality when the 
function L(t, ., .) is strictly co nvex on every set of the form (x(t) + 6B) x R”. 
However, this much convexity is not needed to establish a strong local ver- 
sion of (2.2tthe partial convexity statement embodied in the strengthened 
Weierstrass condition is enough to do this. This observation is the key to 
the following sufficiency theorem involving strong local minimality. 
2.2. THEOREM. In addition to the standing assumptions describing L on 
RT(Z; a,,), suppose that L is defined on T(X; 6,) x iw”. If there exists 6 > 0 
such that for every t E [a, b], L(t, ., .) is strictly convex on Q,, and if X 
satisfies (E) and (WI), then X provides an isolated strong local minimum for 
(I’) with X=AC([a, b]; llY). 
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Proof: Since 2 E PC'( [a, b]; llY), the mapping (q, p): [a, 61 -+ R” x R” 
defined below is piecewise continuous on [a, b] : 
(q(t), P(f)) := V,,,“,W> -f(t), f(f)). (2.4) 
By reducing 6 > 0 if necessary, we may assume that ( W’) holds with E = 6. 
In this case the function 
m x, 0) := UC x, 0) - ((q(t), p(f)), (x, u)> 
is piecewise continuous in T(X; 6) and has the following properties: 
(a) for each t E [a, b], the function E(t, ., .) is strictly convex on the 
set Q,; 
(b) for each t E [a, 61, one has (0, 0) = V,,,,,&t, x(t), f(t)); 
(c) for each t E [a, 61 and (x, v) E Q,, one has 
L(t,x,W)3Z(t,x,u)+2”(t,x,u)~(w-u) VW E KY. 
These conditions imply that 
V’~E [a, b], 3s = e(i) > 0 such that 
L( t, x, w) z L( t, X(l), i(t)) 
VtE(7-&, i+&)n [c&b], xEX(t)+&B, WER”. 
(2.5) 
(This claim is justified below.) The compactness of the interval [a, 61 
implies that it is covered by a finite number of the intervals 
(i- s(t), i+ s(t)), whence there exists .sO > 0 sufficiently small that the 
inequality in (2.5) holds for all (t, x, w) E T(X; sO) x KY. Since q(t) = P(t) by 
(E), the definition of 2 implies that for any admissible arc x E T(X ; Q), one 
has 
ut, x(t), i.(t)) - UC -f(f), i(t)) a$ (p(t), x(t) 7 x(t)> a.e. [a, b]. 
This is the desired analogue of (2.2); integrating both sides over [a, h] 
gives the result. 
It remains to justify (2.5). We take 6 = 1 for simplicity, and treat first the 
case where X E C’. Then conditions (a) and (b) imply that for each 
f E Ca, bl, 
L(t, x, u) > L(t, x(r), i(t)) V(x, 0) E Q,\{ G(t), $9)). (2.6) 
409;146/2-15 
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Now fix in [a, b]. We will show that for some E > 0, depending on t. 
VrE(i-E, r+E),vxEX(t)+EB, 3V(t,x)Ei(t)+B 
s.t. 0 = E,.( t, x, u( t, x)). (2.7) 
(In cases where L, is C’ in RT(.f; 6) and L,,,.(t) > 0 Vr E [a, h], this follows 
from the implicit function theorem.) Observe that (2.6) and (2.7) imply 
(2.5), since then the choice v = u(t, x) in condition (c) yields 
Z(t,x,W)~Z(t,x,v(t,X))+O~Z(t,x(t),k(t)) VW E R”, 
as required. 
To prove (2.7), suppose it were false. Then there would be a sequence 
{ (tk, x,)} converging to (Z, X(i)) for which 
In particular, each convex function L( rk, xk, .) must take its minimum over 
the set i(tk) + B at a boundary point-say uk, where ]uk - k(t,)l = 1. This 
naturally forces z( t,, xk, $fJ) > &t,, xk, ok). Now along a subsequence 
(which we do not relabel), uk converges to some point B with (B - .?( i)I = 1. 
This yields the contradiction 
L(i, X(i), k(i)) < L(i, T(i), ti) by (2.6) 
To escape this contradiction, we must accept (2.7). This completes the 
justification of (2.5), and the proof of Theorem 2.2, in the case where X is 
C’. In the general setting where X is only assumed to be piecewise smooth, 
the arguments above may be applied on each of the finitely many subinter- 
vals of [a, h] where X is smooth to establish the same result. 
III. EQUIVALENT LOCALLY CONVEX PROBLEMS 
The solution set to Problem (P) above is unchanged it we replace the 
functional A by the functional ;i := A + y for some constant y. A nontrivial 
way to generate such a constant y is by fixing a function G: [a, h] x R” + R 
of class C’ and considering the modified Lagrangian 
~(t,x,u):=L(t,x,u)+G,(t,x)+G.(t,x)~v. (3.1) 
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Then for any admissible arc x for (P), one has 
where y = G(b, p) - G(a, a). (It is a simple matter to adjust G so that y = 0, 
if desired.) In many cases, a judicious choice of the function G generates a
problem (P) which enjoys desirable properties absent from (P). This point 
of view provides an attractive (and well-known) explanation of the 
sufficient conditions based on the Hamilton-Jacobi equation-see the 
Appendix. For our present purposes, however, the property we desire for 
(p) is strict local convexity (in the sense of Theorem 2.1) about some given 
extremal 1. To prove Theorem 1.1, it suffices to show that conditions (E’), 
(L’), and (J’) imply the existence of a function G for which ,? is locally 
convex ; then Theorem 1.1 for (P) becomes a corollary of Theorem 2.1 for 
(P). The same program will simultaneously prove Theorem 1.2 : indeed, 
since (W’) is identical for both L and z, Theorem 1.2 for (P) becomes a 
corollary of Theorem 2.2 for (i?). 
For any sufficiently regular function G(t, x), the definition (3.1) implies 
where @(t, x) := G,,(t, x). The local convexity we seek for ,? can be 
ensured by choosing @ to verify the inequalities (2.3). In particular , when 
@(t, x) = b(t), so G( t, x) = ix’& t)x, these inequalities guarantee that 
z(1, ., .) will be convex in (x, u) throughout any region where 
L,, > 0. (3.2a) 
&&,.+4) L,‘(L,,+~)+L.-~~O. (3.2b) 
The following result completes this discussion, and proves Theorems 1.1 
and 1.2. 
3.1. THEOREM. Let 2~ PC’([a, b]; W”) be admissible for problem (P). 
Assume that for some 6, > 0, the Lagrangian L is defined on RT(x; a,), on 
which set L and all its partial derivatives in (x, v) up to second order are con- 
tinuous in (t, x, u). Assume further that X satisfies (E’), (L’), and (J’). Then 
there exists a smooth symmetric n x n matrix valued function 4(t) such that 
the modified Lagrangian z dejked by (3.1) with G( t, x) = ix’& t)x satisfies 
all the hypotheses of Theorem 2.1 on some tube RT(2; 6), 6 > 0. 
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Proof: Consider the following matrix differential equation for 4(t): 
d - (L,(t) + 4) q;‘w(E,..,(t) + 4) + L,,(t) = EZ. (3.3) 
Conditions (L’) and (J’) imply that for some E > 0, this equation has a 
symmetric solution 4(t) on [a, b]. (Further details below.) Since L,,, L,‘, 
and L,, are continuous and the graph of X is compact, it follows that there 
is some restricted tube about X throughout which inequality (3.2b) holds 
with strict inequality. The text above completes the proof. 
The existence of a solution b(t) of (3.3) is proven in detail in [l] for a 
general L displaying only the regularity postulated above. Here we outline 
the basic ideas in the specail case where L,,(O) = t,,(O) (which always 
holds if 12 = 1) and the functions Z(t), E,,(t), Z.,,(t), and t,,(t) are smooth. 
Consider the following linear initial-value problem for an unknown n x n 
matrix Y(t), based on the Jacobi equation :
Y(a)=&z, P(u)=Z. 
It clearly has a solution Y,(t) for each E > 0. Moreover, Y,,(t) is nonsingular 
for t E (a, b], since if Y,(t) w = 0 for some t E (a, b] and w E W’\ {0}, the arc 
y(r) = Ye(t) w would solve Jacobi’s equation and contradict (J’). Con- 
tinuous dependence of the solution Y, on the parameter E implies that for 
sufftciently small E > 0, Y,(t) is nonsingular throughout [a, b]. (Note that 
(d/dt) det Y,(t) is continuous, and positive near t = a.) Now define 
d(t) := -&,,(t)-&(t) I;,(t) Y,:‘(t): then 4(t) satisfies the Riccati equa- 
tion (3.3) with E = 0. Evidently 4(t)’ satisfies the same equation, while 
4(O) = d(O)‘: hence 4 is symmetric. Once again, continuous dependence 
theorems for ordinary differential equations imply that (3.3) has a solution 
for sufficiently small values of E > 0. 
APPENDIX: THE HAMILTON-JACOBI VERIFICATION TECHNIQUE 
Let an admissible arc Z(t) be given. The Hamilton-Jacobi sufficiency 
theory can be understood as an attempt to choose the function G of 
Section 3 in such a way that ,?(t, ., .) has a local minimum at (Z(t), Z( 2)); 
i.e., for some 6 > 0 one has 
Z(t, x, u)2Z(t, Z(t), k(t)) v(t,x,u)ERT(x;G). (A.1) 
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This inequality obviously implies that X is a weak local solution for (P), 
whence X is also a weak local solution for (P). It is equivalent to 
-G,(t,x).o-L(t,x,u)-G,(t,x) 
2 -G,(t,x(t)).~(t)-L(t,x(t),k(t))-G,(t,x(t)). (A.21 
Recall the Hamiltonian H(t,x,p)=sup{(p,v)-L(t,x,u):o~IR”}. 
Choosing x = x(t) in (A.2) implies that H(t, X, - G,(t, a)) = -G,(t, 2) . 
k - L(t, 2, f) Vt ; for arbitrary x E x(t) + 6B this implies 
ff(f, x, -G,(t, x))- G,(t,x)d H(t,x(t), -G.,(t,X(t)))- G,(t,i(t)). (A.3) 
One can, if desired, add a function g(r) to G in such a way that both 
G(a, ~1) = 0 and L(t,~,~)+G,(t,x).k+G,(t,X)-0. (A.4) 
If this is done, then (A.3) reduces to the more familiar system 
ff(c x> -G,(t> xl)-G,(f, x) 
GO Vx E Z(t) + 6B, 
=. for x=2(t). (A.51 
Note that the conventions (A.4) also yield, for any XE RT(%; 6) obeying 
x(a) = CI and x(t) = y, the relations 
-G(t, i(t))=/‘L(r, X(r), k(r)) dr, 
(1 
-G(t, y) < I’ L(r, x(r), i(r)) dr. 
0 
Thus a relationship between - G and the problem’s value function emerges. 
Any function G(t, X) satisfying (A.2) is called a oerzjkation function for 
X, since it confirms the local optimality of X. The recent account of 
Theorems 1.1 and 1.2 given by Clarke and Zeidan [ 1 ] is based on con- 
structing such a function from the conditions (E’), (L’), and (7). (Their 
proof relies upon an original and elementary construction of the function 
4 which we appropriate to prove Theorem 3.1.) In contrast, our approach 
is based upon “transformation to local convexity” by a suitable choice of 
G. Thus we establish not only the local minimality of E(t, ., -) at 
(x(t), k(t)), but also the strict convexity of this function in a neighborhood 
of the minimum point. This extra information makes the situation all the 
easier to visualize, and accounts for the main difference in interpretation 
between our approach and that of Clarke and Zeidan’s in Cl]. We note, 
however, that the pedagogical link to the Hamilton-Jacobi technique 
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claimed by Clarke and Zeidan is also present here, because the subgradient 
inequality sponsoring (2.2) is precisely the Hamilton-Jacobi inequality 
(A.2) with G(t, x) = -(p(t), x). 
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