Abstract. We explore the use of Optimal Mixture Models to represent topics. We analyze two broad classes of mixture models: set-based and weighted. We provide an original proof that estimation of set-based models is NP-hard, and therefore not feasible. We argue that weighted models are superior to set-based models, and the solution can be estimated by a simple gradient descent technique. We demonstrate that Optimal Mixture Models can be successfully applied to the task of document retrieval. Our experiments show that weighted mixtures outperform a simple language modeling baseline. We also observe that weighted mixtures are more robust than other approaches of estimating topical models.
Introduction
Statistical Language Modeling approaches have been steadily gaining popularity in the field of Information Retrieval. They were first introduced by Ponte and Croft [18] , and were expanded upon in a number of following publications [4, 15, 24, 8, 9, 11, 14] . These approaches have proven to be very effective in a number of applications, including ad-hoc retrieval [18, 4, 15] , topic detection and tracking [26, 10] , summarization [5] , question answering [3] , text segmentation [2] , and other tasks. The main strength of Language Modeling techniques lies in very careful estimation of word probabilities, something that has been done in a heuristic fashion in prior research on Information Retrieval [21, 19, 20, 25] .
A common theme in Language Modeling approaches is that natural language is viewed as a result of repeated sampling from some underlying probability distribution over the vocabulary. If one accepts that model of text generation, many Information Retrieval problems can be re-cast in terms of estimating the probability of observing a given sample of text from a particular distribution. For example, if we knew a distribution of words in a certain topic of interest, we could estimate the probability that a given document is relevant to that topic, as was done in [26, 21, 14] . Alternatively, we could associate a probability distribution with every document in a large collection, and calculate the probability that a question or a query was a sample from that document [18, 4, 15] .
Mixture Models
Mixture models represent a very popular estimation technique in the field of Language Modeling. A mixture model is simply a linear combination of several different distributions. Mixture models, in one shape or another, have been employed in every major Language Modeling publication to date. For example, smoothing [6, 12, 17] , a critical component of any language model, can be interpreted as a mixture of a topic model with a background model, as highlighted in [15, 13, 16] . This paper will be primarily concerned with the use of mixtures to represent semantic topic models. For the scope of this paper, a topic model will be defined as a distribution, which gives the probability of observing any given word in documents that discuss some particular topic. A popular way to estimate the topic model is by mixing word probabilities from the documents that are believed to be related to that topic. In the next section we will briefly survey a number of publications exploring the use of mixture models to represent topical content.
Related Work on Mixture Models
Hoffman [9] described the use of latent semantic variables to represent different topical aspects of documents. Hoffman assumed that there exist a fixed number of latent topical distributions and represented documents as weighted mixtures of those distributions. Hoffman used an expectation-maximization algorithm to automatically induce topical distributions by maximizing the likelihood of the entire training set. It is worthwhile to point out that the nature of the estimation algorithm used by Hoffman also allows one to re-express these latent aspect distributions as mixtures of individual document models.
Berger and Lafferty [4] introduced an approach to Information Retrieval that was based on ideas from Statistical Machine Translation. The authors estimated a semantic model of the document as a weighted mixture of translation vectors. While this model does not involve mixing document models, it is still an example of a mixture model.
In the context of Topic Detection and Tracking [1] , several researchers used unweighted mixtures of training documents to represent event-based topics. Specifically, Jin et.al. [10] trained a Markov model from positive examples, and Yamron et.al. [26] used clustering techniques to represent background topics in the dataset (a topic was represented as a mixture of the documents in the cluster).
Lavrenko [13] considered topical mixture models as a way to improve the effectiveness of smoothing. Recall that smoothing is usually done by combining the sparse topic model (obtained by counting words in some sample of text) with the background model. Lavrenko hypothesized that by using a zone of closely related text samples he could achieve semantic smoothing, where words that are closely related to the original topic would get higher probabilities. Lavrenko used an unweighted mixture model, similar to the one we will describe in section 3.1. The main drawback of the approach was that performance was extremely sensitive to the size of the subset he called the zone. A similar problem was encountered by Ogilvie [16] when he attempted to smooth document models with models of their nearest neighbors.
In two very recent publications, both Lafferty and Zhai [11] , and Lavrenko and Croft [14] proposed using a weighted mixture of top-ranked documents from the query to represent a topic model. The process of assigning the weights to the documents is quite different in the two publications. Lafferty and Zhai describe an iterative procedure, formalized as a Markov chain on the inverted indexes. Lavrenko and Croft estimate a joint probability of observing the query words together with any possible word in the vocabulary. Both approaches can be expressed as mixtures of document models, and in both cases the authors pointed out that performance of their methods was strongly dependent on the number of top-ranked documents over which they estimated the probabilities.
Overview
The remainder of this paper is structured as follows. In section 2 we formally define the problem of finding an Optimal Mixture Model (OMM) for a given observation. We also describe a lower bound on solutions to any OMM problem. Section 3 describes unweighted optimal mixture models and proves that finding such models is computationally infeasible. Section 4.1 defines weighted mixture models, and discusses a gradient descent technique for approximating them. Section 5 describes a set of retrieval experiments we carried out to test the empirical performance of Optimal Mixture Models.
Optimal Mixture Models
As we pointed out in section 1.2, a number of researchers [13, 16, 11, 14] who employed mixture models observed that the quality of the model is strongly dependent on the subset of documents that are used to estimate the model. In most cases the researchers used a fixed number of top-ranked documents, retrieved in response to the query. The number of documents turns out to be an important parameter that has a strong effect on performance and varies from query to query and from dataset to dataset. The desire to select this parameter automatically is the primary motivation behind the present paper. We would like to find the optimal subset of documents and form an Optimal Mixture Model. Optimality can be defined in a number of different ways, for instance it could mean best retrieval performance with respect to some particular metric, like precision or recall. However, optimizing to such metrics requires the knowledge of relevance judgments, which are not always available at the time when we want to form our mixture model. In this paper we take a very simple criterion for optimality. Suppose we have a sample observation:
, which could be a user's query, or an example document. The optimal mixture model © ¦ i s a model which assigns the highest probability to our observation.
Formal Problem Statement
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' (
be the simplex of all probability distributions over , that is
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In Information Retrieval research, it is common to assume that words
are mutually independent of each other, once we fix a model
Now we can make another assumption common in Information Retrieval: we declare that
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. Assuming are identically distributed allows us to re-arrange the terms in the product above, and group together all terms that share the same
Here the product goes over all the words ¤ in our vocabulary, and
is just the number of times ¤ was observed in our sample
Note that by definition, ! is also a distribution over the vocabulary, i.e.
! is a member of
, although it may not be a member of our subset
Equation (5) will be used as our objective for forming optimal mixture models in all the remaining sections of this paper. The main differences will be in the composition of the subset ' ( I H , but the objective will remain unchanged.
Lower Bound on OMM solutions
Suppose we allowed (5) and finding an optimal mixture model. This result will be used in the remainder of this paper to prove that for certain sets ' ( H , solving equation (5) is NP-hard. In all cases we will show that testing whether 
Set-based Mixture Models
The most simple and intuitive type of mixture models is a set-based mixture. In this section we describe two simple ways of constructing a mixture model if we are given a set of documents. One is based on concatenating the documents in the set, the otheron averaging the document models. Very similar models were considered by Lavrenko [13] and Ogilvie [16] in their attempts to create unweighted mixture models. Estimating either of these models from a given set of documents is trivial. However, if we try to look for the optimal set of documents, the problem becomes infeasible, as we show in section 3.3.
Pooled Optimal Mixture Models
First we define a restricted class of mixture models that can be formed by "concatenating" several pieces of text and taking the empirical distribution of the result. To make this more formal, suppose we are given a large collection of text samples of varying length. In this paper we will only consider finite sets . For Information Retrieval applications will be a collection of documents. For every text sample 
Averaged Optimal Mixture Models
Next we consider another class of mixture models, similar to pooled models described in the last section. These models are also based on a collection of text samples, and can be formed by "averaging" word frequencies across several pieces of text. To make this formal, let be a finite collection of text samples. Let be the corresponding collection of empirical distributions, that is for each observation . The probability mass on the word ¤ is:
For a given collection of samples , we define the averaged mixture model set
to be the set of averaged distributions of all subsets ¥ H o f , with probabilities computed according to equation (7). We define the Averaged Optimal Mixture Model (AOMM) problem to be the task of solving equation (5) over the set
Finding the Optimal Subset is Infeasible
We outlined two possible ways for estimating a mixture model if we are given a set of documents. Now suppose we were given a target distribution ! and a collection , and wanted to find a subset ¥ u P which produces an optimal mixture model with respect to ! . It turns out that this problem is computationally infeasible. Intuitively, this problem involves searching over an exponential number of possible subsets of . In section A.3 of the Appendix we prove that finding an optimal subset for pooled models is NP-hard. In section A.4 we show the same for averaged models. In both proofs we start by using the result of section 2.2 and converting the optimization problem to a decision problem over the same space of distributions. Then we describe a polynomial-time reduction from 3SAT to the corresponding decision problem. 3SAT (described in A.2) is a wellknown NP-hard problem, and reducing it to finding an optimal subset of documents proves our searching problem to be NP-hard as well.
It is interesting to point out that we were not able to demonstrate that finding an optimal subset can actually be solved by a nondeterministic machine in polynomial time. It is easy to show that the decision problems corresponding to POMM and AOMM are in the NP class, but the original optimization problems appear to be more difficult.
Weighted Mixture Models
Now we turn our attention to another, more complex class of Optimal Mixture Models. For set-based models of section 3, the probabilities were completely determined by which documents belonged to the set, and no weighting on documents was allowed. Now we consider the kinds of models where in addition to selecting the subset, we also allow putting different weights on the documents in that subset. This flavor of mixture models was used by Hoffman [9] , Lafferty and Zhai [11] , and Lavrenko and Croft [14] in their research.
Weighted Optimal Mixture Models
Now if we want to find an optimal mixture model for some observation we not only need to find the subset of documents to use, but also need to estimate the optimal weights to place on those documents. At first glance it appears that allowing weights on documents will only aggravate the fact that finding optimal models is infeasible (section 3.3), since we just added more degrees of freedom to the problem. In reality, allowing weights to be placed on documents actually makes the problem solvable, as it paves the way for numerical approximations. Recall that both POMM and AOMM are essentially combinatorial problems, in both cases we attempt to reduce cross-entropy (equation (5) . We argue that a WOMM solution will always be no worse than the solution of a POMM or AOMM for a given , although that solution may not necessarily lie in
It is easy to verify that equation (8) 
Relationship to Set-based Models
It is important to realize that there is a strong connection between WOMM and set-based models from section 3. The simplex
' (
includes both sets T a is also an element of ' ( . Therefore, a weighted optimal mixture model will be as good, or better than any setbased mixture model, as long as we are dealing with the same collection .
Iterative Gradient Solution
Since ' ( is a continuous simplex, we can employ numerical techniques, to iteratively approach a solution. We describe a gradient descent approach, similar to the one advocated by Yamron et.al. [26] . Recall that our objective is to minimize the cross-entropy (equation (5) can be expressed in terms of ¡ , the vector of mixing weights, according to equation (8) . We rewrite the objective function in terms of the mixing vector
Note that in equation (10), we used the expression
. Doing this allows us to enforce the constraint that the mixing weights should sum to one without using Lagrange multipliers or other machinery of constrained optimization. In other words, once we made this change to the objective function, we can perform unconstrained minimization over ¡ . In order to find the maximum of equation (10) we take the derivative with respect to the mixing weight of each element
It is easy to see that when the extremum is achieved, equation (11) holds, and the value ¡ § will not change from one iteration to another, so the procedure is convergent. In practice, it is sufficient to run the procedure for just a few iterations, as it converges rapidly. Every iteration of update (12) requires on the order oft q tt
, and the number of iterations can be held at a constant.
Local Minima
It is important to realize that the iterative update in equation (12) is not guaranteed to converge to the global minimum of equation (10) . The reason for that is that the objective function is not convex everywhere. We can see that clearly when we take the second derivative of the objective with respect to the mixture weights:
It is not obvious whether left-hand side of the equation above is positive or negative, so we cannot conclude whether the function is globally convex, or whether it has local minima. In practice we found that the incremental algorithm converges quite rapidly.
Experimental Results
In this section we discuss an application of Optimal Mixture Models to the problem of estimating a topic model from a small sample. The experiments were carried out in the following setting. Our collection is a collection of approximately 60,000 newswire and broadcast news stories from the TDT2 corpus [7] . For this dataset, we have a collection of 96 event-centered topics. Every topic is defined by the set
P
of stories that are relevant to it. The relevance assessments were carried out by LDC [7] and are exhaustive.
For every topic, our goal is to estimate
, the distribution of words in the documents relevant to that topic. We assume that the relevant set We observe that running the gradient algorithm for two iterations moves the solution closer to © ¤ , but doing more iterations actually hurts the performance. Running it for five iterations results in higher relative entropy than not running it at all. We also note that with more iterations, performance becomes less sensitive to the number of documents in . Overall, we can conclude that running the gradient algorithm for very few iterations is promising.
Retrieval Experiments
Finally, we consider an application of Optimal Mixture Models to the problem of document retrieval. We start with a single relevant example and estimate a mixture model as was described above. Then, for every document in our dataset we compute the relative entropy (equation (14) in the Appendix) between the model of that document and the estimated mixture model. The documents are then ranked in increasing order of relative entropy. This type of ranking was first proposed by Lafferty and Zhai [11] and was found to be quite successful in conjunction with Query Models [11] and Relevance Models [14] . Figure 3 shows the retrieval performance when a mixture model is estimated over a set of 10 top-ranked documents using two iterations of the gradient update. To provide a baseline, we replace the estimated mixture model by the model of the single training example, and perform retrieval using the same ranking function. For comparison we also show the performance unweighted mixture model formed from the same set of 10 top-ranked documents. We observe that our weighted mixture noticeably outperforms the baseline at all levels of recall. The improvement is statistically significant at all levels of recall, except at zero. Significance was determined by performing the sign test with a value of 0.05. The magnitude of the improvement is not very large, partly due to the fact that the baseline performance is already very high. Baseline has non-interpolated average precision of 0.7250, which is very high by TREC standards. Such high performance is common in TDT, where topic definitions are much more precise than in TREC. Weighted mixture model yields average precision of 0.7583, an improvement of 5%. Note that unweighted mixture model constructed from the same set of documents as the weighted model performs significantly worse, resulting in a 9% drop from the baseline. This means that document weighting is a very important aspect of estimating a good topic model.
Finally, we re-visit the issue that motivated this work, the issue of sensitivity to the number of top-ranked documents used in the estimation. We repeated the retrieval experiment shown in Figure 3 , but with varying numbers of top-ranked documents. The results are summarized in Figure 4 . We observe that Weighted Optimal Mixture Model with two or more iterations of training is fairly insensitive to the number of topranked documents that are used in the estimation. The performance is always above the single-document baseline. In contrast to that, we see that unweighted models (uniform weights) perform significantly worse than the baseline, and furthermore their performance varies widely with the number of top-ranked documents used. We believe these results to be extremely encouraging, since they show that weighted mixture models are considerably more stable than unweighted models.
Conclusions and Future Work
In this paper we explored using Optimal Mixture Models to estimate topical models. We defined optimality in terms of assigning maximum likelihood to a given sample of text, and looked at two types of mixture models: set-based and weighted. We presented an original proof that it is not feasible to compute set-based optimal mixture models. We then showed that weighted mixture models are superior to set-based models, and suggested a gradient descent procedure for estimating weighted mixture models. Our experiments show weighted mixtures outperforming the baseline on a simple retrieval task, and, perhaps more importantly, demonstrate that weighted mixtures are relatively insensitive to the number of top-ranked documents used in the estimation.
In the course of this work we encountered a number of new questions that warrant further exploration. We would like to analyze in detail the relationship between Optimal Mixture Models proposed in this paper and other methods of estimating a topic model from a small sample. The two obvious candidates for this comparison are query models [11] and relevance models [14] . Both are very effective at estimating accurate topic models starting with a very short (2-3 word) sample. Optimal Mixture Models appear to be more effective with a slightly longer sample (200-300 words). Another question we would like to explore is the use of tempered or annealed gradient descent to prevent over-fitting to the target sample. Finally, we would like to explore in detail the impact of the length of the training sample on the quality of the resulting model.
A Appendix

A.1 Lower bound on cross-entropy
In this section we prove that ! itself is the unique optimal solution of equation (5). The proof is rudimentary and can be found in many Information Theory textbooks, but is included in this paper for completeness. Assuming To prove the first assertion we need to show that the difference in cross-entropies 
A.3 POMM is NP-hard
In this section we will show that solving Pooled Optimal Mixture Model problem is NPhard. In order to do that, we define a corresponding decision problem EXACT-POMM, prove EXACT-POMM to be NP-hard, and use the results in section 2.2 to assert that POMM itself is NP-hard. In a nutshell, EXACT-POMM is a problem of testing whether a target distribution 
We will prove that EXACT-POMM is NP-hard by reduction from 3SAT, a wellknown problem of the NP-complete class [22] . We describe a polynomial time reduction that converts an instance of 3SAT into an instance of EXACT-POMM, such that 3SAT instance is satisfiable if and only if EXACT-POMM instance has a positive answer. The reduction we describe is very similar to the one commonly used to prove that SUBSET-SUM problem is NP-hard. We are given a formula in conjunctive normal form: Note that the matrix is identical to the one that is used to prove that the SUBSET-SUM problem [23] is NP-hard by reduction from 3SAT. In line with the SUBSET-SUM argument, it is easy to see that the formula is satisfiable if and only if there exists a subset ¥ P of the rows such that ensure that every clause has at least one proposition set to true.
To demonstrate that satisfiability of reduces to EXACT-POMM, we just need to show that:
. Therefore ¦ , which means that the denominators in equation (18) , therefore we have a polynomial-time reduction from an instance of 3SAT to an instance of EXACT-POMM, such that a 3SAT formula is satisfiable if and only if a corresponding instance of EXACT-POMM is satisfiable. Accordingly, if a polynomial-time algorithm exists for solving EXACT-POMM problems, this algorithm could be used to solve 3SAT in polynomial time. Thus EXACT-POMM is NP-hard.
We have just demonstrated that EXACT-POMM is NP-hard. In section 2.2 we demonstrated a reduction from decision problems (like EXACT-POMM) to optimization problems (like POMM). Therefore POMM is NP-hard.
A.4 AOMM is NP-hard
In this section we will prove that solving AOMM problem is NP-hard. The proof follows the same outline as the proof in section A.3. We define a corresponding decision problem EXACT-AOMM, prove it to be NP-hard by reduction from 3SAT, then use the result of section 2.2 to assert that AOMM is NP-hard.
AOMM is defined as an optimization problem over 
