Abstract-This paper investigates the effects of feature selection via dimensionality reduction techniques for the task of object class recognition. Two filter-based algorithms are considered namely Correlation-based Feature Selection (CFS) and Principal Components Analysis (PCA). A Support Vector Machine is used to compare these two techniques against classical feature concatenation, based on the Graz02 dataset. Experimental results show that the feature selection algorithms are able to retain the most relevant and discriminant features, while maintaining recognition accuracy and improving model building time.
I. INTRODUCTION
Recent developments in technology have caused huge amounts of multimedia information to be easily generated using relatively affordable devices such as digital cameras, video camcorders and mobile phones. The Internet has also allowed easy and ubiquitous access, indirectly contributing to the massive consumption of multimedia data. Due to these, and also due to the wide availability of mass storage devices, the amount of multimedia information is growing to colossal proportions.
One category of data is digital imagery. A digital image can consist of objects with varying poses and sizes. Such objects can easily be classified into their respective classes or categories by human beings. The case however is not the same for computers where the semantic gap dictates the limitation for machines to map extractable low-level features to the actual semantic concept assigned to by humans.
The task of object identification using computers is referred to as Object Class Recognition (OCR). Research in OCR aims to reduce the semantic gap. For computer understanding, the objects are classified by firstly extracting its useful features, which are represented as numerical values. Various features can be used in OCR such as shape, color, texture and local features. A combination of such features is supposedly beneficial for object classification [1, 2, 3] . However, the number of features varies and is commonly large. Therefore, simple feature fusion via concatenation can result in high dimensional feature vectors.
Combining features nonetheless is necessary since more features can undoubtedly improve classification tasks. Currently however, researchers still find it difficult to determine the best feature fusion method that can produce optimal results [4] . The simplest method is to combine (concatenate) the extracted features into a single vector. This however can result in very high feature dimensionality. Commonly, such fusion techniques contain many irrelevant or noisy features that can in turn degrade classification accuracy [5] . Moreover, it produces repetition and waste information that leads to the 'curse of dimensionality' issue.
In order to avoid all this, selecting discriminative features from the entire combination is essential. This can be treated as a pre-processing step before the performing recognition. From the selected features, the dimensionality of concatenated features can be significantly reduced. Ideally, selection is performed by keeping the most meaningful features while discarding the insignificant ones [6] [7] [8] 13] .
With low dimensionality data, the computational time to build object class models can also be minimized. Nonetheless, the challenge remains whether this reduced feature set will be able to maintain or improve recognition performance compared to when fusing all extracted features together.
A. Feature Selection
The feature selection process should be catered towards choosing a minimal subset from the original feature set. These features should be discriminative enough to allow effective classification. Feature selection can be categorized into two models [9] . The first is the filter model where redundant and noisy features are filtered out before performing the recognition task. This model emphasizes removal of unimportant features and is independent of the type of learning algorithm used during the removal process [11] . The second model is the wrapper model, where the selection of the best features is dependent on the learning algorithm used. The running cost of this model is high due to the repetitive process of selecting the best features, especially when high dimensional spaces are involved [10, 12] . Therefore, the wrapper model is not our selection method in this study as we aim to reduce 8-9 November 2011, Bandung, Indonesia computational costs for feature fusion. Hence, the filter model will be considered instead. This paper is organized as follows. Section II introduces our methodology for feature selection based on the filter model. Section III presents the dataset, the experimental results as well as useful discussions. Finally, conclusions and future works are provided in Section IV.
II. METHODOLOGY
The framework for feature selection based on the filter model is illustrated in Figure 1 . Segmented objects from the Graz02 1 dataset are used as input to this framework. Two types of features are extracted namely global shape features and local features. The global shape features are further categorized into Fourier Descriptors (FD), Elliptical FD (EFD), and Moment Invariants (MI). For local features, the Scale Invariant Feature Transform (SIFT) is calculated.
Through fusion, these features are concatenated into a single, high-dimensional feature vector. As previously mentioned, in order to be more efficient, the number of features have to be reduced. Therefore, irrelevant and redundant features from this vector are removed by performing feature selection based on the filter model. The selected features are ranked according to a feature weighting scheme such as correlation based method. Finally, these ranked features act as input to the learning algorithm to build a model for object classification. Due to its scalability, simplicity and good empirical classification performance, the filter model is used in this paper.
Final feature selection is done by combining a feature evaluator and a search method. The evaluator evaluates the relevant subset of features whereas the search method searches the space of features subsets for solutions that most likely provides the best class predictions [14] . This paper investigates simple feature selection based on the filter models Correlation-based Feature Selection (CFS) and Principle Component Analysis (PCA). Here, we expect that the chosen filter models will significantly reduce the number of features and hence optimize computational time for model building. Moreover, the recognition accuracy for each class should be comparable or even better, compared to when performing simple feature concatenation. CFS is a simple filter model that evaluates the individual predictive ability of each feature together with the degree of redundancy among them [15] . A feature can be identified as relevant if it is correlated with or predictive of the target class; otherwise it is considered irrelevant. The correlation values for each variable in the training data are calculated, and, frequently, a predetermined number of features with the highest correlations are chosen. The feature subsets are ranked according using a correlation based heuristic evaluation function [11] .
A good feature subset contains features that are highly correlated with the respective class, but uncorrelated with each other [15] . Irrelevant features that have low correlation with the target class are ignored. Therefore, the dimensionality of features is reduced. The merit of CFS's feature subset, , containing -features evaluation function is defined as: is the mean value of feature-class correlations and is the mean value of feature-feature correlations.
B. Principle Component Analysis
PCA [16] is a simple statistic method for dimensionality reduction by choosing sufficient eigenvectors to account for a given proportion of the variance (95% by default). The noisy features can be filtered out via a transformation to the PC space, and eliminating some of the worst eigenvectors. The main advantage of PCA is that it identifies new meaningful underlying variables so that the data can be compressed by reducing the dimensionality of the dataset without significant loss of information. This is achieved by transforming the multidimensional space into a space of fewer dimensions by exploiting the relationships between variables. The steps of dimensionality reduction using PCA are described below:
Input: -dimensional features are derived from a combination of global shape and local features, , , , ,…, .
i. The mean of each dimension of data is calculated by:
ii. The deviations from the mean and covariance matrix are calculated. The mean is subtracted from each of the dimensions to calculate the covariance matrix:
Covariance is measured to find the relationships between dimensions of high dimensional data;
iii. The eigenvectors and eigenvalues of the covariance matrix are determined. Since the covariance matrix is square (all correlation and covariance matrices are symmetrical), calculate the eigenvectors and the corresponding eigenvalues. The eigenvectors provide information about the patterns in the data. The eigenvector with the highest eigenvalue is the principal component of the dataset. The explanation of eigenvalues and eigenvectors are presented in [16] ;
iv. The best features are selected to form the feature vector. Once eigenvectors are found from the covariance matrix, sort them by eigenvalue in ascending order. This gives the data an order of significance. The noisy and irrelevant data can be eliminated. The dimensions are highly correlated; there will be a small number of eigenvectors with large eigenvalues. If the dimensions are not correlated, the dimensionality of the data will not be reduced, thus PCA does not help. The final reduced feature (to only kdimensions form its original n-dimensions) is:
v.
The new data is derived by multiplying the transposed feature vector with k-dimensions in step iv (the most significant eigenvector will be at the top), and the transposed mean-adjusted data.
III. EMPIRICAL EVALUATION
The two filter-based feature selection methods CFS and PCA were evaluated using objects from the Graz02 dataset from the Graz University of Technology [2] . It is a benchmark dataset for object class recognition problems. The dataset used in the experiments are from three object classes namely 'bike', 'car', and 'people'. Note that all of them contain different poses and sizes. A sample of the Graz02 dataset can be seen in Figure 2 . Empirically, 40 FD descriptors and 28 EFD descriptors were used in this study. The FD descriptors have 40-dimensions, EFD has 28-dimensions, and MI has 7-dimensions. This number accurately describes the shape of the object within the respective image. As for the local features, 100-dimensional SIFT was used. Table 1 lists the objects and the number of feature dimensions involved. The feature vector based on feature concatenation is , which represents a single feature space with a total of 175-dimensions. The feature fusion of all the feature vectors is shown in Equation 5 .
To accomplish our goal of reducing the computational time by using the CFS and PCA feature selection algorithms, the SVM binary classifier in [18] applied with gamma, and cost, parameters acquired using 10-fold cross validation. The size of the training data and testing data was adopted from Opelt et al. [2] . For SVM training, 150 positive samples and 150 negative samples were used. The total of the testing sample was 150, where 75 were positive samples and 75 were negative samples. The negative samples consist of the remaining two concepts. 
A. Results and Discussion
The results for object class recognition using feature concatenation technique are shown in Table 2 . The time taken to build a model for each object class is also listed in this table. Based on the results, it can be seen that the ROC area values show that the feature concatenation approach provides good recognition results. However, the time taken to construct the model for each object class is significantly high due to the huge numbers of features. To address this problem, feature reduction using the feature selection algorithms CFS and the PCA are performed. To find a good subset of features, Best First, Greedy Stepwise and Rank Search in [14] are used as search methods for CFS, while for PCA used Ranker for ranking features according to their evaluation (eigenvalues). Table 3 presents the results of running these two algorithms.
According to Table 3 , the number of features is significantly lesser compared to direct concatenation for both the CFS and PCA algorithms. To determine whether the reduction of these features would degrade, maintain or improve the performance of object class recognition, an SVM classifier is used to train this new set of features. We compare the results in Table 3 with  that of Table 2 . The main performance indicators are based on recognition accuracy and time taken to build the model for each object class. Table 3 clearly shows that for almost all of the classes, the CFS and PCA algorithms significantly reduced the number of features to less than 25% compared to when using classical feature concatenation. Simultaneously, impressive recognition accuracy is also reported. Moreover, the time required to build each class model is also lessened by a great amount. This clearly shows that CFS and PCA are able to solve the 'curse of dimensionality' issue, while also retaining the most discriminant features.
Nonetheless, comparing the results from Tables 2 and 3 , slight decreases in recognition accuracy are reported for almost all of the object classes (except for PCA-ranker for 'People'). However, the time taken to build the models is very fast, mostly less than 20-seconds for almost all cases. Furthermore, the drop in recognition accuracy is negligible considering that results across classes are still high, i.e. at than 90%.
IV. CONCLUSION
The work in this paper has shown the effects of dimensionality reduction for object class recognition. It is clear that the CFS and PCA algorithms can be used to retain discriminant features, while maintaining impressive recognition accuracy. Moreover, due to the reduced number of features, model building time is significantly reduced. Three object classes were considered in the experiments namely 'bike', 'car' and 'people'. 
