FORUM FORUM FORUM
FORUM is intended for new ideas or new ways of interpreting existing information. It provides a chance for suggesting hypotheses and for challenging current thinking on ecological issues. A lighter prose, designed to attract readers, will be permitted. Formal research reports, albeit short, will not be accepted, and all contributions should be concise with a relatively short list of references. A summary is not required. Although analysis of variance (ANOVA) is widely used by ecologists, the full potential of ANOVA as a descriptive tool has not been realized in most ecological studies. As questions addressed by ecologists become more complex, and experimental and sampling designs more complicated, it is necessary for ecologists to estimate both statistical significance and fit when comparing the relative importance of individual factors in an explanatory model, especially when models are multi-factorial. Yet, with few exceptions, ecologists are only presenting significance values with ANOVA results. Here we review methods for estimating statistical fit (magnitude of effect) for individual ANOVA factors based on variance components and provide examples of their application to field data. Furthermore, we detail the potential occurrence of negative variance components when determining magnitude of effects in ANOVA and describe simple remediation procedures. The techniques we advocate are efficient and will greatly enhance analyses of a wide variety of ANOVA models used in ecological studies. Estimation of magnitude of effects will particularly benefit the analysis of complex multi-factorial ANOVAs where emphasis is on interpreting the relative importance of many individual factors.
In contemporary ecology, realization of the inherent complexity of interactions among organisms and their environment typically leads to the design of complicated studies. Experimental ecologists often favor elaborate multi-factorial designs that simultaneously investigate the main effects of many factors as well as their subsequent higher-order interactions (Underwood 1997 ). Recent studies have also shown that sampling and/or experimentation carried out at numerous hierarchical scales of space and time can greatly enhance understanding of spatio-temporal variability in ecological processes (Connell et al. 1997 , Karlson and Cornell 1998, Hughes et al. 1999) . Fortunately, quantitative analysis of such multi-factorial data sets has been facilitated by a rich and well established statistical literature, with general linear modeling techniques (e.g. multiple regression and multi-factorial analysis of variance or ANOVA) finding considerable use in a variety of situations. The primary benefit of these analyses is that they can estimate the combined importance of all factors of interest, as well as compare the relative importance of individual factors and their interactions. When multi-factorial analyses are conducted primarily for the purpose of comparing the relative importance of individual factors, sufficient conclusions often can be made from simple graphical plots of means and variances. As such, graphical analysis of multi-factorial data should always precede the use of inferential statistics. When patterns of multi-factorial data become confused, or when ecologists are reluctant to rely solely on graphical analyses, statistical significance and fit of individual factors can be determined relatively easily (Winer et al. 1991 , Neter et al. 1996 . The significance of a factor describes how likely (estimates the probability that) the patterns explained by the factor are simply due to random chance and thus serve no functional importance to the researcher. Significance is inherently dependent on the amount of data collected (sample size) and is typically presented in the form of probability-values (P values). Conversely, determination of fit is not probabilistic, but rather is an estimate of the variance in a response variable that can be explained by the factor. A factor's fit is thus a measure of the magnitude of that factor's effect on the response variable. Estimates of factor fit are usually termed 'coefficients of determination' (r2) in regression analyses and 'magnitude of effects' (W2) in ANOVA (Winer et al. 1991 , Neter et al. 1996 factor's fit is not directly dependent on sample size, and significance and fit do not necessarily co-vary. Consequently, the most significant factors in a multi-factorial analysis are not guaranteed to also have the greatest fit. Estimates of significance and fit can therefore be used to describe different aspects of statistical results.
Although ecologists have typically been diligent about reporting both factor significance and fit for regression analyses, they have with few exceptions apparently settled for describing ANOVA results by factor significance alone. When using ANOVA to interpret results of ecological experiments, most ecologists have simply presented P values as evidence of, or lack thereof, the biological importance of some factor (e.g. competition or predation) on a response variable (e.g. growth or survivorship). We reviewed all issues of Australian Journal of Ecology, Ecology, Journal of Ecology, and Oikos published in 1998 and found that factor fit was estimated in only 2 of 184 (1.1%) papers that used ANOVA. By ignoring factor fit, researchers fail to utilize the full descriptive power of ANOVA, potentially leading to an incorrect interpretation of a factor's 'true' biological importance. Factors that are highly significant, yet explain little variability in the response variable (low magnitude of effects), can result when sample sizes are simply large enough to detect statistically weak effects. Without determining magnitude of effects, greater emphasis might be placed on the importance of such factors than is warranted. Furthermore, it may be impossible to compare the relative importance of individual factors or interactions in a multi-factorial ANOVA when more than one factor is found to be significant but magnitude of effects are not presented. That is, researchers may be unable to distinguish the effects of weak factors from strong ones. Given the potential presence of multiple significant factors of varied strength in ecological ANOVAs, and in ecology in general (Paine 1992 , Berlow 1999 , the description and interpretation of ecological data will be enhanced by the determination of both a factor's significance and its fit.
We suspect that the primary reason ecologists fail to report magnitude of effects for individual factors in ANOVA is due to a lack of familiarity with the statistical methodology for making such determinations. Such unfamiliarity is understandable given that many biostatistical texts (e.g. Sokal (Underwood 1997 ). This method is more robust to variable sample sizes and sampling designs than that of Weldon and Slauson (1986) and will likely be of greater use to ecologists. Therefore, we favor this method for estimating the relative importance of individual factors in ANOVA and devote the remainder of this paper to it.
The basic logic for determining the magnitude of effects (C2) for a factor in an ANOVA is simple: estimate the variance in a response variable that can be explained by the factor (its variance component) and relate this to the total variance (or error variance ; Table 1 , although we caution that the interpretation of expected mean squares will vary depending on whether they represent fixed or random variables (see Problems with magnitude of effects estimates). The formulae for expected mean squares should be familiar as they are used to specify the correct F ratios for determination of factor significance in ANOVA. Clearly, the complexity of expected mean squares is determined by the complexity of the ANOVA model, and the identification of proper expected mean squares for a given model is not an insignificant task. The reader should refer to Winer et al. (1991) and Underwood (1997) for a more complete discussion on the determination of expected mean squares, especially for ANOVA models more complicated than those presented in Table 1 .
Once expected mean squares have been determined for each factor in the ANOVA, a factor's variance component (a2) can be isolated from the expected mean squares by substitution and simple algebra. Variance components can be estimated for each factor and the Table 1 . Sums of squares, degrees of freedom, mean squares, expected mean squares (E{MS}), variance components, and magnitude of effects (C02, presented as percentages) for a variety of ANOVA models. Factor A was fixed for the two-way mixed model and random for the nested model. Data are the same for the two one-way ANOVAs and three two-way ANOVAs to allow comparisons of magnitude of effects among different models. E a2 equals the sums-of-squared deviations among factor levels, where factor A has levels j = 1 to J and factor B has levels k = 1 to K; n is the sample size within each level. Note that fixed effect variances (e.g. 02, = a2/(J-1)) are converted to population variances ( ao2/J) when calculating variance components (Vaughn and Corballis 1969, Winer et al. 1991). n = 3 for all models; J= 11 for one-way models, 3 for two-way models, and 2 for the nested model; K = 5 for two-way models, and 2 for nested model. Data for one-and two-way models are from Graham (1999) and data for the nested model are from Edwards (unpubl.). mean square error (c2) for most ANOVA designs ( 
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Problems with magnitude of effects estimates
Estimating the magnitude of effects in ANOVA is not without its problems. As previously stated, variance component estimates depend strongly on the correct identification of expected mean squares for the particular ANOVA model being analyzed, and these expected mean squares may not be particularly intuitive when ANOVA models incorporate both fixed and random factors. The problem with ANOVA models that incorporate both fixed and random factors revolves around the correct identification of the expected mean squares (see Table 1 ), as well as the appropriate interpretation of their meaning. The use of fixed versus random factors in ecological studies has been well-addressed (e.g. Potvin 1993, Bennington and Thayne 1994, Newman et al. 1997, Underwood 1997), and we therefore limit our discussion to the analytical and conceptual problems that pertain to estimating variance components and determining magnitude of effects. Problems arise because of the inherent differences in underlying hypotheses relating to fixed and random factors. Fixed factors are those in which the factor levels examined in the analysis represent all levels of interest; the levels are imposed by the researcher and are generally of particular inferential importance. In contrast, random factors are those in which the factor levels examined represent only a random subset of a larger (infinite) population of factor levels; the levels are chosen simply to obtain an accurate estimate of the within-factor variance so that inferences can be drawn about the entire population from which levels were sampled. Although not always straightforward, especially in cases where factor levels represent differences in space or time, the correct identification of factors as being either fixed or random is essential to calculating magnitude of effects (see Table 1 ). The main problem is that random factors, through their interaction with other factors in the ANOVA model, are assumed to alter the expected mean squares of those factors. Since these interactions are estimated from only a subset of the random factor's levels examined in the analysis, their variance contributions are not precisely known, thereby enhancing the uncertainty (variance) of the associated factors in the ANOVA model. In contrast, interactions with fixed factors are determined from all levels of those factors, as these are the sole levels under statistical and inferential investigation. The variance contributions of these interactions are therefore precisely known and have little effect on the uncertainty of other factors in the ANOVA model. These analytical differences between fixed and random factors become apparent when comparing the calculation of expected mean squares for two-way fixed, random, and mixed ANOVA models (Table 1) .
Once individual factors are identified as either fixed or random, the calculation of their variance components is relatively straightforward (see Table 1 ). However, problems may arise if ANOVA models include two or more random factors. In this case, the precise calculation of some variance components may not be possible, much as the precise calculation of some Fstatistics are not possible (Underwood 1997 The first step of the "pool-the-minimum-violator" technique is to determine if the ANOVA model can be described by a rooted tree. A rooted tree is a linear ordering of points (e.g. expected mean squares) such that all points above the base of the tree (the root) have a unique path to the root (Fig. 1) . The linear order of the points is dependent on the inclusion of expected mean squares of lower points (predecessors) within those of higher points, as determined by the form of the ANOVA model. Here a predecessor represents sampling variability for the point directly above it, and therefore the root of the tree will be the expected mean square error. As can be seen in Fig. 1 , many ANOVA models can be described by rooted trees (one-way, Table 1 . A rooted tree is one in which there is a single unique path from each factor to the root. As such, all models except G are rooted. Orthogonal > two-way models will only be rooted when they are fixed models. Diagrams adapted from Thompson and Moore (1963).
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two-way, and simple blocked and nested designs) whereas others (orthogonal > two-way designs) can not. If the ANOVA model in question can not be described by a rooted tree, then the "pool-the-minimum-violator" algorithm cannot be used and the researcher must resort to one of the other remediation procedures described above; limitation of magnitude of effects estimates to only significant factors will likely be the most useful option. If a tree is found to be rooted, the next step is to determine whether a minimum violator is present. A minimum violator is a point whose mean square is lower than that of its predecessor (Table 2 , step 1). If a minimum violator is present then the sums of squares and degrees of freedom of the violator are combined with that of its predecessor and a pooled mean square is determined (Table 2, step 2). A new rooted tree is then created and additional minimum violators identified. The procedure continues until violators are no longer present in the tree. In a final step, the pooled mean square is equated to each of the factors that comprise it, and variance components and magnitude of effects are determined based on these pooled estimates (Table 2, 
Use of magnitude of effects in ecology
Given the frequent need for ecologists to isolate weak effects from strong ones in ANOVA, it is worthwhile to estimate the magnitude of effects for individual factors in addition to the significance of these factors (Weldon and Slauson 1986, Underwood and Petraitis 1993). This is especially true when ANOVA models become complicated by interacting factors, because the relative contribution of the individual factors (main effects) to the (Underwood 1997) . A fully nested n-factor ANOVA (n = number of scales) can then be used to determine at which spatial or temporal scale(s) variation in the response variable is significant, while estimating magnitude of effects can be used to compare relative variability among the scales. However, as discussed earlier, there is an increased likelihood of obtaining negative estimates of magnitude of effects in such models. These can occur when response variables are strongly regulated by variability at small spatial or temporal scales, and where variation at larger scales is reduced due to averaging of small-scale variability (Wiens 1989 ). In such cases, variability at the larger scales will be inherently less than at smaller scales, and the subsequent rearrangement and isolation of expected mean squares may result in negative variance components estimates for some of the larger scales (see Table 1 ). The "pool-the-minimum-violator" technique is a useful remedy when such cases occur (Graham 1999, M. S. Edwards unpubl.).
We have come across a dozen or so ecological studies that have successfully used variance components and magnitude of effects to determine either the relative importance of individual factors and higher-order interactions (Forrester 1994 Table 2 . Demonstration of the "pool-the-minimum-violator" technique for remediating negative variance components during determination of magnitude of effects in ANOVA. Data, model, and symbols were the same as in the nested example in Table  1 . The model formed a rooted tree (Fig. 1C) with Factor B having a negative variance component and an unreasonable magnitude of effects estimate (Step 1). Factor B's mean square was lower than that of its predecessor (the error mean square), identifying Factor B as the minimum violator in this model (Step 1). Sums of squares and degrees of freedom for the minimum violator and its predecessor were combined resulting in the calculation of a pooled mean square for the two sources (Step 2). Variance components were then recalculated for each source based on the pooled mean square, subsequently setting the variance component for Factor B to zero (Step 2); no minimum violators remained in the model. Magnitude of effects were then determined by dividing the new variance components for each factor by the sum of all variance components for the model (i.e. 0.65). In this example, Factor A explained 67.7% of variance in the response variable, Factor B explained 0%, and sampling error accounted for 32.3%.
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Step coral recruitment on the Great Barrier Reef. They were interested in discriminating the effects of inter-annual variability in recruitment from that occurring at four nested spatial scales (meters, 10s meters, 100s meters, kilometers). Sampling was replicated in each of four years resulting in an ANOVA model that included both nested factors and higher-order interactions (Table 3) . In addition to significance, Dunstan and Johnson (1998) estimated magnitude of effects for all main effects and interactions and demonstrated two important benefits of estimating factor fit. First, Dunstan and Johnson (1998) were able to quantify differences between smallest-and larger-scale spatial variability by estimating the percent of variance explained by the error term (Table 3) ; information describing the contribution of error terms to the response variable (i.e.
within-group variability) is rarely presented in ecological ANOVA. They subsequently found that 30-50% of the variability in recruitment of pocilloporids and 60-80% of acroporids occurred at the scale of meters. Second, the results of Dunstan and Johnson (1998) clearly indicated that important patterns in ecological data can remain hidden if described by significance values alone. In each of four ANOVAs, the most significant main effect or interaction term did not have the greatest fit (Table 3) , and in one case (Table 3B ) the most significant term (100s m) explained less than 1/3 of the variance explained by an insignificant term (km). Furthermore, some interactions were highly significant and had high magnitude of effects (e.g. Year x 100s m; Table 3A , C), whereas other interactions were either highly significant and had low magnitude of effects (Year x 10s m; Ecologists rarely include estimates of factor fit in the description of ANOVA results, despite the widespread use of multi-factorial ANOVA in ecology. Yet, the logic and methodology presented here for determining magnitude of effects is quite intuitive and can be applied to almost any ANOVA model for which expected mean squares can be determined for the individual factors. We have shown that estimates of factor fit can greatly enhance the analysis and interpretation of ecological ANOVAs, and we hope that ecologists will use the techniques described herein with the goal that they become incorporated into the conventional routine for analyzing ecological data with ANOVA.
