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osting by EAbstract Natural gas is a naturally occurring petroleum product and one of the major fossil
energy sources. It is composed of a complex mixture of hydrocarbon compounds and a minor
amount of inorganic compounds. Hydrocarbon gas properties of viscosity and density are of great
importance for gas engineering calculations. These properties are measured experimentally but if
unavailable, they can be predicted through different correlations. This work is aimed at developing
new models for gas viscosity and gas density using generalized regression neural (GRN) networks.
A large database of experimental measurements were gathered from the literature and used to
develop and test the models. The database consists of gas composition, measured viscosity and den-
sity, temperature, pressure, and compressibility factor of different hydrocarbon gases and pure and
impure gas mixtures containing up to pentane plus fractions and small concentrations of non-
hydrocarbon components. A total of 4445 experimental measurements were used in this study con-
stituting of 1853 pure gases and 2592 gas mixtures.
Two neural nets were trained and tested separately to predict gas viscosity and gas density.
Viscosity is predicted as a function of gas density, pseudo reduced pressure, and pseudo reduced
temperature while density is predicted as a function of molecular weight, pseudo reduced pressure,
and pseudo reduced temperature. The two neural networks were trained and validated using a set of
800 data points chosen randomly from the collected data set. The developed networks were blind
tested using a total of 3645 data points. The networks prediction was validated and their efﬁciencies(A.A. AlQuraishi).
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124 A.A. AlQuraishi, E.M. Shokirwere tested against some other correlations. The comparison indicates a better performance for the
developed neural networks compared to the conventional tested correlations with an average abso-
lute error of 3.65% and 4.93% for gas viscosity and gas density nets, respectively.
ª 2011 King Saud University. Production and hosting by Elsevier B.V. All rights reserved.1. Introduction
Gas properties are considerably different from that of liquids
and any changes in the state of temperature and/or pressure
will result in a major effect on these properties. Natural gas
is a subcategory of petroleum ﬂuids that occurs naturally
and it is composed of a complex mixture of hydrocarbons
and a minor amount of inorganic compounds. Natural gas
physical properties and in particular, their variations with
pressure, temperature, and molecular weight are of great
importance in gas engineering calculations and these proper-
ties are usually measured experimentally but when unavailable,
it is estimated using equations of state (EOS) or empirical
correlations.
This work is aimed at developing two new models for gas
viscosity and gas density implementing artiﬁcial neural net-
work (ANN) techniques. The proposed models accuracy and
efﬁciency are tested against experimental measurements and
some commonly used correlations.
2. Gas viscosity
Viscosity is the measure of ﬂuid ﬂow resistance and it is an
essential property for the study of dynamics of ﬂuids ﬂow in
pipelines, porous media, or wherever transport of momentum
occurs in ﬂuids motion. Gas viscosity is difﬁcult to measure
accurately, especially at high temperature and/or pressure.
Therefore, it is estimated through correlations developed with
limited careful experimental work rather than experimental
measurements alone. Typically, these correlations are functions
of temperature, pressure, gas composition and gas gravity and
they are corrected for non-hydrocarbon components. Bicher
and Katz (1943) developed the ﬁrst gas viscosity correlation
indicating that viscosity is a function of pressure, temperature,
and molecular weight reporting an average deviation of 5.8%.
Since then several mathematical correlations for gas viscosity
have been proposed.
Carr et al. (1954) correlation referred to as (CKB) is a three
step process developed to predict the hydrocarbon gas viscos-
ity over a temperature range of 32–400 F, pressures of up to
12000 psi and gas gravities in the range of 0.55–1.55. The cor-
relation is capable of handling non-hydrocarbon impurities
with concentrations up to 15% each. The correlation was
developed based on thirty data points and reported a 0.38%
average absolute error for viscosity at atmospheric pressure.
The disadvantage of this method is the usage of multiple charts
that are hard to program. Several curve ﬁts of these graphs
were proposed, but many of them are only good over a limited
range. Dempsey (1965) developed a functional form to approx-
imate the ratio of gas viscosity at a particular pressure of inter-
est to gas viscosity at atmospheric conditions (l/l1atm) but
could not predict data successfully Carr et al. (1954) over the
entire range.
A commonly used empirical correlation for gases mixtures
viscosity estimation is that of Lohrenz–Bray–Clark referredto as (LBC) (1964). This model is based on the original work
of Jossi et al. (1962) using the same equation and coefﬁcients
derived by Jossi et al. for pure ﬂuids. The model is a 16th de-
gree polynomial in reduced density; therefore, viscosity estima-
tion is highly dependent on the accuracy of the experimental
density measurements.
Lee et al. (1966) correlation referred to as (LGE) was devel-
oped to predict hydrocarbon gas viscosity as a function of tem-
perature, gas density, and gas molecular weight. A large
database was used to develop this semi empirical correlation
and its accuracy is acceptable for a pressure range of 100–
8000 psi and a temperature range of 100–340 F. They reported
2% average absolute error for low pressures and 4% average
absolute error for high pressures, for hydrocarbon gases of
speciﬁc gravities below 1.0. For gases of speciﬁc gravity above
1.0, this relation is less accurate. No corrections were imple-
mented to tune the viscosity equation for non-hydrocarbon
components and the only one that it handles was CO2 with
concentrations of up to 3.2 mol%.
Londono et al. (2002) suggested a modiﬁcation to the
previously mentioned Lee et al. (1966) and Jossi et al. (1962)
correlations. In addition, they developed a new implicit
correlation for gas viscosity as a function of gas density, and
temperature. The correlation is developed based on a large
number of experimental measurements for pure gases as well
as gas mixtures with some non-hydrocarbon impurities such
as CO2, He, and N2. They reported an average absolute error
of 3.05%. Lately a new model for gas viscosity was developed
based on alternating conditional expectation (ACE) algorithm
(AlQuraishi and Shokir, 2009). In addition, another model was
developed using genetic programming (GP) technique
(AlQuraishi and Jummah, 2009). Both models were developed
using the same data base used in this article and they were efﬁ-
cient in predicting gas viscosity with an average absolute error
of 3.95% and 5.4%, respectively. The two models overcome
several constraints limiting the other correlations accuracy.3. Gas density
Due to high gas compressibility, most gas viscosity models are
density or more speciﬁcally gas compressibility factor (z-fac-
tor) dependent. Gas density is pressure and temperature
dependent and it is usually estimated using equations of state
(EOS) (Bendict et al., 1940; Dranchuk and Abou-Kassem,
1975 and Nishiumi and Saito, 1975). EOS models are implicit
in terms of the z-factor, which implies that the z-factor is deter-
mined as a root of the EOS.
In an attempt to provide an explicit relation to predict the
z-factor, a closed form expression for z-factor prediction was
presented using 94 data points reporting an average absolute
error of 0.19% (Brill and Beggs, 1974). The model can only
be used in the range of 1.2 6 Tr 6 2.4 and 0.0 6 pr 6 10.
The relation is of relatively low accuracy, except at moderate
pressures and temperatures.
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sity correlation using 1500 data points including pure gases
and gas mixtures from different sources. They developed their
EOS based on a Han-Starling form of the Benedict–Webb–
Rubin equation of state (1940) reporting an average absolute
error of 0.486% when speciﬁcally used within the pseudo
reduced pressure and temperature ranges of 0.2–30 and
1.0–3.0, respectively. Nishiumi and Saito (1975) proposed their
EOS to estimate thermodynamic properties. The model pro-
vides better performance than Dranchuk and Abou-Kassem
(1975) in the vicinity of the critical isotherm.
The Dranchuk and Abou-Kassem (1975) and Nishiumi and
Saito (1975) models have been optimized using two sets of data
(Londono et al., 2002). The ﬁrst consisted of 5960 data points
taken from the Poettmann and Carpenter (1952) database
reporting an average absolute error of 0.412% and 0.426%
for the two models, respectively. The second set of data con-
sisted of pure hydrocarbon components from methane to pen-
tane in addition to the Poettmann and Carpenter database
totaling 8256 data points reporting an average absolute error
of 0.821% and 0.733% for the two models, respectively. Again
lately new models for gas density were developed based on
alternating conditional expectation (ACE) algorithm and ge-
netic programming (GP) technique (AlQuraishi and Shokir,
2009; AlQuraishi and Jummah, 2009).. Both models were
developed using the same data base used in this article and
they were very efﬁcient in predicting the gas viscosity with
an average absolute error of 4.93% and 11.6%, respectively.
4. Artiﬁcial neural network
A neural network is a system that takes numeric inputs, per-
forms computations on these inputs, and outputs one or more
numeric values. When a neural net is designed and trained for
a speciﬁc application, it outputs approximately correct values
for given inputs. Similar to the brain, artiﬁcial neural nets con-
sist of elements, each of which receive a number of inputs, and
generate a single output, where the output is a relatively simple
function of the inputs.
Neural nets have large degrees of freedom. Thus they are
capable of modeling extremely complex functions by capturing
the non-linearity of the process studied providing an efﬁcient
alternative to the more traditional statistical methods. Nowa-
days, there exists a range of sophisticated algorithms for neuralFigure 1 Structure of GRN for two independent numeric
variables [14].net training differing in structure, kinds of computations per-
formed, and training algorithms. One type of neural network
is the Multi-Layer Feed Forward Network (MLF). With
MLF nets, we specify if there should be one or two layers of
hidden elements or neurons, and how many neurons the hidden
layers should contain. The other types of neural network are
the Generalized Regression Neural Nets (GRN) and Probabi-
listic Neural Nets (PN) (Specht, 1990, 1991). These are closely
related, with GRN used for numeric prediction and the PN for
category prediction/classiﬁcation. With GRN/PN nets, there is
no need for the user to make decisions about the structure of a
net. These nets always have two hidden layers of neurons, with
one neuron per training case in the ﬁrst hidden layer, and the
size of the second layer is determined by some facts about
training data. Fig. 1 is a representation of the GRN net for
two independent variables with the pattern layer containing
one node for each training case. Training a GRN net consists
of optimizing smoothing factors to minimize the error, and
the conjugate gradient descent optimization method is used
to accomplish that. Mean square error is used during training
to evaluate different sets of smoothing factors. When comput-
ing the mean square error for a training case, that case is tem-
porarily excluded from the Pattern Layer because the excluded
neuron would compute a zero distance, making other neurons
insigniﬁcant in the computation and prediction (Palaside
Corporation manual, 2005). GRN viscosity and density nets
were developed in this work to predict gas viscosity and gas
density when experimental measurements are unavailable.5. Results and discussion
A large database of measured gas properties (viscosity, density,
and compressibility factor) collected by Londono et al. (2002)
were used to build and test the proposed models. The data is
for hydrocarbon gases and gas mixtures containing non-
hydrocarbon impurities such as carbon dioxide, hydrogen sul-
ﬁde, Nitrogen, and helium gathered from different sources
(Poettmann and Carpenter, 1952; Gonzalez et al., 1970; Diehl
et al., 1970; Setzmann and Wagner, 1991; Lee, 1965). The
database includes gas composition, viscosity, density, temper-
ature, pressure, pseudo reduced properties of pressure and
temperature, and the compressibility factor. Quality of the
data were judged and compared and only those showing sim-
ilar trends for a given variable were considered. In addition, li-
quid like gas and gas mixtures containing Cþ6 and gas
properties measured below 32 F and 14.7 psi were discarded.
As a result, a total of 4445 data points were considered for this
work composing of 1853 for pure gases and 2592 for gas mix-
tures. The GRN network was used to develop the new viscos-
ity and density models and these models were tested against
experimental measurements and some of the commonly used
correlations and lately developed models as discussed in the
following sections.6. Gas viscosity model
Eight hundred data points were randomly selected out of the
large database for training and validation processes. About
80% of the 800 data points were used for training and the rest
for validating the network developed. Table 1 summarizes the
output of training and validation processes. The net developed
Table 1 Gas viscosity training and testing report.
Training Testing
Number of cases 640 160
Number of trials 52 –
% Bad predictions (30% tolerance) 0.632% 1.266%
Root mean square error 0.0082 0.0177
Mean absolute error 0.0057 0.0129
Standard deviation of absolute error 0.0058 0.0121
Table 2 Input and output variables range of the 800 data
points used to train and test the viscosity network.
Variables Minimum Maximum
MW 16.0 117.0
Ppr 0.302 24.2
Tpr 0.582 3.27
q 0.0084 0.7303
Figure 2 Predicted versus the experimentally measured gas viscosity
correlation, (c) Lee et al. correlation, and (d) Londono et al. correlati
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dent variables in the database not used in the training and val-
idation process. The network predicts gas viscosity (l) using
independent input variables of gas density (q) and pseudo re-
duced properties of pressure (Ppr) and temperature (Tpr).
The GRN net developed shows an efﬁcient performance over
wide ranges of input variables. Table 2 lists the ranges of the
input and output variables constituting the limits of the model.
The neural network efﬁciency was tested against some com-
monly used correlations (Lohrenz et al., 1964; Lee et al., 1966;
Londono et al., 2002; AlQuraishi and Shokir, 2009; AlQuraishi
and Jummah, 2009). Fig. 2 is a plot of the predicted versus
experimentally measured viscosities using the developed vis-
cosity net and the ﬁve previously mentioned correlations.
The ﬁgure indicates that viscosity net outperforms the other
tested correlations in predicting the experimentally measured
viscosity with an average absolute error of 3.79%.
A poor correlation is observed when using Lohrenz et al.
model (1964) as indicated by the signiﬁcant departure from
the 45 line (Fig. 2b). This deviation might be due to the nature
of the correlation, which is highly sensitive to gas densitybased on (a) developed ANN viscosity network, (b) Lohrenz et al.
on, (e) AlQuraishi and Shokir, (f) AlQuraishi and Jummah.
Table 3 Gas density training and testing report.
Training Testing
Number of cases 640 160
Number of trials 61 –
% Bad predictions (30% tolerance) 0.000% 0.000%
Root mean square error 0.0066 0.0081
Mean absolute error 0.0026 0.0037
Standard deviation of absolute error 0.0061 0.0072
Table 4 Input and output variables range of the 800 data
points used to train and test the density network.
Variables Minimum Maximum
q 3.8 E4 7.38 E1
Ppr 2.08 E2 2.66 E+1
Tpr 5.80 E1 3.35 E+0
l 1.25 E2 9.61 E1
Figure 3 Predicted versus the experimentally measured gas density b
correlation, (c) Lee et al. correlation, and (d) Londono et al. correlati
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sion for reduced density was used which may lead to such a
deviation. In addition, Londono et al. (2002) correlation for
viscosity at atmospheric pressure was used instead of actual
experimental measurements, which may have affected the pre-
diction too. Similarly, Lee et al. (1966) correlation was assessed
(Fig. 2c) and it shows a signiﬁcant departure from the 45 line
underestimating gas viscosity at the higher end of the viscosity
scale reporting an average absolute error of 12.75% when ap-
plied with the used database. The higher deviation noticed
compared to what the authors reported originally is believed
to be due to the limited data used in building the original cor-
relation in addition to the limited ranges of pressure and tem-
perature in which the model is applicable compared to the wide
ranges of the database used in this work. Londono et al. (2002)
correlation (Fig. 2d) also indicates a poor correlation but bet-
ter than that seen with the other two tested correlations with
some scattering. It is worth noting that they under scaled their
ﬁgures to 0.35 cp which might have out scaled some of the
points predicted using his model. AlQuraishi and Shokir
ACE model (2009) and AlQuraishi and Jummah GP model
(2009) (Fig. 2e and f) were quite efﬁcient and came on the sec-ased on (a) developed ANN viscosity network, (b) Lohrenz et al.
on, (e) AlQuraishi and Shokir, (f) AlQuraishi and Jumah.
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absolute error with values of 3.95% and 5.4% for both models,
respectively.Figure 4 Sensitivity analysis of the developed ANN gas viscosity
model.
Figure 5 Sensitivity analysis of the developed ANN gas density
model.7. Gas density model
Again, eight hundreds data points were randomly selected out
of the collected database for training and validation processes.
About 80% of the data set was used for training and the rest
for validating the network developed. Table 3 summarizes
the output of the neural net training and validation processes.
The neural network developed was used to predict gas density
using the rest of the database (3645 data points) not used in the
training and validation. The neural net estimates gas density
using independent input variables of gas apparent molecular
weight (AMW) and pseudo reduced properties of pressure
(Ppr) and temperature (Tpr). The net developed shows a good
performance over wide ranges of input variables. Table 4 lists
the ranges of the input and output variables used in training
and validation constituting the limits of the net developed.
The network efﬁciency was compared to some gas density
correlations (Dranchuk and Abou-Kassem, 1975; Londono
et al. modiﬁed Nishiumi and Saito correlation, 2002; AlQurai-
shi and Shokir, 2009; AlQuraishi and Jummah, 2009). Fig. 3 is
a plot of the predicted versus experimentally measured densi-
ties using the developed density net and the ﬁve previously
mentioned correlations.
Dranchuk and Abou-Kassem (1975) correlation (Fig. 3b)
outperforms all the other correlations investigated including
the developed network with an average absolute error of
3.53% with little deviation when estimating high-density val-
ues. The developed density net (Fig. 3a) comes in the second
place with an average absolute error of 4.93%. Londono
et al. modiﬁed Nishiumi Saito correlation (2002) (Fig. 3c) does
not seem to work ﬁne with the data base used especially at
higher density values where the estimated dependent variable
is either overestimated or underestimated. AlQuraishi and
Shokir (2009) ACE model (Fig. 3e) was as efﬁcient as the pro-
posed neural net work model with an average absolute error of
4.93%. AlQuraishi and Jummah (2009) GP model (Fig. 3f)
came on the third place in terms of accuracy with average
absolute error of 11.6% outperforming the rest of the correla-
tions tested.8. Variable impact analysis
The purpose of variable impact analysis is to measure the sen-
sitivity of model predictions to changes in independent vari-
ables. As a result of the analysis, every independent variable
is assigned a relative variable impact value. The lower the per-
cent value for a given variable, the less that variable affects the
prediction. The results of the analysis can help in selecting a
new set of independent variables, one that will allow for more
accurate predictions. For example, a variable with a low im-
pact value can be eliminated in favor of some new variable.
However, the results of the impact analysis are relative to a gi-
ven net. In data sets with smaller numbers of cases and/or lar-
ger numbers of variables, the differences in the relative impact
of the variables between trained nets may be more pro-
nounced. Fig. 4 is a plot of the impact analysis of independent
variables on gas viscosity model. It indicates a very low impactfor pseudo reduced pressure and a high impact for gas density
on gas viscosity estimation. All independent variables have a
positive impact indicating that viscosity increases with the in-
crease of any of the independent variables.
Fig. 5 is the impact analysis of independent variables on gas
density model. The ﬁgure shows high negative impact of pseu-
do reduced temperature and appreciable close positive impact
of the pseudo reduced pressure and apparent molecular weight
on gas density prediction. This agrees with the known effect of
these independent variables on gas density where density in-
creases with increasing molecular weight and pressure and de-
creases with increasing temperature.
9. Conclusions
Hydrocarbon pure gases and gas mixtures viscosity and den-
sity networks have been developed using a large database of
experimental measurements covering wide ranges of pressure
and temperature. GRN conﬁguration was used to build the
networks and their efﬁciency was tested and compared to some
of the commonly used correlations and lately developed mod-
els. Based on the results obtained, the following are concluded:
 The new viscosity neural net provides accurate prediction of
the experimental measurements and outperforms the other
tested correlations with the lowest average absolute error
of 3.65%.
 The viscosity model developed is independent of gas viscos-
ity at the atmospheric pressure required by most of the
existing correlations and it requires no correction for the
presence of non-hydrocarbon impurities.
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Dranchuk and Abou-Kassem (1975) correlation in term
of accuracy with average absolute error of 4.93%.
 The power of the density model is its capability to predict
gas density independent of the gas compressibility factor.
 Gas viscosity neural model is positively sensitive to changes
of gas density and pseudo reduced temperature with much
lower positive sensitivity to changes in pseudo-reduced
pressure.
 Gas density model is sensitive to all input parameters of
pseudo-reduced temperature, apparent molecular weight,
and pseudo reduced pressure listed in the order of their
impact. It is negatively impacted by pseudo reduced temper-
ature whereas positive impacts were noticed for the pseudo
reduced pressure and gas apparent molecular weight.
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