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ABSTRACT
This paper proposes a stereophonic acoustic echo canceller
without pre-processing which can identify the correct echo-
paths. By dividing the ﬁlter coefﬁcients into two portions
and update one part at a time, the ﬁlter coefﬁcient have an
unique solution. Convergence analysis clariﬁes the condi-
tion for correct echo-path identiﬁcation. For fast conver-
gence and stable adaptation, a convergence detection and
an adaptive step-size are also introduced. The modiﬁca-
tion amount of the ﬁlter coefﬁcients detects the convergence
and also determines the step-size. Computer simulations
show 10dB smaller coefﬁcient error than those of the con-
ventional algorithms.
1. INTRODUCTION
Echo cancellers are used to reduce echoes in a wide range of
applications, such as TV conference systems and hands-free
telephones. To realistic TV conferencing, multi-channel au-
dio, at least stereophonic, is essential. For stereophonic tele-
conferencing, stereophonic acoustic echo cancellers (SAEC’s)
[1–3] have been studied.
SAEC’s have a fundamental problem in which their ﬁl-
ter coefﬁcients cannot have an unique solution [1]. Though
SAEC’s with pre-processing [2] are good candidates for solv-
ing this problem, audible sound distortion caused by the pre-
processing arises. An SAEC without pre-processing, XM-
NLMS algorithm [4], has also been proposed. Though the
XM-NLMS converges faster than a standard SAEC [1], its
convergence at the optimum coefﬁcient is not conﬁrmed.
This paper proposes a stereophonic acoustic echo can-
celler without pre-processing. Section 2 reviews the SAEC
and its fundamental problem. An SAECwithout pre-processing,
its convergence analysis and adaptation control are presented
in Section 3. Computer simulation results show the perfor-


























NA tap NB tap
Fig. 1. Teleconferencing using SAEC
2. STEREOPHONIC ACOUSTIC ECHO
CANCELLER AND UNIQUENESS PROBLEM
Figure 1 shows a teleconferencing using an SAEC. This
echo canceller consists of four adaptive ﬁlters correspond-
ing to four echo paths from two loudspeakers to two mi-
crophones. Each adaptive ﬁlter estimates the corresponding
echo path.
The far-end signal xi(n) in the i-th channel at time in-
dex n is generated from a talker speech s(n) by passing
room A impulse response gi from the talker to the i-th mi-
crophone. xi(n) passes an echo path hi,j from the i-th
loudspeaker to the j-th microphone and become an echo
dj(n). Similarly, adaptive ﬁlters wi,j(n) generates an echo
replica yj(n). wi,j(n) is so updated as to reduce the resid-
ual echo ej(n)
SAEC’s have a fundamental problem in which their ﬁl-
ter coefﬁcients cannot have an unique solution [1]. SAEC’s
may have inﬁnite number of solutions other than the opti-
mum solution wi,j(n) = hi,j .
Further analyses show that SAEC’s may have unique
and optimum solution when the number of taps NW for
SAEC and the impulse response length NA in room A sat-
isfy NW < NA [5, 6]. For echo cancellation performance,
IV - 1450-7803-8484-9/04/$20.00 ©2004 IEEE ICASSP 2004
à á
NB < NW is preferable where NB is the impulse response
length in room B. Therefore, if NB < NW < NA, SAEC
in room B achieves both perfect echo cancellation and opti-
mum solution. Such a condition, however, cannot be satis-
ﬁed for SAEC’s in both room A and B.
3. CORRECT ECHO-PATH IDENTIFICATION
WITHOUT PRE-PROCESSING
3.1. Algorithm
In order to satisfy the uniqueness condition for both SAEC’s
in room A and room B, the number of taps for SAEC NW is
so chosen as to satisfy NW /2 < NA < NW and NW /2 <
NB < NW . If the size of both rooms are similar, which is
usual case, such NW may exist. In adaptation, NW /2 taps
are updated at a time; thus the effective number of taps for
SAEC NW /2 is smaller than the impulse response length in
the far-end roomNA. To avoid the performance degradation
caused by the tap shortage, another NW /2 taps will also
update at the other time.
The ﬁlter coefﬁcient vector wi,j(n) is divided into two
sub-vectors wi,j,f(n) and wi,j,b(n) show by
wi,j,f (n) = [wi,j,0(n), · · · , wi,j,NW/2−1(n)]
T (1)
wi,j,b(n) = [wi,j,NW/2(n), · · · , wi,j,NW−1(n)]
T . (2)
The superscript T denotes the transpose of a matrix or a vec-
tor. In the ﬁrst stage, wi,j,f (n) is updated while wi,j,b(n)
is ﬁxed. This stage is repeated until wi,j,f (n) converges.
As the second stage, wi,j,b(n) is updated while wi,j,f (n) is
ﬁxed. This stage is also repeated until wi,j,b(n) converges.
These two stages are repeated one after another.
3.2. Convergence Analysis
Convergence of the averaged ﬁlter coefﬁcients has been an-





where the talker speech vector s(n) and the impulse re-
sponse vector gi are deﬁned by
gi = [gi,0, gi,1, · · · , gi,NA−1]
T (4)
s(n) = [s(n), · · · , s(n−NA + 1)]
T . (5)










{wTi,j,f (n)xi,f (n) + w
T
i,j,b(n)xi,b(n)}. (7)
hi,j,f , hi,j,b, xi,f (n) and xi,b(n), are deﬁned as
hi,j,f = [hi,j,0, · · · , hi,j,NW/2−1]
T (8)
hi,j,b = [hi,j,NW/2, · · · , hi,j,NW−1]
T (9)
xi,f (n) = [xi(n), · · · , xi(n−NW /2 + 1)]
T (10)
xi,b(n) = [xi(n−NW /2), · · · , xi(n−NW )]
T ,(11)
which are sub-vectors of hi,j and xj(n).











sf(n), sb(n) is deﬁned by
si,f (n) = [si(n), · · · , si(n−NW /2−NA + 1)] (13)
si,b(n) = [si(n −NW /2), · · · , si(n −NW −NA + 1)]. (14)
Gi is a matrix deﬁned by (15), which contains gi and per-
forms convolution between si(n) and gi. By introducing

























simpliﬁed result for ej(n), i.e.,
ej(n) = d
T




Taking an ensemble average of ej(n) leads us to
E[e2i (n)] = E[ei(n)e
T
i (n)]
= dTf (n)Qfdf (n) + d
T
b (0)Qbdb(0)
+ 2dTf (n)Qfbdb(0) (21)
where
Rf = sf (n)sTf (n) (22)
Rfb = sf(n)sTb (n) (23)
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and df(n) denotes an average of df(n). From
∂ e2j (n)
∂df(n)
= 2Qfdf (n) + 2Qfbdb(0) = 0, (28)























The ﬁrst term in the right hand side is the optimum solution.
The second term is the error caused by the tap shortage.
By repeating updates ofwi,j,f(n) andwi,j,b(n), the co-
efﬁcient error vectors d(m)f and d
(m)


































If the maximum absolute eigenvalue of KbKf is less than
1, the ﬁlter coefﬁcients converge at the optimum value.
3.3. Adaptation Control
In this approach, the adaptation control is a difﬁcult prob-
lem. For converge at the optimum value, each stage should
be terminated when the ﬁlter coefﬁcients converge. This
causes two problems: selection of the switching interval be-
tween two stages and a random walk around the conver-
gence value.
An adaptive step-size and a convergence detection are
introduced for fast convergence with a small computational
cost. The adaptive step-size and the convergence detection









where p is either f or b. To avoid the increase of the com-
putational cost, (37) is calculated once in a K iterations.
Coefﬁcient adaptation is stopped when (37) is calculated.
The ﬁlter coefﬁcients are considered to be converged if








where Dmax is a maximum value of D(m) in a same stage.
Usually, D(1) is used as a Dmax. µ(n) is used within
mK < n < (m + 1)K.
The overview of the adaptation control is as follows:
1. Update ﬁlter coefﬁcients with µ(0) = µmax for ﬁrst
K iterations.
2. calculate D(1). Dmax = D(1).
3. Update ﬁlter coefﬁcients with µ(m) by (38) for next
K iterations.
4. calculate D(m).
5. If D(m−1) < D(m), then proceed to the next stage.
6. If Dmax < D(m), then Dmax = D(m).
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Table 1. Simulation Conditions
Parameters
NA 60
NB , NW 64




Fixed step-size µ 1.0
µmax 1.0

































Fig. 2. Normalized Coefﬁcient Error
7. Goto 3.
4. COMPUTER SIMULATIONS
Simulations have been carried out to show the performance
of the proposed algorithm. Table 1 depicts the simulation
conditions. Far-end room impulse responses gi are 60-tap
FIR ﬁlters while those for near-end room hi,j are 64-tap
FIR ﬁlters. In this case, SAEC’s do not have an unique solu-
tion. Adaptive ﬁlters are 64-tap FIR ﬁlters. As an adaptation
algorithm, Normalized Least Mean Squares (NLMS) algo-
rithm [7] is used. The proposed algorithm is compared with
the standard SAEC [1] and the XM-NLMS algorithm [4].









The proposed algorithm achieves -26dB of NCE which is
almost 10dB smaller than the standard SAEC. The XM-
NLMS failed to converge for a large step-size µ. Though
the XM-NLMS converges with µ = 0.5, its convergence
speed is slower than that of the standard SAEC.
5. CONCLUSIONS
This paper proposes a stereophonic acoustic echo canceller
without pre-processing which can identify the correct echo-
paths. Convergence analysis clariﬁes the condition for cor-
rect echo-path identiﬁcation. A convergence detection and
an adaptive step-size based on the modiﬁcation amount of
the ﬁlter coefﬁcients are also introduced. Simulation results
show 10dB smaller coefﬁcient error.
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