Abstract-Several approaches for blind estimation of reverberation time have been presented in the literature and decay rate estimation is an integral part of many, if not all, of such approaches. This paper provides both an analytical and experimental comparison, in terms of the bias and variance of three common decay rate estimators; a straight-forward linear regression approach as well as two maximum-likelihood based methods. Situations with and without interfering additive noise are considered. It is shown that the linear regression based approach is unbiased if no smoothing is applied, and that the estimation variance in the absence of noise is constantly about twice that of the maximum-likelihood based methods. It is shown that the methods that do not take possible noise into account suffer from similar estimation bias in the presence of noise. Further, a hybrid method, combining the noise robustness and low computational complexity advantages of the two different maximum-likelihood based methods, is presented.
the direct sound [3] . Knowledge of the reverberation time can be used for, e.g., estimating the volume of a room [4] , speech dereverberation [5] , [6] and [7] , and tuning microphone beamforming [8] . Hence, accurate estimation is of importance in a number of applications.
A straight-forward way to estimate the reverberation time is to measure the decay curve slope of a recorded microphone signal directly after an interrupted excitation signal, which is typically in the form of broad-band or narrow-band noise [3] . Because of excitation noise fluctuations, the decay curve will differ between different trials, sometimes requiring averaging across multiple trials to obtain a reliable estimate. An alternative method, based on backward integration of the room impulse response (RIR), avoids multiple trials by using the relation that the ensemble average of decaying white noise in an enclosure is identical to a certain integral over the RIR. Both methods are described in the ISO 3382 standard [3] .
Unfortunately, in many situations it is not possible to use a known excitation signal to obtain RIR-estimates, and the only information available is a microphone signal containing reverberant speech. Methods that only use a reverberant speech signal for estimating the reverberation time are commonly denoted blind reverberation time estimators. In [9] , a time-frequency model that takes the interaction between the decay rates of the room and speech into account is used, and in [10] a multilayer feed forward neural network is used. An extension of the work in [9] has recently been presented in [11] , showing increased noise robustness. Another noise-robust approach, operating in the short time Fourier transform (STFT) domain for reduced computational complexity, has also recently been proposed in [12] . In [13] , an adaptive measure, termed speech to reverberation modulation energy ratio, has been developed using modulation spectral insights; it is shown that the inverse of this ratio is highly correlated with the reverberation time. Further, a combination of the methods in [9] and [13] has been proposed in [14] , using spectral decomposition of the speech signal to allow estimation in different frequency sub-bands. All six methods [9] , [10] , [11] , [12] , [13] , [14] are blind, but rely on prior training for parameter calibration.
Another approach to blind reverberation time estimation, not relying on prior training, is presented in [7] , where sections of the microphone signal where the energy of the reverberated signal decays exponentially is detected, and then the slope of the logarithm of the smoothed energy envelope (corresponding to the reverberation time) is estimated through linear regression. An alternative approach based on maximum-likelihood estimation (ML estimation) was presented in [15] , where the diffusive reverberation tail is modeled as an exponentially damped Gaussian white noise process. The method continuously estimates the reverberation time and an order-statistics filter was used to extract the most likely reverberation time from the accumulated estimates, hence avoiding the need of explicitly finding sections of the signal with decaying energy. Efforts for reducing the computational complexity of the method in [15] have also been made in [16] and [17] as well as a related approach for improved noise robustness in [18] , at the cost of increased computational complexity. A recent approach presented in [19] introduces a pre-processing step involving a linear prediction filter for signal whitening, which was shown to improve estimation robustness.
The methods in [9] , [13] and [17] have recently been compared in an experimental study in [20] and it was concluded that all of the methods are able to estimate the reverberation time to within s for s and signal-to-noise ratio (SNR) dB; and that the method in [17] requires the least computational complexity. It was also shown that additive noise causes positive estimation error bias for all methods, which shows the importance of noise robust solutions.
The general blind reverberation time estimator comprises multiple algorithms/processing blocks. For example, the approach in [17] involves signal downsampling, an elaborate method for finding sections of the signal with decaying energy, estimation of the decay rate of the respective decaying energy signal sections, and finally, a two-step histogram based order-statistics filtering process. The method in [15] uses neither downsampling nor any algorithm for finding energy decay segments, but still uses the same decay rate estimator together with a similar histogram based order-statistics filter. The related method described in [19] uses a whitening pre-processor, combined with the decay rate estimator, but without any filtering for post-processing of the estimates.
It should be emphasized that the methods in [15] , [16] , [17] and [19] rely on the same maximum-likelihood (ML) based decay-rate estimation approach. As a comparison, the methods in [7] , [9] , [11] , [12] and [14] are all based on a linear-regression (LR) type decay rate estimation. Despite this clear division of blind estimation methods; using either ML-or LR-type decay rate estimators, there has been no comparison between ML and LR in the literature, to the best of our knowledge. The study in [20] was purely experimental (using real recorded speech signals) and compared the "complete" estimators, including possible segmentation and smoothing (i.e., not just the decay rate estimation part). Furthermore, both ML-and LR-based decay rate estimators are based upon a noiseless assumption, or that the noise is "negligible", and no theoretical analysis of the influence of noise on these methods has been conducted.
This paper presents an in-depth comparison between the MLand LR-type decay rate estimators and their performance under the influence of additive noise is investigated. Comparison is also made with the noise robust estimation approach in [18] , here denoted MLN. Further, a hybrid approach to significantly reduce the computational complexity of MLN is presented. The key contributions of the paper are as follows:
• In a noiseless scenario with an i.i.d. Gaussian excitation signal, it is shown that the LR-based decay rate estimator is unbiased if no smoothing is used, and a closed form expression for the estimation variance is derived. It is shown that the estimation variance is about 4 dB above the Cramér-Rao lower bound (i.e., the lowest possible estimation variance achievable by any unbiased parametric estimator).
• The performance of the LR-, ML-and MLN approaches are analyzed in the case of i.i.d. Gaussian background noise. An analytic expression for the estimation bias is obtained and it is argued, and verified through Monte-Carlo simulations that this estimation bias is similar for both LR and ML-based estimators, and that the noise induced increase in mean-square error is mostly caused by this bias.
• A hybrid approach, combining the noise robust performance of MLN with the lower computational complexity of ML is proposed, and it is shown that the estimation performance is indeed similar to MLN, while having computational complexity similar to ML. Experiments with real speech signals are intentionally excluded, due to the fact that this would require either automatic or manual detection and segmentation of reverberant speech pauses, which in turn would affect the estimation performance. Methods for automatic detection of speech pauses have been presented in, e.g., [7] , [17] , and could of course be used together with LR, ML, MLN or any other decay rate estimator. It should be recognized that the objective here is to, given an observed sequence according to the diffusive reverberation tail model (see Section II), study the estimation performance of decay rate estimators; an important component in many state-of-the art blind estimators. The paper is organized as follows. In Section II, the diffusive reverberation tail model is presented. In Section III and IV, respectively, the LR based approach and the ML based approach are analyzed in terms of performance with and without interfering additive noise. The noise robust approach MLN is explained in Section V. Approximate analytical expressions for the bias and MSE are presented for all three methods. Then, in subsection V-B, a hybrid ML-MLN approach is presented. Monte-Carlo simulations to verify the results are presented in Section VI and Section VII discusses the results with respect to blind estimation. Finally, conclusions are in Section VIII.
II. DIFFUSIVE REVERBERATION TAIL MODEL
In this section, the diffusive reverberation tail assumption is used to form two models, which in the remainder of the text are used for both derivation as well as evaluation of decay rate estimators. The first model is based on a noiseless assumption, while the second also considers additive noise.
A. Noiseless Assumption
Assuming a source-microphone distance greater than the critical distance and a diffuse sound field [21] , means that the beginning of a reverberant speech pause can be modeled the same as in [5] , [9] , [15] , [16] , [17] (1) where is a random signal, typically described as a stationary i.i.d. white Gaussian sequence, and determines the decay rate. Approaches where is assumed to be Laplacian have also been presented in the literature [22] , [23] , although the Gaussian assumption is most common. Even though speech is typically non-white, it has been shown that using this simple model still works rather well (e.g., [15] ). Moreover, it is also possible to use pre-whitening [19] , [24] for even more accurate model matching.
The instantaneous power (2) where denotes expectation, gives the relation between and the reverberation time as (3) where is the sampling frequency. In [15] , the Cramér-Rao lower bound (CRB), which expresses the lower bound for the variance of a deterministic parameter estimator [25] , was calculated based upon the previously described model and the derivation is briefly recited below (in slightly different notation). Note that the CRB in [15] was calculated for the estimation of , where , while in the following the CRB for the estimation of is considered. Assuming, as mentioned previously, that is i.i.d. zero mean Gaussian with variance gives the joint probability density function (likelihood function) for observations ( of as (4) By taking the logarithm of (4), followed by the 2nd partial derivatives with respect to and , allows the calculation of the Fisher information matrix, which in this case is defined as (5) yielding (6) The bound on the covariance matrix of the estimates of and are then obtained through the inverse of (6), i.e.,
which gives (8) and (9) As the focus in this paper is the estimation of the decay rate , the noiseless CRB, i.e., (8) , is here used for benchmarking the estimation performance of all considered estimators.
B. Additive Noise
In a natural environment, it is reasonable to assume that there is additive noise, and the model in (1) can then be extended as (10) where is the interfering noise signal. The models in (1) and (10) are much related to that assumed in, e.g., backward integration of an RIR [26] . The difference is of course that in RIR backward integration, the RIR itself is modeled by an exponential decay; whereas in the case considered here, the reverberated signal is modeled by an exponential decay. It should, however, be noted that the fundamental concept of backward integration has also been used for blind approaches, see e.g., [14] , [27] . Backward integration in this context is based on the basic relation that (11) i.e., the decay rate is preserved while the integration provides smoothing to reduce variance. (It was also shown in [28] that the RIR backward integration is mathematically equivalent to the ensemble average of decay curves of multiple interrupted white noise trials.) In practice, the RIR backward integration is typically calculated (see e.g., [14] and [29] ), as (12) where is the measured impulse response of length with assumed exponential decay and . Then, linear (or non-linear) regression is used to find the slope of . Unfortunately, there are a number of issues with this approach. First of all, the tail of will be bent down as approaches (reaching zero ( dB) for ), distorting the desired exponential shape. Only considering for up to a certain index is often used in practice, but finding the optimal range is non-trivial [26] . Increasing can be beneficial, but only up to a certain point; the noise floor will at some point begin shifting away from the exponential decay, resulting in a positive bias. These effects (and more) have been investigated in [26] and some rules-of-thumb were presented; specifically to truncate the measured impulse response at the knee where the main decay slope intersects the noise floor, then measure the slope of the backward integrated truncated impulse response down to a level about 5 dB above the noise floor. However, methods for, e.g., finding the knee were not discussed.
III. LINEAR REGRESSION BASED DECAY RATE ESTIMATION
A straight-forward approach for estimating , assuming the model in (1) , is simply to take the natural logarithm of each squared sample observed and then estimate through linear regression [7] . This approach is used in many state-of-the art blind reverberation time estimators (e.g., [9] , [11] , [12] , [14] ). The method is described in detail below.
Squaring and taking the natural logarithm of (1) yields (13) where and . A linear regression model can be written as (14) where and are the two model parameters. For a set of observations, the linear least-square error (LLSE) is written as (15) In order to find the which minimizes the LLSE, the derivative of (15) with respect to is set to 0, i.e.,
which can be re-written as (17) It can now be seen that if the elements in are symmetrical around 0, then , and the LLSE estimate of is given by (18) Worth noting is that (18) is a standard linear regression approach, with a regressor vector constituting the elements in . Even though the model in (1) was assumed in the beginning of this section, the approach could thus be used for estimating as long as the observed samples of are approximately in the mean linearly decreasing with a factor , regardless of the exact underlying model and any i.i.d. Gaussianity assumption(s). This should be kept in mind when reading the part in the following subsection where smoothing of before taking the logarithm is considered.
A. Estimation Bias
It can easily be seen that the estimator is unbiased as (19) However, the original approach as presented in [7] used recursive smoothing of , i.e., (20) where is a forgetting factor, before taking the logarithm and then estimating through linear regression. Inserting (1) and taking the expected value (ensemble average) of gives (21) where is the first element in . The bias in this case will then be (22) It can be seen from (22) that increasing , i.e., the smoothing, will increase the bias, while increasing will decrease the bias. With this in mind, no smoothing, i.e., , is assumed in the following text.
In the case of backward integration (see Section II), the smoothed signal is modeled (with the sum approximated by an integral for the sake of mathematical tractability) as (23) where denotes an equality where only the dominant terms have been retained, and is the backward integration "starting element". Inserting (1) into (23) and taking the expected value yields (24) Taking the logarithm of (24) and estimating using the previously described linear regressor will then give the bias as (25) and it can clearly be seen that the larger is, compared to , the less bias. It might be tempting to approximate the logarithm in (25) by a low order Taylor expansion; using, e.g., or (where in this case ) for further simplification. However, this will only yield accurate results for comparatively large and , since otherwise will be very close to 1 for large (close to ), which in turn implies significant Taylor expansion approximation error. However, for comparatively large and , the estimation bias will be close to 0, and thus, an analytical expression valid only in this case is not particularly interesting.
Nevertheless, the similarity between (25) and the expression for the bias in the case of interfering additive noise given by (36) should be noted; the backward integration will impose a positive bias and any interfering additive noise will impose a negative bias. By choosing appropriately, an unbiased estimator will be obtained. This is also what is shown in [26] . However, tuning is non-trivial [26] . In the following text, no backward integration is assumed.
B. Estimation Variance
The variance of the estimator in (18) is given by (26) Further, assuming the observed set of length and uncorrelated samples, i.e., , (26) can be re-written as (27) By defining , it can be seen that , and thus, , i.e., the difference does not depend on the variance of . Assuming that is i.i.d. Gaussian gives that has a chi-square distribution with one degree of freedom. The mean and variance of are then [30] (28)
where is the digamma function and . Thus, the variance of the estimator is given by (30) From (30) , it can be seen that the variance of the linear regression based estimator is times (that is, about 4 dB) that of the CRB (8), regardless of and .
C. Robustness to Additive Noise
The same estimator as described earlier is considered, but now in a noisy scenario, given by (10) , which can be re-written as (31) Squaring and taking the logarithm, as before, yields (32) where . Assuming that and both are uncorrelated zero mean i.i.d. Gaussian with variances and , respectively, gives that the sum is also a zero mean i.i.d. Gaussian. The expression is thus a zero mean Gaussian with variance and has a chi-square distribution. The mean of is, as in the previous section, (33) which is re-written as (34) where is the Euler-Mascheroni constant. In order to obtain an expression for the bias, i.e., where and the constant terms of disappear owing to symmetry. (The term is for correction of the SNR in relation to the index ; since is the inverse SNR at (prior to adding the correction term), while the observed sequence is taken between and , the correction term is added so that will represent the inverse SNR at the first sample of the sequence, i.e., .) Using partial integration and substitution (see Appendix), equation (36) can be written as (37) where , and is the Polylogarithm function of order . It can be seen that since , the expression in (37) will be 0 for , i.e., the estimator is unbiased in the noiseless case (as shown previously).
In the noisy case, when the SNR is "large enough", the impact of the noise is negligible. It can then be argued that as the SNR decreases, the impact of the noise will primarily manifest itself in the estimation bias and that the variance of the estimator is, in comparison, not affected by the noise. Thus, the mean square error of the estimator in the noisy case can be approximated as (38) where the variance was given by (30) and the bias in (37). It can easily be realized that for , the estimate will go to 0 as the noise (which has constant variance), will be totally dominating. This can also be seen analytically using the limit [31] (39) where is the gamma function. Combining (39) and (37), gives (40) where , which after some algebraic manipulation reduces to (41) meaning that, as stated above, that the estimator will be totally dominated by the noise.
IV. MAXIMUM-LIKELIHOOD BASED DECAY RATE ESTIMATION
In this section, the method from [15] (also used in, e.g., [16] , [17] , [19] ) is described (in slightly different notation). With the same i.i.d. Gaussian assumption as in Section II, the likelihood function for observations of is given by (4), and the log-likelihood function is (42)
Taking the partial derivatives of (42), with respect to and yields (43a) (43b) Setting (43a) and (43b) to zero and combining them gives (44) which can be solved numerically for in order to obtain the maximum. The asymptotic properties of ML estimators [25] means that the considered ML approach is asymptotically unbiased and attains the CRB (8) .
In [15] , it was proposed to first use a bisection method and then Newton-Raphson, requiring around 10-12 iterations in total to obtain a root for (44) with reasonable precision. Two faster methods were presented in [16] ; one based on a recursive technique for calculating consecutive solutions for and the other an iterative solution (related to Newton-Rhaphson) relying on the tuning of a step-size parameter. With the appropriate step-size parameter tuning, the method required approximately 5 iterations. In [17] , a quantization approach was used where the log-likelihood function in (42) was evaluated for a fixed number of values of , and the yielding the maximum log-likelihood was selected as the root. Another approach was taken in [23] , based on the assumption of being Exponentially distributed (as opposed to being Gaussian). The assumption yields a similar log-likelihood function as (42), but with a somewhat reduced steepness. This reduced steepness facilitates basic fitting of a 2nd degree polynomial curve to the log-likelihood function, reducing the overall complexity required for finding the maximum log-likelihood, but without sacrificing significant estimation performance.
A. Robustness to Additive Noise
The same additive noise as in Section III-C, i.e., the noisy scenario given by (10) , is assumed. Since the properties of both the ML and the LR estimators were shown to be similar in the noiseless case (unbiased and the variance of the LR estimator is that of the ML estimator (i.e., the CRB (8)) times a constant of approximately 2.5), it can also be argued that the bias in the noisy case for both estimators is fairly similar. Also, using the assumption that noise will primarily affect the estimation bias rather than the variance, i.e., the same assumption as for the linear regression case, suggests that the mean square error of the ML estimator can be approximated as (45) where the variance is given by the CRB in (8) and the bias in (37).
A more accurate expression for the mean square error can be obtained using the general expression for the multivariate CRB [25] , given by (46) where is the estimation error covariance matrix, , is the Fisher information matrix as in (6) and , where is the estimation bias. Naturally, this would also require an expression for the estimation bias (in addition to the expression for the estimation bias given by (37)). However, as will be shown in Section VI, the MSE approximation given by (45) is fairly accurate.
V. MAXIMUM-LIKELIHOOD BASED DECAY RATE ESTIMATION WITH NOISE TAKEN INTO ACCOUNT
The LR and ML estimators described in Sections III and IV, respectively, do not take any additive noise into account and thus suffer from estimation bias if the SNR is not "large enough". An ML-based estimator that does take the additive noise into account was presented in [18] , and is described below.
The observed signal is modeled as in (10) . Assuming that and are two uncorrelated i.i.d. Gaussian signals with zero mean and with variances and , respectively, give the likelihood function for observations ( of as (47) and the log-likelihood function as
The variance is assumed to be known, since it can normally be estimated directly in the absence of speech [32] . In order to find the maximum of (48), the partial derivatives with respect to and are set to zero, yielding
In [18] , it was proposed to solve the corresponding equations (49a) and (49b) through expectation-maximization. This means that, e.g., a value of is picked arbitrarily and kept fixed, while an estimate of is obtained using (49a) and then the estimated is kept fixed while is estimated using (49b), and this iterating process is continued until convergence has been reached. Alternatively, (48) is maximized with a numerical method (bisection and/or Newton-Rhapson) using the same iterative approach just described ( and are each alternately estimated while the other is kept fixed, until convergence is reached).
Another approach, for reduced computational complexity, was also presented in [18] , where could be estimated as (50) if the interfering noise is not too strong and covers a period of about 20 ms or less so that the sound decay has no significant influence. Then can be calculated directly using (49a) in a non-iterating approach.
A. Estimation Variance
In the noiseless case, the estimation variance will go to 0 as , as shown by (8) . In the case of interfering noise, however, this noise will impose a lower bound on the estimation variance -once the reverberation tail is, in a sense, overpowered by the noise, increasing will not improve estimation accuracy. This can be realized by, e.g., considering the problem of estimating the decay rate of a (deterministic) damped (i.e., decaying) sinusoid in constant additive noise; it has been shown that contrary to the undamped case, the CRB of a damped (deterministic) process will not converge to zero when increases [33] . It can thus be argued that this is also true for a damped random process. A basic model of the estimation variance is: as long as all samples have positive SNR, the variance attains the CRB for the noiseless case, i.e., (8) , and samples where the SNR is negative do not contribute to reducing the variance. The sample index corresponding to 0 dB is given by (using (3)) dB (51) and then simply adding the corresponding variance to that of the noiseless case yields dB dB
The accuracy of (52) is shown through simulations in Section VI.
B. Proposed Hybrid Approach
A better estimate of than that obtained by (50) can be achieved using (43a) set to zero, i.e.,
This estimate will be accurate as long as the SNR is not too poor and is not too large in relation to the decay rate . For example, by assuming a SNR of at least 20 dB, and that , which corresponds to a minimum reverberation time of approximately 0.1 seconds (see (3)) for a sampling frequency of 8 kHz, it can be seen that in this "worst case" scenario, the reverberation tail will have dropped down to the noise floor after around 287 samples. Choosing below this value will make sure that the estimate in (53) is never significantly affected by the interfering noise. By examining (8) and (9), i.e., the CRB of the and estimates in the noiseless case, it can clearly be seen that the lower bound for decreases with while the lower bound for decreases with . Thus, using fewer samples for estimating would not have as negative of an effect on the estimation variance as using fewer samples for estimating .
Furthermore, combining (53) with (49a) will also yield a noniterating approach, which saves a significant amount of computational resources. Of course, the computational complexity depends on the implementation. If an iterative method as in [15] or [16] is used, then the number of multiplications and divisions required for the proposed approach is as follows. By writing (48) as (54) it can be seen that multiplications are required for calculating , multiplications are needed for , divisions are required for evaluating the terms of the second sum and the rest of the expression can be calculated using 3 additional multiplications/divisions. In addition, (53) needs to be calculated, requiring a total of multiplications (for evaluating ) and 1 additional multiplication/division. An iterative approach using iterations, i.e., evaluating both (54) and (53) times, would then require a total of multiplications/divisions. Table I shows the computational complexity (in number of multiplications and divisions per estimate) of LR, ML (the fast approach in [16] ), and MLN, as well as hybrid MLN. In the table, is the number of expectation-maximum iterations for the MLN method. Setting for example (as in [16] ), (as in [18] ), and , gives a total of 16270 multiplications/divisions for the proposed method (similar to the 16010 of ML), while MLN requires 120120, i.e., more than 7 times as many.
VI. SIMULATIONS AND DISCUSSION
The expressions for the estimation bias and mean square error of all four estimators, summarized in Table II , were verified through Monte-Carlo simulations and the ensemble average over 1000 simulations was considered for each parameter setting. It should be noted that it is the decay rate estimation components (see Section I) first proposed in [7] , [15] and [18] that are compared, and not the complete blind reverberation time estimation approaches in the respective reference.
The initial SNR at sample 0 was set to 20 dB and decreased as the sample index increased due to the exponential decay, illustrated in Fig. 1 . Four different decay rates were considered, , corresponding to reverberation times of approximately 0.1, 0.2, 0.4 and 0.8 seconds, for a sample rate of 8 kHz. The number of expectation-maximization iterations for MLN was set to 16 and the parameter (slightly below 287 to ensure a positive SNR with some margin) was used for the proposed hybrid MLN.
In Fig. 2 , the theoretical and simulated bias of the LR (upper plot) and ML (lower plot) estimators are shown for different values of and . The figure clearly shows that the estimation bias of both methods is essentially the same and that the theoretical expression for the bias is indeed accurate. It should be recognized that there is some bias even for where the SNR is fairly high (e.g.,
). This indicates the importance of considering the interfering noise in such situations.
The theoretical and simulated mean square error of the different estimators are shown in Fig. 3 for , Fig. 4 for , Fig. 5 for and Fig. 6 for , respectively. It can be seen that the ML estimator is efficient, i.e., attains the CRB, as long as the SNR at each index is roughly dB. It is clear that for both LR and ML estimators, there is an optimal, in the MSE sense, length which is determined by (and of course the SNR). Worth noting is also that the minimas of LR and ML do not perfectly coincide (despite having the same bias), because of the lower ML estimation variance. From the four figures, a general rule-of-thumb for the ML and LR estimators can be formulated as to simply ensure that the SNR at each sample is positive with a margin of a couple dB. This is similar to what is proposed in [26] for the backward integration case. However, to implement this rule-of-thumb in practice is non-trivial because of the dependence (and in the backward integration case also the parameter , see Section III-A). As for MLN and hybrid MLN, it can be seen that the MSE of both methods is very similar, even though the hybrid method uses only up to 250 samples to estimate . Both methods attain the CRB up to approximately the same point as the ML estimator that does not take the noise into account, but instead of showing performance degradation, the MSE flattens out as increases. Interesting to note is that the MSE of MLN and hybrid MLN flattens out at a lower MSE than the ML minimum. This means that using either MLN or hybrid MLN, not only eliminates the problem of selecting an appropriate , but also makes it possible to achieve a lower estimation error. The simulated bias of the hybrid method is finally shown in Fig. 7 and it can be seen that it is practically unbiased.
VII. A NOTE ON (BLIND) REVERBERATION TIME ESTIMATION ACCURACY
In blind reverberation time estimation, the reverberant signal is typically segmented into different sections corresponding to diffusive reverberation decay, and decay rate estimation is applied to each segment. One estimate is then obtained by fusing the different decay rate estimates, see e.g., [12] . Thus, the accuracy of the estimate does not only depend on the actual decay rate estimation, but also on the type of fusing used, the signal segmentation, as well as the correctness of the model. Nevertheless, the following text briefly illustrates the estimate accuracy given a single estimate. The case where , corresponding to a reverberation time of 0.43 s for a sample rate of 8 kHz, is first considered. In Fig. 4 , for (which is around the point where the noise starts affecting the MSE) the MSE of both ML and MLN is dB, which implies standard deviation of around , assuming no bias. If the error is normally distributed, about 95% of the estimates lie within standard deviations, which in turn (using the relation in (3)) means that 95% of the reverberation time estimates lie between s and s. For the LR approach, the MSE when is approximately dB, meaning that the reverberation time estimate resides with 95% confidence between s and s. In the case where , corresponding to a reverberation time of 0.11 s for a sample rate of 8 kHz, on the other hand, the MSE for ML and MLN is approximately dB for . Hence, in this case, 95% of the estimates lie between s and s, and for the LR approach with a MSE of dB, the 95% confidence is between s and s. An interesting observation is that the performance of the "complete" blind reverberation time estimators in [20] , operating on real speech signals, seem somewhat poor in comparison to the numbers presented above. (Although it should of course be noted that a straight-forward comparison is not sensible, due to the facts discussed in the beginning of this section.) This is most likely caused by imperfections of the reverberation decay detection/segmentation method(s), as well as model mismatch. The latter is supported by the fact that the performance indeed improves with whitening [19] , and that assuming Laplacian/Exponential distribution instead of Gaussian in the model (see (1)) does not significantly affect the estimation performance [22] , [23] , and is an interesting subject for further research.
VIII. CONCLUSION
The basic methods for decay rate estimation used for blind reverberation time estimation originally presented in [7] , [15] and [18] (here denoted LR, ML and MLN, respectively) have been analyzed and compared both with and without the influence of interfering noise under the assumption of i.i.d. Gaussian processes. It was shown that LR is unbiased if no smoothing is applied and that the estimation variance in the absence of noise is consistently about twice that of the ML estimator. Under the influence of interfering stationary noise, both LR and ML methods suffer from essentially the same level of performance degradation/bias. It was shown that in this case there exists an optimal, in the MSE sense, selection of the observation window length , which depends on the SNR and decay factor . A simple rule-of-thumb was formulated: ensure that the SNR at each sample is positive with a couple of dB margin.
The MSE of the ML approach is the same as MLN as long as the SNR is positive for all observed samples. As is increased further, to also include samples with negative SNR, the MSE of the MLN is maintained while the MSE of the ML estimator deteriorates. Moreover, the ML has some bias, even in situations where the SNR is fairly high for all samples.
Finally, a hybrid approach was presented, comprising elements of both ML and MLN. The hybrid method showed similar performance to MLN, while requiring significantly less computational complexity. The method of choice in the considered environment is thus clearly the proposed method (or MLN if high computational complexity is no issue). In the case of negligible interfering additive noise level, ML is most likely preferred over LR, owing to the lower estimation variance.
APPENDIX DERIVATION OF (37)
First of all, it should be recognized that, using the substitution , the relation
where and is obtained. Recognizing the repeated integral representation of the polylogarithm [33] , gives that (55) can be written as (56) Now, since , using integration by parts yields that (36) can be re-written as (57) where and . Finally, (57) is simplified to (58) 
