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Abstract
A dynamical zeta function is proposed for the subshift on an countable set. It is shown that the
zeta function extends meromorphically to some domain where its poles (including multiplicities) are
the inverse of the isolated eigenvalues of the transfer operator associated to the subshift.
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1. Introduction
Consider the following sets:
A=N∗,
Σ =AN∗ = {(i1i2 . . . in . . .): ij ∈N∗}.
Let T :Σ → Σ be the left shift on Σ: T (i1i2 . . . in . . .) = (i2 . . . in . . .), and F ⊂ Σ a
closed T -invariant (i.e., TF ⊂F ) infinite subset of Σ . The ergodic and spectral properties
of the dynamical system (T ,F ) were studied in [1] by X. Bressaud in 1999. The main
tool in his work is a transfer type operator LΦ based on potentials Φ in a suitable set
of functions Cα,θ (see the definitions below). In particular, it was shown that the transfer
operator has a spectral gap, that 1 is the leading eigenvalue of modulus one and that the
continuous spectrum is a disk of radius κ < 1. Here we address the problem of analyzing
a dynamical zeta function related to (T ,F ) in order to give an analytic description of
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304 A. Amroun / Bull. Sci. math. 128 (2004) 303–313these properties. Let Φ :F→R be a potential on F , ξ ∈F , and define the dynamical zeta
function ζΦ(z)= exp∑∞n=1 znn ζn(Φ) where:
ζn(Φ)=
∑
i1···in: i1···ini1···inξ∈F
exp
n−1∑
k=0
ΦT k(i1 · · · ini1 · · · inξ).
In terms of the transfer operator LΦ , the ζn’s are given by
ζn(Φ)=
∑
i1···in
LnΦ1[i1···in](i1 · · · inξ),
where the sum is over the admissible sequences. The main result (Theorem 1) says that,
for suitable potentials Φ ∈ Cα,θ , ζΦ(z) is a non-zero and analytic function for |z| < 1,
with poles on the unit circle corresponding to the inverse’s of the modulus one eigenvalues
of LΦ . In particular, we give (Proposition 1) an exponentially fast approximation of ζn
in terms of the leading eigenvalues of the transfer operator. Haydn’s [2] original work on
subshifts of finite type (A finite) has inspired the ideas of this article. Unfortunately, the
non-compactness of the space shift and the absence of a variational principle introduce a
huge difficulty. These constitute the main obstructions to adapting directly the finite case
(see also [3]) to this setting. However, we show here that if the zeta function takes the above
form, we can recover some similar results for the zeta function on periodic orbits of a finite
subshift. For this we combine the general idea of the finite case and the spectral properties
developed in [1]. We obtain then a new result (Theorem 1) in the field of symbolic zeta
function. This study is far from being complete. Actually, we do not know how to deal
with the periodic orbits, i.e., to “count” periodic orbits using the zeta function. In this case
the zeta function can be defined by the coefficients ζn(Φ, s) =∑i1···in expΦn(i1 · · · insξ),
where s and the line over i1 · · · in mean that those numbers are repeated s times. But in this
case, the proof in Lemma 3 does not work. It would be nice (maybe a good challenge) to
have a result in this direction. There is a large literature in the subject of the dynamical zeta
function and the references of this paper are not exhaustive. For a recent overview of the
subject we can see [4].
2. Preliminaries and main result
2.1. The transfer operator and related things
Before we state the main result we have to introduce two important tools to this work,
the function space of the transfer operator and the related pressure. The general reference
here is [1] and we refer to it the reader for the details. We begin with some required
notations. First, given positive integers i1, i2, . . . , in, the n-cylinder [i1i2 . . . in] is defined
to be set:
[i1i2 . . . in] =
{
(i1i2 . . . inj1j2 · · ·): (j1 · · ·jk · · ·) ∈Σ
}
.
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Given a complex function Φ defined on F , its (total) variation is the number defined as
Vθ(Φ)=
+∞∑
n=1
θn
( ∑
i1i2···in
var[i1i2···in](Φ)
)
,
where var[i1i2···in](Φ) is the variation of Φ on [i1i2 · · · in] ∩F :
var[i1i2···in](Φ)= sup
x,y∈[i1i2···in]∩F
∣∣Φ(x)−Φ(y)∣∣.
Let α˜ be the function defined by α˜(x)= α−i if x ∈ [i], and set
[Φ]α = sup
i∈N
(
αi sup
x∈[i]∩F
(|Φ(x)|))=
∥∥∥∥Φα˜
∥∥∥∥∞.
The following family of Banach spaces χα,θ were introduced in [1]
χα,θ =
{
f :F→C: Vθ(f )+ [f ]α <+∞
}
.
Set Φn =∑n−1k=0 Φ ◦ T k . The transfer operator LΦ associated to Φ and its iterates are
defined respectively by
LΦ(f )(x)=
∑
i:ix∈F
f (ix) expΦ(ix),
LnΦ(f )(x)=
∑
i1i2···in: (i1i2···inx)∈F
f (i1i2 · · · inx) expΦn(i1i2 · · · inx).
In what follows, we will write f (i1, · · · in) for the supremum supx f (i1, · · · inx). Consider
the following numbers called pressure at infinity in [1] (see p. 1180),
Pα∞(Φ)= lim sup
n→+∞
1
n
ln inf
p∈N
(
sup
j>p
∑
i1i2···in
αj−i1 expΦn(i1i2 · · · inj)
)
,
P α(Φ)= lim
n→+∞
1
n
ln
∥∥Lnφ1∥∥∞,
where φ =Φ − ln(α˜ ◦ T )+ ln α˜.
Definition 1 [1]. A function Φ is in the class Cα,θ if it satisfies the following
conditions: (C0) Pα(Φ) = 0; (C1) limn→∞ ‖ expΦn‖1/n∞ < θ2; (C2) Pα∞(Φ) < Pα(Φ);
(C3) supi (V [i]θ (expΦ)) <+∞.1
It was proved in [1] that, if Φ ∈ Cα,θ , then the transfer operator LΦ :χα,θ → χα,θ has
a spectral gap (i.e., LΦ is quasi-compact) with spectral radius 1. Fix Φ ∈ Cα,θ , and let κ
1 V [i]θ (expΦ) is the variation of expΦ in the 1-cylinder [i]. In general, the subshift (T ,F ) is not Markovian,
we have to deal with the non-regular cylinders to count the variation in the condition (C3) (see [1]).
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(p. 1189), namely
κ  τ∞ = max
(
θ−1 lim
n→∞‖ expΦn‖
1/n∞ ; expPα∞(Φ)
)
.
The results in [1] do not give a bound for the modulus of the second eigenvalue λ2 of LΦ .
In particular this means that we may have |λ2|< τ∞. In this case, the annulus τ∞ < |z| 1
contains only the eigenvalues that lie on the unit circle. Moreover, if the dynamical system
is topologically mixing and admits a conformal measure, 1 is a simple eigenvalue and is
the unique modulus one eigenvalue (see [1, Theorem 2]).
• Condition (C4). There exists β > 0 such that
sup
n>0
sup
x,y∈[i1i2···in]
expΦn(x)
expΦn(y)
 expβ (β > 0).
For example, consider on Σ the distance defined by dist(x, y)= 2−n for x, y ∈ [i1 · · · in].
The potentials Φ such that
expΦ(x)
expΦ(y)
 expβ dist(x, y)
satisfy the condition (C4). We will say that Φ ∈ Cα,θ if the potential satisfies the
conditions (C0)–(C4).
2.2. Main result on the ζ function
Let Φ ∈ Cα,θ be fixed for the rest of the paper. We have the following result.
Theorem 1. The zeta function ζΦ(z) is a non-zero analytic function in |z|< 1 and extends
meromorphically to the domain |z| < τ−1∞ . Its poles, including multiplicities, are the
reciprocal of the eigenvalues λ of LΦ :χα,θ → χα,θ in the annulus τ∞  |z| 1.
The global strategy of the proof consists on a precise estimation of ζn(Φ) in terms of the
isolated eigenvalues of the transfer operator. This is done in the following main proposition.
Proposition 1. For n large, we have∣∣∣∣ζn(Φ)−
∑
|λ|τ∞
λn
∣∣∣∣ const(τn∞ + (n+ 1) expnPα∞(Φ)),
where the eigenvalues are counted according to their multiplicities.
Proof of Theorem 1. Since
τ∞ = max
(
θ−1 lim
n→∞‖ expΦn‖
1/n∞ ; expPα∞(Φ)
)
,
we have that
lim
(
τn∞ + (n+ 1) expnPα∞(Φ)
)1/n = τ∞.
n→+∞
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+∞∑
n=1
zn
n
(
ζn(Φ)−
∑
|λ|τ∞
λn
)
converges for |z| < τ−1∞ , to an analytic function A(z). Proposition 1 also shows that∑+∞
n=1
zn
n
ζn(Φ) converges for |z|< 1. We deduce from this that the zeta function ζΦ(z)=
exp
∑+∞
n=1
zn
n
ζn(Φ) admits the following meromorphic extension to the domain |z|< τ−1∞ ,
ζ(z)=
∏
|λ|τ∞
(1− λz)−1 expA(z). ✷
Here we want to address the remark that the constant τ∞ in Theorem 1, comes from
Lemma 2, and since it is only an upper bound for the essential spectral radius, we can not
extend the domain to |z|< κ−1.
3. Proof of the main proposition
For this, we have to relate ζn(Φ) to the iterates LnΦf of the operator LΦ on suitable
(locally constant) functions of χα,θ . Consider LΦ :χα,θ → χα,θ and let:
• Eλ be the eigenspace in χα,θ associated to the isolated eigenvalues λwith τ∞  |λ| 1;
• E∗λ the corresponding eigenspace in the dual χ∗α,θ (dimEλ = dimE∗λ);• Mλ,r ∈ χα,θ , r = 1, . . . ,dimEλ, an orthogonal basis of Eλ;
• µλ,r ∈ χ∗α,θ , r = 1, . . . ,dimEλ, an orthogonal basis of E∗λ , normalized such that
µα,r (Mβ,r ′)= δα,βδr,r ′ where δr,r ′ = 1 if r = r ′ and 0 otherwise.
The projection operator π0 :χα,θ →⊕λ Eλ is then
π0(f )=
∑
λ
dimEλ∑
r=1
µλ,r(f )Mλ,r =
∑
λ
M⊥λ µλ(f ),
where M⊥λ = (Mλ,1,Mλ,2, . . .) and µ⊥λ = (µλ,1,µλ,2, . . .) (⊥ = transpose). Let Lλ be
Jordan normal representation of the restriction of LΦ to Eλ (with ones in the diagonal) and
π1 = Id− π0, then for any function f ,
Ln(f )=
∑
|λ|τ∞
λnM⊥λ Lnλµλ(f )+Lnπ1(f ).
Define the operator E(n)
E(n)(f )=
∑
i1,...,in
f (i1 · · · inξ)1[i1,...,in].
If K is a finite set of n-cylinders, we define the operator E(n)K by
E
(n)
K (f )=
∑
i ,...,i : [i ,...,i ]∈K
f (i1 · · · inξ)1[i1,...,in]
1 n 1 n
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We will also use the notation f ∗ =E(n)(f )−E(n)K (f ).
Lemma 1 (Relating ζn(Φ) with LnΦ ). For any n > 0 and finite set K of n-cylinders we
have
ζn(Φ)=
∑
|λ|τ∞
λn +
∑
|λ|τ∞
∑
r
µλ,r
(
Q
(n)
K (Mλ,r )−LnλMλ,r
)
+
∑
|λ|τ∞
∑
r
µλ,r
(
Lnλ
(
M∗λ,r
))+ ∑
i1···in
Lnπ1(1[i1···in])(i1 · · · inξ).
Proof. Let
ζ 1n (Φ)= ζn(Φ)−
∑
i1···in
Lnπ1(1[i1···in])(i1 · · · inξ)
and set for convenience χ = 1[i1···in]. Since,
Ln(χ)(i1 · · · inξ)=
∑
|λ|τ∞
λnM⊥λ (i1 · · · inξ)Lnλµλ(χ)+Lnπ1(χ)(i1 · · · inξ)
then
ζ 1n (Φ)=
∑
i1···in
∑
|λ|τ∞
λnM⊥λ (i1 · · · inξ)Lnλµλ(χ)
=
∑
i1···in
∑
|λ|τ∞
λn
∑
r,r ′
Mλ,r(i1 · · · inξ)Lnλ,r,r ′µλ,r ′(χ)
=
∑
|λ|τ∞
λn
∑
r,r ′
Lnλ,r,r ′µλ,r ′
( ∑
i1···in
Mλ,r(i1 · · · inξ)χ −Mλ,r
)
+
∑
|λ|τ∞
λn
∑
r,r ′
Lnλ,r,r ′µλ,r ′(Mλ,r),
where Ln
λ,r,r ′ are the entries of the matrix L
n
λ. But since∑
|λ|τ∞
λn
∑
r,r ′
Lnλ,r,r ′µλ,r ′(Mλ,r )=
∑
|λ|τ∞
λn
∑
r
Lnλ,r,r
=
∑
|λ|τ∞
λntrace
(
Lnλ
)
=
∑
|λ|τ∞
mλλ
n =
∑
|λ|τ∞
λn
(if in the sum we count λ with its multiplicity), and∑
i1···in
Mλ,r(i1 · · · inξ)χ =E(n)K (Mλ,r )+E(n)Kc (Mλ,r )
if we set ζ 2n (Φ)= ζ 1n (Φ)−
∑
|λ|τ∞ λ
n we will have
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∑
|λ|τ∞
λn
∑
r,r ′
Lnλ,r,r ′µλ,r ′
(
E
(n)
K (Mλ,r)−Mλ,r
)
+
∑
|λ|τ∞
λn
∑
r,r ′
Lnλ,r,r ′µλ,r ′
(
E
(n)
Kc (Mλ,r)
)
.
Now ∑
r,r ′
Lnλ,r,r ′µλ,r ′
(
E
(n)
K (Mλ,r)−Mλ,r
)=∑
r
Lnλ,rµλ,r
(
E
(n)
K (Mλ,r)−Mλ,r
)
=
∑
r
µλ,r
(
LnλE
(n)
K (Mλ,r)−LnλMλ,r
)
=
∑
r
µλ,r
(
Q
(n)
K (Mλ,r )−LnλMλ,r
)
and ∑
r,r ′
Lnλ,r,r ′µλ,r ′
(
E
(n)
Kc (Mλ,r)
)=∑
r
µλ,r
(
LnλE
(n)
Kc (Mλ,r )
)=∑
r
µλ,r
(
Lnλ
(
M∗λ,r
))
,
where we recall that M∗λ,r =E(n)(Mλ,r)−E(n)K (Mλ,r). This proves Lemma 1 since
ζn(Φ)=
∑
|λ|τ∞
λn + ζ 2n (Φ)+
∑
i1···in
Lnπ1(χ)(i1 · · · inξ). ✷
Set
ζ 3n (Φ)=
∑
i1···in
Lnπ1(χ)(i1 · · · inξ)
and write
ζn(Φ)=
∑
|λ|τ∞
λn + ζ 2n (Φ)+ ζ 3n (Φ).
Lemma 2 (Exponential decay of ζ 2n (Φ)). For n large we have∣∣ζ 2n (Φ)∣∣ const(τn∞ + expnPα∞(Φ)).
Proof. From Lemma 1, ζ 2n (Φ) writes as
ζ 2n (Φ)=
∑
r
µλ,r
(
Q
(n)
K (Mλ,r)−LnλMλ,r
)+∑
r
µλ,r
(
Lnλ
(
M∗λ,r
))
.
From [1, p. 1189], we know that for all n, there exists a finite set K of n-cylinders such
that ‖LnΦ −Q(n)K ‖α,θ  const τn∞.2 Then∣∣∣∣
∑
r
µλ,r
(
Q
(n)
K (Mλ,r)−LnλMλ,r
)∣∣∣∣ const τn∞.
2 See also [1, Remark 9 on p. 1193].
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|λ|τ∞
∑
r
µλ,r
(
Lnλ
(
M∗λ,r
))
 const sup
λ,r
‖µλ,r‖α,θ
∥∥LnM∗λ,r∥∥α,θ
 const expnPα∞(Φ).
This follows from Lemma 3 in [1], which gives the following inequalities:
Vθ
(
LnM∗λ,r
)
 constexpnPα∞(Φ)
[
M∗λ,r
]
α
,[
LnM∗λ,r
]
α
 const expnPα∞(Φ)
[
M∗λ,r
]
α
. ✷
We prove now the exponential decay of the third term in ζn(Φ) which is related to the
essential spectral radius of the transfer operator.
Lemma 3 (Exponential decay of ζ 3n (Φ)). For n large we have∣∣ζ 3n (Φ)∣∣ constn expnPα∞(Φ).
Proof. We have
ζ 3n (Φ)=
∑
i1···in
π1
(
expΦn(i1 · · · in·)
)
(i1 · · · inξ).
For any j > 0,
ζ 3n (Φ)=
∑
i1···in
expΦn(i1 · · · injξ)
× π1
(
expΦn(i1 · · · in·) exp−Φn(i1 · · · injξ)
)
(i1 · · · inξ).
Let Xi1···in (x)= expΦn(i1 · · · inx) exp−Φn(i1 · · · injξ). We have that
Xi1···in (x)= exp
n∑
k=1
Ψk(x),
where Ψk(x)=Φ(T n−k(i1 · · · inx))−Φ(T n−k(i1 · · · injξ)). Then
Xi1···in (x)=
n∑
p=1
(
exp
∑
kp
Ψk(x)− exp
∑
kp−1
Ψk(x)
)
.
Now, decompose the finite word i1 · · · in as i1 · · · in = uv with |u| = n − p and |v| = p.
Then, we see that the expression
Xp,i1···in (x)= exp
∑
kp
Ψk(x)− exp
∑
kp−1
Ψk(x)
does not depend on u so that we can write Xp,i1···in (x)=Xp,uv(x)=Xp,v(x). Thus
ζ 3n (Φ)=
∑
i1···in
expΦn(i1 · · · injξ)π1(Xi1···in )(i1 · · · inξ)
=
n∑
p=1
∑
v
∑
u
expΦn(uvjξ)π1(Xp,v)(uvξ).
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Yp,v =
∑
u
expΦn−p(uvjξ)π1(Xp,v)(uvξ) expΦp(vjξ)
= Ln−pπ1(Xp,v)(vjξ) expΦp(vjξ)
and
|Yp,v|
∣∣Ln−pπ1(Xp,v)(v)∣∣ expΦp(vj)

∣∣αv1Ln−pπ1(Xp,v)(v)∣∣αj−v1 expΦp(vj)

[
Ln−pπ1(Xp,v)
]
α
αj−v1 expΦp(vj)
 constκn−p‖Xp,v‖α,θαj−v1 expΦp(vj).
We have then obtained that
∣∣ζ 3n (Φ)∣∣ const
n∑
p=1
κn−p
∑
v
‖Xp,v‖α,θαj−v1 expΦp(vj).
We have finished if the norm ‖Xp,v‖α,θ does not depend on p and v, but only on n say
‖Xp,v‖α,θ  c(n), indeed we will have
∣∣ζ 3n (Φ)∣∣ constc(n)
n∑
p=1
κn−p
∑
v
αj−v1 expΦp(vj)
 constc(n)
n∑
p=1
κn−p
∑
v
αj−v1 expΦp(vj).
We use now Proposition 5 from [1] which says that for all p there exists j (p) such that for
j > j (p) we have
∑
v/|v|=p αj−v1 expΦp(vj) const exppPα∞(Φ), and then
∣∣ζ 3n (Φ)∣∣ constc(n)
n∑
p=1
κn−p exppPα∞(Φ)= constc(n) expnPα∞(Φ).
We have to estimate c(n). Since
‖Xp,v‖α,θ  2 max
1pn
∥∥expΦp(in−p+1 · · · in·) exp−Φp(in−p+1 · · · injξ)∥∥α,θ = c(n)
observe (for simplicity of the notations) that it is enough to evaluate ‖Xi1···iN ‖α,θ for any
N > 0, where Xi1···iN (x)= expΦN(i1 · · · iNx) exp−ΦN(i1 · · · iNjξ).
‖Xi1···iN ‖α,θ = Vθ(Xi1···iN )+ [Xi1···iN ]α.
Upper bound for [Xi1···iN ]α . We have for i > 0
αiXi1···iN (ix)= αi
expΦN(i1 · · · iN ix)
expΦN(i1 · · · iNjξ)
 expΦN(i1 · · · iN ix)
expΦ (i · · · i jξ) [expΦ]α
∥∥∥∥ 1expΦ
∥∥∥∥ .n 1 N ∞
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Upper bound for Vθ(Xi1···iN ). By definition
Vθ(Xi1···iN )=
∑
k
θk
∑
j1···jk
var[j1···jk](Xi1···iN ).
Set Ck = [j1 · · · jk] and write ∑Ck for ∑j1···jk . We have
∑
Ck
varCk (Xi1···iN )=
∑
Ck
varCk
(
expΦN−1(i1 · · · iN ·)
expΦN(i1 · · · iNjξ)
)
expΦ(iN)
+
∑
Ck
expΦN−1(i1 · · · iN )
expΦN(i1 · · · iNjξ)varCk
(
expΦ(iN ·)
)
,
where expΦ(iN)= supx expΦ(iNx) and expΦN−1(i1 · · · iN)= supx expΦN−1(i1 · · · iNx).
By induction on N , we do the same manipulations for varCk (
expΦN−1(i1···iN ·)
expΦN(i1···iN jξ) ), to get that∑
Ck
varCk (Xi1···iN )
 expΦN(i1 · · · iN)
expΦN(i1 · · · iNjξ) exp−Φ(i1 · · · iN)
∑
Ck
varCk
(
expΦ(i1 · · · iN ·)
)
+
N−1∑
r=1
expΦN(i1 · · · iN)
expΦN(i1 · · · iNjξ) exp−Φ(ir+1 · · · iN)
∑
Ck
varCk
(
expΦ(ir+1 · · · iN ·)
)

∥∥∥∥ 1expΦ
∥∥∥∥∞ expβ
∑
Ck
varCk
(
expΦ(i1 · · · iN ·)
)
+
∥∥∥∥ 1expΦ
∥∥∥∥∞ expβ
N−1∑
r=1
∑
Ck
varCk
(
expΦ(ir+1 · · · iN ·)
)
.
We deduce for the total variation
Vθ(Xi1···iN )
∥∥∥∥ 1expΦ
∥∥∥∥∞ expβVθ
(
expΦ(i1 · · · iN ·)
)
+
∥∥∥∥ 1expΦ
∥∥∥∥∞ expβ
N−1∑
r=1
Vθ
(
expΦ(ir+1 · · · iN ·)
)
=
∥∥∥∥ 1expΦ
∥∥∥∥∞ expβ
N−1∑
r=1
Vθ
(
expΦ(ir · · · iN ·)
)
.
But Vθ(expΦ(ir · · · iN ·)) Vθ(expΦ)+ ‖ expΦ‖∞Vθ(1[ir ···iN ])= Vθ(expΦ). Thus
Vθ(Xi1···iN )N
∥∥∥∥ 1expΦ
∥∥∥∥ expβVθ(expΦ).∞
A. Amroun / Bull. Sci. math. 128 (2004) 303–313 313We have proved that c(N)  (expβ)‖1/expΦ‖∞‖ expΦ‖α,θN , and then for each p  n
we will have
‖Xp,v‖α,θ  2(expβ)
∥∥∥∥ 1expΦ
∥∥∥∥∞‖ expΦ‖α,θp.
As announced we then obtain, |ζ 3n (Φ)|  constn expnPα∞(Φ) which completes the
proof. ✷
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