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Abstract
The psychoacoustic process of sound localization is a system of complex analysis.
Scientists have found evidence that both binaural and monaural cues are responsible for
determining the angles of elevation and azimuth which represent a sound source.
Engineers have successfully used these cues to build mathematical localization systems.
Research has indicated that spectral cues play an important role in 3-d localization.
Therefore, it seems conceivable to design a filtering system which can alter the
localization of a sound source, either for correctional purposes or listener preference.
Such filters, known as Interpositional Transfer Functions, can be formed from division in
the z-domain of Head-related Transfer Functions.

HRTF’s represent the free-field

response of the human body to sound processed by the ears.
In filtering applications, the use of IIR filters is often favored over that of FIR
filters due to their preservation of resolution while minimizing the number of required
coefficients. Several methods exist for creating IIR filters from their representative FIR
counterparts. For complicated filters, genetic algorithms (GAs) have proven effective.
The research summarized in this thesis combines the past efforts of researchers in the
fields of sound localization, genetic algorithms, and adaptive filtering. It represents the
initial stage in the development of a practical system for future hardware implementation
which uses a genetic algorithm as a driving engine. Under ideal conditions, an IIR filter
design system has been demonstrated to successfully model several IPTF pairs which
alter sound localization when applied to non-minimum phase HRTF’s obtained from
free-field measurements.

xiii

1. Introduction
Human hearing, the ability of the human brain to process and interpret sound
signals, is governed by several complicated physical and mental processes. Naturally, the
task of trying to understand these processes has been the topic of much psychological
research. In the realm of engineering however, the task of understanding, modeling, and
replicating these processes is a subset of signal processing. From this point of view,
general pattern recognition and processing techniques can be combined with
psychological theories and findings in order to generate desired results.
In modern society, sound design has risen as an important industry. The purpose
of sound design is to guarantee the best practical listening experience for a given listening
environment.

Such environments range from amphitheaters to living rooms.

The

geometry and materials within the environment can alter the phase and frequency
response of the emitted sounds. Hence, an effective system should attempt to account for
these distortions. One such possible distortion is erroneous sound localization.

Sound

localization refers to the direction from which a listener perceives a sound. Additionally,
from a design standpoint, it may be desirable to alter the perception of correct
localizations, so that they meet the needs demanded by the listening experience. With the
use of pre-processing techniques, a sound designer has more freedom than merely with
conventional methods such as loudspeaker placement and response.
Sound localization is an inherently binaural process (i.e. information from both
ears, or channels, is necessary). This process begins as an emitted sound hits the body
and various reflections, chiefly from the torso/shoulders and pinnae of the ears, strike the
outside of each ear canal [23]. The process then continues as the time-frequency analysis
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of the cochlea interprets the air pressure waves as electrical impulses. Finally, the brain
extracts cues from these signals in order to determine sound localization. One of the first
important observations in this area was published in 1907 by Lord Rayleigh [22], a
British physicist. His “Duplex Theory,” states that two distinct cues are primarily
responsible for localization of low frequency and high frequency sounds. These binaural
cues are, respectively, Interaural Time Differences (ITD’s) and Interaural Intensity
Differences (IID’s). Combined with research into the field of monaural spectral cues,
these binaural cues serve as the basis for successful sound localization models.
1.1 Problem Statement
As stated above, pre-processing techniques for the correction/alteration of sound
localization is desirable. In order accomplish such a feat, the initial localization of a
sound source must first be determined through a localization model. Afterwards, a filter
design method must be employed which can produce the desired results. This filter is
essentially an inverse of the room transfer function (RTF) and represents an
inter-positional transfer function (IPTF) [14]. In this research, for experimental purposes
under ideal conditions, RTF’s are represented by HRTF’s. Given fixed speaker and
listening positions, mathematical models can be used to estimate an RTF. Any change in
listening position would require a new filtering solution. Therefore, in order for the
system to be robust enough for practical application, a large filterbank would be
necessary. As in any design problem, conservation of resources is a factor. In this case,
the reduction of necessary coefficients conserves the required memory. IIR filters are
known for the ability to maintain filtering resolution while minimizing the required
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number of coefficients. Several methods exist for designing IIR filters, though some are
better suited for filters with complex impulse responses.
1.2 Genetic Algorithms Adaptive Filters
A method for solving complex problems without indulging in complicated
mathematical models has risen in popularity in recent decades.

Evolutionary

computational methods such as Genetic Algorithms (GA’s) have been used by scientists
and engineers to come up with various solutions for problems ranging from medicinal
control systems to civil engineering [13]. GA’s work by employing genetic and
Darwinian principles such as chromosomal mating, mutation, and survival of the fittest to
an evolving population of possible solutions (initially generated at random).

Each

solution is composed of a series of genotypes which represent a solution variable. The
value assigned to each genotype represents the phenotype, or actual property.
example, one genotype could represent hair color.

For

The possible phenotypes could

include blonde, brown, black, or red. After each generation, all solutions are judged
according to a fitness criterion. The idea behind this is that desirable traits will be
preserved and promoted from generation to generation. Ideally, over several generations,
the population will contain several solutions of increasing fitness. Figure 1.1 displays
the program flow of a typical GA.
Basically, adaptive filters work by iteratively estimating the gradient of an output
error surface to adjust a set of weights so that the output error converges to a minimum
[38]. The block diagram for a generic adaptive filter is given in Figure 1.2. The error
surface is obtained by comparing the output signal with a desired signal.
algorithms exist for estimating the gradient of the error surface.
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Several

Speed of both

convergence and calculation are of key concern, due to the iterative nature of the filter.
Commonly used methods include Least Mean Squares (LMS) and Recursive Least
Squares (RLS). Adaptive filters can be applied to various applications such as signal
prediction, channel equalization, inverse filtering, noise cancellation, and system
identification. The formulation of the desired signal determines the application. The
main problem with adaptive filter implementation is that the geometry of the error
surfaces may contain several local minima, resulting in non-optimal filter convergence.
Several methods, such as simulated annealing, have been created to counteract this
behavior. Genetic algorithms have been found to be useful in guiding an adaptive filter
towards a global optimum [37].

Figure 1.1: Basic Genetic Algorithm
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Figure 1.2: Basic Adaptive Filter

1.4 Thesis Contributions
In this thesis, FIR Interpositional Transfer Functions are modeled in IIR form via a
Genetic Algorithm. The results are applied to free-field HRTF’s. The output is analyzed
and verified with a statistical classifier to ensure that the desired alteration of localization
is achieved.
1.5 Overview
This thesis is organized as follows:
Chapter 1:

Introduction to elated concepts

Chapter 2:

Literature review of past research that influenced the work contributed by
this thesis.

Chapter 3:

Review of theoretical mathematical, procedural, and biological concepts
necessary to the understanding of the implemented system.

Chapter 4:

Description of the implemented system for the design of IPTF pairs and
localization of their output, description of experimental setup, analysis of
GA results and analysis of filtered output.

Chapter 5:

Conclusions drawn from system performance and discussion of future
work.
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2. Literature Review
The construction of a system which can design filter solutions for the
deconvolution of an arbitrary HRTF incorporates elements from different areas of signal
processing. These areas include the measurement of Head Related Transfer Functions
(HRTF’s), extraction of binaural and monaural localization cues, localization modeling
and recognition, and genetic algorithm and filter design. The work and findings of
previous researchers in these fields was crucial to the system design.
2.1 HRTF Measurement
Before the brain extracts localization cues from electrical impulses, the sounds
which enter the ears are pre-processed by a physiological system represented by
anatomical geometry and the ear canal. This system response changes with the source
direction of a sound (assuming a fixed source distance). Therefore, depending only on
azimuth and elevation and independent of the raw source data, the information contained
in this complex system contains all necessary cues for sound localization. For a given
azimuth and elevation, the system can be represented by a single Head Related Transfer
Function (HRTF). Measuring several HRTF’s allows for the generation of a database
representing individual snapshots of the impulse response of this complex process which
is solely dependent on spherical source position with respect to the “listener”.
Gardner and Martin [15], at an MIT laboratory, have assembled such an HRTF
database. They accomplished this with a setup in an anechoic chamber using a
loudspeaker, microphones, a computer, and a KEMAR dummy. A KEMAR (Knowles
Electronic Mannequin for Acoustical Research) dummy is designed to adequately model
the acoustical effects of the typical human torso/head/ears on perceived sound. It can
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accompany various ear and pinna sizes as well as binaural microphone positioning.
Head-related impulse responses of the KEMAR dummy were recorded through the use of
an Audiomedia DSP card (in a Macintosh Quadra computer) via the Maximum Length
(ML) sequence measurement technique.

The output (for each channel) not only

contained the KEMAR impulse response (as desired), but the convolution result with the
impulse responses of the Realistic Optimus Pro 7 loudspeaker, the Etymotic ER-11
microphones (placed at the internal end of the “ear canal”) and preamplifiers, the A/D
and D/A converters from the Audiomedia, and the anti-alias filters of the Audiomedia.
The non-linear Optimus Pro 7 system response was removed from the measurements
through the creation and application of a separate inverse filter. Due to the length of the
ML sequencing issues, time aliasing was not a problem. SNR was measured to be 65 dB.
The KEMAR dummy was placed on a turntable allowing for azimuth adjustment.
The loudspeaker was placed 1.4 m away on a boom, facing the binaural axis of the
dummy. This allowed for elevation adjustment. Impulse response measurements were
taken at elevation increments of 10° from -40° to 90°. At each elevation, 360° of azimuth
were sampled to maintain approx. 5° of great-circle increment. Gardner and Martin
exploited the symmetry of the setup to measure the responses using two different sized
pinnae at the same time, thereby generating two separate sets of symmetrical HRTF’s.
The resultant data, sampled at 44.1 khz with 16-bit signed integers, yielded 16383 point
responses, which were appropriately truncated to 512 points by neglecting unnecessary
sections resultant from playback/recording, air travel time, and post response reflections
from room objects. The researchers also created a compact version of the data from the
responses measured at the left ear (equipped with the “normal” sized pinna) which have
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been cropped to 128 samples/response. All data resulting from their research was made
available on the Internet.
2.2 Sound Localization
Sound localization is the process by which the human brain extracts several
binaural and monaural cues from a sound source in order to determine its source location
in three dimensional space. Much research has been accomplished which focuses on
various aspects of this process in order to achieve reasonably successful results. The
basis for the bulk of such research stems from the Duplex Theory which makes two
claims. First, it simply states that the lateral source positions for low frequency sounds,
where the phase difference between both ear channels is obvious, is determined chiefly
by Interaural Time Differences (ITD’s) [22]. For higher frequency sounds, which are
more susceptible to attenuation from “head shadow”, Interaural Intensity Differences
(IID’s) are used as the main localization cue. Lord Rayleigh’s theory, however, only
provides insight into lateral localization and fails to discriminate between front and back
localization. However, using his concepts as a starting point, several researchers in the
second half of the 20th century have developed improved theories which successfully
address these issues.
2.2a Monaural Localization
Concerning elevational localization, many breakthroughs actually occurred after
researching monaural localization. Monaural localization cues have been proven to be
quite powerful and have set a precedent for spectral cue research, such as that by
Zakarauskas and Cynader [41]. Their work stems from that of Butler and Blauert [4, 5]
which claims that the human monaural localization of narrow-band noise depends largely
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on its center frequency than actual physical position. This means that noise originating
from various positions could possibly yield the same spectral localization. However, the
accuracy of the localization is supported by regularization, which states that real world
surfaces tend to be continuous and locally smooth with the exception of edges. This, in
turn, limits the likelihood that an arbitrary source position is correct and increases the
likelihood for the localization determined by the brain [41]. Additionally, one can make
the hypothesis that natural sounds tend to possess a locally constant spectral slope. This
allows for the possibility of the use of intensity level correlation across various
frequencies as a localization cue. Zakarauskas and Cynader exploit these assumptions to
determine a method for extracting monaural spectral cues from a sound.
2.2b Binaural Localization Models
Several different models have been constructed by various researchers for the
purpose of the binaural localization of sound. For the most part, these systems employ
methods of cue extraction which are performed upon a sound recorded by left and right
microphone channels (usually in a KEMAR dummy). Occasionally, the sounds are
pre-filtered. Afterwards, some sort of pattern recognition technique is used to determine
the localization. This is typically accomplished using adaptive methods such as neural
networks or statistical modeling approaches.
Li and Levinson [22] have proposed a Bayes-rule method which uses a
hierarchical decision approach. The decision process is determined by the extraction of
three sets of cues from the observed sounds: ITD’s, IID’s, and monaural spectral cues.
The ITD’s are calculated directly from the measured sounds through the use of a
normalized cross-correlation method. The IID and spectral cues are extracted similarly.
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First of all, they are both processed in the intensity domain. This is because the auditory
neuron response is proportional to sound intensity [33]. Also, this relates the signal and
channel transfer functions by addition. After converting to this convenient domain, the
sounds are processed by a cochlear filterbank to simulate the time-frequency processing
of the cochlea prior to cue extraction.

IID and spectral cues, as proposed by Li and

Levinson, share one more commonality: both cues are extracted separately for high
frequency sub-bands of the spectrum, which preserves important localization information
contained by the shape of the left and right spectrums (lower frequencies, where intensity
differences are negligible, are ignored). IID’s, of course, are determined as the difference
in calculated intensities (Ili and Iri) between the left and right channels for a given
subband i:
IIDi ≡ I l i − I ri = ( χ i + Fli ) − ( χ i + Fri )

(2.1)

where χi represents the source signal and Fi represents the appropriate HRTF.
Ideally, χi is the same for both ears and the only intensity differences result from the
HRTF’s. Therefore, due to the addition relation between the two components in the
intensity domain, (2.1) reduces to:
IIDi = Fli − Fri

(2.2)

This, of course, means that the IID calculation removes the source signal from the cue
extraction as desired. The spectral cues are calculated using Zakarauskas’ approach of
first and second differences. After the extraction of these cues, they are used in a
three-step hierarchical decision process as shown in Figure 2. For the first two stages,
the extracted cue information is used to limit the possible number of decision candidates
to be examined by the next stage.

At the third stage, a final decision is made.
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Discrimination, at each stage is determined by selecting the argument (source location)
which maximizes a conditional probability:

ξ = arg max P(ξ | ο ) = arg max{P(ο spe | ξ ) P(ο iid | ξ ) P(ο itd | ξ )}
ξ

ξ

(2.3)

where ξ represents the a priori information at each stage.

Figure 2: Hierarchial Localization Decision Process

The proposed system was simulated by the researchers under various setups including a
nonhierarchical approach, a strictly monaural spectral approach, and by using different
source sound material. One hemisphere of the 3-D listening space was divided into
distinct multiple for localization options. Their system, as proposed, outperformed the
variations for all source-sounds databases.
Martin [26] proposes a similar localization method. In his approach, the recorded
sounds are first processed by cochlear filter banks. After this, the filter outputs are run
through envelope extractors which square and smooth the outputs. The envelopes are
then processed by an onset detector which yields the time positions of energy peaks
(which selects peaks in accordance with the “precedence effect”). This is done for two
reasons: 1) there is psychological evidence that interaural differences at onsets are
pronounced to human listeners; 2) near onsets, signal to noise ratios are relatively high.
The outputs from each of these stages, cochlear filtering, envelope extraction, and onset
11

detection are used to estimate interaural differences.

IID’s are calculated using a

weighted log ratio of the left and right envelops. Weighting is achieved with a time
window function which has a width of about 2-3 ms centered about each offset.
Interaural Phase Delay (IPD; very similar to ITD) is calculated from the cochlear
filterbank outputs and is determined using a time based cross-correlation method. The
final cue, Interaural Envelope Detection (IED), is extracted similarly to IPD, except that
the envelopes are used rather than the filter output. After this information is extracted, a
maximum likelihood classifier is used to localize the sound source. This method, similar
to Bayes Rule, maps out a 3-D likelihood space based on statistical information extracted
from various HRTF’s. The location which supplies the maximum likelihood is chosen as
the localized position. The interaural differences for a given position are treated as noise
which varies about a spherical mean in a Gaussian manner. In Martin’s research, the
proposed system was simulated by generating a noise burst that was convolved with a
desired pair of HRTF’s. This result was then passed through the pre-processing front end
and localized.

The system demonstrated good localization, examining angle

discrimination along the median, horizontal, and vertical planes (left-right, up-down,
front-back respectively), rarely erring by more than 5˚.
Duda and Lim [7] created a localization system which relied merely on ITD and
IID cues and discriminated azimuth and elevation via a ML nearest neighbor model. The
IID cues were described by a 45 element dB vector. The spectrum of each channel was
initially converted into a 45 element intensity vector at the output of Slaney’s C
implementation of Lyon’s cochlear filterbank model. This was done prior to the final
compression stage of the filterbank model. Their localization model was trained with
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HRTF’s measured by Duda in earlier research. Their work found that the IID cue vector
varied even while maintaining a fixed azimuth. This implied that the IID cues contained
elevation-relevant spectral data. Using both ITD and IID cues, average errors of 0.8˚ for
azimuth and 16˚ for elevation were obtained when testing the system with an impulse
response.
Duda and Chau [7] produced a similar system that combined binaural difference
cues with monaural spectral cues that was successfully able to localize white noise bursts.
This system utilized Slaney’s MATLAB implementation of the Patterson-Holdsworth
gammatone model. This allowed for the generation of 40-element dB spectrum vectors
every 10 ms (representing short term energy) for each channel. These vectors were used,
to calculate IID and monaural cues.

The monaural cues were extracted with

Zakarauskas’ method. For various elevations, monaural cue vectors were averaged over
time to create reference vectors corresponding to each elevation. Additional reference
vectors were created through interpolation. Treating the cues as Gaussian noise which
varies according to elevation, the extracted data can be modeled with the following
distribution:
⎛ 1
Ptn (φk ) = α exp⎜⎜ −
M (t n ) − M k
2
⎝ 2σ 0

2

⎞
⎟⎟
⎠

(2.4)

where tn represents a given time, α is a normalizing factor, σ 02 is the estimated variance,
M(tn) is the monaural cue vector extracted at tn, and Mk is the reference vector at
elevation φk . The binaural IID cues are merely calculated as the channel differences
between the short-term energy output of the cochlear filterbanks.
probability was set up in a manner similar to (2.4).

13

The binaural

The separate estimates were

combined using a simple linear interpolator. Monaural results were quite accurate near
the median plane but poor elsewhere, while binaural estimates were good away from the
median plane but suffered near it. The combined average errors were 2˚ for azimuth and
15.9˚ for elevation.
2.2c Minimum Phase HRTF Modelling
It is often desirable that a linear system have the property of minimum phase,
meaning that all its poles and zeroes lie within the unit circle (in the case of discrete
systems). Essentially, a minimum phase system represents the unique transfer function
for a given magnitude frequency response (represented by several possible transfer
functions) which possesses the minimum amount of group delay [29].
A minimum phase system also has the property that its magnitude and phase
responses are related by a Hilbert transform.

This property has been exploited by

Kulkarni et. al as well as Kistler and Wightman to produce minimum phase versions of
HRTF databases [20]. Since minimum phase filters concentrate their energy toward the
onset of their impulse responses, ITD must be reinjected when using minimum phase
HRTF’s for audio application. Using such an approach, the above researchers were able
to determine that multiband IID cues extracted from the minimum phase representations
produced psychoacoustic localization results that correlated with their non-minimum
phase counterparts (when tested with headphones). This is expected, since the minimum
phase HRTF’s were constructed so as to preserve the magnitude information of the
original filters. Furthermore, minimum phase is a requirement for the construction of
IPTF’s, since the use of non-minimum phase filters results in an unstable design [14].
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2.3 Genetic Algorithms and Adaptive Recursive Filtering
One of the many applications of evolutionary programming has been filter design.
It has been proven useful with IIR design [32, 37]. Several methods exist for the design
of conventional filters for low, high, and band-pass purposes. However, the design of
complicated filters with seemingly arbitrary impulse or frequency responses is a topic
area that is much vaguer. Since genetic algorithms function by sorting-out and refining
initially arbitrary solutions, they are ideal for such a task. Research has demonstrated that
the performance of GA’s tailored for such a task is often improved when aided by an
adaptive filtering stage [37]. This stage, typically configured for system identification,
improves the accuracy and convergence speed of the overall algorithm.
Balanced Model Truncation has been used by researchers to reduce FIR order
with IIR approximation [14]. In their proposed method of HRTF interpolation, Freeland
et al. [14] used BMT to reduce the order of inter-positional transfer functions (IPTF’s),
which represent the transfer function between the HRTF’s of two different localizations
for a given channel). However, in order to be effective, they had to introduce a spectral
smoothing stage to account for numerical error in the balanced model approximation
procedure. A few researchers have used genetic algorithms for the modeling of HRTF’s;
this makes the use of such a method towards IPTF’s seem promising.
Durant and Wakefield [12] took the approach of using a GA to form pole-zero
HRTF approximations. In their approach, their population members consisted of binary
encoded genes which each contained binary coded pole and zero information. For each,
the magnitude and phase were encoded separately. The magnitudes were restricted to the
unit circle. When decoded, the conjugates of the poles and zero were added to construct
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a minimum phase filter. Hypergeometric selection was used which, after sorting member
fitness vales in descending order (fi, i ∈ 1:N), assigns to each value a selection probability
which is inverse to the fitness ranking. The probabilities are scaled so that they sum to
unity. Before approximation, their HRTF’s were separated into Directional Transfer
Functions (DTF’s), which vary with position, and Common Transfer Functions (CTF’s),
which remain fixed. The modeling was restricted to the DTF’s. Using a weighted mean
square decibel error criterion, the algorithm was terminated if all in-band errors were
limited to 2.4 dB. After hundreds of iterations, very few results met this criterion.
However, using a more lenient error limit and allowing for some out-of-tolerance points,
the number of solutions was shown to significantly increase.
Sharman and Alcazar [32] took a time a domain approach to approximating
HRTFs with GA’s, in which the desired filter coefficients are sought by the GA. In order
to avoid stability concerns, their algorithm incorporates a recursive lattice filter structure
in place of the canonical difference equation form. A recursive lattice filter is composed
of a set of feedback reflection coefficients and a separate set of ladder coefficients whose
outputs are summed to form the filtered signal. This IIR interpretation is useful within
the context of a GA since stability is guaranteed as long as the absolute value of each
reflection coefficient is less than unity. Therefore, limiting the search space for each
coefficient to [-1, 1] guarantees that all possible solutions are stable.

For their

implementation, Sharman et al. chose a 14-bit binary two’s compliment encoding scheme
to represent the coefficients.

Fitness was assessed using MSE.

Mating was

accomplished using multipoint crossover for the various genotypes.

Mutation was
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carried out by flipping each bit of a child member with a fixed probability. Using their
methodology, they were able to reproduce HRTF’s with minimal error.
White and Flockton [37] used a combined GA and adaptive filtering approach.
In their approach, an adaptive recursive lattice filter designed by Parikh et al. was
utilized. The adaptive filter was set up for system identification, in which case the FIR
HRTF was the system to be identified.

The researchers also used a floating-point

representation with two-point crossover and a mutation method proposed by Breeders
Genetic Algorithm (BGA). It is widely known that recursive adaptive filters are plagued
by the existence of multiple local minima which degrade their performance. A genetic
algorithm is useful in such an application since it can evaluate the adaptive results over
several points in the search space. Over time, the GA should guide the adaptive filter
towards the global minimum. Using various test transfer functions with known minima,
their combined GA/Adaptive approach was able to identify the global optimum in each
case. It should be noted that Ayala [2] has devised a simplified approach to Parikh’s
adaptive recursive lattice filter, which minimizes computation by simplifying recursion.
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3. Theory
In order to implement the concepts of previous researchers for the construction of
an evolutionary computation-based filter design system for the purpose of sound
localization alteration, the mathematical principles and models which govern the various
aspects involved must be understood.

Comprehension of these building blocks is

necessary, not only for their own individual operation, but to aid in the integration of
these varied elements. The theoretical concepts discussed in this section are binaural cue
calculation, cochlear modeling, pattern recognition (for sound localization purposes),
genetic algorithm implementation, and adaptive filtering.
3.1 Binaural Cue Extraction
In order for the system to determine the proper IPTF to achieve a desired
localization, it must first be able to localize sounds, or at least impulse responses. This is
accomplished after analyzing extracted cues from simultaneous binaural recordings.
Therefore, the success and usefulness of the system is highly dependent on the methods
used to determine these cues. As is typically done, the model constructed in this thesis
starts with Lord Rayleigh’s (J.W. Strutt) theory of interaural time and intensity
differences, but combines them with spectral concepts in order to encompass elevational
discernment.
3.1a Interaural Time Differences
For low frequencies, (i.e. below 1.5 kHz), Rayleigh [19] theorized that the phase
difference between ears for a perceived sound was a key factor in determining azimuth.
This is largely due to the fact that low frequencies are less affected by “head shadow” and
therefore have close intensity differences.
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By duality, the phase difference can be

characterized by a time delay or difference in arrival times of the sound between both
ears (subject to group delay which is not discussed in this thesis). The development of a
physical model to calculate expected ITD begins with representing the human head as a
sphere and solving for the equation which describes air pressure around a sphere [19].
This method yields an ITD solution in terms of phase difference. The setup is illustrated
in Figure 3.1. The equation, as solved by Kuhn at the distance of the radius, is given as:
⎡ pi + p s ⎤ ⎛ 1 ⎞
⎥=⎜ ⎟
⎢
⎣ p o ⎦ ⎝ ka ⎠

2 ∞

im +1 p m (cos θ )(2m + 1)
.
j m& ( ka ) − in m& ( ka )
m =0

∑

Figure 3.1: Visual Representation of ITD
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(3.1)

pi

incident pressure on sphere surface

ps

scattered pressure

po

incident free field pressure

k

acoustic wave number

a

radius of the sphere

pm

m-th order Legendre polynomial

j m&

derivative of m-th order spherical Bessel function

n m&

derivative of m-th order spherical Neumann function

Table 1: List of Variables for Spherical Pressure Equation

This equation can be simplified to:
⎡ pi + p s ⎤
⎛3 ⎞
⎢
⎥ = 1 ± i⎜ ka ⎟ sin φ inc ,
⎝2 ⎠
⎣ po ⎦

(3.2)

where summation is used for the ear closest to the incident wave and difference for the
further ear. Under the theory that ITD is most relevant for lower frequencies while
assuming sound speed c, (3.1) can be simplified to:

ITD ≈

3a
sin θ inc .
c

(3.3)

In 1948, Jeffress [17] proposed a neurological coincidence detection method for
explaining the brain’s interpretation of ITD. Assuming this to be correct, it serves as a
basis for using cross-correlation schemes to calculate ITD between binaural signals. In
terms of phase, a pure tone which is not in the median plane that strikes the ears can be
represented as follows for the closer and distant ears respectively:

α sin( 2πft ) ,

α ' sin( 2πft + φ ) .
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(3.4)

In the above equations, the amplitude difference between α and α’ is negligible for low
frequencies. The distant ear signal can be written in terms of time delay:

α ' sin( 2πf (t + τ )) .

(3.5)

The biological hypothesis presented by Jeffress for detecting this difference lays in the
stimulation of duel sets of midbrain tertiary nerve fibers which branch out from
secondary auditory fibers [17]. According to theory, each set of tertiary fibers receives
signals at both ends from left and right secondary fibers (demonstrated in Figure 3.2). If
impulses are instantaneously summed, then the nerve fibers which are simultaneously
stimulated by left and right signals will yield the strongest outputs. If there is no time
delay (the sound source location is the median plane), then the middle fibers of each set
are most likely to be stimulated. Time delay causes a shift towards the outward fibers.
Propagation delay throughout the nerve tissue ensures that the model is feasible. Though
Jeffress did not find biological evidence of his prescribed model at the time of his
publication, it remained important in that it proposed a method for representing time
difference as a spatial difference (i.e. the difference in position of stimulated fibers
between the left and right tertiary sets).

Additionally, much experimentation has

demonstrated a strong correlation between ITD and sound source azimuth discernment.
It should be noted, however, that cells in the medial superior olive (MSO) are innervated
by the cochlea of both ears in a manner which is very similar to Jeffress model. In this
way, the MSO neurons have been shown to behave as coincidence detectors, providing a
demonstrated neurological basis for correlation based cue detection. The operation of the
MSO neurons towards this purpose has also been verified by Goldberg and Brown (1969)
[6] as well as other researchers.
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Figure 3.2: Jeffress' Coincidence Detection Model

Jeffress’ theory does not provide a mathematical method for calculating ITD
based on his theory. However, cross-correlation is an obvious choice. Knapp and Carter
[18] have devised a reliable correlation method for estimating time delay, which has been
implemented by Levinson and Li [22] for ITD calculation in a sound localization model.
The Knapp model begins by defining an arbitrary time dependent signal and its shifted
counterpart, similarly to Jeffress’ (but without any binaural or auditory reference):
x 2 (t ) = αs1 (t + D ) + n 2 (t ) .

x1 (t ) = s1 (t ) + n1 (t ) ,

3.6)

This model differs from Jeffress’ due to the presence of noise n1(t) and n2(t) with which
s1(t) is uncorrelated. Additionally, the components of x1(t) and x2(t) are assumed to be
jointly stationary random processes.

For an ideal fixed environment, the
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cross-correlation between two spatially-separated measured signals is a simple
calculation:
R x1 x2 (τ ) = E [x1 (t ) x 2 (t − τ )] .

(3.7)

However, in real world applications, stationarity of the random processes can only be
assumed for a fixed observation time T. In this case, the cross-correlation must be
estimated. For ergodic processes, the estimation is calculated:
)
Rx1 x 2 (τ ) =

T

1
x1 (t ) x2 (t − τ )dt .
T − t ∫t

(3.8)

In terms of frequency, cross-correlation can be represented by taking the inverse Fourier
Transform of the cross-power spectral density Gx1x2 ( f ) :
R x1x2 (τ ) =

∞

∫G

x1 x2

( f )e j 2πfτ df .

(3.9)

−∞

Knapp’s and Carter’s work demonstrates that, in the presence of estimation induced error,
)
)
estimation of the time delay D which maximizes Rx1x2 (τ ) can be improved by

prefiltering x1 and x2 with H1(f) and H2(f) such that:
G y1 y2 ( f ) = H 1 ( f ) H 2* ( f )G x1x2 ( f )

and

(3.10)

∞
)
) (g)
R x1x2 (τ ) = ∫ψ g ( f )G x1x2 ( f )e j 2πfτ df ,
−∞

where ψ g ( f ) = H 1 ( f ) H 2* ( f ) .
Rewriting the cross-correlation in terms of the component process yields:
R x1x2 (τ ) = αRs1s1 (τ − D ) + Rn1n2 (τ ) .

(3.11)

The cross-power spectrum is then
G x1x2 ( f ) = αG s1s1 ( f )e − j 2πfD + G n1n2 ( f ) .
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(3.12)

Assuming the cross-spectrum to be noiseless (3.11) can be rewritten as a convolution of
the autocorrelation of the noiseless source signal with a space/time shifted impulse:
R x1x2 (τ ) = αRs1s1 (τ ) ⊗ δ (t − D ) .

(3.13)

ψ g ( f ) in (3.10) can be chosen so that it normalizes the estimated cross correlation. This
is done as follows:

ψg(f) =

1
G x1x2 ( f )

.

(3.14)

Therefore,
)
R (y g )y (τ ) =
1

2

∞

)
Gx1 x 2 ( f )

−∞

Gx1 x 2 ( f )

∫

e j 2πfτ df .

(3.15)

Under the assumption that the magnitude of the estimated and actual cross
power-spectrums are equal:
)
Gx1 x 2 ( f )
Gx1 x 2 ( f )

= e − j 2πfD .

(3.16)

As a result, the cross-correlation becomes purely a function of phase difference, or shift:
)
R (y g )y (τ ) = δ (t − D) .
1

(3.17)

2

Using this method, let xl and xr represent the respective left and right channels of an
HRTF pair. Therefore, ITD can be determined as the delay which maximizes (3.15):
D = arg max Rˆ xl x r (τ ) .

(3.18)

τ

3.1b Interaural Intensity Differences and Spectral Cues
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Lord Rayleigh’s [7, 19] original concept of the role of intensity is spectral only in
that it is employed for the localization of higher frequencies (typically above 2-3 kHz in
research). Utilized in this manner, such differences in intensity have been shown to
operate as strong cues for lateral localization. However, as with ITD they fail to explain
front/back discrimination and vertical localization. Clearly, another mechanism must be
employed by the brain to aid in the localization of sounds. In the 70’s and 80’s, Blauert,
Middlebrooks, and Butler and Belendiuk [7, 19, 23, 27, 41] found evidence to support a
strong correlation between the local maxima and minima of measured monaural
frequency responses and multi-planar localization. It is not unreasonable to conceive that
the brain makes use of frequency cues for localization purposes, since the responses of
nerve connected hairs which line the cochlea and initiate auditory neural signals are
frequency dependent [34, 36]. It has since been customary to calculate IID’s from the
outputs of simulated cochlear models [7, 22, 23, 26, 41].
The basis for IID’s and spectral cues lies in the diffraction of sound waves by the
torso, head, and pinnae. The concept of “head shadow” was the primary explanatory
device behind the importance of level intensity differences in Lord Rayleigh’s theories
[40]. This phenomenon is simple to understand: above certain frequencies (typically
above 3 kHz), the wavelengths of a sound become smaller than the average human head
at which point the head becomes an obstacle. Therefore, pressure intensity on the
incident ear is significantly greater than on the shadowed ear. From this theoretical
standpoint, it is easy to understand why IID’s are less effective for lower frequencies. It
should be noted however, that the pinnae strongly contribute to the generation of intensity
differences, especially at higher frequencies.
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Some auditory neurological systems have been discovered to operate in a manner
which suggests intensity processing in the brain. In 1964, Hall and Galambos [28]
investigated neural firing response in the medial superior-olivary nucleus of a cat to
varied binaural inputs. Hall noticed many cells whose firing was dependent on excitory
and inhibitory binaural stimulus interaction.

Typically, such cells were excited by

contralateral inputs but inhibited by binaural inputs. Such binaural interactions in the
MSO were investigated by other researchers such as Rupert in 1966 [28]. The binaural
inhibitory interaction was responsible, not only for changing the probability of firing in
response to stimulus, but as well as response latency.

Additionally, the binaural

interaction was dependent on both stimulus intensity and time disparity between neuron
stimuli. Importantly, when a fixed time delay was kept between binaural inputs, the
probability of firing was decreased as intensity to the inhibitory ear was gradually
increased. Also, the firing latency was increased. Yin et al, in 1985 [21], observed
similar behavior in binaural auditory cells in the superior colliculus of the cat. The cells
responded to both potential intensity differences of stimuli as well as time delays between
inputs.

The delays utilized between binaural stimuli did not correspond to

localization-relevant ITD times, but rather to much longer neural firing latency times.
Research and speculation on spectral cues arose from investigation of monaural
sound localization [41].

Without binaural representation, interaural differences are

meaningless and characteristics of the spectral envelope are left as the only indicator of
source direction. Acoustical study has shown that noticeable high-frequency peaks and
notches result from diffractions off the pinna of a given ear and from the shoulders/torso.
Pinna diffractions are of the most interest to researchers due to the magnitude of their
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impact. In 1984, Musicant and Butler [5, 41] found that the monaural localization of
narrow band noise was dependent on the noise frequency, rather than its actual source
position. This directly implies that the brain makes use of spectral information for sound
localization.
Modern understanding of the roles of the pinna on spectral cues arises from the
study of measured Head Related Transfer Functions. HRTF’s are the sets of directionally
dependent transfer functions with which a sound is convolved as it strikes the ears.
Studying HRTF’s is advantageous since the spectrum of a sound measured at the ear is
colored by the raw source sound itself (as seen in (3.19)). Therefore, by examining
spectral information from the HRTF, only the characteristics responsible for localization
are extracted. However, Zakarauskas and Cynader [41] discovered that applying the first
or second difference to sounds measured in the ear is very useful for deriving the
necessary spectral cues from actual sounds. This, in turn, explains how the brain itself
might be able to extract spectral information which is useful for sound localization. The
major causes of the HRTF minima and maxima are, respectively, subtractive and
constructive interference of diffracted sound reflections within the pinna [27, 41].
Researchers such as Middlebrooks (1994) [27] have found that the locations of these
spectral characteristics vary with azimuth, elevation, and even account for front back
discrimination.
Duda’s [7, 23] work with the interaural transfer function (ITF) has demonstrated
successful sound localization by incorporating knowledge of the shape of the interaural
spectrum into intensity difference calculation. This approach makes the assumption that
some of the neurological processes responsible for monaural localization are still valid
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under binaural circumstances. Since this method is based solely on binaural differences,
it is not necessary to perform any spectral difference operators on the separate channels in
order to extract cues. Additionally, this method cannot localize elevation in the median
plane since intensity differences across all frequency spectrums will be zero.
Let HL and HR represent the frequency responses of the left and right Head
Related Transfer Functions. As a signal X with source power spectrum S(ω) strikes the
ears, the corresponding left and right power spectra, XL and XR, are represented using a
well known frequency domain relation:
2

X L (ω ) = S (ω ) H L ,

X R (ω ) = S (ω ) H R

2

(3.19)

Their corresponding intensities are calculated as follows:
I L (ω ) = 10 log 10 X L (ω ) = 10 log 10 S (ω ) + 20 log 10 H L (ω ) ,

(3.20)

I R (ω ) = 10 log 10 X R (ω ) = 10 log 10 S (ω ) + 20 log 10 H R (ω ) .

In the intensity domain, the Interaural Transfer Function can be represented:
ITFdB (ω ) = I L (ω ) − I R (ω ) ,
= 10 log 10 S (ω ) − 10 log 10 S (ω )

(3.21)

+ 20 log10 H L (ω ) − 20 log10 H R (ω )
= 20 log 10 H L (ω ) − 20 log 10 H R (ω ) .

As expected, the intensity ITF depends only on the HRTF spectral information. For the
purposes of sound localization, it is practical to represent the IID’s as a manageable
vector. This is done by convolving spectra with a series of windowing narrowband filters
and determining intensity from their output power. Given HL, HR, and filter Wfi with
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center frequency fi, an intensity difference vector of i elements can be obtained using a
simple operation:
IID(i ) = 20 ∫ W f i (ω ) log10 H L (ω ) − W f i (ω ) log10 H R (ω ) dω

(3.22)

Modern software implementations of the cochlea, which is responsible for the initial
frequency processing of sounds by the human auditory system, begin with a series of
windowing filters in a manner similar to (3.22). Therefore, much localization research
extracts IID’s from the outputs of such models which represent firing rate probability
from the output neurons of the cochlea. This is useful since the critical frequency bands
in the cochlea of most mammals are approximately exponentially spaced. Conversion
from power to intensity spaces them in a more linear manner [41]. In the research
conducted for this thesis, conversion to the intensity domain occurs after cochlear
processing, by taking the weighted logarithm of the frequency content of the correlated
cochlear output, in a method similar to Duda’s work [23].
Zakarauskas and Cynader [41], in their work, have proposed that separation of
source and filter information by intensity processing is still valid in an approximate sense
for this approach, so long as the source spectrum is relatively flat over a frequency band
(this is mostly true for naturally produced sounds). Let Hn be a sense filter for frequency
band n (this could very well be a filter from a cochlear model). P(f) is the power
spectrum of the unfiltered signal and χn is the observed intensity output spectrum level.
Therefore,

χ n = 10 log10 ⎛⎜ ∫ P( f ) H n ( f ) df ⎞⎟ .
∞

⎝

0

2

(3.23)

⎠
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Let Fn (θ , φ ) represent the HRTF for a the given frequency band n and specified azimuth
and elevation angle set (θ , φ ) . If spectrum P(f) is relatively flat and filter Hn(f) is
sufficiently narrow, then χ n ≈ I n + Fn and the IID relations hold as above. Since the
localizer implemented in this thesis is designed only to localize ideal impulse responses
(i.e. HRTF’s), the separation of source/transmission and HRTF is a non-issue.
3.2 Cochlear Modeling
Conversion of sound to electrical impulses is carried out in the cochlea of the
inner ear [25]. This is obviously important in terms of the neural coding of sound. From
a signal processing standpoint, however, a much more interesting and important process
is conducted: time-frequency analysis. From an anatomical perspective, the cochlea is
mostly a mechanical device, possessing neurons only at the very last stage of its
processes. The cochlea is no simple mechanism, yet several key elements of its operation
have been observed by various researchers which successfully explain its ability to
transduce changes in air pressure into electrical signals. These principles allow for a
mathematical analog to be developed which can be implemented via software, as was
done by Slaney (1988) [33] in accordance with the theoretical work of Lyon (1982)
[24, 5].
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Figure 3.3: Cochlea

In order to model the cochlea, its basic functions and modes of operation must be
understood. An anatomical description provides a good starting point. The cochlea is an
inward spiraling bone structure which resides in the recesses of the inner ear and is lined
with tissue (see Figure 3.3) [34]. Along the length of the spiral, it is separated into three
cavities (scalae): the vestibuli, media, and tympani. The scalae media and tympani are
separated by a partition called Reissner’s membrane, while scalae vestibule and tympani
are separated by the basilar membrane. Scala vestibule and scala tympani are the largest
cavities and both have “windows” near the bone structures which form the starting point
of the inner ear. The scala media serves as a partition between the larger cavities which
merge at the helicotrema, or cochlear apex. The larger scalae are filled with negatively
charged perilymph (high in sodium content), while the media is filled with positively
charged endolymph due to high potassium levels. The potential difference is thought to
supply energy to the organ of Corti which is contained within the scala media and lies on
the basilar membrane. The organ of Corti is the primary sense organ in the ear and is
responsible for the conversion of wave motion into electrical signals [35, 36]. Since this
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organ lies on the basilar membrane, the motion of this membrane is of the most concern
in terms of the time-frequency analysis of incoming pressure waves.
Motion within the cochlea begins with vibration of the stapes upon the oval
window of the scala vestibule, the stapes being the innermost bone of the middle ear [34].
This motion is transmitted via the perilymph to the scala media across which it is finally
manifested by translational waveform motion along the basilar membrane (as opposed to
a standing waveform). Motion is also transmitted from the vestibuli to the tympani via
the opening at the helicotrema, which aids in balancing pressure as the round cochlear
window bulges [25]. Consequentially, the translational motions are transferred directly to
the organ of Corti via direct contact [35, 36]. This sets up the basis for time-frequency
analysis by the membrane and organ of Corti. The basilar membrane is under no lateral
tension. However, its elasticity, or thickness, varies along the length of the cochlear
spiral.

The stiffness of the membrane is maximal near the stapes and decreases

exponentially towards the helicotrema. Due to resonance, this gradient is responsible for
frequency-dependent waveform maxima at corresponding sections along the membrane
[35]. Additionally, the speed of waveform propagation changes similarly. Complex
non-linearities which are present in the cochlea, such as motion generated by outer hair
cells, further enhance the frequency resolution and compress the waveform intensities.
[25, 36]. Though places along the membrane apparently correspond to frequencies which
are representative of the initial sounds, the transversal wave motion implies that the
cochlea is actually a time-domain analyzer. Tonndorf [35] found that the position of
waveform maxima along the membrane was dependent on the time constant of the
waveform and fit well with Gabor’s time-frequency relation. In this manner, each sound
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occupies a rectangular area governed by ∆t and ∆f, which bears similarity to Heisenberg’s
uncertainty principle [35].
The side of the organ of Corti which does not touch the basilar membrane is lined
with hair cells [35]. As the organ moves, the inner hair cells make contact with the
inelastic tectorial membrane. This membrane is attached to bone on one end and free at
the other. This shearing force interaction displaces the cells which causes the primary
auditory neurons to fire. Figure 3.4 displays the arrangement of these components.
Research suggests a half-wave rectification response between the movement of the hair
cells and corresponding neural firing. This ensures that frequencies of signals are not
doubled [25, 35].

Figure 3.4: Cochlear Cross-section
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Lyon [24] devised a computational model of the cochlea which is useful for a
software implementation.

Lyon’s model, rather than mimicking the action of the

individual cochlear components, seeks to implement the important processing aspects of
the cochlea which result from the ensemble performance of said components: timefrequency analysis/frequency filtering and compression. The implementation of these
concepts in Lyon’s model lies in two distinct features. The frequency filtering along the
length of the cochlea is modeled using tuned cascade filters. Also, the outputs of these
filters are then half-wave rectified and run through a coupled automatic gain control
(AGC) system so that the gain levels of the filter taps are co-dependent (mimicking the
inhibitory action of neighboring neurons in the organ of Corti) [24, 25]. This is depicted
in Figure 3.5.

Figure 3.5: Generic Description of Lyon's Model

Lyon’s model [24, 25] begins with cascaded filters. Ideally, the response along
the organ of Corti due to the traveling wave across the basilar membrane is continuous.
However, for Lyon’s computational model, representation of this response has been
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discretized into sections which represent different frequency bands. In this way, the
time-place relation of the cochlea is preserved in a model which is easily implemented by
a computer. Each cascaded filter is comprised of two sections: a notch filter and a
resonator. This design of the filters directly incorporates the concepts of sinusoidal
short-wave dispersion and propagation through a non-uniform media (the stiffness of the
basilar membrane is not constant). Approximating the length of the membrane with
small discrete sections allows it to be represented as a series of cascading sections of
uniform but different properties. Each cascaded notch filter operates at a lower range of
frequencies. This successively low-pass filters the signal with each stage from about
20 kHz to 50 Hz. The output of each notch filter is connected to a frequency appropriate
resonator which effectively behaves as a bandpass filter. The filter is designed to mimic
the translation of motion from pressure within the cochlea to motion in the basilar
membrane.
The transfer function used by Lyon [24, 25] for a pressure wave applied across
the basilar membrane is derived from an RLC transmission line analogue. It is assumed
that, for a section of length ∆x, the complex wave number κ is constant. The pressure
wave transfer function, therefore, is given by:

P
c
= e −iκ∆x , where κ =
2
P0
ω R + iωω R / Q − ω 2

(3.24)

ωR is dependent on place and c is a constant which is dependent on parameters of the
RLC model. For longer sections, (3.24) is merely integrated along the length [24]. The
transfer function, derived from the change in frequency response and wave propagation,
is represented by the cascade of biquadratic notch filters. Each of these filters is formed
by a pair of high Q poles with lower Q zeroes. The resonance filters, which process the
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output of each notch filter, are used to interpret the pressure waves as basilar motion.
These filters also follow the RLC analogue, in which pressure corresponds to voltage and
membrane velocity relates to current through a shunt. Each resonator is also a second
order filter comprised of a DC zero and a pair of high Q poles. In this configuration, the
poles are placed between the locations of the zeroes of the two surrounding notch filters.
Figure 3.6 displays the pole-zero configurations (s domain).

Figure 3.7 depicts

examples of combined frequency responses. The resonance filter outputs are then passed
through an ideal half-have rectifier before the final AGC stage. Resultant aliasing from
this nonlinearity should be kept in check if the input signal is oversampled by at least a
factor of two.

Figure 3.6: Pole-Zero Plots
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Figure 3.7: Cascade Filter Frequency Responses

The need for compression in a cochlear model is obvious when observing neural
firing rates which vary in output by about two orders of magnitude, while the inputs may
vary over double digit orders of magnitude [24].

It has been shown that typical

logarithmic techniques produce undesired distortion and flattening when applied to
speech. A cochlear model demands a mechanism which can preserve sharp peaks and
valleys. Such a system must be sensitive to onset and offset times and properly adjust
gain over time and frequency.

The cochlea has several internal mechanisms for

achieving this behavior. One of these mechanisms is lateral inhibition, in which the
outputs of sensory neurons are distributed laterally to the inhibitory synapses of
neighbors, thereby adjusting their output gains. Lyon’s model achieves it’s AGC by
combining Schroeder’s and Hall’s transduction model of the adaptive neural response of
a hair cell with lateral inhibition. In this way, several AGC units are implemented in
parallel. Since the time constant of such a system is very sensitive to signal level, Lyon
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proposes a three-stage multiplier system of the gains of the current, previous, and next
AGC filters. In this way, the filters can maintain separate gain, time-constants, and levels
of coupling. A hard limiter is proposed as a fail safe method for handling unbounded
inputs. Algorithmically, Lyon’s implementation is described for the output of stage i
with desired maximum value of Target in Figure 3.8 and with the following set of
equations:
Output i = Limit [ Input i Gain A Gain B i Gain C i ] ,

(3.25)

Excess = Outputi-Target,
Gain Ci = Z −1 [(1 − ε C )Gain Ci − ε C (Wt Ci ⋅ Excess )] ,
Gain Bi = Z −1 [(1 − ε B )Gain Bi − ε B (Wt Bi ⋅ Excess )] ,
Gain A = Z −1 [(1 − ε A )Gain A − ε A (Wt A ⋅ Excess )] ,

where WtA is a weight vector affecting the contributions of all channels to the final gain
and WtBi and WtCi are cross-coupling vectors from all channels to channel i. For sample
time T, The slowest AGC time constant is T/εA, while the faster constants are defined by
T/ εB and T/ εC.

Figure 3.8: AGC System
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As stated above, cochlear processing is conducted simultaneously in the
frequency and time domains. Therefore, the output of Lyon’s model produces a two
dimensional image known as a “cochleagram,” which spatially represents nerve firing
probabilities (due to the half-wave rectification) [11, 33]. However, processing does not
stop here. It is widely theorized that the brain uses dichotic autocorrelation processing to
recognize patterns [4, 11, 23]. For signal processing purposes, this can be represented by
what is known as a “correlogram” [11]. A correlogram is an image which represents the
autocorrelation (over time) of a short-time snapshot of the cochleagram. In this way, the
periodicities of the frequency content are easily visualized. Figure 3.9 displays an
example of a cochleagram for a vocal sound clip over 60 frequency bands. Figures 3.10
and 3.11 display the correlogram of a 1000 sample snapshot (23 ms) of the cochleagram
over 128 time shifts in both image and surface plot representations. It should be noted
that the correlogram processing implemented in Slaney’s Auditory Toolbox (used in this
research) employs Hanning windowing in the frequency domain [33].

Figure 3.9: Cochleagram of Vocal Sample
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Figure 3.10: Correlogram Image

Figure 3.11: Correlgoram (3-d)

40

3.3 Pattern Recognition
The extraction of binaural cues from a large database of HRTF’s allows for the
construction of a statistical model of human sound localization. This is important, since
it allows for the use of simple pattern recognition concepts in a mathematically defined
classifier for sound localization purposes.

These concepts revolve around basic

probability foundations such as decision theory, parameter estimation, and probability
distribution.
Bayesian decision theory represents the starting point for the classifier defined in
this research. Central to this theory is a set of terms: class, a priori probability, a
posteriori probability, decision rule, likelihood, and evidence [10]. Pattern recognition is
used to distinguish that an incident of observation belongs to one unique group, as
opposed to another. Each unique group is referred to as a class. The number of classes
from which a pattern classification system must choose is application dependent. When
designing a classification system according to Bayesian principles, the probability of
incidence of a given class during an arbitrary observation is assumed to be known
beforehand. This is known as the a priori probability and is defined as P(ωn) with
respect to class ωn. Evidence, the probability density of the incidence of an arbitrary
observation of random variable x, is defined as p(x). The likelihood of class ωn with
respect observation x is defined by the conditional density p(x|ωn), since class ωn is more
likely to occur for large values of p(x|ωn). It should be noted that the probability density
function represented by the likelihood is a class-conditional probability function, since
the probability density of observation x is given with the knowledge of its belonging
class. The a posteriori probability, or the probability of class ωn given observation x, is
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defined as P(ωn|x). These simple probabilistic elements are related by what is known as
Bayes Formula, which is derived from the two possible representations of the joint
density p(ωn,x):
p (ω n , x ) = P (ω n | x) p ( x ) = p ( x | ω n ) P (ω n ) .

(3.26)

Bayes formula therefore is:

P(ω n | x) =

p( x | ω n ) P(ω n )
.
p ( x)

(3.27)

The evidence, p(x) is effectively unimportant regarding classification, as it mainly serves
as a normalization factor to ensure that the sum of all posterior probabilities is one. The
relations in Bayes formula lead to what is called a Bayes decision formula, wherein class

ωn is determined by the following criterion:

ω n = arg max[ p ( x | ω n ) P (ω n )]

(3.28)

ωn

Decision rules can be further simplified into discriminant functions, which are
transformations of the decision rule which make it computationally simpler without
affecting the quality of its results.

For instance, (3.27) can be reinterpreted into a

discriminant function by multiplying by the evidence.
In order to use such a decision rule, the data to be observed must be modeled
using an appropriate density function. For many real world applications, the normal or
Gaussian distribution is a popular choice. The multivariate normal density is defined:

p ( x) =

1
(2π )

d /2

| Σ] 1 / 2

⎡ 1
⎤
exp⎢− (x − µ) T Σ −1 (x − µ)⎥
⎣ 2
⎦
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(3.29)

In (3.29), µ and Σ are the statistical mean vector and unbiased covariance matrix for the
class which is described by the given density. In a multiclass case, let it be assumed that
the observation x for each class is taken from samples which are independent and
identically distributed among the classes. According to Maximum-Likelihood theory, µ
and Σ are the statistics chosen which maximize the likelihood p(x|ωn). For a given class
observed with n samples:

µ=

1 n
∑ xk ,
n k =1

∑=

1 n
∑ (x k − µ)(x k − µ)T
n − 1 k =1

(3.30)

Taking the log of (3.29) yields:
⎛
1
ln( p ( x)) = ln⎜⎜
d/2
1/ 2
⎝ ( 2π ) | Σ]

⎞
⎛
⎡ 1
⎤⎞
⎟⎟ + ln ⎜⎜ exp ⎢ − ( x − µ ) T Σ −1 ( x − µ ) ⎥ ⎟⎟
⎣ 2
⎦⎠
⎝
⎠

(3.31)

This creates the discriminant function g(x):

[

g ( x) = ln( p( x)) = − ln (2π ) d / 2 Σ

1/ 2

]− 12 (x − µ) Σ
T

−1

(x − µ)

(3.32)

If various classes are to be modeled by (3.32), and the covariance matrix Σ is unity, then
the first term in (3.32) becomes unimportant, and g(x) can be rewritten as the nearest
mean discriminant function h(x):
h ( x ) = − ( x − µ )T ( x − µ )

or h( x) = ( x − µ)T (x − µ ) (minimization)

(3.33)

Figure 3.12 shows the use of the normal distributions for a classification system that
chooses between two classes based upon two observation axes. Figure 3.13 compares
the univariate normal density with the function given by (3.32). Figure 3.14 displays the
negated nearest mean representations of the distributions in Figure 3.12.
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Figure 3.12: Two-class Gaussian Classifier

Figure 3.13: PDF and Log Discrminant Function

44

Figure 3.14: Two-class Nearest Mean Classifier

3.4 Minimum Phase Reconstruction of FIR filters
Filtering theory states that any causal filter or system can be represented as the
product of two transfer functions: a minimum phase function, and an all pass function
[29]. This is depicted in (3.34) for system H(z). The minimum phase system H(z)min
contains all the magnitude information of the frequency response of the overall system.
H(z)ap does not affect the magnitude response, but compensates for the missing phase. It
does this by containing all the zeros which lie outside the unit circle, as well as the poles
necessary to cancel their reflected counter-parts in the minimum phase transfer function.
An example of this deconstruction is given in Figure 3.15.
H ( z ) = H ( z ) min H ( z ) ap

(3.34)
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Figure 3.15: Minimum Phase/All-pass Deconstruction

As stated in Chapter 2, a minimum phase system possesses the useful property
that its magnitude and phase frequency responses are Hilbert transforms of each other.
Because of this convenient fact, a minimum phase version representation of a
non-minimum phase FIR system can be reconstructed from magnitude data alone, via
Hilbert relations.

The drawback, however, is that the phase is altered.

This is in

agreement with (3.34), since the all-pass phase should compensate for the alteration.
Let x[n] be an arbitrary discrete signal. It is known that x[n] can be broken down
into its even and odd components, xe[n] and xo[n] [29]. This is shown by the equation set
below:
x[ n] = x e [ n] + x o [ n] , where

x e [ n] =

x[n] + x[−n]
2

(3.35)

x o [ n] =

and
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x[n] − x[−n]
.
2

If x[n] is causal, i.e. x[n] =0 for n<0, then x[n] can be reconstructed uniquely from xe[n].
This is shown below:
x[ n] = 2 x e [ n]u[ n] − x eδ [ n] .

(3.36)

In order to reconstruct a signal from its magnitude frequency response, it is necessary to
establish how such a relationship corresponds with X (e jω ) , the Discrete Time Fourier
Transform of x[n]. Moreover, for a DSP application, it is necessary to establish the
correspondence with X (e j ( 2π / N ) kn ) , the DFT of x[n]. The Discrete Fourier Transform is
essentially a Discrete Fourier Series which uses circular convolution to represent finite
length sequences. In this way X (e j ( 2π / N ) kn ) represents X (e jω ) sampled over a period of
2π with N samples. Therefore, in order to establish the necessary relations, x[n] must be
made into the periodic sequence ~
x [n] . ~
x [n] is periodic over N which is the length of
x[n]. ~
x [n] cannot be causal in the sense defined above, but can be made periodically
causal. This is accomplished by making ~
x [n] equal to zero for N/2 < n < N. This is
equivalent to making the sequence equal to zero for -N/2 < n < 0. Aliasing can be
avoided by zero-padding x[n] before making it periodic. Equation set (3.35) still holds
for ~
x [n] , when n ∈ [0,1,..., N − 1] . Therefore, (3.36) can be rewritten as,

xe [n],
⎧2 ~
⎪~
xˆ[n] = ⎨ xe [n],
⎪ 0,
⎩

n = 1,2,..., ( N / 2) − 1
n = 0, N / 2
n = N / 2 + 1,..., N − 1.

(3.37)

Define periodic sequence u~N [ n] as follows:

⎧1
⎪
~
u N [ n ] = ⎨2
⎪0
⎩

n = 0, N / 2
n = 1,2,..., ( N / 2) − 1
n = N / 2 + 1,..., N − 1.
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(3.38)

Therefore,
~
x [ n] = ~
x e [ n]u~N [n] .

(3.39)

~
This windowing by u~N [ n] establishes the Hilbert relation. Now X ( k ) , the DFS of ~
x [n] ,
~
~
can be written in terms of it’s real and imaginary components X R ( k ) and jX I ( k ) :
~
~
~
X ( k ) = X R ( k ) + jX I ( k ) .

(3.40)

The following relations are known:
~
X R ( k ) =DFS[ ~
xe [n] ]

~
jX I (k ) = DFS[ ~
x o [ n] ] .

and

(3.41)

~
Therefore, ~
x e [ n] equals the inverse DFS of X R ( k ) , or the inverse DFT of X R (k ) :

1 N −1 ~
~
xe [n] = ∑ X R [k ]e j ( 2π / N ) kn .
N k =0

(3.42)

This means that x[n] can be reconstructed from the real component of the frequency
response of periodic signal ~
x [n ] . The relevance of this fact is explained shortly.
Frequency response X (e jω ) can be represented in polar terms:
jω
X (e jω ) = X (e jω ) e j arg [X ( e ) ]

(3.43)

)
Let X (e jω ) be known as the complex cepstrum of x[n] and be defined below:

[

[

]

]

[

)
X (e jω ) = log X (e jω ) = log X (e jω ) + j arg X (e jω )

]

(3.44)

Therefore, comparing with (3.40),

[

)
X R (e jω ) = log X R (e jω )

]

(3.45)

)
This means that the real signal x[n] can be constructed with (3.39) and (3.42), solely

from the inverse Fourier transform of the frequency magnitude response of x[n] (also
)
known as the real cepstrum) [8]. Taking the inverse cepstrum of x[n] yields x m [n]
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whose phase was determined uniquely from the magnitude response of x[n]. Since the
minimum phase condition is the only one which allows for a unique relation between
magnitude and phase (the Hilbert relation), it follows that x m [n] is the minimum-phase
representation of x[n]. The Hilbert process for the minimum phase reconstruction of
finite sequence x[n] of length N can be summarized in the following steps:
1) Calculate the real cepstrum of x[n],

[ [

)
x[n] = IDFT log X (e( j ( 2π / n ) kn ))

]]

(3.46)

)
)
2) Hilbert window x[n] by dot multiplication with u~N [ n] to form x m [n] .
)
3) Compute the inverse cepstrum x m [n] to form x m [n] ,
)
x m [n] = IDFT [exp[DFT ( x m [n])]] .

HRTF’s are non-minimum phase systems.

(3.47)
This poses a problem, since the

creation of appropriate inter-positional transfer functions requires division by an HRTF
which yields an unstable system. If the calculation is restricted to minimum phase
functions, however, then this problem is avoided.

The resulting issue, however, is

whether or not localization cues are preserved. Kistler and Wightman [20] observed that
the necessary spectral cues were still extant in their experimentation with headphones.
However, this system proposes the use of IPTF’s for altering the localization of free-field
speaker sources. In such a case, the HRTF to be convolved with the determined IPTF
will not be minimum phase since it will be given by an actual human head, rather than a
calculated filter reconstruction.
Localization theory, as described above, indicates that the only phase-relevant
cues to be extracted from HRTF’s, ITD, can essentially be represented by a
cross-correlation estimate.

This estimate, in most cases, closely resembles a time
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difference in onset between the left and right channels. This delay can therefore be
removed and added as necessary for pre-processing.

Therefore, the only necessary

information that must be preserved between the non-minimum and minimum phase
versions of an HRTF is the frequency magnitude response. As a result, convolution of
the IPTF derived from minimum phase reconstruction with the non-minimum HRTF
should still yield the desired spectral cues. Let the HRTF’s describing the starting and
end localizations for a given channel be denoted as F1(z) and F2(z). An arbitrary HRTF
can Fk(z) can be represented in minimum phase and all-pass form:
Fk ( z ) = Fk min ( z ) Fkap ( z ) .

(3.48)

The IPTF I(z) between F1(z) and F2(z) is created with the simple division,

I ( z) =

F2 min ( z )
.
F1 min ( z )

(3.49)

Multiplication with the minimum phase and non-minimum phase versions of F1(z) yields,
I ( z ) F1 min ( z ) = F2 min ( z )

and

I ( z ) F1 ( z ) = F2 min ( z ) F1ap ( z ) .

(3.50)

The only difference between the above results is the presence of the F1ap(z) all-pass filter.
This filter contains phase information, but does not alter the magnitude response of
F2min(z).

The relevant phase information contained in the all-pass filter (for the

localization model used in this research) is that which affects the filter onset, thereby
contributing a component to binaural ITD. Therefore, the ITD between both left and
right channels processed by IL(z) and IR(z) will be equivalent to the ITD τ1 between
F1Lap(z) and F1Rap(z). Let τ2 represent the ITD between the left and right end localization
HRTF’s (this is the desired ITD of the processed signals). If ITD, when calculated with
(3.18), yields a positive value, then the left channel lags the right channel. A negative
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value means it leads. A simple algorithm can be used to correct for the ITD of the output
signals.
Calculate the difference in ITD’s between the HRTFs representing the desired and
initial localizations:

τ i = τ 2 −τ1.

(3.51)

IF ( τ i > 0 )
THEN
Delay left channel output by τ i
ELSE
Delay right channel output by τ i
3.5 Genetic Algorithms

The strength of the GA is derived from its inherent randomness, which
differentiates it from typical engineering design methods which tend to be much more
concretely defined.

The randomness in a GA is primarily derived from its modus

operandi, which is to gradually refine initially random solutions through evolutionary
principles [13]. However, this randomness is further affected by the architecture of the
GA.

Genetic algorithms, though they follow a basic formula, are subject to much

structural variety. Various forms of genotypic encoding can be used, as well as several
means of mate selection, crossover, and mutation. As opposed to traditional methods
whose component options can usually be described by tradeoffs and application specific
optimality, the randomness of the GA is further exhibited in the theory of its architecture
alternatives.
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Though it is true that there are few guidelines for the construction of a GA when
given a specific task, experimentation has shown that some methods tend to outperform
others [13]. The GA constructed for use in this research follows a simple implementation
and uses basic GA principles and methods which have been proven reliable. The basic
program flow for a typical GA is given in the following steps:
1) Initialize population of random chromosomes (solutions).
2) Evaluate population solution fitness
3) Use a selection scheme to choose mating pairs
4) Perform a type of crossover to form children population
5) If desired, mutate children to ensure adequate coverage of search space
6) End algorithm if termination criterion is met, otherwise go to Step 2.
The encoding of genotypes into solutions is the starting point for GA
construction. This is crucial, since it determines how the program interprets a solution.
Each genotype represents a known property of the solution. For this research, each
genotype represents a filter coefficient. There is direct correspondence between the
location of the genotype in the solution chromosome and its location in the filter
implementation. Historically, chromosomal encoding has been conducted in binary form,
since it represents the most basic possible representation and seems to be the closest
analog of actual biological genetic encoding [13]. Furthermore, it is memory efficient
since the resolution can be directly linked to a chosen number of bits for representation.
As expected, it has been shown to perform well. However, experimentation with floating
point schemes have shown that binary encoding is not always the preferable choice.
Particularly, for filter design optimization, floating point representation has been shown
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to be a strong choice [32, 37]. This form of representation is also very software friendly,
since the chromosome vectors do not need to first be decoded from a string of binary
values into floating point values.
Fitness evaluation is perhaps the most random aspect of GA design, since it is the
most application specific component of the algorithm. The fitness evaluation criterion
provides the only means of determining the usefulness of a solution to solving the
problem at hand. Mean squared error is a popular choice for establishing a fitness
measure. For filter design, it is common to apply it to a desired magnitude response [13].
In such a case, a weighted MSE is useful, to focus on certain frequency bands. However,
since the work in this thesis seeks to model a design established from minimum-phase
transfer functions, use of such a method risks introducing phase ambiguity. Furthermore,
a time-domain approach has been shown to be quite successful [32]. Hence, for desired
system h[n] and a solution s[n] with impulse responses of length N, fitness fs is
determined as follows:

MSE =

1
N

N −1

∑ (h[n] − s[n])

2

(3.52)

n =0

fs = 1 (1 + MSE )

Accomplishing mating in a GA is a two step process. First of all, a method must
be chosen which selects mating pairs. Then, an additional method must be chosen to
achieve the actual mating. Fortunately, these are two areas of GA theory which are
dominated by popular methods. Mating selection is primarily executed with one of two
proven options: binary tournament selection and hypergeometric selection (roulettewheel selection) [13, 16]. Both methods involve some form of random selection. With
binary tournament, two possible mate candidates are chosen from the population at
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random and preference is given to the one with better fitness. This method helps preserve
population diversity.

Roulette-wheel selection, however, sets up a probability

distribution which is proportional to the fitness of each solution. In this way, solutions
with higher fitness have a larger probability of being selected. Both methods tend to
yield desirable results. Tournament selection seems to place priority on population
diversity (it also more closely mimics genetic science). Since the GA in this research was
designed to be used in conjunction with a recursive adaptive filter stage, diversity of the
solution search space is highly desirable. Therefore, tournament selection was chosen.
Crossover is a relatively simple concept. Popular choices include uniform, single
and multi-point crossover. Uniform crossover swaps genes between pairs at random with
an equal probability (usually 0.5).

This is depicted in Figure 3.16.

Single-point

crossover arbitrarily establishes a splice location and swaps data accordingly.
Multi-point crossover follows the same concept but uses multiple splice locations
between genes. Very little experimental evidence exists which supports the use of one
method over the other, since they all tend to perform relatively well [13]. Uniform
crossover was chosen for the research and was demonstrated to be an appropriate choice.

Figure 3.16: Crossover Example
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When working with a floating point scheme, mutation is typically accomplished
via statistical means [13]. Typically a probability distribution is used which is centered
about a given gene value with a specified variance. The variance may be decreased as
the number of generations increases (compared to a maximum value) so that the
distribution narrows with each iteration. The theory behind this tactic is that as solutions
become more refined, they are less perturbed by the mutation. The Genetic Algorithm
Optimization Toolbox by Houck and Joines [16] proposes such a method that they call
Non-Uniform Mutation (due to the use of a non-uniform probability distribution). Their
method for mutation scalar variable x can be described by the following equations:

⎧ x + (l − x) f (G )
⎪
x' = ⎨ x − (u + x) f (G )
⎪
x
⎩

if r1 < 0.5,
if r1 ≥ 0.5,

(3.53)

else

where

f (G ) = (r2 (1 −

G
)) b ,
G max

r1, r2 = uniform random numbers between (0,1),
G = current generatrion,
Gmax = maximum generation,
b = shape parameter (i.e. controls variance).
3.6 Adaptive Recursive Filtering

As stated in Chapter 1, Adaptive filters try to find the optimal filter weights
(coefficients) which provide the minimum value for an error surface, whose geometry is
defined orthogonally by the weights themselves [38]. The orthogonal basis allows for the
gradient of the error surface to be established individually for each coefficient. In this
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way, the direction of steepest descent can be observed for each weight, and they can be
adjusted accordingly by a fixed step value. This process is documented by the equation
set below for the adaptive filter defined by weight set ωk output y[n] from and desired
output d[n]:
e 2 [ n] = ( d [ n] − y[ n]) 2

∇ wm =

∂y[n]
, where m ∈ [0,1,..., N ]
∂ω m [n]

(3.54)

ω m [ n + 1] = ω m [ n] + e∇ w µ .
m

Adaptive filters can be set up with various configurations in order to achieve
certain goals. Since the work presented in this thesis aims to model a FIR system with a
recursive system, the adaptive filter is configured for system identification. This is
diagramed in Figure 3.17.

The configuration is determined by the manner in which the

desired signal is derived. In the case of system identification, a white noise signal is
simultaneously piped into a “black box” (representing the system to be identified) and the
filter formed by the adaptive coefficients. While the filter adapts with time-domain
methods, the white noise ensures that the broad spectrum characteristics of the “black
box” system are preserved in the adapting filter. Furthermore, due to the stationarity of
white noise, the outputs of each individual weight are uncorrelated, and therefore
mathematically orthogonal [38].
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Figure 3.17: Adaptive System Identification

Figure 3.18: Recursive Lattice Filter

Following the work of previous researchers in the field of genetic/adaptive
recursive modeling, a lattice filter structure is implemented in this research, due to its
guaranteed stability. The structure of a recursive lattice is shown in Figure 3.18 [30, 2].
The output of an N-order recursive lattice is given in equation sets (3.55) and (3.56).
N

y ( n ) = ∑ v i [ n ] g i [ n] ,

(3.55)

i =0

N

or y (n) = ∑ v T [n]g[n]
i =0
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where vi[n] represent the ladder coefficients. The backwards residuals gm[n] can be
determined from the reflection coefficients ki[n] and the forward residuals fm[n]:
f i −1 [ n] = f i [ n] − k i [ n] g i −1 [ n − 1]
g i [ n] = g i −1 [ n − 1] + k i [ n] f i −1 [ n]
in which
g 0 [n] = f 0 [ n] ,
and
f N [n] = x[n] .

(3.56)

Parikh, et al. [30] devised a method based upon steepest descent for an adaptive
recursive lattice.

Their method obtained good results when tested with a system

identification problem. However, their method requires much recursive calculation for
the updating of the reflection coefficients which slows down overall performance and is
somewhat difficult to implement. Ayala [2], however, devised a similar method which
minimizes the recursion calculations, is easy to implement, and performs well. Using
steepest descent, the coefficient sets are updated by (3.57):

v m [n + 1] = v m [n] + µe[n]φ m [n]

(3.57)

k m [n + 1] = k m [n] + µe[n]ψ m [n]
The gradients are defined below:

φ m [ n] =

∂y[n]
,
∂v m [n]

ψ m [ n] =

∂y[n]
,
∂k m [n]

or alternatively, in vector representation
φ( n) = ∇ v y[ n]

and

(3.58)

ψ ( n) = ∇ k y[ n] .

It has been established that,
g[ n] = A[ n]g[ n − 1] + f N [ n]k[ n]

(3.59)

in which,
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⎡ − k 0 k1
⎢1 − k 2
1
⎢
⎢
A=⎢
⎢
⎢
⎢
⎣

− k0k2
− k1 k 2
1 − k 22

− k0 k3 K − k0 k N
− k1 k 3 K − k1 k N

− k 2 k3 K − k 2 k N
1 − k 32 K − k 3 k N
M
M
1 − k N2
0

0⎤
0⎥⎥
0⎥
⎥ , where k0=1.
0⎥
M⎥
0⎥⎦

(3.60)

Using (3.55), (3.59), and (3.60) the gradients can be determined using the formulas
below:
φ[ n ] = g[ n]

ψ[ n] = v[ n]T (∇ k A[ n])g[n − 1] + f N [ n]v[ n] .

(3.61)

Analyzing (3.61) term by term yields the following subsequent reflection coefficient
gradients:

ψ 1 [ n] = v1 [ n](2 f 0 [ n] − f1 [ n]) − g 0 [n − 1]∆ 0 [ n] ,
ψ 2 [ n] = v 2 [ n](2 f 1 [ n] − f 2 [ n]) − g 1 [ n − 1]∆ 1 [ n] ,

(3.62)

which lead to

ψ m [ n] = v m [ n](2 f m −1 [ n] − f m [n]) − g m −1 [ n − 1]∆ m −1 [n] .
In (3.62), recursive terms are calculated as follows:
∆ 0 [n] = v0 [n]k 0 [n],
∆ 1 [n] = v1 [n]k1 [n] + ∆ 0 ,

(3.63)

M
∆ m [n] = v m [n]k m [n] + ∆ m −1 [n]
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4. System Description
The different computational elements discussed in Chapter 3 are integrated into a
functional system which uses evolutionary and adaptive programming techniques to
design IIR filters which can successfully alter the localization of a sound source. The
general system organization is described by a flowchart in Figure 4.1. The initial and
desired HRTF pairs are the system input. The modeled IIR results and delay adjustment
are the outputs which are to be analyzed and locallized. The various components of the
experimental system can be grouped into three distinct sections which are discussed in
the separate sections of this chapter.
1) Transfer Function Measurement and IPTF Extraction
2) IIR Design by Genetic/Adaptive algorithm
3) Filter and Output Analysis/Localization

Figure 4.1: System Flowchart
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4.1 Transfer Function Measurement and IPTF Extraction

The system is currently set up for to alter the impulse responses of HRTF’s using
IPTFs. Therefore, the free-field transfer functions corresponding to the initial and desired
localizations must be measured. For simulation purposes, the corresponding HRTF pairs
from the MIT KEMAR database are used [15]. In a physical implementation of the
system, it is doubtful that the measured transfer functions would so ideally resemble
HRTF’s. However, interaural localization cues (whether “correct” or not) would still be
present in the data.

The initial response would simply be obtained from binaural

recordings (via a KEMAR dummy or similar approach) given a fixed speaker and listener
position. The microphone pair should be set up so that azimuth and elevation angles can
be altered without moving the source speaker. By altering the angles of incidence, a
localization system (discussed later in this chapter) would be used to obtain the transfer
functions for the desired perceived localization. One could simply use a pre-measured
HRTF pair for the desired FIR set. However, this would directly affect the natural
equalization of the listening environment and may suppress inherently desirable
acoustics.
As stated in Chapter 3, conversion to minimum phase eliminates any time delay
inherent to an impulse response. Therefore, in order to reconstruct the desired ITD cue
for the filtered output, the ITD’s of the initial and desired impulse responses must be
obtained with (3.18) and compared by (3.41) so that their difference (τi) can be inserted,
channel appropriately, to the filtered output.
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After this measurement, the minimum phase versions of the left and right
channels of each pair of transfer functions are constructed via the process outlined in
Section 3.4. FFT analysis is then used to calculate the DFT’s of all four filters. The
desired minimum-phase transfer functions are then divided by the initial filter set in order
to obtain the pair of left and right channel IPTF’s (as in (3.49)).
4.2 IIR Design by Genetic/Adaptive Algorithm

The genetic algorithm implementation follows the steps described by the flowchart in
Figure 4.2. The implementation essentially runs two GA’s in parallel to maintain two

populations with different goals (in this case, left and right channel IPTF’s).

The

recursive operation begins with the use of an adaptive recursive lattice filter (of the type
described in Section 3.6) with a specified coefficient order to adapt the k-best members of
the current population set. Each time the adaptive filter is utilized, it runs for n iterations,
where n is bounded by n1 and n2. If, after n1 iterations, the squared error of the adaptive
filter falls below threshold ta, the algorithm is terminated and the coefficient vectors k[n]
and v[n] are returned. In order to preserve population diversity, the k adapted solutions
replace the k least fit population members. The fitness of the adapted solutions is
determined using the MSE criterion by comparing the desired IPTF impulse response
with that which is generated by the set of adaptive filter coefficients. At this time, the
fittest solution is copied outside the population. This is due to the fact that, ideally, the
adaptive filter produces the fittest solutions.

If the fittest solution of the current

population is less fit than the previous fittest solution, it is discarded.
After the adaptive stage, mating is then conducted via tournament selection and
uniform crossover. The child population is then mutated using probability distributions
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centered about each genotype. The variance of these distributions shrinks proportionally
to the ratio between the current and maximum number of generations. This keeps the
fitness of near-optimal solutions (which theoretically arise towards the end of operation)
from being devastated by gross mutation.

The fitness of the resultant population

members is then assessed. This marks the end of a generation. If the maximum number
of generations has been reached, the algorithm terminates and the stored fittest solution is
returned.

Figure 4.2: GA Flowchart

4.3 Filter and Output Analysis/Localization

In order to judge the quality of the GA-designed IIR filters, and their practicality
for the desired application of free-field localization alteration, a few comparisons need to
be made. Since the GA is based on impulse response matching between the IIR and FIR
filters, this is obviously the first comparison to be made. Analyzing the impulse response
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is important.

However, of greater relevance is the filtered output.

This requires

convolution of the designed filter with the initially measured transfer function (in
non-minimum phase form). As stated in Section 3.4, a delay must be injected to the
appropriate channel to ensure that the ITD between the left and right channel outputs
resembles the ITD representative of the desired localization. Once this is accomplished,
a pair-wise comparison can be made between these outputs and the impulse responses
corresponding to the desired localization. This can be done in the time and frequency
domains as well. Comparison between the magnitude responses is important due to the
relevance of spectral cues to the band-pass IID calculations. Similarly, these results can
be input into Slaney’s [33] implementation of Lyon’s cochlear model. The resultant
outputs can be compared.
Once the filter outputs have been appropriately calculated, no more single channel
processing is required. Therefore, binaural processing can be used to analyze the results.
This is accomplished chiefly using a sound localizer described by the principals described
in Sections 3.1, 3.2, and 3.3. A sound localizer has been designed which can localize the
measured impulse responses.
likelihood classifier.

This is accomplished using a hierarchial maximum

In this system, each class represents a different region

corresponding to an approximately average azimuth and elevation angle.
4.3a HRTF Database Organization

In order to establish meaningful classes for a localization system, meaningful data
must be extracted from an organized database of HRTF’s. For this research, the Martin
and Gardner MIT compact database [15] composed of KEMAR dummy measurements in
an anechoic chamber was used. The measurements were taken for one ear at various
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elevations, but evenly sampled about 360º of azimuth. Table 2 gives HRTF spatial
sampling information [15]. Since measurements were only taken for one ear, binaural
pairs are formed by making use of the symmetry of the head.
The localizer works by partitioning the spherical listening environment into
discrete sections.

Therefore, in order to generate useful statistical information, the

database must accordingly be organized. The compact database was organized into 27
regions, grouped by elevation and azimuth, limited laterally by 90º (due to symmetries).
Some HRTF’s were copied to multiple nearby regions in order to guarantee good
statistical extraction. HRTF’s with elevation values above 70º were neglected. Table 3
gives the organizational breakdown according to the approximate center of each region.
Figure 4.3 gives a graphical representation of the localization plane, which forms a sort

of “triangle”.
For each region/class, ITD and IID cues were obtained for each HRTF pair. ITD
was calculated with (3.18). Using the theory in Section 3.2b as a guideline, IID was
calculated in (4.1) below, where HLi and HRi represent the energy content of the output of
a cochlear model for frequency band i:
⎛H
IIDi = log 10 ⎜⎜ Li
⎝ H Ri

⎞
⎟⎟
⎠

(4.1)

The ITD and IID cues for each region were averaged. Additionally, the ITD variance for
each region was calculated. The information was then tabulated in a manner described
by Table 4.
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Elevation # of Measurements Azimuth Increment º
-40
-30
-20
-10
0
10
20
30
40
50
60
70
80
90

56
60
72
72
72
72
72
60
56
45
36
24
12
1

6.43
6.00
5.00
5.00
5.00
5.00
5300
6.00
6.43
8.00
10.00
15.00
30.00
x.xx

Table 2: HRTF Database Measurements

Elevation # of Sub-regions Azimuth Increment º
Between Region Centers
-30
7
12
0
9
10
30
7
12
60
4
20
Table 3: HRTF Grouping for Statistical Classes

Region #: K

Elevation ∠ : φ
ITD mean: ITDµK
IID mean: IIDµK 1

Table 4: Organization of Class Statistics
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Azimuth ∠ : θ
ITD variance: ITDσK
…

IIDµK N

Figure 4.3: Localization Plane "Triangle"

4.3b Impulse Response Localization Model

Given a measured pair of impulses responses, the sound localizer functions by
identifying the region which maximizes a pair of discriminant functions for ITD
observation x and IID observation x. Evaluation of the discriminant functions for the
separate regions is accomplished by choosing the corresponding ITD and IID cue
statistics which are read from a stored array similar to Table 4. In order to avoid
extraneous calculations, the result from maximizing the first discriminant function serves
as a priori information for the second function. In this way, the search is narrowed. ITD
is the least ambiguous cue, since it is a scalar value which directly corresponds to
azimuth. Therefore, the azimuth θ which represents the region i which maximizes (4.2)
is used to restrict the regions evaluated by (4.3) to obtain elevation φ :
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1
θ az = arg max
e
θi
σ i 2π

− ( x −ui ) 2
2σ 2

(4.2)

[θ az , φ el ] = arg max− (x − u i )(x − u i ) T .
θj ,φi

(4.3)

The link between ITD and azimuth is strong. The regions are grouped by only four
distinct elevations ( φ ∈ [−30,0,30,60] ). However, the azimuthal centers of the regions
between elevations, though similar, rarely match exactly. Therefore, the azimuth which
maximizes (4.2) must be approximated. This is accomplished by choosing the azimuths
which represent the top four results of the region evaluation by (4.2). All regions which
correspond to those azimuths are then evaluated by (4.3). The region which maximizes
(4.3) is then chosen as the final localization.
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5. Results and Analysis
As stated in Section 4.3, there are several ways in which one can asses the quality of the
recursive Inter-Positional Transfer Function pairs generated by the Genetic
Algorithm/Adaptive filter.

The generated filters can be compared directly with the

desired filters. However, of greater interest is the quality of the corresponding filtered
outputs and their validity regarding sound localization. Additionally, the application of
filters, designed using the minimum phase inverse, to the original non-minimum phase
signal allows for the assessment of the validity of using such filters (originally tested for
headphone use) for the alteration of loudspeaker localization. The above cases can be
investigated by graphical comparison of impulse responses, magnitude and phase
frequency responses, and correlograms. However, it is also important to investigate the
results from a psychological perspective. This can be done most directly through human
listening. Though this is a useful measure, it is subjective to the listener, and results are
likely to vary from individual to individual. Thus, the use of the designed stochastic
sound localizer provides for an objective metric measure, based on the extracted cues.
5.1 Sound Localizer Performance

The performance of the sound localizer was evaluated by determining its ability to
correctly classify the impulse responses of a measured HRTF pair as belonging to one of
the 27 regions described in Table 3.

Since the system currently exists only as a

simulation, the list of 164 measured HRTF pairs used to evaluate the performance
consisted of the training data, that is, the HRTF pairs which were grouped to form the
regions. Proper classification was determined by closeness of azimuth and elevation to a

69

region center. In some cases, an HRTF pair was equally spaced between two regions.
Therefore, classification to either region was considered correct.
After classifying all the data, the localizer was found to be 80% correct. Although
not terrible, this leaves much improvement to be desired. The mismatches, displayed in
Table 5, provide some insight into the error.

Incorrect classifications for HRTF’s

belonging to regions centered at 60° of elevation account for approximately 30% of the
erroneous results.

Additionally, about 35% of the mismatches are from HRTF’s

measured at 70°+ of azimuth.

Several of these, however, were mis-localized to

azimuthally neighboring regions. Only those that were measured at higher elevations
demonstrated a grossly inaccurate localization. When looking at Figure 4.3, this seems
reasonable regarding elevation, since the regions at higher elevations are spatially closer
together, despite their angular separation. As the elevation of a measured pair of HRTF’s
approaches 90°, the localization “triangle” approaches a point. Not only are regions at
higher elevations closer together, but are also nearer to the median plane. These factors
result in ambiguity of the localization cues, as the regions become statistically vague.
Therefore, error is predicted to worsen as a measured HRTF pair’s elevation nears 90°.
Errors involving inaccurate azimuth localizations demonstrate the sensitivity of the
classifier to poor ITD statistical modeling.
About 38% of the error is resultant from localization to a region which
azimuthally neighbors the correct region and is defined by the same elevation (excluding
regions at 60° of elevation due to matters discussed previously). Judging such errors to
be functionally reasonable, the “accuracy” is increased to almost 88%. This particular
error occurs most often with HRTF’s belonging to regions with an elevation of 30°. It is
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interesting to note that only 15% of the erroneous localizations occurred from HRTF’s
measured from the same elevation as their assigned region.

Furthermore, it is

encouraging to see that that only two of the 27 HRTF’s whose measured azimuth and
elevation are directly representative of the centers of their assigned regions have been
misclassified. Since such HRTF’s are designated as localization targets when designing
the IPTF’s, this fact validates the functionality of the localizer for the purposes of this
research.
It is interesting to note that localization based on IID cues from the summed
correlogram content greatly outperformed localization based on summed cochleagram
content.

This fact, however, could be a result of the Hanning windowing used in

Slaney’s correlogram implementation [33].
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Incorrect
Localized
Localization
HRTF’s
'elev. -30' 'azm.24'
'H-10e025a.wav'
'elev. 0'
'azm.60'
'H-10e075a.wav'
'elev. 0'
'azm.70'
'H-10e080a.wav'
'elev. 0'
'azm.70'
'H-10e085a.wav'
'elev. -30' 'azm.48'
'H-20e040a.wav'
'elev. -30' 'azm.24'
'H-20e050a.wav'
'elev. 30'
'azm.12'
'H-30e012a.wav'
'elev. 0'
'azm.20'
'H-30e048a.wav'
'elev. -30' 'azm.24'
'H0e025a.wav'
'elev. 30'
'azm.24'
'H10e025a.wav'
'elev. 30'
'azm.72'
'H10e050a.wav'
'elev. 30'
'azm.60'
'H10e060a.wav'
'elev. 0'
'azm.80'
'H10e070a.wav'
'elev. 30'
'azm.84'
'H10e075a.wav'
'elev. 30'
'azm.48'
'H20e040a.wav'
'elev. 30'
'azm.12'
'H40e019a.wav'
'elev. 30'
'azm.24'
'H40e032a.wav'
'elev. 60'
'azm.60'
'H40e039a.wav'
'elev. 30'
'azm.60'
'H40e064a.wav'
'elev. 30'
'azm.72'
'H40e084a.wav'
'elev. 30'
'azm.72'
'H40e090a.wav'
'elev. 60'
'azm.60'
'H50e040a.wav'
'elev. 30'
'azm.48'
'H50e048a.wav'
'elev. 60'
'azm.80'
'H50e056a.wav'
'elev. 60'
'azm.80'
'H50e064a.wav'
'elev. 30'
'azm.48'
'H50e072a.wav'
'elev. 30'
'azm.48'
'H50e080a.wav'
'elev. 30'
'azm.48'
'H50e088a.wav'
'elev. 30'
'azm.36'
'H60e080a.wav'
'elev. 30'
'azm.36'
'H60e090a.wav'
'elev. -30' 'azm.12'
'H70e045a.wav'
'elev. -30' 'azm.24'
'H70e075a.wav'
'elev. 60'
'azm.40'
'H70e090a.wav'
Table 5: Erroneous Localizations

Desired
Localization
'elev. 0'
'azm.20'
'elev. 0'
'azm.70'
'elev. 0'
'azm.80'
'elev. 0'
'azm.80'
'elev. -30' 'azm.36'
'elev. -30' 'azm.48'
'elev. -30' 'azm.12'
'elev. -30' 'azm.48'
'elev. 0'
'azm.20'
'elev. 0'
'azm.24'
'elev. 0'
'azm.50'
'elev. 0'
'azm.60'
'elev. 0'
'azm.70'
'elev. 0'
'azm.70'
'elev. 30'
'azm.36'
'elev. 30'
'azm.24'
'elev. 30'
'azm.36'
'elev. 30'
'azm.36'
'elev. 30'
'azm.72'
'elev. 30'
'azm.84'
'elev. 30'
'azm.84'
'elev. 60'
'azm.40'
'elev. 60'
'azm.40'
'elev. 60'
'azm.60'
'elev. 60'
'azm.60'
'elev. 60'
'azm.80'
'elev. 60'
'azm.80'
'elev. 60'
'azm.80'
'elev. 60'
'azm.80'
'elev. 60'
'azm.80'
'elev. 60'
'azm.40'
'elev. 60'
'azm.80'
'elev. 60'
'azm.80'

Alternate
'elev. 0'
'elev. 0'

'azm.30'
'azm.80'

'elev. 0'

'azm.90'

'elev. 0'
'elev. 0'

'azm.30'
'azm.30'

'elev. 0'

'azm.80'

5.2 Evaluation Methods for Recursive Filter Design

The system simulations for the recursive modelling of FIR IPTF’s via a genetic algorithm
follows the system description flowchart given in Figure 17. The functionality of the
genetic algorithm alone is demonstrated by a convergence curve. Such a curve represents
how well the GA converges towards a solution with optimal fitness (i.e. a value of 1). Of
course, this corresponds to how well the GA models the desired IPTF. The IPTF’s are
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modeled from the minimum-phase reconstructions of HRTF pairs representing the
centers of initial and destination regions. A number of comparisons are made in order to
evaluate the results. The most obvious observation is to compare the impulse responses
of the designed filter with that of the desired filter. A close match implies good design.
However, this criterion alone does not assess the performance of the solution regarding
localization. Fortunately, much analysis can be performed on the filtered output towards
this purpose.
First of all, the initial HRTF is filtered with the designed recursive IPTF. The
initial HRTF is left in non-minimum phase form in order to represent a free-field
response (as opposed to headphone use as per Kistler et al.) [20]. For each channel, the
impulse responses between the desired non-minimum phase HRTF and the filtered output
is compared. Even though the modeled IPTF was designed from non-minimum phase
reconstructions, comparison with the non-minimum phase representation validates the
use of the system for free-field application.

Obviously, it is expected that even a

perfectly modeled IPTF will not exactly match the desired response. Since the output is
obtained by applying the recursive filter to the non-minimum phase initial HRTF,
however, it is hopeful that the actual response will be relatively similar. Of more
importance, is the comparison between frequency magnitude responses, since these are
primarily responsible for IID cues. Regardless of the phase of the filters and transfer
functions, the outputs in this regard should be the same. Any differences, therefore,
directly relate to the IIR modeling of the FIR functions. The phase response, for the
scope of this research, is of little interest; large disparities, however, could possible
confuse ITD measurement.
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Since ITD is accounted for in the system by direct injection of delay, the altering
of IID over the various frequencies is of chief concern regarding analysis. Therefore,
correlogram analysis represents a good measure of functionality. This can be done
separately or jointly on each channel. Since the IIDs are formed from summing the
impulse response correlograms over time shift for each frequency band, the joint analysis
is solely represented by the localizer output for each result. The final criterion for
localization assessment of the results is an actual sound test. This is conducted via
headphones. This bypasses the natural HRTF pair inherent to the listener’s anatomy. In
this way, the non-minimum phase HRTF’s used in the simulation act as the listener’s
free-field response. Since the HRTF’s used in this research were obtained from a generic
KEMAR dummy, localization accuracy is subject to the listener. However, a relative
correlation between desired and actual perception is sufficient. Though this setup is not
ideal, it serves the purposes required for simulation. Figure 5.1 details the setup [4].
5.3 Recursive Filter Results

For each generated IPTF pair, the results are presented in the charts below. For each
channel, the GA convergence curves are displayed. As far as filter functionality, the
impulse responses between the filtered and desired outputs are compared, along with
frequency magnitude and phase responses. The correlograms of the initial, filtered, and
desired responses are presented, as well as the time-shift summed frequency content
vectors used to establish IID cues. The impulse responses and correlgrams for a section
of the voice sample used for the actual audio test, filtered separately with the IPTF/HRTF
convolution and the desired FIR filter, are also shown.
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5.3a Simulation Settings

The GA was run between 300 and 400 iterations for all results. In each case, a
21-order (43 coefficients) recursive lattice filter implementation was used. The GAOT
non-uniform mutation was applied to all coefficients of children populations.

The

probability “shape” parameter was set to a value of 3. Uniform crossover was used with
a 0.5 crossover probability. The power of the white noise fed into the adaptive filter was
set at one. The adaptive filter was run between 1950 and 2000 iterations, terminating in
between if the instantaneous squared error fell below a threshold of 0.01. The unit step
size for adaptation was 0.00008.
A total of 9 IPTF pairs were generated from three source localizations to three
target localizations each. These scenarios tested the ability of the filtering system to alter
elevation and azimuth. No scenario, however, tested the alteration of azimuth-only
localization, since this can commonly be achieved by inserting delay. Both short range
and long range situations were tested. The ability of the system to increase and decrease
angles of elevation and azimuth was tested. Table 6 describes the tested cases.

Source Localization

Target Localization

Elevation(°) Azimuth(°)

Elevation(°) Azimuth(°) Test #

0
-30
24
30
30
60
30
24
60
-30
0
60
60
-30
-30
Table 6: IPTF Design Test Scenarios
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30
36
60
40
60
72
80
60
12

1
2
3
4
5
6
7
8
9

Figure 5.1: Headphone Playback of Free-field Response (Courtesy of [4])

Figure 5.2: IPTF Test Scenarios for GA
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5.3b Simulation Results

Figure 5.3: Test #1 GA Convergence Curves

Figure 5.4: Test #1 Time and Frequency Domain Comparison, Left Channel
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Figure 5.5: Test #1 Filter Impulse Response Comparison, Left Channel

Figure 5.6: Test #1 Correlogram Comparison, Left Channel
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Figure 5.7: Test #1 Correlogram Frequency Band Content, Left Channel

Figure 5.8: Test #1 Time and Frequency Domain Comparison, Right Channel
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Figure 5.9: Test #1 Filter Impulse Response Comparison, Right Channel

Figure 5.10: Test #1 Correlogram Comparison, Right Channel
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Figure 5.11: Test #1 Correlogram Frequency Band Content, Right Channel

Figure 5.12: Test #1 Filtered Vocal Sample Impulse Response Comparisons

81

Figure 5.13: Test #1 Filtered Vocal Sample Correlograms, Left Channel

Figure 5.14: Test #1 Filtered Vocal Sample Correlograms, Right Channel
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Figure 5.15: Test #1 Filt. Sample Correlograms Freq. Content, Left Channel

Figure 5.16: Test #1 Filt. Sample Correlograms Freq. Content, Right Channel
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Test scenario 1 applies the GA based system to alter the localization from an
elevation of -30° with azimuth of 24° to an elevation of 0° and an azimuth of 30°. This
changes the spatial localization position from the bottom end of the localization
“triangle” near the median plane to a position that is closer to the center of the
localization plane, though still near the median.

Essentially the change is mostly

elevational.
The left channel convergence curve (Figure 5.3) shows a steady incline which
rounds off nicely to towards a fitness value of 0.9982. The right channel curve exhibits
dramatic shelving for the first few hundred generations. This implies that the search for
appropriate coefficients was more difficult to find, since successive populations had
trouble triumphing over past best solutions. It could also imply that a more appropriate
adaptive step size could be chosen. This simulation run clearly benefited from the extra
hundred generations as a more natural curve is seen over this interval, rounding off with
an MSE value of 0.995.
Analysis of the IPTF-filtered left channel non-minimum phase initial HRTF, in
comparison with the desired HRTF, exhibits good results (Figure 5.4). The impulse
responses are remarkably close, despite convolution with the minimum-phase IPTF. As
expected, the magnitude frequency responses match quite well. The phase responses are
also closely linked, implying that the desired group delay is essentially unaltered.
Figure 5.5 demonstrates the power of the GA by exhibiting a close impulse response

match between the designed IIR and desired FIR filters.

Examination of the

correlograms in Figure 5.6 shows a brightening of the image between frequency bands
20 and 30. This implies a frequency boost in the higher frequencies. Examination of
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Figure 5.7 shows this boost to occur around 10.5 khz (it should be noted that the center

frequencies in the correlograms decrease logarithmically from the top to the bottom).
This figure also indicates an improvement in MSE of 2.417.11e-4, an 80% improvement.
Investigation of the same set of criteria for the right channel also yields
encouraging results (Figure 5.8). The impulse response of the filtered HRTF, in this
case, looks slightly noisier. Since the noise is persistent throughout the response, it
would seem doubtful that this is an artifact of the minimum-phase filter, and more likely
due to a poorer recursive model of the desired FIR response. The magnitude response,
which is not as smooth, supports this theory (as does the convergence curve). However,
examination of the filter impulse responses (Figure 5.9) reveals a good deal of similarity
between the two filters. Instead, the culprit is most likely a combination of the difference
in phase between the two filters and the high frequency magnitude discrepancies near 20
khz. The correlogram content (Figures 10, 11) indicates a smoothing of information
between 6 khz and 15 khz. The filtered HRTF pair was properly localized by the
classifier.
Comparison between a pre-filtered audio test sample convolved with the initial
HRTF against convolution between the raw audio and the desired HRTF demonstrates
strong agreement. The impulse responses (Figure 5.12) closely match. Correlograms of
both channels show great improvement (Figures 5.13, 5.14). The filtered and desired
images almost appear identical while the initial image (representing convolution of the
raw audio data with the initial HRTF) is clearly distinguishable. The left channel,
however, clearly outperformed the right channel, which is visible in the
frequency-content projections (Figures 5.15, 5.16).
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Figure 5.17: Test #2 GA Convergence Curves

Figure 5.18: Test #2 Time and Frequency Domain Comparison, Left Channel
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Figure 5.19: Test #2 Filter Impulse Response Comparison, Left Channel

Figure 5.20: Test #2 Correlogram Comparison, Left Channel
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Figure 5.21: Test #2 Correlogram Frequency Band Content, Left Channel

Figure 5.22: Test #2 Time and Frequency Domain Comparison, Right Channel
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Figure 5.23: Test #2 Filter Impulse Response Comparison, Right Channel

Figure 5.24: Test #2 Correlogram Comparison, Right Channel
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Figure 5.25: Test #2 Correlogram Frequency Band Content, Right Channel

Figure 5.26: Test #2 Filtered Vocal Sample Impulse Response Comparisons
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Figure 5.27: Test #2 Filtered Vocal Sample Correlograms, Left Channel

Figure 5.28: Test #2 Filtered Vocal Sample Correlograms, Right Channel
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Figure 5.29: Test #2 Filt. Sample Correlograms Freq. Content, Left Channel

Figure 5.30: Test #2 Filt. Sample Correlograms Freq. Content, Right Channel
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Test scenario 2 investigates application of the GA based system to change the
localization from an elevation of -30° with azimuth 42° to an elevation of 30° and an
azimuth of 36°. This changes the spatial localization position from the bottom end of the
localization “triangle” near the median plane to one that is closer to the tip while
remaining near the median. This change is merely a further extension of that in Test 1.
Both convergence curves (Figure 5.17) display a steady incline, though the left
channel appears to flatten at the end around 300 generations. Both curves could most
likely benefit from additional generations, yet their end fitness values seem reasonable,
based on the results of Test 1.
As in Test 1, Figure 5.18 shows strong performance of the left channel recursive
IPTF, as the filtered HRTF closely matches the desired output in terms of impulse and
frequency response. The standalone filter impulse responses are in good agreement
(Figure 5.19). The correlogram displays (Figures 5.20, 5.21) show the reduction of a
prominent peak around 12 khz (around frequency band 19 in the correlogram images).
The lower frequency information is also more closely matched.
Though the right channel filtered impulse response seems to reasonably follow
the desired response (Figure 5.22), the magnitude and phase responses indicate room for
improvement. This is supported by the direct filter impulse response comparison (Figure
5.23), which shows noticeable discrepancy after 0.7 ms.

Observation of the full

correlograms (Figure 5.24) does not disambiguate the validity of the results.

The

frequency projection (Figure 5.25), however, shows the reduction of a peak around
8 khz. A peak centered near 14 khz appears to be skewed and shifted towards 16khz.
MSE is only improved by about 14%. The filter is less than ideal. Nevertheless, the
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filtered HRTF pair was properly localized. Clearly, the left channel IPTF was able to
account for a majority of the necessary IID cues. As evidenced from this test and Test 1,
the design of an IPTF to increase the right channel elevation from this initial localization
is inherently more difficult than for the left channel.
Comparison of the pre-processed audio sample with the desired response
(Figure 5.26) seems to show a closer match between the left channel samples than with
the right.

The left channel correlograms (Figure 5.27), as in Test 1, show strong

performance. The right channel images (Figure 5.28) make the filter correction more
obvious than in the previous analysis. A prominent dark streak is clearly brightened in
accordance with the desired image. The frequency plot (Fig. 5.29) shows this trough to
be centered near 6 khz. This time, the MSE is improved by about 42%.
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Figure 5.31: Test #3 GA Convergence Curves

Figure 5.32: Test #3 Time and Frequency Domain Comparison, Left Channel
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Figure 5.33: Test #3 Filter Impulse Response Comparison, Left Channel

Figure 5.34: Test #3 Correlogram Frequency Band Content, Left Channel

96

Figure 5.35: Test #3 Correlogram Frequency Band Content, Left Channel

Figure 5.36: Test #3 Time and Frequency Domain Comparison, Right Channel
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Figure 5.37: Test #3 Filter Impulse Response Comparison, Right Channel

Figure 5.38: Test #3 Correlogram Comparison, Right Channel
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Figure 5.39: Test #3 Correlogram Frequency Band Content, Right Channel

Figure 5.40: Test #3 Filtered Vocal Sample Impulse Response Comparisons
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Figure 5.41: Test #3 Filtered Vocal Sample Correlograms, Left Channel

Figure 5.42: Test #3 Filtered Vocal Sample Correlograms, Right Channel
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Figure 5.43: Test #3 Filt. Sample Correlograms Freq. Content, Left Channel

Figure 5.44: Test #3 Filt. Sample Correlograms Freq. Content, Right Channel
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Test scenario 3 tests the ability of the GA based system to change the localization
from an elevation of -30° with azimuth 42° to an elevation of 30° and an azimuth of 60°.
This change in localization azimuthally mirrors that of Test 2 about the center of the
localization plane. This time, the azimuth varies much greater than in the previous tests
for this initial localization.
Once again, the left channel convergence curve (Figure 5.31) is relatively smooth
and reaches a final value of 0.9995. The right channel curve has a rocky start, but rounds
off quite nicely to 0.9974, which is significantly higher than in previous tests. Starting
from this localization, it seems that a higher number of GA generations (i.e. 400) is
beneficial to right channel filter design.
The modeled and desired left channel filtered HRTF results (Figure 5.32) are
closely aligned. Though the compared filter impulse responses (Figure 5.33) seem to
vary after 0.7 ms, apparently the differences are insignificant. The correlogram images
(Figure 5.34) show great similarity between evolved and desired results. The filter
correction is evident in the frequency content plots (Fig. 5.35), which display an 84%
improvement.
As suggested by the higher final fitness value, the evolved right channel IPTF
performs much better in this test than previously. The filter and output response plots are
very similar (Figures 5.36, 5.37). Only a slight phase variation is noticeable. The
correlograms (Figure 5.38) do not make the performance obvious. However, this is
clarified by the frequency content plots (Figure 5.39). An improvement of almost 50% is
achieved, which is much greater than the same criterion for Test 2. The filtered HRTF
pair was correctly localized.
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When examining the audio test sample impulse responses, the left channel results
are seen to clearly match (Figure 5.40). The right channel results are more difficult to
interpret, due to the presence of high frequency content. As opposed to Tests 1 and 2, the
correlograms for both channels (Figures 5.41, 5.42) show a close image match when
comparing the processed and desired results. The images corresponding to the initial
localization remain clearly distinguishable from these results. The frequency content
projections (Figures 5.42, 5.43) both display remarkable filtering. In this instance, the
right channel MSE was improved by 56%.
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Figure 5.45: Test #4 GA Convergence Curves

Figure 5.46: Test #4 Time and Frequency Domain Comparison, Left Channel
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Figure 5.47: Test #4 Filter Impulse Response Comparison, Left Channel

Figure 5.48: Test #4 Correlogram Comparison, Left Channel
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Figure 5.49: Test #4 Correlogram Frequency Band Content, Left Channel

Figure 5.50: Test #4 Time and Frequency Domain Comparison, Right Channel
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Figure 5.51: Test #4 Filter Impulse Response Comparison, Right Channel

Figure 5.52: Test #4 Correlogram Comparison, Right Channel

107

Figure 5.53: Test #4 Correlogram Frequency Band Content, Right Channel

Figure 5.54: Test #4 Filtered Vocal Sample Impulse Response Comparisons
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Figure 5.55: Test #4 Filtered Vocal Sample Correlograms, Left Channel

Figure 5.56: Test #4 Filtered Vocal Sample Correlograms, Right Channel
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Figure 5.57: Test #4 Filt. Sample Correlograms Freq. Content, Left Channel

Figure 5.58 Test #4 Filt. Sample Correlograms Freq. Content, Right Channel
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Test scenario 4 seeks to alter the localization from an elevation of 30° and an
azimuth of 24° to an elevation of 60° and an azimuth of 40°. This is the first test case for
this initial localization. Additionally, it elevationally mirrors the source location for the
previous three cases within the localization plane. The localization change in this test
scenario increases localization in both angular directions and pushes towards the center of
the localization “triangle,” somewhat near the tip.
Shelving is evident in the convergence curves for both channels (Figure 5.45).
Nevertheless, within 300 generations, both curves approach respectable MSE values,
both being above 0.9990. The left channel filtered HRTF responses (Figure 5.46) show
strong agreement, though for the first time in this test series, some left channel phase
variation is shown. The evolved filter impulse response, however, closely matches the
desired response. The correlogram images (Figure 5.47) demonstrate expected results.
The frequency content plots (Figure 5.48) indicate that little improvement was actually
necessary.
Regarding impulse and frequency response comparisons, Figures 5.50 and 5.51
demonstrate the right channel IPTF to be a strong performer. This is evidenced by the
correlogram image and frequency plots (Figures 5.52 and 5.53) which exhibit wide-band
cue correction between bands 40 and 70 (approx. 8 khz and 18 khz) by eliminating a
trough and suppressing higher frequency data. The resultant HRTF pair was correctly
localized.
In this instance, the filtered audio sample impulse responses (Figure 5.54) closely
resemble the ideal results.

The left channel correlogram (Figure 5.55) shows the

appropriate suppression of frequency content between 6 khz and 10 khz. The right
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channel images (Figure 5.56) show good correction, though they seem to indicate little
need for improvement from the initial image. The frequency content plots (Figures 5.57,
5.58) support these observations. Both plots display minimal error in the final results.
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Figure 5.59: Test #5 GA Convergence Curves

Figure 5.60: Test #5 Time and Frequency Domain Comparison, Left Channel
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Figure 5.61: Test #5 Filter Impulse Response Comparison, Left Channel

Figure 5.62: Test #5 Correlogram Comparison, Left Channel
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Figure 5.63: Test #5 Correlogram Frequency Band Content, Left Channel

Figure 5.64: Test #5 Time and Frequency Domain Comparison, Right Channel
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Figure 5.65: Test #5 Filter Impulse Response Comparison, Right Channel

Figure 5.66: Test #5 Correlogram Comparison, Right Channel
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Figure 5.67: Test #5 Correlogram Frequency Band Content, Right Channel

Figure 5.68: Test #5 Filtered Vocal Sample Impulse Response Comparisons
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Figure 5.69: Test #5 Filtered Vocal Sample Correlograms, Left Channel

Figure 5.70: Test #5 Filtered Vocal Sample Correlograms, Right Channel
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Figure 5.71: Test #5 Filt. Sample Correlograms Freq. Content, Left Channel

Figure 5.72: Test #5 Filt. Sample Correlograms Freq. Content, Right Channel
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Test scenario 5 seeks to design a recursive IPTF pair to alter the localization from
an elevation of 30° and an azimuth of 24° to an elevation of 60° and an azimuth of 60°.
This localization change azimuthally shifts that of the previous test scenario towards the
extreme end of the localization plane.
After 400 generations, the left convergence curve seems to be approaching an
optimal value, though the slope of the right curve appears that it is just starting to
converge (Figure 5.59). Once again it seems as though the right channel filter evolution
could benefit from a greater number of generations. Nevertheless, its final fitness value
of 0.9977 is near that of the previous test scenario which exhibited suitable results. The
left channel filtered HRTF results (Figure 5.60) behave similarly to those in Test 4, in
which case the only disparity worth noting is a slight variation in phase slope. The filter
impulse response closely resembles the desired response (Figure 5.61). This scenario
presents the first instance in the test series in which the left channel correlograms
between the filtered and desired results are easily visibly distinguishable (Figure 5.62).
Figure 5.63 shows this to be the result of high frequency content above 12 khz.

Nevertheless, the differences are not damaging with a final MSE of 1.861e-5.
The corresponding right channel results mirror those of the left channel
(Figures 5.64 to 5.66): filter responses are very similar with the exception of a slight
phase disparity, and the filtered and desired correlogram images are visually
distinguishable.

The frequency content plot (Figure 5.67) seems to indicate poor

performance as MSE is only improved by 1.6%. However, the initial error is of an order
of magnitude of 10^-5 which is quite low for an initial comparison, implying that little
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right channel alteration is necessary to achieve desired localization. Consequentially, the
processed HRTF pair was correctly localized by the statistical localizer.
Figure 5.68 shows strong accordance for both channels between the processed

and desired auto sample impulse responses. The corresponding left channel correlogram
images and frequency content plots (Figures 5.69, 5.71) show good correction from the
evolved IPTF. The right channel correlogram image (Figure 5.70) almost appears to
indicate overcorrection, as the overall brightness of the image is reduced. The frequency
content projection (Figure 5.72), however, shows that the final result is indeed a closer
match than the original to the desired result. In this case, MSE is improved by 60%,
which is much larger than the standalone filtered HRTF example, most likely due to the
frequency content inherent in the audio sample.
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Figure 5.73: Test #6 GA Convergence Curves

Figure 5.74: Test #6 Time and Frequency Domain Comparison, Left Channel
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Figure 5.75: Test #6 Filter Impulse Response Comparison, Left Channel

Figure 5.76: Test #6 Correlogram Comparison, Left Channel
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Figure 5.77: Test #6 Correlogram Frequency Band Content, Left Channel

Figure 5.78: Test #6 Time and Frequency Domain Comparison, Right Channel
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Figure 5.79: Test #6 Filter Impulse Response Comparison, Right Channel

Figure 5.80: Test #6 Correlogram Comparison, Right Channel
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Figure 5.81: Test #6 Correlogram Frequency Band Content, Right Channel

Figure 5.82: Test #6 Filtered Vocal Sample Impulse Response Comparisons
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Figure 5.83: Test #6 Filtered Vocal Sample Correlograms, Left Channel

Figure 5.84: Test #6 Filtered Vocal Sample Correlograms, Right Channel
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Figure 5.85: Test #6 Filt. Sample Correlograms Freq. Content, Left Channel

Figure 5.86: Test #6 Filt. Sample Correlograms Freq. Content, Right Channel
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Test scenario 6 seeks to design a recursive IPTF pair to alter the localization from
an elevation of 30° and an azimuth of 24° to an elevation of -30° and an azimuth of 72°.
This localization change represents the largest change in both angular directions for all
scenarios starting from this initial localization, as it drastically shifts towards the extreme
bottom corner of the localization “triangle”.

Additionally, it is the only test case

representing a decrease in elevation for this starting point.
The shapes of the convergence curves (Figure 73) seem to imply an approach
towards an optimal value. However, the shelving in the right channel case could possibly
suggest that more generations are needed for a proper right channel solution. Its final
fitness value (0.9944) is certainly less than ideal by the experimental standards
established by the previous test cases. The left channel value is almost perfect (0.9999).
The left channel filtered responses (Figure 5.74) are generally good, suffering
only at very high frequencies where the desired envelope is more turbulent. A minor
phase difference is also present. The evolved and designed filter impulse responses are
very similar (Figure 5.75). It is difficult to distinguish their correlogram images, though
the unfiltered image is easily separated (Figure 5.76). The frequency content plots (Fig.
5.77), however, indicate poor spectral resolution between the intervals of 4-7 khz and 12-

16khz. Nevertheless, the MSE is significantly improved.
Despite the seemingly poor right channel fitness value, the impulse and frequency
response comparisons are surprisingly good (Figures 5.78, 5.79). The correlogram and
frequency plots comparisons support these observations (Figures 5.80 and5.81). MSE is
remarkably improved by 68%. The filtered HRTF pair was correctly localized by the ML
classifier.
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When observing the filtered audio sample impulse response comparisons, the left
channel result clearly tracks the desired response (Figure 5.82). It is difficult to make
this observation with the right channel, due to the high-frequency content; however, it
appears to do reasonably well. Both correlogram sets demonstrate good filter design
(Figs. 5.83 and 5.84), though the right channel improvement seems more subtle. The
frequency content plots (Figs. 5.84 and 5.85) verify this observation. The subtlety of the
right channel improvement is seen to be due to the small difference between the desired
and uncorrected results. This is further exemplified by the meager change in MSE.
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Figure 5.87: Test #7 GA Convergence Curves

Figure 5.88: Test #7 Time and Frequency Domain Comparison, Left Channel
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Figure 5.89: Test #7 Filter Impulse Response Comparison, Left Channel

Figure 5.90: Test #7 Correlogram Comparison, Left Channel
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Figure 5.91 Test #7 Correlogram Frequency Band Content, Left Channel

Figure 5.92 Test #7 Time and Frequency Domain Comparison, Right Channel
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Figure 5.93: Test #7 Filter Impulse Response Comparison, Right Channel

Figure 5.94: Test #7 Correlogram Comparison, Right Channel
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Figure 5.95: Test #7 Correlogram Frequency Band Content, Right Channel

Figure 5.96: Test #7 Filtered Vocal Sample Impulse Response Comparisons
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Figure 5.97: Test #7 Filtered Vocal Sample Correlograms, Left Channel

Figure 5.98: Test #7 Filtered Vocal Sample Correlograms, Right Channel
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Figure 5.99: Test #7 Filt. Sample Correlograms Freq. Content, Left Channel

Figure 5.100: Test #7 Filt. Sample Correlograms Freq. Content, Right Channel
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Test scenario 7 seeks to use the GA system to alter the localization from an
elevation of 60° and an azimuth of 60° to an elevation of 0° and an azimuth of 80°. This
localization change represents a significant decrease in elevation and a moderate azimuth
change, as the localization is kept in the same lateral half of the localization plane. Also,
this test case is the first in the series to begin with this initially high localization.
The convergence curves, as seen in Figure 5.86, seem to both arrive at near
optimal values. Both of these values, 0.9999 and 0.9994 for left and right channels
respectively, are considerably high and indicate good filter design. The filtered left
channel output performs reasonably well in terms of impulse and frequency response
(Figure 5.87). Though the impulse response is not perfect, the magnitude response
tracks the desired result very well over its varying shape. Only some disruptions at very
high frequencies are present. A seemingly consistent phase disparity is also seen. The
filter impulse response closely matches the desired FIR response, though some minor
variation occurs after 1 ms, after which most of the energy in the minimum phase system
has already been accounted (Figure 5.89). The correlogram images (Figure 5.90) show
stark improvement after filtering. This improvement, though not as starkly, is also
displayed in the frequency content plot comparisons (Figure 5.91).
The right channel IPTF outperforms the left channel filter on all accounts. The
filtered output responses appear almost exact (Figure 5.92) as do the direct filter impulse
response comparisons (Figure 5.93). Noticeably absent, is the phase disparity seen in
several previous test cases. Comparing this result with those of the left channel IPTF’s of
Tests 1-3 indicates that close phase matching ensures result quality. The correlogram and
corresponding frequency content support this observation of good performance
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(Figures 5.94, 5.95). The correlogram frequency content MSE is improved by 84%. The
filtered HRTF pair was correctly localized by the ML classifier.
In Figure 5.96, the processed and desired left channel audio sample outputs are
very close, as verified by the correlograms (Figure 5.97). Once again high frequency
content in the right channel makes this observation difficult. The correlograms ensure
proper filtering (Figure 5.98).

The frequency content plots display near perfect

correction results (Figures 5.99 and 5.100) over a wide frequency range.
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Figure 5.101: Test #8 GA Convergence Curves

Figure 5.102: Test #8 Time and Frequency Domain Comparison, Left Channel
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Figure 5.103: Test #8 Filter Impulse Response Comparison, Left Channel

Figure 5.104: Test #8 Correlogram Comparison, Left Channel
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Figure 5.105: Test #8 Correlogram Frequency Band Content, Left Channel

Figure 5.106: Test #8 Time and Frequency Domain Comparison, Right Channel
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Figure 5.107: Test #8 Filter Impulse Response Comparison, Right Channel

Figure 5.108: Test #8 Correlogram Comparison, Right Channel
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Figure 5.109: Test #8 Correlogram Frequency Band Content, Right Channel

Figure 5.110: Test #8 Filtered Vocal Sample Impulse Response Comparisons
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Figure 5.111: Test #8 Filtered Vocal Sample Correlograms, Left Channel

Figure 5.112: Test #8 Filtered Vocal Sample Correlograms, Right Channel
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Figure 5.113: Test #8 Filt. Sample Correlograms Freq. Content, Left Channel

Figure 5.114: Test #8 Filt. Sample Correlograms Freq. Content, Right Channel
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Test scenario 8 attempts to use the GA system to alter the localization from an
elevation of 60° and an azimuth of 60° to an elevation of -30° and an azimuth of 60°.
This localization change is purely elevation and merely seeks to significantly drop the
elevation from an initially high source localization.
In this instance, both convergence curves easily settled at very high fitness values
(Figure 5.101). The left channel filtered HRTF output closely matches the desired
impulse and frequency responses, despite a slight phase difference (Figure 5.102). As
for comparison between the impulse responses of the evolved and desired filters (Figure
5.103), a noticeable difference occurs after about 1 ms, a phenomenon also noticed in

Tests 2 and 7. The correlogram images and frequency content plots exhibit strong cue
correction (Figures 5.104 and 5.105). All corresponding right channel analysis shows
similar behavior, though slightly stronger in all aspects (Figures 5.106, 5.107, 5.108,
5.109). This is most likely due to closer similarity between the unfiltered and desired

HRTF’s.

The filtered HRTF pair was correctly identified by the impulse response

localizer.
The filtered audio sample output comparison plots show close tracking between
the processed and desired results, even despite the noticed high frequency right channel
content (Figure 5.110).

The left channel correlograms (Figure 5.111) support the

observed filtering quality. The right channel correlograms in Figure 5.112 exhibit the
theorized similarity between the unfiltered and desired HRTF’s. The frequency content
plots for both channels display nearly perfect comparisons between the filtered and
desired results (Figures 5.113 and 5.114).
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Figure 5.115: Test #9 GA Convergence Curves

Figure 5.116: Test #9 Time and Frequency Domain Comparison, Left Channel
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Figure 5.117: Test #9 Filter Impulse Response Comparison, Left Channel

Figure 5.118: Test #9 Correlogram Comparison, Left Channel
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Figure 5.119: Test #9 Correlogram Frequency Band Content, Left Channel

Figure 5.120: Test #9 Time and Frequency Domain Comparison, Right Channel
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Figure 5.121: Test #9 Filter Impulse Response Comparison, Right Channel

Figure 5.122: Test #9 Correlogram Comparison, Right Channel
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Figure 5.123: Test #9 Correlogram Frequency Band Content, Right Channel

Figure 5.124: Test #9 Filtered Vocal Sample Impulse Response Comparisons
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Figure 5.125: Test #9 Filtered Vocal Sample Correlograms, Left Channel

Figure 5.126: Test #9 Filtered Vocal Sample Correlograms, Right Channel
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Figure 5.127: Test #9 Filt. Sample Correlograms Freq. Content, Left Channel

Figure 5.128: Test #9 Filt. Sample Correlograms Freq. Content, Right Channel
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Test scenario 9 attempts to use the GA system to alter the localization from an
elevation of 60° and an azimuth of 60° to an elevation of -30° and an azimuth of 12°.
This localization change represents a large decrease in both angular directions, moving
the source location from near the tip of the localization “triangle” towards the bottom
corner closest to the median plane. This is also the last test scenario in the series.
Both convergence curves seem to have achieved near optimal values (Figure
5.115) within 300 generations. The right channel value represents the highest achieved in

the test set. The left channel value also happens to be the lowest. However, at 0.9988, it
is still higher than several of the right channel values. Perhaps this “swap” is due to the
fact that the change in localization in this test case is somewhat of a reverse of previous
test cases.
The left channel filtered HRTF impulse response is reasonably close to the
desired result (Figure 5.116). The magnitude response is extremely optimal. However, a
slight phase difference is present. The filter impulse response is close to the desired
response (modeled by the GA), with the exception of some envelope variation between 1
and 1.5 ms (Figure 117). Though the filtered and desired correlograms (Figure 118) are
somewhat different, the filtered result is a far closer match than the unfiltered image. The
frequency content plot (Figure 119) substantiates this observation with an MSE
improvement of 83%. The same observations can be made about the right channel
comparisons (Figures 5.120, 5.121, 5.122, 5.123), though the phase disparity is slightly
greater. The frequency cue MSE improvement is only 76%, which is still quite high.
The filtered HRTF pair was properly localized according to the desired region.
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In Figure 5.124, it is clearly evident that the processed audio sample outputs for
both channels closely match the desired responses. Additionally, the correlogram sets for
both channels display strong and accurate correction (Figures 5.125, 5.126). This is also
shown in the plots of their frequency content (Figures 5.127, 5.128). In these plots, the
desired cues for both channels almost seem identical. This is due to the fact that the
target localization is very close to the median plane. At the median plane, the binaural
spectral cues are identical, and IID cues are therefore zero.
5.3c Results Summary

In all test cases, the HRTF pairs obtained by filtering the initial non-minimum
phase HRTF’s with the GA-designed IPTF’s were properly localized by the ML classifier
to the desired regions.

This occurred even when some monaural cue plots exhibit

seemingly poor performance. However, upon further investigation, it was found that if
the unfiltered MSE in such plots for a given channel (usually the right channel) was of an
order of 10-5, then the left channel correction by IPTF could bear the localizational load.
This concurs with the experimental results which showed that corrected MSE values for
both channels were typically found to be at this order of magnitude.
The impact of the adaptive filter is evident in the initially high starting point of
the convergence curves. The GA tended to find left channel solutions with a high fitness
value more quickly and easily than for the right channel. In all but one case, the final left
channel fitness values exceeded 0.9990. Even after an additional hundred generations,
right channel fitness values near 0.995 were not uncommon. Though such solutions
performed satisfactorily, they typically paled in comparison to their left channel
counterparts. This was particularly evident in attempted elevational increases from the
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bottom triangle corner near the median. Right channel solutions with fitness values near
0.997, however, faired much better. In cases where both channel fitness values were
relatively high (i.e. above 0.9990), right channel performance seemed much more
impressive. Evolved filters with left channel fitness values of 0.9999 did not seems to
perform as well as right channel IPTF’s with values near 0.9997. This implies a higher
sensitivity in the right channel filter design to the MSE fitness. In only one test case did
these roles seem to be reversed. This occurred in Test 9, in which instance the desired
localization change represented a more extreme reversal of the attempted change in Test
3. Additionally, poorer filter performance could be expected when a noticeable phase
slope disparity was observed in conjunction with high frequency magnitude disturbance.
Though some results outperformed others, desirable results were ultimately
achieved. Close magnitude response matches justified the application of the minimum
phase IPTF’s to the free-field non-minimum phase HRTF’s.

The correlogram

information obtained from the vocal audio tests demonstrated the validity of the approach
for practical application. Headphone tests, conducted by the author, showed strong
correlation between the filtered and desired localizations. In most cases, the perceived
results were indiscriminable. In cases where a slight difference was noticeable, the
general localization was still applicable to the desired spatial region.

A 21-ordered

recursive lattice filter was shown to be adequate for IPTF modeling. This provides a
coefficient reduction from 128 to 43, a reduction of over 60%. The performance of the
results indicates that further reduction may be possible, at least in certain cases.
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6. Conclusions and Discussions
The primary contribution of the research presented in this thesis is the genetic
algorithm recursive modeling of Inter-Positional Transfer Functions. Furthermore, the
functionality of these filters regarding the alteration of perceived source localizations of
non-minimum phase HRTF’s measured in the free-field was tested with psychoacoustic
cues and models.
6.1 GA Recursive FIR Modeling

The combined GA/adaptive filter approach was found to be effective at creating
recursive filters with impulse responses that were very similar to their FIR counterparts.
The strength of the system was demonstrated as consistency between result qualities was
observed and no unusable results were generated. Additionally, a correlation between
solution fitness values and performance was established. Such findings are impressive in
light of the wide variety of seemingly arbitrary filter shapes which were modeled.
Additionally, significant filter order reduction was accomplished.

This fact is

encouraging for implementation in a practical real world system, which served as the
impetus behind this research.
6.2 Evaluation of Filter Application

The IIR filters obtained from the system were successfully able to achieve the
desired localization changes. The generation of such desired spatial cues by filtering
free-field HRTF’s indicates that the minimum phase IPTF’s can be used to alter
localizations of sounds originating from actual loudspeakers. This too encourages the
implementation of such filters in a physical system.
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6.2 Future Work

As stated previously, the raison d’etre for the research presented in this thesis was the
concept of a system that uses evolutionary programming to alter loudspeaker localization
via recursive filtering. Though the results in this thesis support this agenda, much work
needs to be accomplished before such a proposed system can be developed.
First of all, much improvement is needed in the quality of the sound localizer.
Accuracy needs to be improved. This could be accomplished through the use of an IID
matrix (as opposed to vector) by treating the cochleograms as stochastic fields [38].
Furthermore, incorporation of monaural cues would allow localization on the median
plane. Additionally, the localization classifier would be made more robust if it could
achieve localization of actual sounds (as opposed to just impulses). If the sound localizer
were integrated into the GA process as a measure of fitness, this could allow for real-time
evolution of solutions.
The GA needs to be modified to achieve results more quickly. Several hundred
generations requires too much time for a practical application.

Certainly, making

adjustments to the genetic operators and number of coefficients can make some
improvement. However, algorithm architecture is undoubtedly a large factor regarding
this issue.
The system, as currently implemented, requires full knowledge of the desired left
and right channel impulse responses. This is also impractical for implementation in a
physical system. It is therefore desirable to devise a system implementation which can
blindly resolve the desired change in localization. Rao et al. [31] have derived a cost
function which can model several properties of human HRTF’s, though their
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minimization algorithm failed to exactly replicate the actual transfer function (due to the
existence of multiple solutions exhibiting the same proprties).

It seems plausible,

however, to integrate their approach along with localization cues and a generic MSE
measure (such as in this thesis) to formulate a multi-objective approach to be solved by a
Multli-Objective Evolutionary Algorithm (essentially, a GA with multiple fitness
functions). MOEA’s such as the Strength Pareto Evolutionary Algorithm which employ
Pareto dominance concepts seem to perform quite well [1, 42].

Once a system is

established, cross-talk cancellation between loudspeakers must be addressed.
continued research, such goals can surely be met.
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