In recent years there has been significant interest in Artificial Neural Networks (ANNs) and their suitability for the solution of many real-world problems. When simulating complex systems which display highly nonlinear behaviour, traditional methods prove insufficient either due to their oversimplified problem description or due to the lack of available computer resources. ANNs have been shown to be quite successful when applied to such problems whose dynamics may not be explicitly understood. The use of ANNs has become more widespread with increasing computing processing power. In this work we present a brief overview of the ANN model developed and its validation and concentrate on specific applications in the area of financial modelling, where the network manages to reconstruct with quite high accuracy the behaviour of a very complex problem, such as the prediction of the performance of a bank stock. This constitutes the first step towards the creation of a framework which enables mathematical models to benefit from the ability of ANNs to resolve complex trends.
INTRODUCTION
An ANN is an information processing machine, inspired by the way biological nervous systems, such as the brain, work. ANNs are composed of a large number of highly interconnected processing elements (neurons) working in unison to solve specific problems. ANNs, like the brain, learn by example. An ANN is configured for a specific application, such as pattern recognition, through a learning process. Learning in biological systems involves adjustments to the synaptic connections that exist between the neurons. ANNs have a remarkable ability to derive meaning from complicated or imprecise data and can be used to extract patterns and detect trends that are too complex to be noticed by either humans or other computer techniques [1, 2, 3] . A trained ANN can be thought of as an 'expert' in the category of information it has been given to analyze. This expert can then be used to provide predictions given new situations of interest. The architecture of ANNs facilitate parallel as well as dedicated hardware implementations. Therefore, ANNs can also be extremely fast in their operation. ANNs, have been so far used for very diverse applications, such as the recognition of lubrication defects in cold forging process and soil and sediment distribution [4, 5] . In this paper, the basic principles of ANNs, as employed in the developed model, are briefly described and the validation of the model for the case of a rotor-wing in ramping motion is presented. Then the model is utilized to assess the performance of a bank stock. For this reason, a new methodology is proposed, which takes into account the 200-day simple moving average of the stock and the weighted performance of the equivalent stock market index. Finally, based on the presented results, conclusions are drawn on the ability of ANNs to deal with highly complex problems and a framework is proposed which combines mathematical models with ANNs in order to obtain better predictions and more realistic representations of financial data.
SETTING UP A FEED FORWARD BACK PROPAGATION ANN
An ANN can be seen as a universal approximator with the capacity to simulate any mapping of the type: z = z(x 1 , x 2 , …, x n ).
The theoretical justification for the suitability of ANNs to approximate such a mapping, comes from the existence theorem put forward by Kolmogorov [6] . Various types of ANN models have been developed over the years, however the most widely utilized is known as the multilayer perceptron (MLP), which is a feed-forward (FF) ANN where the information signal always propagates towards the forward direction [7] . An MLP comprises three different types of layers, each consisting of processing nodes (neurons) that are interconnected to each other. However, there are no interconnections between nodes within the same layer. These layers are known as the input, hidden and output layers, respectively, see Fig. 1 .
The number of nodes at the input layer and output layer is normally determined by the problem at hand. The numbers of hidden layers and the nodes in each one may vary, according to the complexity of the problem and the number of patterns used for training. A 'pattern' is a pair of an input and output vectors. There are no widely accepted rules for designing an ANN. Too few or too many hidden nodes can generally cause a number of problems [8] . It seems that the effect of increasing the number of layers is to make an ANN 'smarter' and the effect of increasing the number of nodes per layer is to make the ANN more accurate [9] . A thorough discussion on the optimum number of hidden layers and hidden layer nodes is given in [7] .
In a generic FF ANN each inter-neural connection (shown as a straight line in Fig.1 ) is defined by a particular real number, a synaptic weight w ij . The total number of these weights is the degrees of freedom (DoF) of the ANN and it is precisely in these connections where the 'knowledge' of a trained ANN resides. Each neuron can be seen as a 'black box' which internally performs two basic operations: (a) a combination which computes a linear summation over its input signals and (b) a scaling through an activation function which bounds the result of the summation to a required interval. The most commonly used activation function (and the one used in the present work) is the non-linear sigmoid: To illustrate how for a pattern the values propagate through successive layers (input to hidden to output), imagine that I is the number of nodes of layer-i and J the number of nodes of layer-j (we are moving from layer-i to layer-j), where x i are the values of layer-i that are fed in each node of layer-j to yield a value y j . First, each of the i-neurons will pass its value through the sigmoid function of Eq.(1) to yield the following output:
Therefore, each of the j-neurons receives a signal equal to:
In the previous equations, the subscript 0 corresponds to a bias, where x 0 in is taken to be equal to 1. The process described above is repeated until the values reach the output layer.
The training process starts with a random distribution of the synaptic weights w ij between layers (for a discussion on weight initialization see e.g. [7] ). Via the process described above, a unique and wrong solution vector is yielded at the output of the ANN, for a particular pattern. However, since the correct vector corresponding to the input vector for this pattern is known, a measure of the error can be calculated (see e.g. [8] ): (4) where K is the number of output neurons and y k and t k are the components of their corresponding output and target values respectively. During training, an appropriate iterative technique must be utilized in order to find the particular distribution of weights that minimize the value of E, i.e. until a convergence criterion based on a limiting value of E is satisfied. One of the most widely used techniques is the Back Propagation (BP) algorithm. Recent studies have indicated that approximately 95% of the developed ANNs are FF networks utilizing the BP algorithm (for a discussion on this point and alternative ANN setups see [8] ). The objective is to update w ij after the n th iteration by ∆ n w ij , such that the total error becomes smaller. This may be achieved by a Gradient Descent method (see e.g. [9] ) where ∆ n w ij is determined by the change in the signals y j corresponding to the neurons of layer-j ( j = 1, 2, …, J) (i.e. ∆y j ) and ∆w ij of the (n-1) th iteration (i.e. ∆ n-1 w ij ): (5) where η is the 'learning rate' and a the 'learning momentum'. For a discussion on the appropriate range of values of these parameters see e.g. [7] .
Next, the procedure is repeated for all patterns and thus an 'epoch' is completed. The procedure is then iterated over the necessary number of epochs to satisfy the convergence criterion (for a discussion on appropriate convergence criteria see e.g. [7] ). The convergence criterion employed in this work dictates that the final total error is some very small percentage of the initial total error. It is critical that during every epoch, the patterns are introduced at a random order. This ensures faster learning rates, avoids 'memorizing' and increases the capability of the ANN to tackle situations it has not been trained for.
The FFBP ANN model developed for the present work is based on the aspects of ANNs described in this section and was first applied successfully and validated for the case of a rotor-wing in ramping motion, a problem where the physics/mathematics are very complex and it is not trivial to construct computational models which model the full process from start to end. A brief description of the problem and the validation of the ANN is presented in the following section. Then, the application of the model to the prediction of the performance of a bank stock is examined, where trends of both the stock and stock market have been taken into account during training of the ANN. The presented results demonstrate the ability of the developed ANN to successfully predict the behaviour of the stock. It is the belief of the authors that ANNs, if provided with suitable input data, may correctly predict trends and patterns; thus, their incorporation into elaborate computational / mathematical frameworks may assist greatly in the accurate prediction of price movements in the stock market.
MODEL VALIDATION IN ROTORCRAFT AERODYNAMICS
The model was initially developed for the study of Dynamic Stall (DS) in rotorcraft aerodynamics. DS is important to rotorcraft, wind turbines as well as
highly maneuverable aircraft (for a full physical insight see [10] ). The complexity of this highly non-linear, unsteady, three-dimensional (3D) flow yields aerodynamic loads that are hard to characterize and predict. The solution of the full 3D Navier-Stokes equations of Fluid Dynamics coupled with appropriate turbulence models is required in order to model the effects of DS on a pitching/rotating wing, a process which is computationally very expensive. One of the first attempts to utilize ANNs for the study of DS formation was [11] and then the work by Spentzos [9] and Spentzos et al. [12] followed.
A readily measured parameter which provides information on the wing loading is the pressure. It is possible for the pressure to be measured through transducers placed on the wing (see e.g. [13] ) and such measurements during the ramping motion of a wing in a wind tunnel were utilized for the ANN validation. For an in-depth description of the ramping motion and details of the experimental setting and measurements see [9] and [12] . The pressure coefficient C p during ramping, obtained from experimental data at various positions along the wing and at various times, was used to train the ANN. The input vector comprised the angle of attack, ramp rate, 2 spatial coordinates and time. The output of the ANN was the C p coefficient. The measurements of a total of 8 ramping cases (different ramp rates) were used (see Table 2 in [12] ), where the angle of incidence for all cases varied between −5 and 39 degrees. Out of these eight data sets, five were used for training and the remaining three were used for testing the predictions of the ANN. Two of these cases were outside the training regime while the third was within, in order for the network to be assessed both during interpolation and extrapolation. Each ramping case was discretized in time into 150 steps and for each step readings from 90 transducers covering the suction side of the wing were used. Therefore the total number of training patterns was equal to 5 × 150 × 90 = 67,500 and around 10 5 epochs were necessary to achieve the required convergence. For the ANN, 2 hidden layers were employed with 45 hidden nodes at each layer. The total computational time during training was just under 48 hours on a singleprocessor 2.5 GHz Linux box, based on a convergence criterion of the total error being 1% of the total initial error.
The results were very promising, the spatial and temporal evolution of the DS was well represented and both the overall loading and the location of the footprint of the DS vortex were accurately predicted, as can be clearly seen in Fig. 5 of [12] . The prediction for the interpolated case clearly provided the best comparison between the experiment and the NN computation. The NN seemed to predict very well the behaviour of C p with 2% being the largest discrepancy between the measured and predicted C p values. The comparisons for the extrapolated cases revealed very favourable agreement, even if not as good as in the interpolated case. The reason for these small discrepancies could be either due to a relative inability of the ANN to extrapolate away from its training regime or because the specific ramp rate training regime used was inadequate to provide the network with an 'understanding' of the physics of the flow outside this regime. In any case, these results demonstrated the ability of the network to cope successfully with a highly complex problem such as the prediction of the spatial and temporal evolution of pressure distribution on a rotor wing during ramping.
PREDICTING THE PERFORMANCE OF A BANK STOCK
Although the ANN was initially developed for the study of DS, it was then applied to the study of the behaviour of a bank stock. The two problems are quite different, corresponding to different phenomena governed by different mathematics and physics. However, they both exhibit a high degree of nonlinearity that is very difficult to capture with traditional mathematical/ computational techniques. ANNs do not place the emphasis on the physics or the mathematics of problems; rather, they detect trends and try to extract behavioural patterns. Hence, they may be applied to a variety of problems whose physics and mathematics are either vey complex or not well understood. In that sense, the preceding section constitutes a validation of the fact that the ANN was set up correctly to detect such trends between various parameters of a system which exhibits highly nonlinear behaviour.
The prediction of stocks is believed to be a very difficult task -stock behaviour can be very chaotic and may depend on a number of unforeseen factors. The development of various types of intelligent systems in order to make trading decisions has been the subject of research by many people in recent years. For a review of work prior to 1998 see [14] , whereas for more recent work the interested reader is referred to [15] .
In the current study, the capability of the ANN to accurately predict the behaviour of a bank stock for a number of days is demonstrated. Such knowledge may be utilized for instance in short-term trading, where risk control is a very important aspect since profits and losses are almost unlimited (see e.g. [16] ). Traditional methods of short-term trading are based on technical analysis, where previous knowledge is employed in order to predict whether a stock will trend upward or downward (see e.g. [17] ). There exist mathematical models as well that analyze the problem as a random walk and formulate partial differential equations which take into account all possible sources of uncertainty in the price history of a stock (see e.g. the seminal work by Black and Scholes [18] ). However, there are many limitations in both approaches, due to simplifying assumptions and the attempt to use the 'average' behaviour in order to characterize a highly non-linear process. For this reason, an ANN approach is deemed as suitable for assisting in the prediction of trends in the financial sector.
The data utilized in this study were the daily closing price of a Greek bank stock and the Greek Stock market Index (GSI). The available data covered a period of 5600 trading days. That is a period of more or less 21.5 years, from 02/01/1987 up to 06/07/2009. The data though that was decided to be fed to the ANN was not the raw Stock Closing Price (SCP) and GSI data, since both exhibit very chaotic behaviour, as is obvious in Fig. 2 . Moreover, as far as the GSI is concerned, what really matters is the market trend it reflects (i.e. increase, decrease or stability) rather than its absolute value. Hence, for every SCP (and discarding the first 199), the Simple Mean Average (SMA) for 200 days was determined (for a discussion on the importance of SMAs in technical analysis see [17] ). The SMA trend follows the SCP trend without having abrupt changes and spikes (see Fig. 2 ), thus allowing the ANN to better assimilate the important features of this trend. In addition to that, it would be extremely risky to attempt to predict something as chaotic as the SCP. The scope of this study is to propose a methodology for assessing the performance of a stock, i.e. its short-term trend for increase or decrease rather than the SCP for a single day, which may be higher or lower than previous days but would carry no information for the overall trend of the stock.
For every SMA calculated, an equivalent Greek Stock market Trend (GST) for 200 days had to be determined. For this reason, the mean of GSIs for all 200 days corresponding to an SMA was taken and compared to a weighted mean of GSIs for the same period. This weighted mean was taken considering that the bias is put towards the period closer to the SMA in question, i.e.: (6) If the weighted mean differed from the simple mean by an amount of less than 15%, then the GST was taken as zero (case of stock market stability). Otherwise, if their difference was greater than 15% and the weighted mean chosen after a number of trials in order to closely represent the different economic periods of the Greek stock market, as those were reflected in the data. The available SMA data were split into 5-day periods (corresponding to a 5-day working week), thus making 1080 such groups. Each one of these groups was accompanied by an Overall Stock market Trend (OST), resulting from the corresponding 5 GSTs by counting the number of zero, positive and negative GSTs and corresponding accordingly to periods of stock market stability, increase or decrease.
RESULTS AND DISCUSSION
The network was then trained by taking the first 1000 groups (5 SMAs plus 1 corresponding OST) and the pattern was formulated by adding as output the first value of the following group, i.e. the SMA value of the first day of the following week. After various trials with the ANN configuration, the one employed for these tests comprised an input layer with 6 nodes, one hidden layer with 13 nodes and an output layer with one node. The convergence criterion employed was stricter than the previous case, with the total error required to be 0.4% of the total initial error. This was satisfied after 10 6 epochs and the computational time was approximately 300 minutes on a PC with a 2.5 GHz Intel Core2 Quad processor. The evolution of the training error with epochs in log-log scale is given in Fig. 3 . The last 80 groups (5 SMAs and 1 OST per group), corresponding to approximately 1.5 year data, were used for network prediction. The ANN was initially fed with the input data corresponding to a week and its trend (i.e. 5 SMAs Figure 3 . Error evolution during training (log-log scale). and 1 OST) and predicted the evolution of the SMA during the following 10 days (i.e. the following 2 weeks) by using every time the data that had predicted for the following day. That meant that for each group of data, the ANN ran 10 times predicting SMAs 10 days ahead and after the 5 th time, it relied solely on predicted data. The ANN prediction runs were very convenient in the sense that the OST, although not included in the output data, could be determined a priori (and thus, included for all test runs in the input data); the former half of the 80 groups demonstrated stock market stability, while the latter half demonstrated decreasing behaviour, hence the OST pattern could be well established. For this reason, 2 test cases were run: one with the correct OST pattern fed for every new prediction and one with the OST pattern determined via a uniform random number generator (with equal probability for an increase, decrease or stability pattern to emerge). This was done in order to test the effect of the OST pattern in the results. The predicted results were found to be in very good agreement with the true SMA values, with the mean relative error for the first day prediction starting at approximately 0.23% for both the correct and the random OST trend and after the 10 th day prediction, increasing up to 1.62% and 1.83%, respectively. The evolution of the mean relative error (i.e., the average of the relative errors at the end of each predicted day) of the performed tests for both cases is presented in Fig. 4 . The maximum relative error in the performed tests was 3.45% after a 10 day run. The excellent agreement and the small relative error could be attributed to the fact that bank stocks in general are one of the parameters that determine the trend of the stock market index (see e.g. [17] and compare graphs in Fig. 2 ) hence, its inclusion in the ANN may not be properly considered.
Journal of
Further testing of the network took place, in order to test its response to fewer data in the training dataset. For this reason, the original training dataset was split into two equal sets of 500 groups each and the ANN was trained separately for each of the two smaller datasets. All conditions during training were retained the same (i.e. same network architecture retained, same processor used, same convergence criterion employed). Convergence was again achieved after approximately 10 6 epochs and training time for each of the datasets was approximately 150 minutes, as was anticipated (i.e. half the time required to train the network with the original dataset of 1000 groups). Then, the last 80 groups of the original set were used for predicting, as before, the SMA 10 days ahead. For both cases, the true OST values were used during the prediction stage. The mean relative errors between true and predicted SMAs of these tests are presented in Fig. 5 . As can be seen, when the training was performed using the first dataset, the error is extremely high from the first predicted day, starting from approximately 13% and reaching 27% after 10 days. On the contrary, when the second dataset was used for training, the error is comparable to the error when the training was performed with the full dataset of 1000 groups, not exceeding 2% at the end of the 10-day run. This may be explained as follows: in the first training dataset, the maximum SMA value does not exceed the value of 15 Euros, whereas in the second dataset the maximum SMA value is higher than 24 Euros. For both training sets, the ANN is asked to predict SMA values as high as 23 Euros (that is the highest SMA in the prediction set), hence the ANN is asked to extrapolate in the first situation and interpolate in the second. ANNs have been known to have significant problems when extrapolating in all their training parameters simultaneously and should be used with great caution in such cases (see e.g. [19] ). For this reason, the ANN failed to predict the behaviour of the stock when asked to extrapolate outside the output range used for training; its response was very satisfactory when the required SMA values were within the limits of values it was trained for (i.e. interpolation). It has to be mentioned that it may be possible to obtain satisfactory results during extrapolation if only a very limited number from the input parameters are being extrapolated (see [9] ).
The proposed configuration, which takes into account the averaged price of a stock and a carefully constructed stock market trend, has shown promising results. A comparison with similar models would be desirable; however, this was not possible since similar approaches try to predict day-to-day stock closing prices or stock market indices (see e.g. [20, 21, 15] ). As has already been mentioned, it is not the scope of this work to predict stock daily closing Figure 5 . Evolution of the mean relative error between predicted and true SMA values for 10 day runs: (a) ANN trained using the first 500 groups of the original training dataset, (b) ANN trained using the latter 500 groups of the original training dataset. For both cases, during prediction the true OST was considered.
prices, but rather to set the framework for the utilization of ANNs in conjunction with more elaborate mathematical approaches. Further development is under way in order to test the limits of the proposed methodology. Different network configurations are being examined and the ANN will be implemented with the Sanger rule [22] , where all training parameters are uncorrelated and their ordering does not play a significant role in the training of the ANN in order to test the influence of parameters such as the market trend (i.e., the OST pattern) in the prediction of the stock performance. Moreover, different stocks will be tested and rules will be formulated, concerning the behaviour of different types of stocks under different circumstances, which will then be incorporated in the ANN in order to enable evaluation of high risk trends.
Then, the possibility of combining the network with a mathematical model, such as the Black-Scholes (B-S) model, will be examined. Attempts have been made in the recent past to compare ANNs with mathematical models (MMs) which utilize the B-S theory (e.g. [23, 24] ), or train ANNs to behave like B-S type models (see e.g. [25] ). The authors believe that MMs could strongly benefit from the ability of ANNs to predict trends in parameters that the B-S model utilizes. For instance, in the B-S model, parameters such as the average annual rate at which a stock increases/decreases or the volatility of a stock are assumed as constants. There other limiting factors as well (i.e., assumptions that a stock does not pay a dividend, there are no restrictions on short selling, there is no arbitrage opportunity, etc.), which eventually lead to the underestimation of extreme moves in the stock market, thus compromising the range of validity of the model predictions. For a good review of B-S theory and its limitations see [26, 27] . Even more recent MMs do not manage to avoid many of these simplifications (see e.g. [28] for a discussion on the ARCH model and its variants). As becomes clear from the presented results, ANNs, if trained with suitable input data, may predict satisfactorily the temporal evolution of the 'averaged' behaviour of a stock (i.e. whether a stock trends upward, downward etc. within some specific time frame). It is proposed that an ANN is used in conjunction with an MM. First, the ANN is trained to predict temporal evolution of a set of parameters required by the MM, such as a stock rate of change or the evolution of interest rates, etc. These parameters are updated and utilized in the MM to predict stock behaviour. Then, the MM predictions are used in the ANN to recalculate the parameters required by the MM and the procedure is repeated. In this way, by combining carefully optimized ANNs with MMs, better predictions are expected, so that the behaviour of stocks and call options in the stock market would be represented more realistically. Currently, work is under way for the optimization of the ANN and the development of the proposed framework, which combines ANNs with MMs.
CONCLUSIONS
In this work, a short review of the theory of ANNs was given and results from the authors' own ANN software were presented. The software was validated in rotorcraft aerodynamics and then the ANN was utilized to predict the behaviour of a bank stock. The agreement between predicted results and real-time data was excellent, thus demonstrating the potential of ANNs to be utilized for assisting predictions in situations where the physics and mathematics of the processes involved are extremely complicated and can not be easily resolved.
This work is on-going and the results presented are the first ones in a series of continuing tests. Further work is underway by testing different network configurations and different stocks, in order to optimize the network and obtain a strategy for predicting reliably the temporal evolution of parameters, which may readily be used in MMs. The authors believe that ANNs should be utilized to work in parallel with MMs and their effort is directed in developing optimized ANNs which may be incorporated in combined ANN-MM frameworks.
