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Abstract
We prove that if M is a complete hypersurface in Rn+1 which is graph
of a real radial function, then the spectrum of the Laplace operator on M
is the interval [0,∞).
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1 Introduction
Let M be a simply connected Riemannian manifold. The Laplace operator
∆ : C∞0 (M) → C∞0 (M), defined as ∆ = div ◦ grad and acting on C∞0 (M),
the space of smooth functions with compact support, is a second order elliptic
operator and it has a unique extension ∆ to an unbounded self-adjoint operator
on L2(M), whose domain is Dom(∆) = {f ∈ L2(M) : ∆f ∈ L2(M)}. Since −∆
is positive and symmetric, its spectrum is the set of λ ≥ 0 such that ∆ + λI
does not have bounded inverse. Sometimes we say spectrum of M rather than
spectrum of −∆ and we denote it by σ(M). One defines the essential spectrum
σess(M) to be those λ in the spectrum which are either accumulation points
of the spectrum or eigenvalues of infinite multiplicity. The discrete spectrum is
the set σd = σ(M) \ σess(M) of all eigenvalues of finite multiplicity which are
isolated point of the spectrum.
There is a vast literature studying the spectrum of the Laplace operator on
complete non-compact manifolds. See [1], [2], [3], [11], [14], [15], for geometric
conditions implying the discreteness of the spectrum, σess(M) = ∅. For the
discreteness of the spectrum of bounded minimal submanifolds, one can see [1],
[2]. For purely continuous spectrum (σd(M) = ∅) see [4], [7], [10], [12], [13],
[16], [17], [18], [19], [20], [21]. In this work we consider geodesically complete
hypersurfaces which are graphs of a radial functions. Our main result is the
following theorem.
Theorem 1 Let M be a complete hypersurface in Rn+1 which is graph of a real
radial function. Then, the spectrum of the Laplace operator on M is [0,∞).
The Theorem above allow us to construct a bounded hypersurface with the
same spectrum of Rn+1. For instance, by taking M to be the graph of the
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function f(x) = cos(tan(π|x|/2)) defined on the unit open ball. The end of this
hypersurface is somewhat chaotic, in terms of convergence of the curvatures or
mean curvature of geodesics spheres. As a consequence, one cannot use the
existing results to determine its spectrum.
Since M is complete, and graph of an radial function f : D → R, D is
an open ball or D = Rn. We consider on D the spherical coordinate system
X : [0, R) × O → D, defined by X(r, x1, ..., xn−1) = r w(x1, ..., xn−1), where
0 < R ≤ +∞ and w is a coordinate system on Sn−1 defined on an open set
O of Rn. Note that M has a natural coordinate system Y : [0, R) × O → M,
given by Y (r, x1, ..., xn−1) = (r w(x1, ..., xn−1), f(r)), but we are interested on
the spherical coordinate system for M on p = (0, f(0)). For this, consider
t : [0, R)→ [0,∞) given by
t(r) =
∫ r
0
√
1 + f ′(τ)2 dτ
and observe that
t′(r) =
√
1 + f ′(r)2 > 0
with
lim
r→R
t(r) = +∞
so that t : [0, R)→ [0,∞) is an diffeomorphism. We denote by r : [0,∞)→
[0, R) the inverse diffeomorphism. By the inverse function theorem,
0 < r′(t) =
1√
1 + f ′(r(t))2
≤ 1.
Finally, the system of spherical coordinates on M, Z : [0,∞) × O → M is
defined by
Z(t, x1, ..., xn−1) = (r(t)w(x1 , ..., xn−1), f ◦r(t)).
The metric of M on such system is given by
gM = dt
2 + r(t)2gSn−1
This way, Theorem 1 is a rather simple consequence of theorem below about
a class of model manifolds.
Theorem 2 Let M = [0, ∞)× Sn−1 be a model manifold with metric given by
gM = dt
2 + r2(t)gSn−1 such that 0 < r
′(t) ≤ c for all t ≥ 0. Then, the spectrum
of the Laplace operator on M is [0,∞).
On the next section we prove the Theorem 2. The last section we deal with the
Sturm-Liouville Theory.
2 Proof of Theorem 2
Since r′(t) > 0, r(t) is increasing and there exists only two possibility
lim
t→∞
r(t) =∞ or lim
t→∞
r(t) = R.
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In the first case, since r′(t) is limited, we have
lim
t→∞
∆ t = lim
t→∞
r′(t)
r(t)
= 0.
By the result [16, Theorem 1.2], obtained by H. Kumura, it follows that the
spectrum of M is the interval [0,∞).
Let us now turn to the case where limt→∞ r(t) = R. To start, we present
a well know characterization for the spectrum of a self-adjoint operators in a
Hilbert space [5, Lemma 4.1.2, p.73]
Lemma 3 A number λ ∈ R lies in the spectrum of a self-adjoint operator H if
and only if there exists a sequence of functions fn ∈ DomH with ‖fn‖ = 1 such
that
lim
n→∞
‖Hfn − λfn‖ = 0.
To deduce theorem 2 from lemma 3 we will construct, for each λ >0, a
sequence of radial smooth functions fp : M → R with compact support such
that
‖∆fp + λfp‖L2(M) ≤ c
p
‖fp‖L2(M) (1)
for any natural p, where c is a constant which does not depend on p. So that
gp = fp/‖f‖2 has norm one and
lim
p→∞
‖∆gp + λgp‖L2(M) = 0.
Therefore, by Lemma 3, λ lies spectrum. To construct the function fp, we fix
t0 > 0 and prove that there are t1(λ) > t0 and a radial function u = u(t)
solution of the problem

∆u+ λu = 0 in [t0, t1]
u(t0) = u(t1) = 0
u > 0 in (t0, t1)
(2)
Using the Sturm-Liouville theory, we showed that u can be extended to the
whole interval [t0,∞) and it has infinite zeros t0 < t1 < · · · < tp < . . . . The
next step is to consider, for each p, a smooth bump function hp whose support
is the interval [t0, t3p], define fp = u hp and show that each fp in this sequence
satisfies (1).
First we observe that the equation in (2) is equivalent to
[rn−1(t)u′(t)]′ + λ rn−1(t)u(t) = 0 (3)
if u = u(t) is a radial function. By Theorem 13, see the Appendix, for every
λ > 0 there is a function u : [t0,∞) 7→ R solution of (3) with u(t0) = 0.
By [6, Thm. 2.1], see also Corollary 7, u has arbitrarily large zeros. Let
t0 < t1 < . . . the increasing sequence of zeros for u.
For p ∈ N, we choose a smooth bump function h = hp : R 7→ R such that

h(t) = 0, t ∈ (−∞, t0] ∪ [t3p,∞)
h(t) = 1, t ∈ [tp, t2p]
0 ≤ h ≤ 1
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For instance, the function h is defined in the following way: let ϕ ∈ C∞0 (R) be
a function satisfying ϕ ≥ 0, suppϕ = [0, 1] and ∫ ϕ = 1. Now, put
hp(t) =
∫ t
−∞
ϕp(s)ds
where
ϕp(t) =
1
tp − t0ϕ
(
t− t0
tp − t0
)
− 1
t3p − t2pϕ
(
t− t2p
t3p − t2p
)
.
We observe that h satisfies
‖h′p‖∞ ≤ max
{ ‖ϕ‖∞
tp − t0 ,
‖ϕ‖∞
t3p − t2p
}
≤ c
p
‖h′′p‖∞ ≤ max
{ ‖ϕ′‖∞
(tp − t0)2 ,
‖ϕ′‖∞
(t3p − t2p)2
}
≤ c
p2
(4)
since (ti+1 − ti) ≥ C, for all i ≥ 0, and some universal constant C, according to
Corollary 9 in Section 3.
Consider f = fp = u · hp and we prove that such function satisfies the
inequality in (1). Computing ∆f + λf we obtain,
∆f + λf = 2u′h′ + uh′′ + (n− 1)r
′
r
h′u
Using the inequalities (4), r(t) ≥ r(t0), 0 < r′ ≤ c we have
|∆f + λf | ≤ c
p
(|u′|+ |u|)χ[t0,t3p]
Then,
|∆f + λf |2 ≤ c
p2
(|u′|2 + |u|2)χ[t0,t3p]
∫
M
|∆f + λf |2dM ≤ c
p2
(∫ t3p
t0
|u′|2rn−1dt+
∫ t3p
t0
|u|2rn−1dt
)
Mutiplying (3) by u, integrating, and using the integration by parts formula
we find ∫ t3p
t0
|u′|2rn−1dt = λ
∫ t3p
t0
|u|2rn−1dt
‖∆fp + λfp‖L2(M) ≤ c
p
‖u.χ[t0,t3p]‖L2(M) ≤
c
p
‖u.χ[tp,t2p]‖L2(M) ≤
c
p
‖fp‖L2(M)
where the second inequality comes from Lemma 4 below.
Lemma 4 There is a positive constant c independent on p such that
∫ t3p
t0
u2rn−1dt ≤ c
∫ t2p
tp
u2rn−1dt
where u is solution of (3) and t0 < t1 < . . . are zeros of u.
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Observe that, multiplying (3) by rn−1u′ we get
(rn−1u′)′rn−1u′ + λr2(n−1)uu′ = 0
and so,
[(rn−1u′)2]′ + λr2(n−1)(u2)′ = 0
Integrating from t0 to tk we have
r(tk)
2(n−1)u′(tk)
2 − r(t0)2(n−1)u′(t0)2 = −λ
∫ tk
t0
r2(n−1)(s)[u2(s)]′ds
Since the right side is equal to
2λ(n− 1)
∫ tk
t0
r2(n−1)−1r′u2ds
we find
r(tk)
2(n−1)u′(tk)
2 − r(t0)2(n−1)u′(t0)2 = 2λ(n− 1)
∫ tk
t0
r2(n−1)−1r′u2ds (5)
Provided the right side of the last equation is positive and r < R,
u′(tk)
2 >
r(t0)
2(n−1)
R2(n−1)
u′(t0)
2 (6)
for any k ≥ 1.
Now to obtain an estimative in the other direction we observe that for
w0(t) = u
′(t0)λ
−1/2 sin
(√
λ rn−1(t0)
∫ t
t0
ds
rn−1(s)
)
we have w′(t0) = u′(t0) > 0 and
(rn−1(t)w′(t))′ +
λr(t0)
2(n−1)w(t)
rn−1(t)
= 0 (7)
Multiplying by rn−1(t)w′ we get, similarly to the calculations above
[r(t)2(n−1)(w′)2]′ + λr(t0)
2(n−1)(w2)′ = 0 (8)
Now, if t1 is the next root of w after t0, integrating the last equation we find
r(t1)
2(n−1)w′(t1)
2 = r(t0)
2(n−1)w′(t0)
2 = r(t0)
2(n−1)u′(t0)
2 (9)
Now, the right side of (5) , for k = 1 can be estimated in the following way
2(n− 1)λ
∫ t1
t0
r2n−3r′u2 ≤ 2(n− 1)λ
∫ t1
t0
r2n−3r′w2 ≤ 2(n− 1)λ
∫ t1
t0
r2n−3r′w2
= λ
∫ t1
t0
(r2(n−1))′w2 = −λ
∫ t1
t0
r2(n−1)(w2)′
5
= − 1
r(t0)2(n−1)
∫ t1
t0
r2(n−1)(λr(t0)
2(n−1)w2)′
And by (8) the last term is equal to
1
r(t0)2(n−1)
∫ t1
t0
r2(n−1)(r2(n−1)(w′)2)′
=
1
r(t0)2(n−1)
∫ t1
t0
(r4(n−1)(wt)
2)′ − 2(n− 1)r4n−5r′(wt)2
<
r4(n−1)(t1)(wt)2(t1)− r4(n−1)(t0)(wt)2(t0)
r(t0)2(n−1)
Now, using (9) and that w′(t0) = u′(t0), we find
2(n− 1)λ
∫ t1
t0
r2n−3r′u2 ≤ (r(t1)2(n−1) − r(t0)2(n−1))u′(t0)2
Then, by (5),
r(t1)
2(n−1)u′(t1)
2 − r(t0)2(n−1)u′(t0)2 ≤ (r(t1)2(n−1) − r(t0)2(n−1))u′(t0)2
Since r(t) is increasing, it follows that
r(t1)
2(n−1)u′(t1)
2 ≤ r(t1)2(n−1)u′(t0)2 ≤ r(t2)2(n−1)u′(t0)2
Then,
u′(t1)
2 ≤ r(t2)
2(n−1)
r(t0)2(n−1)
u′(t0)
2
Using the same argument, one shows by induction that
u′(tk)
2 ≤ r(tk+1)
2(n−1)r(tk)2(n−1)
r(t1)2(n−1)r(t0)2(n−1)
u′(t0)
2
And since r(t) < R we find that
u′(tk)
2 ≤ R
4(n−1)
r(t0)2(n−1)r(t1)2(n−1)
u′(t0)
2 (10)
Now, using corollary 11 its easy to check that
∫ t3p
t0
u2rn−1 =
3p−1∑
k=0
∫ tk+1
tk
u2rn−1(t)dt
≤ 1
λ
3p−1∑
k=0
u′(tk)
2
∫ tk+1
tk
sin2
(√
λ rn−1(tk)
∫ t
tk
ds
rn−1(s)
)
rn−1(t)dt
Consequently, if
τ =
√
λ rn−1(tk)
∫ t
tk
ds
rn−1(s)
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the change of variables formula shows that the last sum is equal to
1
λ3/2
3p−1∑
k=0
u′(tk)2
rn−1(tk)
∫ pi
0
sin2(τ)r2(n−1)(τ(t))dτ
≤ πR
2(n−1)
2λ3/2rn−1(t0)
3p−1∑
k=0
u′(tk)
2 = C
3p−1∑
k=0
u′(tk)
2
Since by the equations (6) and (10) the following inequalities hold
3p−1∑
k=0
u′(tk)
2 ≤ 3C pu′(t0)2 ≤ C
2p−1∑
k=p
u′(tk)
2
we have ∫ t3p
t0
u2rn−1 ≤ C
2p−1∑
k=p
u′(tk)
2 (11)
Where the last inequality comes from (6), for some suitable constant C > 0.
Again by the change of variables formula, this time applied to each vk and by
corollary 11 one sees that if t˜k is the next zero of vk after tk we have
∫ t2p
tp
u2rn−1(t)dt =
2p−1∑
k=p
∫ tk+1
tk
u2rn−1(t)dt
≥
2p−1∑
k=p
∫ t˜k+1
tk
v2k r
n−1(t)dt
≥ C
2p−1∑
k=p
u′(tk)
2
From (11) we conclude that
∫ t3p
t0
u2rn−1 ≤ C
∫ t2p
tp
u2rn−1
for every p ∈ N and for a constant C = C(λ,R) independent of p.
3 Appendix: Elements of Sturm-Liouville Theory
Since for a radial function u
∆u+ λu =
(rn−1(t)u′)′ + λrn−1(t)u
rn−1(t)
in order to study eigenvalues and the spectrum of ∆ is natural to ask some
information about the Sturm-Liouville problem
(rn−1(t)u′)′ + λrn−1(t)u = 0, t ≥ t0 > 0 (12)
Or, more generally, about
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(v(t)u′)′ + λv(t)u = 0, t ≥ t0 > 0 (13)
where v(t) a positive continuous function on [t0,∞) and λ > 0.
We start our study with a classical terminology
Definition 5 The equation (13) is said to be oscillatory if any of it’s solutions
has arbitrarily large zeros.
The following theorem is a practical criterion for oscillation.
Theorem 6 Let v(t) a positive continuous function on [t0,∞) and λ > 0.
Then, the equation
(v(t)u′)′ + λv(t)u = 0
for t ≥ t0 is oscillatory, provided
∫∞
t0
v(t)dt = +∞ and ∫ tt0 v(t)dt ≤ C ta, for
some positive constants C and a.
The proof is discussed on [6, Theorem 2.1].
Corollary 7 The equation (12) is oscillatory.
Proof : Since
lim
t→∞
r(t) = R
there is a t1 > 0 such that R/2 < r(t) < R for t > t1. Consequently,
(R/2)n−1 < rn−1(t) < Rn−1
for t > t1 and so the criterion above is applied, immediately.
The next theorems emerge as a useful way to compare solutions for different
ordinary equations and will be used in the next paragraph.
Theorem 8 Let x, y non-trivial solutions for


(p(t)x′)′ + q(t)x = 0
(p1(t)y
′)′ + q1(t)y = 0
Where p(t) ≥ p1(t) > 0, q1(t) ≥ q(t) for every t ∈ I. If t1 < t2 are consecutive
zeros for x, then y has a zero on J = (t1, t2) or exist d ∈ R for which y = d x
on J .
Proof Observe that if y does not have a zero on J , then
(
x
(p(t)x′y − p1(t)xy′)
y
)′
= (q1 − q)x2 + (p− p1)(x′)2 + p1(x
′y − xy′)2
y2
Integrating from t1 to t2 we have
∫ t2
t1
(q1 − q)x2dt+
∫ t2
t1
(p− p1)(x′)2dt+
∫ t2
t1
p1
(x′y − xy′)2
y2
dt = 0
Then, if y is not multiple of x, the wroskian (xy′ − x′y) is nonzero on J and we
get a contradiction with the last equation.
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Corollary 9 If u solves (12), let {tp; p ∈ N} a increasing sequence of zeros for
u. There is a constant C > 0, such that
(tp+1 − tp) > C
for any p ∈ N
Proof Define, for each p ∈ N
ϕ(t) = sin(
√
2n−1λ(t− tp))
Then, ϕ has a zero on t = tp and
(R/2)n−1ϕ′′ + λRn−1ϕ = 0
Now, (R/2)n−1 < rn−1(t) < Rn−1 for t sufficiently large, lets say for t > c0.
Consequently, if p is sufficiently large, we can apply the theorem 8 for u and ϕ
to conclude that ϕ next zero is on (tp, tp+1).
Since the next zero of ϕ after tp is on t = tp +
pi√
2n−1λ
, we have
tp+1 − tp > π√
2n−1λ
for tp > c0 from which the corollary follows .
Theorem 10 Let x, y non-trivial solutions for

(p(t)x′)′ + q(t)x = 0
(p1(t)y
′)′ + q1(t)y = 0
On a interval [a, b] where p ≥ p1 > 0, q1 > q, x(a) = 0. Suppose that c ∈ (a, b]
is such that x(c) 6= 0, y(c) 6= 0 and x has the same number of zeros as y on
(a, c).
Then
p(c)x′(c)
x(c)
≥ p1(c)y
′(c)
y(c)
Proof We only deal with the case where y is different from d.x, otherwise there
is nothing to prove. Let a= a0, ..., an the zeros for x on [a, c) and b0, ..., bn−1
the zeros for y on (a, c). Then, by theorem 6, we have
ai < bi < ai+1
for i = 0, ..., n− 1. Consequently, y has no zero on (an, c). Now, we can use the
same idea from the proof of theorem 6 to conclude that(
(px′y − p1xy′)x
y
)′
≥ 0
on (an, c). Integrating both sides from an to c and using that x(an) = 0 we get
(px′y − p1xy′)(c)x(c)
y(c)
≥ 0
and since we can always assume that x(c)y(c) > 0, we find
p(c)x′(c)
x(c)
≥ p1y
′(c)
y(c)
as we want.
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Corollary 11 Let u be a solution for (12), and choose tk, tk+1 to be consecutive
zeros for u. Define
vk(t) =
rn−1(tk)u′(tk)
Rn−1
√
λ
sin
(√
λ Rn−1
∫ t
tk
ds
rn−1(s)
)
and
wk(t) =
u′(tk)√
λ
sin
(√
λ rn−1(tk)
∫ t
tk
ds
rn−1(s)
)
then |vk| ≤ |u| on (tk, t˜k) and |u| ≤ |wk| on (tk, tk+1) , where t˜k is the next zero
of vk after tk.
Proof Observe that vk(tk) = 0, v
′
k(tk) = u
′
k(tk) and
(rn−1(t)v′k)
′ + λ
R2(n−1)
rn−1(t)
vk = 0
Since
R2(n−1)
rn−1(t)
≥ Rn−1 ≥ rn−1(t)
for all t ≥ tk, we can apply the theorem 10 to u and vk and establish that
u′(t)
u(t)
≥ v
′(t)
v(t)
, t ∈ (tk, t˜k).
So, taking ǫ > 0 and integrating the inequality above from tk + ǫ to t, we get
log
( |u(t)|
|u(tk + ǫ)|
)
≥ log
( |vk(t)|
|vk(tk + ǫ)|
)
|u(t)|
|vk(t)| ≥
|u(tk + ǫ)|
|vk(tk + ǫ)|
Sending ǫ→ 0 and using that u′(tk) = v′k(tk) 6= 0, the result to vk follows. The
proof of the other inequality follows the same ideas.
Theorem 12 Any solution u of (12) on a interval [t0, t0 + δ] with initial value
u(t0) = x0, u
′(t0) = x1 can be extended to [t0,∞).
Again, the proof is presented on [6, theorem 2.2]
Theorem 13 For every λ > 0 there is a function u : [t0,∞) 7→ R for which
[rn−1(t)u′(t)]′ + λ rn−1(t)u(t) = 0 for every t ≥ t0.
Proof
The ideia of the proof is to define a function which sends each T > t0 to the
first eigenvalue of the Sturm-Liouville problem below


(rn−1(t)u′)′ + rn−1(t)λTu = 0
u(t0) = u(T ) = 0
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and conclude that this function is onto (0,∞). Take u as above and vs as a
solution of


(rn−1(t)v′)′ + rn−1(t)λT+sv = 0
v(t0) = v(T + s) = 0
Multiplying the first equation by vs, the second one by u and subtracting
the results, we have
[rn−1(t)(u′vs − uv′s)]′ + (λT − λT+s)rn−1(t)uvs = 0
Integrating from t0 to T we find
rn−1(T )(u′vs)(T ) + (λT − λT+s)
∫ T
t0
rn−1(t)uvsds = 0 (14)
Now, notice that, by the continuous dependence of parameters,
lim
s→0
vs(T ) = u(T ) = 0
So
lim
s→0
(λT − λT+s) = 0
and then λT is a continuous function of T . From (14) we conclude that λT is a
decreasing function of T , since u′(T ) < 0 and vs(T ) > 0. In order to finish the
proof, define
w(t) = sin(α
∫ t
t0
ds
rn−1(s)
)
where
α =
π∫ T0+T
t0
ds
rn−1(s)
Then, 

(rn−1(t)w′)′ + α
2
rn−1(t)w(t) = 0
w(t0) = w(T + T0) = 0
Using a completely analogous idea as above, it’s immediate to check that∫ t0+T
t0
(λT r
n−1 − α
2
rn−1
)uw = 0
From the fact that r is increasing, one concludes that
(λT r
n−1(t0)− α
2
rn−1(T0)
)
∫ t0+T
t0
uw ≤ 0
Consequently,
0 < λT ≤ α
2(T )
r2(n−1)(T0)
Since limT→∞ α(T ) = 0, we have
lim
T→∞
λ(T ) = 0
A similar argument shows that λT →∞ when T → 0. Then, λT is onto (0,∞)
and using the theorem 12 we reach the desired result.
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