Abstract: Recently time reversal (TR) communications has been extended to time-varying channels. The basic idea is to implement it on a block-by-block basis such that within each block the channel remains time-invariant and subsequently is updated using detected symbols (decision-directed mode). Using experimental data (12-20 kHz) collected in shallow water, this letter investigates three different block-based TR approaches: (1) without explicit phase tracking, (2) with phase tracking, and (3) exploiting channel sparsity. The TR approaches then are compared to a conventional adaptive multichannel equalizer. It is found that approach (3) generally provides the best performance and robustness.
Introduction
Time reversal (TR) communications requires knowledge of a channel (provided by a channel probe or training symbols) and that the channel be time-invariant or slowly varying. However, underwater acoustic channels often are characterized as dynamic (time-evolving), highly dispersive, and sparse. This is especially true of the highfrequency regime (e.g., 12-20 kHz) typical for acoustic telemetry as illustrated in Fig.  1 . Recently the time reversal approach has been extended to time-varying channels in passive (uplink) scenarios. 1, 2 The basic idea is to implement it on a block-by-block basis such that within each block the channel remains time-invariant and subsequently is updated using detected symbols (decision-directed mode).
Using experimental data (12-20 kHz) collected in shallow water, this letter investigates three different block-based TR approaches: (1) without explicit phase tracking, 2 (2) with phase tracking, 1 and (3) exploiting channel sparsity. 3 In addition, the TR approaches are compared to a conventional adaptive multichannel equalizer. 4 It is found that approach (3) in general provides the best performance among them along with robustness.
Time reversal receiver: Block-based approach
The block diagram for time reversal communications is illustrated in Fig. 2(a) comprised of two parts. First, multichannel TR combining based on knowledge of the channel responses h i (t) to produce a single channel time-series from M receivers. Second, a subsequent single channel decision-feedback equalizer (DFE) with a[n] and b[n] being feedforward and feedback filters, respectively, removing the residual intersymbol interference (ISI) remaining after the first step. Under ideal conditions, the overall process theoretically provides nearly optimal performance. 5 Note that the phase tracking of exp(Àjh) typically has been carried out after the TR combining but prior to the DFE, employing a decision-feedback carrier phase estimate based on the maximum likelihood criterion. 6 Here it is moved inside the DFE, i.e., right after the feedforward filter a[n], allowing the use of a second-order phase-locked loop. 4 The length of the a) Author to whom correspondence should be addressed.
feedforward filter a[n] should equal or exceed the ISI span of the overall channel response (denoted by q-function in Ref.
2) in symbols, which can be much smaller than those of individual channels due to the temporal compression achieved during the first TR process. In comparison, the block diagram for a standard multichannel equalizer 4 is shown in Fig. 2 Fig. 2(a) . As the feedforward and feedback filters along with the phases h i [n] are adaptively computed on a symbol-by-symbol basis using either the least mean square (LMS) or the recursive least squares (RLS) algorithms, the multichannel equalizer is directly applicable to time-varying channels. For high-rate communications, however, the ISI easily spans tens or hundreds of symbols and the number of feedforward filter taps is multiplied by the number of receivers (M). Consequently, the LMS algorithm will be employed in Sec. 3 due to its computational simplicity as a baseline, despite the faster convergence and tracking property of the RLS algorithm. 6 The time reversal approach in Fig. 2 (a) assumes that the estimated channels h i [n] are time-invariant or slowly varying. In rapidly varying channels or long-duration data packets, however, the mismatch in assumed and actual channels in the first step will deteriorate the performance significantly. This is because the subsequent DFE can only remove the residual ISI, but cannot mitigate or undo the mismatch that occurred during the TR process. As a result, the TR approach has been extended recently to time-varying channels.
1,2 The basic idea is to apply the TR approach on a block-byblock basis such that within each block the channel remains time-invariant and subsequently is updated using detected symbols (decision-directed mode). Interestingly, Song et al. 7 demonstrated that a potential benefit of the block-based TR approach is elimination of an explicit phase tracking algorithm required for phase-coherent communications except during the initial training period. This is accomplished by a combination of a small block size and adaptive channel estimation on a symbol-by-symbol basis. The most recent channel estimates then are applied as matched filters to the immediately following block, leaving just the incremental phase evolution. Any residual phase averaged across channels can be further compensated by the subsequent adaptive equalizer. One of the motivations is to investigate whether inclusion of phase tracking (approach 2) would improve the performance over the case without phase tracking (approach 1) in a block-based TR approach.
As evident in Fig. 1 , there is sparseness of the channel commonly observed for wideband communication signals with a high temporal resolution. Although TR approaches normally employ all taps of the estimated channel responses for multichannel combining [ Fig. 2(a) ], one can estimate the channels with significant taps alone using greedy algorithms such as matching pursuit (MP). 3 As will be demonstrated in Sec. 3, the block size can be much larger than approaches (1) and (2), even exceeding the channel coherence time. This is likely because the sparse channel estimates represent channels over a number of symbols (i.e., training symbols N T ) and can be applicable to a longer block as spatio/temporal matched filters h Ã i ½ À n. In this case phase tracking is required. The second motivation is to investigate whether sparse channel estimates (approach 3) would improve the performance in a block-based TR approach. Note that the low-complexity LMS algorithm will be employed for faster execution of multichannel estimation on a symbol-by-symbol basis in TR approaches (1) and (2), whereas the subsequent single-channel DFEs will employ the RLS algorithm. Finally, all three TR approaches will be compared to a standard multichannel/LMS equalizer. 
KAM08: Performance comparison
The three different TR approaches along with a multichannel/LMS equalizer are applied to the communications data collected during the KAM08 experiment carried out in June 2008, west of Kauai, HI. 8 A detailed description of the experiment can be found in Ref. 8 The communication signals consist of a linear frequency modulation channel probe followed by information message signals. The duration of the data packets was 9 s utilizing the high-frequency band (12-20 kHz) with a carrier frequency of f c ¼ 16 kHz. The signal shaping pulse was a square-root raised cosine filter with a roll-off factor of b ¼ 0.6. Various modulations from binary-phase shift-keying (BPSK) up to 16-quadrature amplitude modulation (QAM) were transmitted with a symbol rate of R ¼ 5 ksymbols/s, potentially achieving a data rate of 5-20 kbits/s. An example of the temporal evolution of the channel responses over a 9 s period is displayed in Fig. 1 at two receiver depths: (a) 62 and (b) 80 m. The delay spread is up to T d ¼ 10 ms, which amounts to the ISI spanning about 50 symbols. The LMS algorithm is used for channel estimation with a known sequence of symbols (training mode) with a step size of D ¼ 0.004. During the actual decoding process, however, previously detected symbols are used for channel estimation (decision-directed mode).
The performance of the block-based TR approaches versus various modulations using the 16 element array (M ¼ 16) is displayed in Fig. 3 in terms of the output signal-to-noise ratio (SNR) for two representative data sets [JD1740312 (top) and JD1740812 (bottom)]: (1) without explicit phase tracking (h), (2) with phase tracking (þ), and (3) with MP (^). In addition, results from the multichannel/LMS algorithm Several observations can be made. First, the performance remains relatively consistent within 1 dB for various modulations except the multichannel/LMS BPSK case, suggesting that the output SNR is a reasonable metric for comparison purposes. Second, TR (1) and (2) mostly show similar performance, confirming that explicit phase-tracking is not required for a small block size (N B ¼ 100) equivalent to 20 ms and symbol-by-symbol LMS channel estimation.
Third, the best performance generally is provided by TR (3) exploiting the channel sparsity based on the MP algorithm (^). The MP channel estimates use N T training symbols for the first block, but in the subsequent blocks the most recent N T decoded symbols (decision-directed) are used for MP channel updates although periodic training also can be adopted. 9 The block size of N B ¼ 2 000 (i.e., 400 ms) is 20 times larger than those of TR (1) and (2), twice the channel coherence time of $ 200 ms. This is likely due to the combined effect of the temporal averaging of the MP channel estimates and spatial averaging of the TR process. For all TR approaches, the adaptive channel estimation is carried out by the LMS algorithm with a step size of D ¼ 0.004, whereas the subsequent single-channel DFE by the RLS algorithm with a forgetting factor of k ¼ 1 -D ¼ 0.996. Note that the number of TR feedforward taps N a is 60 (30 symbols), smaller than the ISI span (50 symbols). The computational time for TR approaches (1) and (2) is about 90 s on a laptop involving both channel estimation and equalization in a time-varying channel, whereas TR (3) with a larger block size is about 60 s, an additional benefit of the MP combined with TR.
Fourth, the multichannel/LMS equalizer requires N a ¼ 100 Â 16 ¼ 1 600 feedforward filters, motivating the use of the LMS algorithm for computational simplicity, whereas the number of training symbols N T is doubled (from 500 to 1 000). In fact, the computational time for this approach reduces significantly to about 30 s, half the TR (3) with MP. On the other hand, its performance (*) tends to be lower by 1-2 dB than those of the TR approaches, although it can be comparable sometimes as shown in Fig. 3(top) . Although not shown, it should be mentioned that several other data sets exhibit similar performance characteristics as shown in Fig. 3 . Finally, the TR (3) approach also is found robust such that it was able to decode the entire communication sequence (9 s) even when the other approaches failed to do so. ward and feedback filters where the feedforward filters are fractionally spaced (T/2). D is the step size in the LMS algorithm while k is the forgetting factor in the RLS algorithm. P 1 is the proportional carrier phase tracking constant. Although not listed, the integral phase tracking constant P 2 is chosen 10 times smaller than P 1 , i.e., P 2 ¼ P 1 /10.
