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Resumen: La navegación en un robot móvil es la habilidad para desplazarse de un 
lugar a otro dentro de un entorno evitando los obstáculos que se presenten. La 
autonomía de un robot móvil se basa en su sistema de navegación. La aplicación 
de técnicas de Inteligencia Artificial como la lógica difusa y el uso de la visión por 
computadora son dos herramientas empleadas para cumplir esta tarea. En algunos 
sistemas de navegación la seguridad y la facilidad de operación son factores muy 
importantes. En estos casos, la tolerancia a la incertidumbre de información, la 
reacción ante objetos imprevistos, y la navegación mediante giros suaves son 
argumentos del diseño de estos sistemas. En este artículo se presenta el desarrollo 
de un sistema de navegación reactiva difusa que emplea los datos de profundidad 
del sensor Kinect, algoritmos de visión por computadora, y lógica difusa, para 
generar ángulos de giro suave para la navegación de un robot móvil. En pruebas 
realizadas con la plataforma móvil ERA-MOBI se observaron giros suaves con un 
porcentaje de evasión de obstáculos del 85.7%.  
Palabras clave: navegación reactiva, lógica difusa, Kinect, profundidad promedio, 
robot móvil.  
Abstract: Navigation on a mobile robot is the ability to move from one place to 
another within an environment avoiding obstacles that arise. The autonomy of a 
mobile robot is based on your navigation system. The application of Artificial 
Intelligence techniques such as fuzzy logic and using computer vision are two tools 
used to accomplish this task. In some navigation systems the safety and ease of 
operation are important factors. In these cases, the tolerance for uncertainty 
information, the reaction to unforeseen objects, and navigation through smooth 
turn are design arguments of these systems. This article describes the development 
of a system of fuzzy logic-based reactive navigation using data depth of Kinect 
sensor, computer vision algorithms, and fuzzy logic, to generate smooth turn angles 
for navigation of a mobile robot. In tests with the platform ERA- MOBI smooth turns 
with a percentage of obstacle avoidance of 85.7 % were observed. 
Keywords: reactive navigation, fuzzy logic, average depth, mobile robot. 
1. Introducción 
A diferencia de la mayoría de robots industriales con un limitado espacio de 
trabajo, los robots móviles pueden moverse libremente para alcanzar sus 
objetivos deseados (Tzafestas, 2014). Esta capacidad de movilidad hace a estos 
robots adecuados para un gran repertorio de aplicaciones en entornos 
estructurados y no estructurados. Los robots móviles que emplean ruedas para 
su locomoción asumen diferentes configuraciones, las cuales les confieren 
diferentes características y propiedades respecto a su eficiencia energética, 
dimensiones, cargas útiles y maniobrabilidad. Dentro estas configuraciones la 
diferencial es la más frecuente en robots para interiores (Ollero, 2001).  
Por otra parte, un robot móvil se enfrenta a entornos locales diferentes cada vez 
que se mueve, teniendo la capacidad de influir y ser influido por estos (Kelly, 
2013). Más importante, el mundo es un lugar peligroso, y que a menudo no 
puede ser diseñado para adaptarse a las limitaciones del robot, por lo que la 
movilidad aumenta el nivel de inteligencia necesaria. El éxito al hacer frente a 
las diferentes demandas y riesgos de cada lugar y cada situación es un reto 
importante incluso para los sistemas biológicos. 
En este aspecto, la navegación es una metodología que permite guiar a un robot 
móvil de manera segura y estable, a través de un entorno con obstáculos con el 
fin de ejecutar alguna tarea en específico (Murphy, 2000). Durante las últimas 
décadas se han realizado importante esfuerzos en la aplicación de técnicas de 
Inteligencia Artificial a la navegación (Ollero, 2001). La lógica difusa es uno de 
los métodos empleados que proporciona una tolerancia inherente a la 
incertidumbre en los datos (Yerubandi, Reddy, & Kumar, 2015). Además, cuando 
se selecciona un sistema de inferencia difuso de forma adecuada es posible 
modelar eficazmente la experiencia humana en una aplicación específica 
(Mohan, 2005). 
Desde el punto de vista de la planificación, existen diferentes arquitecturas 
diseñadas teniendo en cuenta especificaciones como el tiempo de respuesta del 
sistema y la disponibilidad de información. La solución se sitúa normalmente 
entre dos extremos: la planificación puramente estratégica y la puramente 
reactiva. En la planificación reactiva se supone que el entorno es incierto, 
buscándose la mayor flexibilidad posible para reaccionar en cualquier instante lo 
suficientemente rápido a las discrepancias entre el modelo actual y la realidad 
observada en el entorno (Ollero, 2001). Un ejemplo de planificación reactiva se 
presenta en Suárez y Loaiza (2015), con la integración de un robot móvil y un 
sistema de visión artificial, para detectar y evadir obstáculos presentes en la 
trayectoria del robot, empleando una estrategia de navegación de tipo local, 
basada en campos de potencial. 
Algunas aplicaciones de los robot móviles requieren de sistemas de navegación 
donde la seguridad y la facilidad de operación son los factores más importantes 
de evaluación, tal es el caso de las sillas de ruedas robotizadas (Kuno, Shimada, 
& Shirai, 2003). Proporcionar autonomía es una forma de mejorar ambos 
factores. En este tipo de aplicación resulta conveniente evitar ángulos de giro 
bruscos que puedan representar un riesgo de lesiones en el usuario, siendo una 
alternativa de solución un incremento gradual no pronunciado en el ángulo de 
giro al eludir un obstáculo, es decir un ángulo de giro suave. La evasión de 
obstáculos empleando sensores infrarrojos, ultrasónicos, de visión, y otros 
sensores son también motivo de estudio en estos sistemas. En este sentido uno 
de los sensores utilizados en aplicaciones robóticas, en particular en tareas de 
navegación de interiores es el sensor Kinect de Microsoft® , el cual utiliza la 
tecnología de una cámara RGB y una cámara infrarroja para diferenciar 
profundidad (El-laithy, Huang, &Yeh, 2012). En Mittal y Goyal (2014) se presenta 
un sistema de navegación para una silla de ruedas que emplea un sistema 
operativo Linux, sensores infrarrojos y una cámara Kinect, para la evasión de 
obstáculos, el paso en puertas y el seguimiento de paredes. 
Así, en este artículo se presenta el diseño e implementación de un sistema de 
navegación reactiva difusa, que a partir de los datos de profundidad obtenidos 
con el sensor Kinect, defina ángulos de giro suave para la navegación de una 
plataforma/robot móvil. El sistema considera la incertidumbre de información 
como argumento de su diseño. 
2. Sistemas de navegación reactiva 
difusa 
Los sistemas de navegación reactiva basados en control difuso, difieren unos de 
otros en los algoritmos de procesamiento de información, tipo de sistema de 
inferencia, el conjunto de reglas, las funciones de membresía, variables de 
entrada y salida, o en el tipo de sensor que utiliza para la adquisición de 
información del ambiente. 
En algunos sistemas de navegación difusa se plantea el uso de imágenes 
digitales 2D. Por ejemplo, en Ramírez, Gómez, Martínez, y López (2011) se 
emplea un sistema de inferencia Mamdani, con funciones de membresía tipo 
triangular y trapezoidal, los cuales permiten ángulos de giro suaves, sin embargo 
la detección y evasión de obstáculos en curso de colisión o imprevistos no fue 
considerada, limitándose únicamente a ambientes tipo pasillo lineal. 
Algunos trabajos (Mester, 2010; Bueno & Rios, 2008; Villaseñor et al., 2010; 
Parra, Ríos, & Bueno, 2007) emplean sensores ultrasónicos y un control difuso 
con sistemas de inferencia tipo Mamdani; predominan las funciones de 
membresía tipo triangular, algunas veces en combinación con funciones de 
membresía tipo gaussiana y trapezoidal; estos trabajos emplean una navegación 
reactiva a base de comportamientos. Por su parte Acosta, Gallardo, y Pérez 
(2016) presentan una arquitectura de control basada en el paradigma reactivo, 
para la navegación autónoma de robots móviles con capacidades de cómputo 
limitadas haciendo uso de la teoría de control difuso en una plataforma robótica 
provista de tres sensores ultrasónicos dedicada al seguimiento de paredes. Sin 
embargo, el reducido alcance de los sensores ultrasónicos empleados en estos 
trabajos impide prever colisiones futuras. Además, los giros suaves tampoco son 
argumentos de dichos trabajos. 
Based on the previous statement, despite the vast quantity of tools to help urban 
modeling, there is a lack of tools devoted to simulate study-cases focusing in city 
operation, instead of its mere visualization; since modern tools frequently focus 
in 3D simulation and do not have enough power to deal with issues regarding 
how chaotic and erratic a real city is.  
En Aguirre, Gómez, Muñoz, y Ruiz (2003); Cupertino, Giordano, Naso y Delfine 
(2006); y Chica, Pineda, y Esmeral (2009) se proponen arquitecturas hibridas de 
fusión sensorial entre sensores ultrasónicos o infrarrojos con imágenes 2D. Sin 
embargo, el procesamiento de las imágenes 2D y la fusión sensorial conllevan 
un alto costo computacional. Por su parte en Cupertino et al. (2006) y Chica et 
al. (2009) se utilizan funciones de membresía triangulares. En cualquiera de los 
casos no se hace alusión a los giros suaves como elemento de la navegación, 
ni se considera la prevención de colisiones futuras. 
Otros trabajos proponen sistemas de navegación utilizando el Kinect como 
sensor principal y la lógica difusa para el procesamiento de la información. En 
Díaz y Romero (2012) se aplican un filtro Gaussiano a la imagen de profundidad, 
para posteriormente localizar el centroide de un objeto próximo. Se obtiene una 
distancia promedio para evadir el obstáculo y se gira a lado contrario de la 
posición del objeto, deteniendo motores o avanzando hacia delante. Csaba y 
Vámossy (2012) implementan algoritmos para planificar la ruta y evadir 
obstáculos, usando un sistema de inferencia Mamdani de 16 reglas, funciones 
de membresía trapezoidal y triangular, tres variables de entrada (profundidad del 
objeto más cercano de lado derecho, del lado izquierdo y al frente), y una 
variable difusa de salida (ángulo de giro del robot móvil). Benavidez y Jamshidi 
(2011) emplean las imágenes de profundidad del Kinect junto con sensores 
odométricos. El control difuso utiliza funciones de membresía de tipo triangular. 
A las imágenes de profundidad se les aplica un filtro Gradiente-Log para 
identificar áreas transversales (suelos). Estos trabajos basados en el Kinect 
tienen como característica común que buscan evadir obstáculos en un 
determinado rango de profundidades, sin considerar lo pronunciado de los giros 
ni las colisiones futuras. 
Los trabajos mencionados están orientados hacia la navegación reactiva y tienen 
en común aplicar la lógica difusa para determinar el siguiente movimiento a 
ejecutar por el robot móvil. Utilizan información de profundidad o proximidad para 
detectar los obstáculos, evadirlos, e incluso extraer las dimensiones, las formas 
y centroide de los objetos. 
3. Propuesta de sistema de navegación 
para giros suaves 
En la Figura 1 se muestra un esquema del sistema de navegación propuesto. El 
Kinect provee los datos de profundidad los cuales son procesados en una 
computadora en cuatro etapas para generar finalmente el ángulo de giro suave 
evitando colisiones futuras e imprevistas. La plataforma móvil de prueba fue el 
robot con ruedas de tipo diferencial ERA-MOBI, el cual se encuentra equipado 
con una computadora a bordo y una antena Wifi (Videre Design, 2009). El ángulo 
de giro es enviado al robot vía sockets empleando el servidor Player/Stage. 
Player es un popular servidor genérico de código abierto (open-source) 
empleando en robótica para el control de sensores y actuadores (Amanda, 
2010). El robot ERA-MOBI es compatible con una amplia gama de sensores, 
incluyendo infrarrojos, sonares, telémetros láser y de visión estereoscópica. En 
los siguientes apartados se describen a detalle cada una de las cuatro etapas 
que transforman los datos de profundidad del Kinect en un ángulo de giro suave. 
 Figura 1.Esquema general del sistema de navegación reactiva difusa, etapa 1: 
Reducción de bits por pixel, etapa 2: Reconstrucción morfológica, etapa 3: 
Profundidad promedio, y etapa 4: Sistema de control Difuso.  
3.1 Reducción de bits por pixel 
La información de profundidad se adquiere mediante el Kinect en una imagen de 
640x480, donde cada pixel indica una cantidad de profundidad en una escala de 
0 milímetros (color negro) hasta 65,535 milímetros (color blanco), tal como se 
puede apreciar en la Figura 2a. En esta imagen la mayoría de los pixeles caen 
dentro del espectro más oscuro ya que superan el valor máximo de visión real 
del Kinect (10,000 milímetros). El proceso de reducción de bits por pixel 
transforma la imagen de 16 bits entregada por el Kinect en una de 8 bits (ver 
Figura 2b), donde el valor 0 representa objetos muy cercanos, objetos muy 
lejanos u objetos que no fueron identificados. Esto conduce a que el sistema de 
navegación busque mantener una dirección hacia lugares donde exista 
suficiente información de profundidad, evitando dirigirse hacia zonas donde 
predominen valores de 0, esta característica ayuda a evitar posibles colisiones 
futuras.  
3.2 Reconstrucción morfológica 
La morfología matemática sobre imágenes digitales permite simplificar los datos 
de una imagen, conservar las características esenciales y eliminar los aspectos 
que sean irrelevantes (Parker, 2010). En este caso el proceso de reconstrucción 
morfológica busca conservar las características de profundidad, y a su vez 
eliminar pequeñas zonas desconocidas rodeadas por zonas conocidas, 
brindando así una mayor definición de los objetos y sus profundidades en el 
ambiente. Esto se logra a través del algoritmo de erosión geodésica (Vincent, 
1993), realzando los pixeles con intensidades mínimas siempre y cuando sus 
pixeles vecinos sean de intensidades mayores, dando como resultado una 
imagen de profundidad con un menor número de partículas obscuras. En la 
Figura 2c se muestra un ejemplo de los resultados de la reconstrucción 
morfológica. 
 Figura 2. Reducción de bits por pixel y reconstrucción morfológica.  
3.3 Profundidad promedio 
Un método usado para el tratamiento de la imagen de profundidad es dividir esta 
en sub-imágenes (Csaba y Vámossy, 2012; Csaba, 2013). En el sistema 
propuesto la imagen es divida en tres secciones de 211x480 pixeles, las cuales 
representan las direcciones posibles en las que la plataforma móvil puede 
moverse: girar a la derecha, seguir de frente y girar a la izquierda (véase Figura 
3). 
El sistema emplea el método planteado por Otsu (1979), para calcular el umbral 
que permita diferenciar las profundidades en valores mayores y menores. Para 
cada sub-imagen, si la cantidad de datos desconocidos (ceros) es mayor a un 
determinado porcentaje (67% para este caso), entonces los datos en la sub-
imagen indicarán obstáculos muy cercanos, y la profundidad promedio se 
calculará de la media de las profundidades menores. En caso contrario, se 
calcula la profundidad promedio de la media de las profundidades mayores. Si 
en la escena no existen profundidades menores, entonces se consideran los 
valores de profundidad mayores. 
Mediante el cálculo de la profundidad promedio en cada sub-imagen se conoce 
que región ofrece una menor probabilidad de colisión. A partir de esta 
información, el sistema de navegación reactiva debe calcular la dirección de giro, 
considerando los datos imprecisos, y evitando movimientos bruscos. Bajo este 
escenario se plantea el uso de un control difuso. 
 
Figura 3. Sub-imágenes de profundidad.  
3.4 Sistema de control difuso 
Esta etapa consiste en la implementación de un control difuso para la 
navegación reactiva de la plataforma móvil. Se empleó la herramienta 
FuzzyLogicToolboxTM de Matlab®, para este desarrollo. 
El sistema de inferencia difuso recibe como entrada los valores de profundidad 
promedio obtenidos en cada sub-imagen, generando como salida una variable 
en grados sexagesimales que va desde −90o a 90o, el cual representa el ángulo 
de giro. Se utiliza un sistema de inferencia Sugeno, el cual es 
computacionalmente efectivo al generar salidas numéricas que no requieren un 
proceso de defusificación. Los sistemas Sugeno trabajan correctamente con 
técnicas adaptativas y de optimización (Negnevitsky, 2005; Jang, Sun, & 
Mizutani, 1997). Además, como se sugiere en Kornuta & Marinelli (2013), su uso 
en sistemas de navegación garantiza la continuidad de la superficie de salida. 
Para cada una de las variables de entrada Izquierda, Frontal y Derecha se 
definen 3 valores lingüísticos: Cerca representando las profundidades de los 
“objetos cercanos”, Medio considerando la profundidad de aquellos objetos que 
no están “ni muy lejos ni muy cerca”, y Lejos para indicar las profundidades de 
los “objetos alejados” del Kinect. Se hacen uso de funciones de membresía 
trapezoidales para los valores lingüísticos Cerca y Lejos, y triangular para Medio 
(véase Figura 4). Este tipo de funciones de membresía no representan 
operaciones complejas como es el caso de la función gaussiana o la campana 
generalizada (Jang et al., 1997). 
 
Figura 4. Variable de entrada Frontal: Cerca, Medio, Lejos.  
La variable de salida Ángulo se divide en siete valores lingüísticas para 
interpretar qué tan pronunciado es el giro para navegar. La función para la 
variable lingüística de salida se define mediante la Ecuación 1. 
Si = Ai x + Bi y + Ci z + Di 
donde: • Si : es la variable de salida para cada valor lingüístico i. • Ai, Bi, Ci, Di: 
son valores constantes para cada valor lingüístico i. • x, y, z: son las variables de 
entrada.  
Para evitar un comportamiento complejo se utilizó un sistema Sugeno de orden 
cero (Jang et al., 1997), por lo que la función para cada variable lingüística se 
define solo en términos de una constante Di. Empleado como referencia los 
trabajos realizados por Csada y Vámossy (2012) y Csada (2013), para cada valor 
lingüístico se definieron las siguientes funciones: D1 = 90 para MuyPositivo, D2 
= 60 para Positivo, D3 = 30, para PocoPositivo, D4 = 0, para Cero, D5 = − 30, 
para PocoNegativo, D6 = − 60, para Negativo, y D7 = − 90, para MuyNegativo.  
Dependiendo del número de permutaciones de los valores lingüísticos (Cerca, 
Medio y Lejos) con respecto a las variables de entrada (Izquierda, Frontal y 
Derecha), se desarrolla un conjunto de reglas difusas para obtener el valor de 
salida que corresponde al giro de la plataforma móvil. El control difuso emplea 
27 reglas divididas en cuatro grupos dependiendo de un objetivo en común: 
reglas para la ejecución de giros pronunciados, reglas para la predicción de 
colisiones, reglas para el movimiento en línea recta, y reglas para giros básicos. 
En la Tabla 1 se muestran las reglas difusas planteadas. Las reglas buscan 
emular la reacción humana durante la navegación, ya que generan reacciones 
graduales que van desde prácticamente no ejecutar giro hasta los movimientos 
bruscos ante colisiones imprevistas o en movimiento. El conjunto de reglas tiene 
como principal objetivo producir giros suaves que permitan asegurar la integridad 
de la plataforma móvil.  
 Tabla 1. Reglas difusas.  
4. Resultados 
Las pruebas al sistema de navegación reactiva difusa se ejecutaron en dos 
entornos diferentes: doméstico y laboratorio de cómputo. En ambos casos, el 
Kinect se colocó a un metro de altura (con una inclinación vertical de 0º) respecto 
a la plataforma móvil. El sistema de control difuso trabaja con las imágenes de 
profundidad, empleando las imágenes RGB únicamente para una visualización 
más clara del ambiente. La aplicación fue ejecutada en dos equipos de cómputo 
diferentes, cuyas características se muestran en la Tabla 2.  
 Tabla 2. Características de los equipos de cómputo para pruebas.  
Se realizaron 1000 experimentos para calcular los tiempos de ejecución del 
sistema propuesto. En la Tabla 3 se observan el tiempo de captura de la imagen, 
los tiempos de ejecución de cada una de las cuatro etapas, y el tiempo total.  
 
Tabla 3. Tiempos de ejecución promedio.  
El cálculo del ángulo de giro mediante el controlador difuso supera el tiempo de 
las demás etapas indicando un mayor consumo de recursos computacionales. 
Se observa que los procesos con el menor tiempo promedio varían entre equipos 
de cómputo. En el caso de la Laptop, el proceso de normalización de datos de 
profundidad consume el menor tiempo con 3.4 ms. En la PC el proceso de 
reconstrucción morfológica genera el menor tiempo con 4.8 ms. 
El sistema de navegación reactiva difusa ejecuta sus operaciones en un rango 
de entre 38.9 ms y 43.5 ms. Si se considera una frecuencia de procesamiento (a 
nivel de hardware) del Kinect de 30 Hz (Webb & Ashley, 2012; Cruz, Lucio, 
&Velho, 2012; Andersen et al., 2012), lo cual representa un tiempo aproximado 
de 33.33 ms entre capturas, es posible valorar una adecuada sincronía entre el 
procesamiento del Kinect y el sistema de navegación.  
Durante las primeras pruebas descritas, el Kinect no fue colocado directamente 
sobre el robot móvil, lo cual conllevó a que el ángulo de giro resultante fuera 
ejecutado un operador humano. Posteriormente se realizaron pruebas usando 
el robot ERA-MOBI y la computadora Laptop, realizando el montaje mostrado en 
la Figura 1. Se programó un cliente en la Laptop y una aplicación cliente/servidor 
Player en la computadora a bordo del robot para comunicar y ejecutar el ángulo 
de giro en el robot móvil. En las pruebas realizadas el sistema acertó en las 
decisiones de dirección de giro evitando obstáculos en un 85.7%. 
En la Figura 5 se ilustra el comportamiento del sistema dentro de un ambiente 
doméstico sin movimiento de los objetos e iluminación natural moderada. En las 
Figuras 5a y 5b se presentan la imagen RGB y su correspondiente imagen de 
profundidad. En la Figura 5c se muestra una representación del sistema difuso, 
el cual identifica las profundidades en cada lado de la imagen otorgándoles 
valores lingüísticos usando las reglas difusas, para finalmente a través del 
método de inferencia genere el ángulo de giro en grados (véase Figura 5d). Se 
observó que el sistema trata de seguir el espacio con la menor probabilidad de 
colisión manteniéndose estable al continuar en espacios con información 
conocida. Dependiendo de la cantidad de datos desconocidos, el sistema infiere 
si debe ignorarlos o considerarlos dentro del cálculo de la profundidad promedio 
por cada sub-imagen. En el ejemplo de la Figura 5, los datos de profundidad 
desconocidos son ignorados al no abarcar un área mayor a dos terceras partes 
de la imagen total. 
En la Figura 6 se muestra un caso donde las profundidades van desde los rangos 
cercanos a los lejanos en un ambiente en donde un objeto se va acercando poco 
a poco al sensor (leves movimientos). En la Figura 6a se presenta la imagen 
RGB. En la Figura 6b se muestra la imagen de profundidad, en donde se observa 
cómo algunos elementos toman valores desconocidos. El sensor adquiere la 
imagen de profundidad para que así el sistema procese la información y 
reaccione para evadir al objeto en movimiento (bebé en andadera en la Figura 
6a). Es de notar que las partes desconocidas no son consideradas por el 
sistema, ya que a pesar de abarcar un área casi uniforme, no representan un 
objeto. El sistema define un giro hacia la izquierda de −47.3º (véase Figura 6c) 
al observar una profundidad promedio mayor (193) en la parte izquierda (véase 
Figura 6d). 
 
Figura 5. Comportamiento del sistema en ambientes domésticos, sin 
movimiento de los objetos  
 Figura 6. .Comportamiento del sistema en ambientes domésticos, con ligeros 
movimientos  
El comportamiento de cada variable en función de los datos de profundidad 
puede ser visualizado en un gráfico 3D. Donde el eje z es el ángulo de giro de la 
plataforma móvil, el eje x y y son los valores de profundidad promedio acorde a 
dos variables de entrada. De esta forma es posible examinar el comportamiento 
de la variable de salida (ángulo de giro) utilizando combinaciones entre dos 
entradas que varían como producto de cambios en el entorno (obstáculos o 
ruido) y una entrada constante, generando los siguientes escenarios: 
o Comportamiento con cambios en las sub-imágenes de la parte frontal y el lado 
derecho, y sin cambios al lado izquierdo (véase Figura 7). 
o Comportamiento con cambios en las sub-imágenes de la parte frontal y el lado 
izquierdo, y sin cambios al lado derecho (véase Figura 8). 
o Comportamiento con cambios en las sub-imágenes del lado izquierdo y el lado 
derecho, y sin cambios en la parte frontal (véase Figura 9). 
 
Figura 7. Representación de la relación entre las variables de entrada Frontal y 
Derecho con respecto a la variable de salida Ángulo.  
 
Figura 8. . Representación de la relación entre las variables de entrada Frontal 
e Izquierda con respecto a la variable de salida Ángulo  
 
Figura 9. Representación de la relación entre las variables de entrada Derecha 
e Izquierda con respecto a la variable de salida Ángulo  
5. Conclusiones 
En este trabajo se presentó un sistema de navegación reactiva difusa para 
generar giros suaves y anticiparse a futuras colisiones utilizando imágenes de 
profundidad adquiridas mediante el Kinect. El sistema propuesto cuenta con un 
conjunto de 27 reglas predictivas que buscan evitar: colisiones futuras 
considerando las profundidades más alejadas, colisiones con objetos muy 
cercanos u objetos imprevistos, y giros pronunciados que puedan poner en 
riesgo la integridad de la plataforma móvil.  
La reconstrucción morfológica aplicada permitió reducir la cantidad de 
información desconocida en la imagen de profundidad, y obtener una mayor 
definición de los objetos inmersos en la escena. El proceso de reducción de bits 
por pixel realizado sobre la imagen de profundidad original llevó a reducir el costo 
computacional de 16 bits a 8 bits, haciendo más factible su implementación en 
hardware reconfigurable o sistemas basados en microcontroladores. La elección 
de un sistema de inferencia Sugeno también contribuye a reducir el 
procesamiento de información. 
Las pruebas realizas corroboraron la viabilidad del sistema para la obtención de 
giros suaves de plataformas móviles. El sistema de navegación reactiva difusa 
resulta conveniente en aplicaciones que requieran tolerancia a la incertidumbre 
de información y/o mecanismos de seguridad ante posibles colisiones. 
Una aplicación propuesta para el sistema de navegación reactiva difusa es su 
incorporación como elemento de control de una silla de ruedas robotizada, 
considerando que en estos dispositivos el cuidado de la integridad de usuario es 
la prioridad, siendo la reacción ante objetos imprevistos y la navegación 
mediante giros suaves dos elementos de utilidad. La integración de algoritmos 
para discriminar los objetos inmersos en la escena o el suelo como tal, es una 
línea de trabajo a seguir. 
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