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Abstract
PREDICTABILITY OF BOND RISK PREMIA WITH AN AFFINE TERM STRUCTURE MODEL
by
SIBEL KORKMAZ
Adviser: Professor Liuren Wu
This thesis focuses on zero-coupon bond risk premia. In chapter 1 first I summarize the literature
that defines expectation hypothesis, time variation in bond risk premia, well known macroeco-
nomic and variety of technical indicators which predict bond return forecasts. Then, I continue
with introducing a high dimensional affine dynamic term structure model and unscented Kalman
filtering as its estimation technique.In chapter 2, I explore predictive capacity of the estimated la-
tent states of this term structure model. I constructed a single return forecasting factor by using
these states. I report comparison of well known excess bond return forecasting factors’ predictive
performance with the one I construct. I found that this single factor has superior performance in
predicting excess bond returns and future macro activity especially for the sample period which
includes the Great Recession. In chapter 3, I develop a two step estimation technique to extract
market price of risk from time dimension of zero-coupon bond prices. I also provide robustness
results in this chapter.
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Introduction
There is a large literature trying to explore underlying forces in bond price movements. This is
not only for the sake of academic curiosity. In fact, understanding these movements is especially
important for both policy makers and financial market participants. Monetary policy makers need
deep analysis of term structure of interest rate to implement appropriate policy response to the
change in long-term interest rates. Long term interest rates which reflect both expected short-term
interest rate and risk premium, directly affect aggregate demand.1 To keep economy in balance
monetary policy makers generally take a position against these aggregate demand effects. Sources
of risk premia also attains a special importance whenever federal funds rate is stuck at zero bound.
Knowledge of these sources gives monetary policy makers power to alter risk premia and create
additional stimulus on the economy. On the other hand, fiscal policy makers need to understand
the dynamics of bond prices to determine best proportions of different bond instruments issued to
keep government borrowing cost low and predictable. Finally, risk managers and market makers
need term structure of interest rate for valuation of a portfolio under different scenarios and for
pricing derivatives such as caps and swaptions, respectively. Hedging any interest rate sensitive
portfolio requires a model of how interest rates behaves.
The main contribution of this study is constructing a superior excess bond return forecasting
1Although recent DSGE models often do not distinguish expected short term interest rates and long term
interest rates, older large scale macroeconomic models (Reifschneider et al. (1999)), private sector models
(Moody’sEconomy.com (2006), MacroeconomicAdvisers (2006)) assumes direct effect of long term rates on aggre-
gate demand. Kiley (2012) also recently develop a microfounded model which separates aggregate demand effects of
short term and long term interest rates.
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factor by using an affine dynamic term structure model (DTSM). I use the dimension invariant
(DTSM) introduced by Calvet, Fisher and Wu (2010). This model gives me the chance to estimate
high dimensional models such as 7-factor DTSM. I use the latent states factor of this model to
construct a bond return forecasting factor. This states determined single return forecasting factor
(hereafter called SDSRF factor) has higher predictive power relative to alternative predictors in
the literature and it does not have near perfect multicollinearity problem unlike forward rates and
cycles.
In this study, I investigate two main questions. First, I explore whether the estimation of pre-
dictable variation in excess bond returns can be improved by using an affine term structure model.
I find that dimension invariant DTSM provides better predictability results than the other well
known predictors: forward rates of Cochrane and Piazzesi (2005), principal components of macro
variables of Ludvigson and Ng (2009) and cycles of Cieslak and Povala (2010).
Second, I investigate how expected excess returns’ dependence on the term structure fac-
tors varies with investment horizon and maturity. I find that the dependency pattern possess a
similar shape for all maturities suggesting a single risk factor. Existence of a single factor in
one year excess bond returns first claimed by Cochrane and Piazzesi (2005). This study extends
Cochrane and Piazzesi (2005) results to different investment horizons and shows that using esti-
mated states from DTSM increases the predictive power. Using estimated latent states as a pre-
dictor, instead of forward rates, also resolve the imperfect multicollinearity problem caused by
high correlation between forward rates. This high correlation causes a suspicion of spuriously
high adjusted R2s in predictive regressions. Since forward rates are linear function of these states,
the superior predictive power of states may come from smoothing forward rates through the term
structure model.
I searched for model misspecification effect in predictive regressions of excess bond returns
on SDSRF factor. I find stable results with no suggestion of misspecification. Additionally, I find
that two main macro-finance variables, inflation and unemployment, become insignificant with the
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presence of the SDSRF factor in the predictive regression.
I also observe that one of the latent state of 7-factor DTSM predict future economic activity
better than alternative predictors such as yield curve slope and CP factor. In Calvet, Fisher and Wu
(2010)’s dimension invariant DTSM, each factor (i.e. state) is by construction relevant to a different
frequency. I find that this latent state has 18 years factor loading maturity.
Effects of implied volatility from interest rates derivatives market are also explored. High
percentage of implied volatility is spanned by the yield curve from about 84% to 92%. Only for
short maturities the remaining unspanned part of implied volatility slightly increases adjusted R2s
of predictive regressions.
To confirm that the results of this study does not depend on a particular sample period or
chosen data set, I apply several robustness checks with different sample periods and different data
sets. Several different specifications for the DTSM is also explored.
The remainder of this study structured as follows. Literature review is in the first section
of the chapter I, specification and estimation of the affine term structure model is introduced in
the second section of chapter I, Predictability of excess bond returns is reviewed in chapter II,
extracting market price of risk, different specifications, robustness and conclusions are discussed
in chapter III.
3
Chapter 1
Literature Review, Model Specification and
Estimation
1.1 Literature Review
The predictability of bond returns has been a considerable part of the term structure literature. The
classical theory of term structure model is the expectation hypothesis and it implies that variation
in excess bond returns are unpredictable. In its strong form (i.e. pure expectation hypothesis),
it affirms that long term yields are the average of expected short-term yields. In its weak form,
it affirms that long term yields are the average of expected short-term yields plus a constant risk
premium. Expectation hypothesis is a natural starting point to study term structure of interest
rates and is also categorized as a connection between macroeconomic forces, such as inflation and
output gap, and the shape of term structure of interest rate (see Gurkaynak and Wright (2012),
Guidolin and Thornton (2010)).
Literature focuses on the weak form of the hypothesis due to strong form’s mutually inconsis-
tent statements and unacceptable implications. For instance, under strong form of the hypothesis
short-term interest rates are expected to trend upwards infinitely for the most commonly observed
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shape of the yield curves (upward slopes). However, weak form of the hypothesis is also at the
odds with the facts of empirical data on nominal interest rates. In the early literature, (Fama 1984,
Mankiw and Miron 1986,Campbell and Schiller 1991) weak form of the expectation hypothesis
was tested and rejected for wide variety of interest rates data and sample periods. One of the most
common explanation for failure of expectation hypothesis is time varying risk premium. Under
the expectation hypothesis ex ante expected excess returns must be constant. Hence, regressing
excess returns on any time varying variable should end up with jointly zero regression coefficients.
However, a comparatively recent work Cochrane and Piazzesi (2005) shows that expected excess
bond returns can be predicted by a linear combination of forward rates. This study not only sug-
gests a single time varying risk factor to estimate excess bond returns for all maturities but it also
shows that this single factor (called return-forecasting factor) is uncorrelated with standard princi-
pal components of yields (i.e. level, slope, curvature).
Following Cochrane and Piazzesi (2005) (CP) several studies investigate return-forecasting
factor’s different aspects. Cieslak and Povala (2010) finds that by decomposing forward rates
into persistent trend and cycles, they can increase the predictability power. Tang and Yihong
(2007) and Kessler and Scherer (2009) examine excess returns predictability through forward rates
across countries. Chotibhak et al. (2012) study co-variation in yields across countries and find
that a world inflation factor is an important driver of risk compensation for long term bonds.
Magnus and Henrik (2015) defines a global return forecasting factor across countries which is con-
structed as GDP weighted average of each country’s CP return forecasting factor. They found that
bond risk premia are driven by both country-specific and global factors. They also claim increased
integration across markets increased over time suggested by increasing correlations between global
factor and local factors. Recently, Zhu (2015) also constructs a global common CP factor by using
linear combination of international forward rates.
Predicted power of macroeconomic factors for risk premium has also been investigated by sev-
eral studies. Duffee (2007) finds that expected excess returns are only weakly related to inflation,
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output growth, and the short rate. Ludvigson and Ng (2009) extract information in a large set
of macroeconomic and financial series by using principal component analysis. They show that
macro factors contain substantial information beyond CP’s return forecasting factor and raise the
R2 from 31% to 44%. Duffee (2012) argues that these principle components can hardly be mapped
to specific macro variables and the results might be sample period dependent. Cooper and Priest-
ley (2009) find that the output gap predicts bond returns. Huang and Shi (2011) extract a single
macro factor with higher forecast power for risk premium than Ludvigson and Ng (2009) using a
shrinkage-type model selection method, “least absolute shrinkage and selection operator”. Specif-
ically, their single macro factor is a linear combination of four group of macro factors including
employment, housing and price indices. Joslin et al. (2012) propose a setting in which a portion
of macro risks, related to inflation and real activity, is unspanned by the yield curve, but has an
impact on excess returns.
Duffee (2011) constructs a five-factor DTSM in which the fifth latent factor’s effect is cancelled
in cross-section of yields. Estimation of the model shows that this extracted fifth state has signifi-
cantly smaller effect on the yield curve (not totally cancelled) but among the other states it has the
most powerful effect on excess bond returns. Unlike Duffee (2011), in the cascade term structure
model all of the factors are affecting yield curves. Bansal et al. (2004) shows that regime-shifts
model can reproduce the high predictability (in average 33%) and tent shaped regression coeffi-
cients.
Goh. et al. (2013) find that principal components of a variety of technical indicators which are
widely watched and used by traders and investors1 have significant in-sample and out-of-sample
predictive ability.
Similar to this study, Sarno et al. (2014) show that affine term structure models can capture pre-
dictability of bond excess returns. Sarno et al. (2014) employ an extending estimation procedure
1 In total, Goh. et al. (2013) construct 63 past price/ volume patterns based technical indicators. Moving averages
of past forwards rates are used in 48 of these technical indicators. Rest of the 15 indicators are constructed based on
stock market trading volume to identify market trends.
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that jointly fits yields and past risk premia to the data. They also analyse a range of investment
horizons instead of focuses on a particular segment of the term structure. This study also analyse
predictability of bond risk premia for investment horizons ranging from 1 month to 1 year.
1.2 Specification and Estimation of the Affine Term Structure
Model
Term structure modelling is faced with the issue of summarizing the information comes from
large number of bonds that are traded in the market. To resolve this issue the strong tie in bond
yield movements over different maturities are used. Dynamic term structure models provides the
dynamics of bond yields by imposing cross sectional restrictions. The fundamentals of affine
dynamic term structure models is characterized in Duffie and Kan (1996) framework2. Since then,
different specifications and estimation methods of affine term structure models have been studied
extensively in the literature such as Backus et al. (2001), Dai and Singleton (2000, 2002), Duffee
(2002), Duffee and Stanton (2012).
The first generation of affine term structure models such as Vasicek (1977) and Cox et al.
(1985) imposed two specializing assumptions: the state variables are independent and the price
of risk is a multiple of interest rate volatility. Given these restrictions, estimation of the model
parameters is reasonably simple.
Three dimensional dynamic affine term structure model explains over 97% of bond yield vari-
ance. On the other hand, their forecasting power is not better than random walk (Duffee (2002),
Bali et al. (2009)). Hence, I prefer to perform my analysis with dimension-invariant DTSM intro-
duced by Calvet et al. (2010) which has better prediction and forecasting performance than low-
dimensional DTSMs.
2 Gouriroux and Sufana (2006) and Cheridito et al. (2010) have presented affine diffusion models that do not fit
into the Duffie and Kan framework.
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1.2.1 Term Structure Model:
Cascade DTSM describes dynamics of interest rate under risk neutral measure Q via multi-frequency
cascade structure. Let WQt = (WQ1,t, . . . ,W
Q
n,t)
T denote n independent Brownian motions, and let
Xt ≡ (x1,t, . . . , xn,t)T denote the n dimensional state vector underlying the interest rate move-
ments. Let x0,t = θr denote the long-run level of the short rate. The evolution of the different
frequency components are linked through the following structure,
dxj,t = κj(xj−1,t − xj,t)dt+ σj,tdWQj,t for j = 1, 2, ..., n (1.1)
where each frequency component xj,t mean reverts around the lower frequency level xj−1,t. The
speed of mean-reverting is determined by the parameter κj . I assume that κ1 < κ2 < . . . < κn. In
the matrix form, the risk neutral evolution of the state variables in eq.(1.1) is:
dXt = κ
Q(θQ −Xt)dt+ Σ1/2x,t dWQt (1.2)
where κQj,j = κj , κ
Q
j−1,j = −κj and Q superscript distinguishes parameters under the risk neutral
measure from corresponding parameters under physical measure. Duffee (2002) and Dai and Singleton
(2002) find that dynamic term structure models with constant volatility are superior to those with
stochastic volatility in terms of consistency in predicting yields. Almeida et al. (2011) show that
the models with stochastic volatility can maintain similar or superior performance along this di-
mension only if options data is used for estimation. I prefer constant volatility model in this study
with the diagonal matrix Σx,t having σ2j on the j’th diagonal.
The short interest rate is a set equal to the highest factor having the shortest degrees of persis-
tence:
rt = lim
τ↓0
−lnP (t, τ)
τ
= xn,t (1.3)
where P (t, τ) denotes the zero-coupon bond price at time t with time to maturity τ . I further
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assume that under risk neutral measure Q fair values of zero-coupon bonds and future instantaneous
rates are linked with no arbitrage assumption:
P (Xt, τ) = E
Q
t
[
exp
(
−
∫ t+τ
t
rs ds
)]
(1.4)
where EQt denotes expectation under probability measure Q conditional on the filtration Ft. Under
affine instantaneous interest rate, in eq.(1.3), and affine diffusion dynamics, in eq.(1.2), the fair val-
ues of zero-coupon bonds are exponential affine in state vector, Xt, as follows (see Duffie and Kan
(1996) 3),
P (Xt, τ) = exp(−b(τ)Xt − c(τ)) (1.5)
where the coefficients b(τ) and c(τ) satisfy the system of equations:
b
′
(τ) = en − (κQ)T b(τ)
c
′
(τ) = b(τ)TκQθQ − 1
2
b(τ)TΣb(τ)
(1.6)
with initial conditions b(0) = 0, c(0) = 0 and en = [0...0 1]T denoting an n dimensional column
vector.
The model is completed by specifying the state dynamics under the physical measure, which
is equivalent to specifying market price of risk. The absence of arbitrage condition implies that
discounted asset prices are martingales. For zero-coupon bonds this means
P (Xt, τ) = Et [Mt+1P (Xt+1, τ − 1)]
3Additional integrability conditions on the stochastic differential equations’ coefficients for Feynman-Kac ap-
proach are stated in Duffie et al. (2003).
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denoting the stochastic discount factor by Mt. The relative dynamics of Mt are
dMt
Mt
= −rt dt− λTt dWt (1.7)
where Wt = (W1,t, . . . ,Wn,t)T denotes n independent Brownian motions under physical mea-
sure. The i’th element of n dimensional vector λt is the price of risk associated with Wi,t. The
corresponding Radon-Nikody´m derivative is,
dQ
dP
|t≡ exp
(
−
∫ t
0
λTs dWs −
∫ t
0
1
2
λTs λsds
)
(1.8)
Therefore, dWQt = λtdt+ dW Pt and the state dynamics under the physical measurement are:
dXt = κ
Q(θQ −Xt)dt+ Σ1/2x,t λtdt+ Σ1/2x,t dWt (1.9)
or
dXt = κ
P (θP −Xt)dt+ Σ1/2x,t dWt (1.10)
here κP = κQ − Σ1/2x,t λ(1). In its most general form risk premia λt is:
λt = λ
(0) + λ(1)Xt (1.11)
where λ(0) and λ(1) are n-dimensional column vector and matrix, respectively.
Following Calvet et al. (2010), I choose parsimonious dimension invariant specifications4:
σj = σr for all j = 1, . . . , n and λt = λ(0) = σr[γ0, . . . , γ0]T (1.12)
where σrγ0 is a scalar standing for constant identical market price of risk for all frequencies.
4Results for more flexible specifications are in the appendix.
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The long run level of all frequencies under physical measure are assumed to be identical, θP =
[θr, . . . , θr]
T
. Therefore, the corresponding long run level of the j’th factor under risk neutral
measure ,θQj , is
θQj =

θr − γ0σ2r/κ1 for j=1
θr −
j∑
i=1
γ0σ
2
r/κi for j=2,...,n
(1.13)
In the base model geometric spacing of frequencies are used:
κj = κ1b
j−1, j = 1, 2, . . . , n. (1.14)
where κ1 determines the mean reversion for the lowest frequency state, x1,t and the coefficient b
denotes the common ratio between adjacent frequencies. Under dimension invariant specifications,
b(τ) and c(τ) are
bj(τ) =
n∑
i=j
αi,j
(
1− e−κiτ)
c(τ) =κ1θr
n∑
i=1
αi,1
(
τ − 1− e
−κiτ
κi
)
−
n∑
j=1
n∑
i=j
σ2rγ0αi,j
(
τ − 1− e
−κiτ
κi
)
− σ
2
r
2
n∑
j=1
n∑
i=j
n∑
k=j
αi,jαk,j
(
τ − 1− e
−κkτ
κk
− 1− e
−κiτ
κi
+
1− e−(κi+κk)τ
κi + κk
)
The term structure model is fully determined for an arbitrary number of factors by five param-
eters: (κ1, b, σr, θr, θQr ). There are certain restrictions on these parameters: κ1 > 0, b > 1, σ1 > 0.
1.2.2 Data:
My data runs from January 4, 1995 to January 21, 2009. I use weekly (Wednesday) closing mid-
quotes panel data of U.S. dollar London Interbank offered rate (LIBOR) and swap rates from
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Bloomberg. Fixed rate payer of the swap contract makes payments at swap rate in return for
receiving 3-month LIBOR. The LIBOR rates are for maturities of 1-, 2-, 3-, 6-, 9- and 12-month
and swap rates are for maturities of 2-, 3-, 5-, 7-, 10-, 15-, 20- and 30-year.
LIBOR rates are linearly related to zero coupon bond price by
LIBOR(Xt, τ) =
100
τ
(
1
P (Xt, τ)
− 1
)
(1.15)
where τ follows actual/360 day-count convention. The (mid-market) swap rates relate to the zero-
coupon bond prices by
SWAP (Xt, τ) = 100 h
1− P (Xt, τ)
hτ∑
i=1
P (Xt, i/h)
(1.16)
where τ denotes the swap maturity in years and h denotes the number of payments each year. For
the eurodollar swap rates that I use, the number of payments is twice per year and the day counting
convention is 30/360.
In academic literature, realized excess returns are generally defined on zero-coupon bonds.
Since underlying treasury bonds are coupon (i.e. periodic interest payment) bonds, there must be
a fitting, bootstrapping or interpolation procedure to construct zero curve. I bootstrap the zero
coupon curve by treating the swap rates as par yields and assuming that there is constant instanta-
neous forward rate between maturities. Swap rates are clean and frequent data which cover large
span of maturities. The disadvantage of this data is that the sample period is relatively short. For
example, I do not have data for high volatility monetary experiment period of early 1980’s (see
Piazzesi (2010)).
To compare my excess bond returns with literature and to check the robustness of my re-
sults over longer sample periods, I also use two other well known data sets. First, I use the
Fama and Bliss (1987) (FB) data of 1-5 year zero-coupon bond prices are from CRSP. FB data has
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a long time span and it is widely used in the literature.5 Using FB data gives me the chance to make
comparison with previous works and evaluate my model over different time periods. However, this
data does have longer maturities than 5 years. Second, I use Gurkaynak et al. (2006) (GSW) data
which covers a time span nearly as long as FB data and covers longer maturities.6 The problem
with GSW dataset is that it is smoothed across maturities. According to Cochrane and Piazzesi
(2008), the smoothing removes the forecasting signal besides the measurement errors in GSW
data.
1.2.3 Estimation Methodology:
To estimate model parameters, I cast the model into a state-space form. The state equation is
constructed based on discretization of continuous time dynamics of interest rate factors Xt in
equation(1.9) as,
Xt+1 = A+ ΦXt +
√
Σx ǫt+1, ǫt ∼ N(0, I) (1.17)
where Φ = exp(−κP∆t), A = (In−Φ)θP , Σx = σ2r∆tIn and In denotes an n dimensional identity
matrix. ∆t is 1/52 and 1/12 for weekly and monthly data, respectively.
Measurement equation is built on LIBOR and swap rates observations7,
yt = h(Xt) + et, et ∼ N(0,Σy)
h(Xt) =

LIBOR(Xt, i) i = 3 months
SWAP (Xt, j) j = 2, 3, 4, 5, 7, 10, 15, 20, 30 years
(1.18)
where yt denotes the data observation, h(Xt) denotes the model values of corresponding LIBOR
and swap rates as a function of the state vector Xt, and et denotes a measurement error vector at
5Fama-Bliss data is available at CRSP starting from January 1952. However, I omit period before January 1964.
According to Fama and Bliss (1987), data for earlier period is unreliable.
6Updated GSW data is freely available at Federal Reserve Bank website.
7In the robustness check the form of measurement equation is changed whenever Fama-Bliss Treasury bond data
is used.
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time t.
In the case of linear measurement equations,
yt = HXt + et (1.19)
where the state variables are Gaussian, Kalman filtering is a natural approach to update states
efficiently.
The ex ante predictions are
X¯t = A+ ΦXˆt−1, V¯x,t = ΦVˆx,t−1Φ
T + Σx
y¯t = HX¯t, V¯y,t = HV¯x,tH
T + Σy
(1.20)
and ex post filtering updates are,
Kt = V¯x,tH
T V¯ −1y,t = V¯xy,tV¯
−1
y,t
Xˆt = X¯t +Kt(yt − y¯t), Vˆy,t = V¯y,t −KtV¯y,tKTt
(1.21)
where Xˆ0 = E(X0), Vx,0 = Σx, Vy,0 = Σy and Kt is the Kalman gain. Kalman filter generates
the state updates as a weighted average of the forecasted states values and the forecast error (i.e.
measurement error). Kalman gain, the weight, is determined by relative magnitudes of the state
error variance,Vx,t , and the observation error variance, Vy,t.
In my application, the measurement equation in (1.18) is non-linear due to non-linear relation-
ship between swap rates and state variables. Standard Kalman filter technique is not applicable for
non-linear models. Extended Kalman filter (EKF) is traditionally the common method to handle
the non-linearity. EKF linearizes the system around the current state estimate using a first order
multidimensional Taylor series. Duffee and Stanton (2012) show that for relatively complex mod-
els, EKF has superior performance to maximum likelihood estimation and it is the recommended
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estimation technique for most settings in place of maximum likelihood estimation8. However, lin-
earization method in EKF ignores the fact that states are random variables. When model is highly
non-linear and the effects of higher order terms of the Taylor series become significant, the er-
ror in estimated posterior distribution of the states often becomes larger. Unscented Kalman filter
(UKF), introduced by Julier and Uhlmann (1997), approximates the distribution of the state ran-
dom variables by minimal set of deterministically chosen sample points (sigma points). Unlike
EKF, UKF captures the posterior distribution’s mean and covariance accurately to the 2nd order for
any non-linearity. The drawback of this model is that it requires choosing an appropriate set of free
deterministic parameters. In this application, I use UKF approach to filter the mean and covariance
of the states and measurement series.
Standard UKF algorithm steps for n dimensional linear state equation in (1.17) and non-linear
measurement equation in (1.18) are,
Step 1) Ex ante prediction of states:
X¯t = A+ φXˆt−1 V¯x,t = ΦVˆx,t−1Φ
T + Σx (1.22)
Step 2) Calculate 2n+1 sigma vectors, χi, and related weights, wi:
χt =
[
X¯t X¯t +
√
(n + δ)(V¯x,t) X¯t −
√
(n+ δ)( ¯Vx,t)
]
wm0 =
δ
(n+δ)
, wc0 = w
m
0 + (1− α2 + β)
wmi = w
c
i =
1
2(n+δ)
i = 1, ..., 2n
(1.23)
where δ = α2(n + k) − n is a scaling factor, 0 ≤ α ≤ 1, k ≥ 0 is a secondary scaling
parameter usually set to zero and β is used to incorporate prior knowledge of the distribution
of x. It is optimal to set β = 2 for Gaussian distribution.
8This study also finds that small sample performance of Efficient Method of Moments, a popular technique to
estimate complex models, is unacceptable even for the simplest model settings.
15
Step 3) Ex ante prediction of measurements:
y¯t =
2n∑
i=0
wmi h(χt,i)
V¯y,t =
2n∑
i=0
wci [h(χt,i)− yt][h(χt,i)− yt]T + Σy
V¯xy,t =
2n∑
i=0
wci [χt,i − X¯t][h(χt,i)− yt]T
(1.24)
Step 4) Ex post filtering updates:
Kt = V¯xy,tV¯
−1
y,t
Xˆt = X¯t +Kt(yt − y¯t), Vˆy,t = V¯y,t −KtV¯y,tKTt
(1.25)
Given the UKF forecasts of the conditional mean and covariance for each observation, quasi log
likelihood function becomes,
lt(Θ) = −1
2
ln | V¯y,t | −1
2
(
(yt − y¯t)T (V¯y,t)−1(yt − y¯t)
) (1.26)
By maximizing the sum of the quasi log likelihood function, I obtain five model parameters and
pricing error variance σ2e , Θ ≡ {κ1, b, θP , θQ, σr, σ2e}
Θ = argmax
(
T∑
t=1
lt(Θ)
)
(1.27)
where T denotes the number of weeks in my sample of estimations.
Using this procedure, I estimate Θ and states Xt for number of frequency component different
n for two different sample periods. Table 3.1 reports parameter estimates for these models. To
show the regions of the term structure that each factor will affect under power law restriction is
shown in Figure 3.1.
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I can estimate n=15 factor model by using all LIBOR data (i.e. 1m, 2m, 3m, 6m, 9m, 12m)
and swap rates for the first sample period: from Jan 4, 1995 to Dec 26, 2007. Mercurio (2010)
emphasized that after the credit crunch a wide wedge had opened between the market quotes of
swap rates with same maturity but based on different lengths for the underlying floating rates. In
my data underlying floating rate for the swap rates is 3-month LIBOR. Therefore, I prefer to use
only 3 month LIBOR maturity for the second sample period: from Jan 4, 1995 to Jan 27, 2009.
Calvet et al. (2010) finds that n=15 factor is the best model to estimate model parameters for the
first sample period. However, for my objective in this study, I prefer lower number of dimensions
which creates less correlated state variables.
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Chapter 2
Predictability of Excess Bond Returns
In this section, I discuss the predictability of excess bond returns by states and then I construct a
return forecasting factor composed of states (hereafter states return forecasting factor). I show that
excess bond returns can be predicted with higher adjusted R2 than reported so far.
2.1 Predictive regressions:
I regress bond excess returns on the states, Xt. To create comparability with much of the contem-
poraneous literature, I focus on one year holding period in this section and defer my analysis of
other holding periods to the following section.
An h-year holding period excess log return on a bond with τ years to maturity is defined as:
erτt+h = p
τ−h
t+h − pτt − hyht (2.1)
where pτt is the log price of a zero-coupon bond and pτt = −τyτt . In Table 3.2, I report the
descriptive statistics for bond excess returns.
Cochrane and Piazzesi (2005) (CP) characterizes one year return risk premium by running re-
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gressions of excess bond returns on all of the Fama-Bliss forward rates,
erτt+1 = β
τ
0 +
n∑
i=1
βτi f
i
t + ǫ
τ
t+1 (2.2)
Fama-Bliss data only have five different maturities from 1 year to 5 years. This regression becomes
a benchmark for my results. Since I mainly use swap-zero bond prices in my analysis, I construct
forward rates with longer maturities, too. However, using all 9 maturities of the forward rates on
the right hand side is impossible due to above 95% correlation between most of these forward
rates. Hence, following Cochrane and Piazzesi (2008), I try some reductions of the right hand
side variables. Table 3.3 presents adjusted R2s and Wald test statistics for null hypothesis that
all coefficients in regression (2.2) are jointly zero. To calculate standard errors I use both Hansen-
Hodrick (see Hodrick (1992)) and Newey-West (see Newey and West (1987)) correction. HH is the
classical way to handle regressions with overlapping data. On the other hand, NW correction has
a positive definite covariance matrix in any sample. Since NW under weights higher covariances,
I prefer to use more lags. Wald tests with both standard errors rejects the null hypothesis of jointly
insignificant forward rates.
Unlike forward rates, correlation between state variables are enough low to not cause multi-
collinearity. I run regression of bond excess returns at time t+h on all states at time t,
erτt+h = β
τ
0 +
n∑
i=1
βτi xi,t + ǫ
τ
t+h (2.3)
Table 3.3 summarizes the regression results. I report the adjusted R2 values and the Wald test
statistics for the null hypothesis that all coefficients in (2.3) are jointly zero. Wald test strongly
rejects that all coefficients of states are jointly zero using both Hansen-Hodrick and the Newey-
West standard errors corrections. States variables provide higher predictive power compared to
forward rates in both sample periods. The difference between the predictive power of states and
19
forwards rates is higher for the sample period 1995-2009. Whenever I do not make any reduction
on number of forward rates used in the regression, adjusted R2s become very close to what I find
for state variables. However, due to multicollinearity problem explained above these R2 values are
spuriously high. All these results suggest that states can predict risk premium better than forward
rates.
Coefficients in regressions (2.2) and (2.3) follow the same pattern for all maturities. I presents
this pattern in figure (3.2). Above 10 years maturities, this pattern shows some differences expect-
edly due to convexity.
2.2 Single return forecasting factor:
My results support Cochrane and Piazzesi (2005)’s claim that there exists a single factor which can
be used to capture predictive variations in excess bond returns. I can estimate this single factor by
using the average of excess bond returns. Hence, predictive capacity of this single factor can be
examined in a two step regression processes,
First step regression: ert+h = δ0 +
n∑
i=1
δixi,t + εt+h (2.4)
where ert+h is the average of excess bond returns and n is the number of frequency of the DTSM.
Single factor can be estimated by
δˆ′Xt = δˆ0 +
n∑
i=1
δˆixi,t (2.5)
Second step regression: erτt+h = ατ0 + ατ1
(
δˆ′Xt
)
+ ǫτt+h (2.6)
Adjusted R2s of the first step regression is reported in Table 3.4. To be able to compare the
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power of forward rates and 6 and 7 factor DTSMs, I report several versions of the first step re-
gressions with average of 2yr-5yr , 2yr-10yr and 2yr-30yr (2yr, 3yr, 4yr, 5yr, 7yr, 10yr, 15yr, 20yr
and 30yr) excess bond returns, respectively. In all regressions, state variables capture predictable
variation on excess bond returns better than forward rates.
Table 3.5 presents the adjusted R2s of second step regressions (2.6). On average, using only
first 10 years excess bond return in the first step regression (2.4) increases the predictive power of
the single factors. The single factor estimated using states factors capture more predictive varia-
tion than forward rates. Especially in 1995-2007 sample period, forward rates’ predictive power
is higher than the reported values in the literature1. In this sample period there is only one reces-
sion. When I use the sample with the recent recession, the superior predictive power of the states
determined single return forecasting factor, (SDSRF factor), (δˆXt) is compelling.
CP return forecasting factor is defined as followed
ert+h = δ0 +
n∑
i=1
δif
i
t + εt+h (2.7)
here ert+h is the average of excess bond returns and f it the number forward rates.
CPt = δˆ0 +
n∑
i=1
δˆif
i
t (2.8)
We explore CP return forecasting factor’s ability to predict excess bond returns. We observe
that in regression (2.6), if CP is used as an independent variable along with the SDSRF factor,
δˆXt, then CP return forecasting factor becomes insignificant (see Table 3.11 and Table 3.12 ). This
result persist over maturities and investment horizons.
I also generate Cieslak and Povala (2010) single cycle factor to compare with SDSRF factor.
Cieslak and Povala (2010) propose an alternative way of constructing the single factor which they
1 While bootstrapping swap rates, I assume constant instantaneous forward rates between maturities following
practitioners. This assumption very slightly increases the predictive power of forward rates compared.
21
label as the cycle factor. Cycle is the component of a yield with given maturity and trend that is
orthogonal to inflation trend. Cycles are defined as the residuals of the regression (2.9) given as
y
(i)
t = ai + biτ
CPI
t + c
i
t (2.9)
where yit and τCPIt are the yield of an i-period nominal Treasury bond and a discounted moving
average of past CPI inflation2, respectively. cit denotes i-period cycle at time t. Similar to CP and
SDSRF factor, single cycle factor is constructed as the predicted value of mean excess bond return:
ert+h = γ0 + γ1ct + γ2c
(1)
t + ǫt+h (2.10)
where ct =
1
n
n∑
i=2
cit and c1t is the one year cycle. ct summarizes the cross-sectional information
in yields and c1t reflects the variation in the real factor of real short rate. The single cycle factor is
given as
ĉf t = γˆ0 + γˆ1c
(1)
t + γˆ2ct (2.11)
I use monthly swap-zero bond yields to estimate cycles and single cycle factor. Table 3.8
compares predictive power of the single cycles factor, SDSRF factor and CP return forecasting
factor on one year excess bond returns. On average SDSRF factor have higher predictive capacity.
The adjusted R2s of SDSRF factor and single cycle factor are pretty close for sample period 1995-
2007 but the extension of the sample period to 2009 makes the difference wider. Using monthly
data doesn’t affect SDSRF factor’s predictive capacity. On average using only first ten years excess
bond returns in the first step regressions (2.4 and 2.10) gives the highest adjusted R2s for both
states and cycle single factors. Although on average SDSRF factor has higher predictive capacity
2Cieslak and Povala (2010) defines τCPIt = (1 − ν)
t−1∑
i=0
νiπt−i where πt = ln( CPItCPIt−1 ) is the year-over-year
inflation and ν = 0.987.
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compared the cycle single factor, cycle single factor surpasses SDSRF factor at longer maturities
(i.e. above 10 years) for sample period 1995-2007. We do not observe this for the extended sample
period.
Similarly, well known macro-finance variables like unemployment and inflation are driven out
by the SDSRF factor.3
2.3 Single return forecasting factor over different holding pe-
riods:
I investigate how predictive regression results change with respect to different holding periods.
Table 3.6 and 3.7 report single factor regression coefficient βˆτ1 , relevant t-statistics and adjusted R2
over one month to one year holding periods excess bond returns. These results are presented for
both 6-factor and 7-factor DTSMs. The single factor coefficients are significant across all horizons
according to t-statistics which are constructed by using Newey-West standard errors with 18 lags.
These results suggest that the single factor is a robust predictor across horizons.
Table 3.9 and Table 3.10 present state, cycle and CP return single factor’s predictive capacity
for different investment horizons in the sample periods 1995-2007 and 1995-2009, respectively.
Adjusted R2s of cycle single factor is lower than SDSRF factor’s even for high maturity excess
bond returns when investment horizon is shorter than one year.
I also investigate whether unspanned implied volatilities from interest rate option market have
predictive capacity. Unlike existing literature, I find that a high proportion of implied volatility is
explained by 7-factor DTSM with 84% to 92% adjusted R2s. Adding unspanned implied volatility
to predictive regression only slightly increases adjusted R2s for shorter maturities. The highest
increase in adjusted R2s is 6% which is observed for 9 months investment horizon (see Table
3.13).
3These regression results are not presented in this version.
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2.4 Predicting macroeconomic activity:
The literature has traditionally looked at bond markets for expectations about future economic
activity. For example Ang et al. (2006) observed that recessions after mid-1960s can be predicted
by inverted yield curve within six quarters of the upcoming recession. Koijen et al. (2014) also
shows that CP return forecasting factor has strong predictability for future economic activity. The
Federal Reserve Bank also accept yield curve as a potential leading indicator of the recessions (see
Estrella and Mishkin (1998); Estrella and Trubin (2006)). New York Federal Reserve Bank also
releases monthly updates of probability of US Recession Charts.
In the literature, multiple channels are brought to attention as explanations for yield curve’s
predictive capacity of past recessions. 4 One of the explanation is the change in investors’ long
term expectation. As investors expect future slowdown in the economy, low future inflation and a
possible future easing in the monetary policy, current long-term rates decreases.
Following Koijen et al. (2014), I use the Chicago Fed National Activity Index (CFNAI) 5 as
the measure of overall economic activity and related inflationary pressure. Following predictive
regression is used to explore single factor’s capacity to predict future economics activity,
CFNAIt+k = β0 + βkSFt + ǫt+k. (2.12)
Table (3.14) compares the regression results with CP return forecasting factor, Cieslak and Povala
(2010)’s cycle single factor and SDSRF factor. The forecast horizon k is displayed on the left and
runs from 1 to 36 months. CP return forecasting factor has the highest predictive capacity on av-
4See Harvey (1988), Estrella and Hardouvelis (1991), Eijffinger et al. (2000), Rendu de and Stolin (2003),
Hardouvelis and Dimitrios (2004), and Estrella (2005)
5The CFNAI is a weighted average of 85 existing monthly indicators of national economic activity. CFNAI peaks
at the peak of the business cycle and bottoms out at the through; it is normalized to have mean zero and standard
deviation one. Since economic activity tends toward trend growth rate over time, a positive index reading corresponds
to growth above trend and a negative index reading corresponds to growth below trend. CFNAI is normalized to have
mean zero and standard deviation one.
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erage than the yield curve which is higher than the yield curve’s6. However, the second lowest
frequency state x2,t has even higher predictive capacity. Same results are observed for different
sample periods. The factor loading maximum maturity for x2,t is 18 years.
2.5 Out-of-sample Analysis:
I use 04:Jan:1995-23:Jan:2002 as the initial in-sample estimation period. For out-of-sample fore-
cast evaluations, I use 30:Jan:2002-26:Dec:2007 and 30:Jan:2002-27:Jan:2009 sample periods.
The forecasts employ an expanding estimation window, meaning that the estimation sample always
starts on 04:Jan:1995 and additional observations are used as they become available. Alternatively,
we could have used rolling estimation windows. Rolling estimation windows are typically justi-
fied by appealing to structural breaks, although a rolling window generally will not be an optimal
estimation window in the presence of breaks. Pesaran and Timmermann (2007) and Clark and Mc-
Cracken (2009) show that, from an MSFE perspective, it can be optimal to employ pre-break data
when estimating forecasting models, a manifestation of the classic bias-efficiency tradeoff. More
generally, they demonstrate that the optimal window size is a complicated function of the timing
and size of breaks. Since these parameters are difficult to estimate precisely, expanding estimation
windows frequently perform better in terms of MSFE than rolling windows or windows selected
on the basis of structural break tests.
The 30:Jan:2002-27:Jan:2009 forecast evaluation period covers the Great Recession. There is
only one more recession (2001:04-:2001:11) in the whole sample. However, the selection of the
forecast evaluation period is always somewhat arbitrary.
Generating out-of-sample forecasts requires a recursive process. Specifically, suppose that erτt
and xj,t have n1 and n2=T−n1 observations in the initial in-sample and out-of-sample observations,
respectively. To generate the first out-of-sample forecast of predictive regressions (Eq.(2.3), Eq.
6Using 30-year yield or 20-year yield as the long term in slope doesn’t affect the result on average.
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(2.6)), I use the first n1 observations to estimate regressions and to calculate one period ahead
forecast. I denote this forecast as
êrτn1+1+h = βˆ
τ
0,n1 +
n∑
i=1
βˆτi,n1xi,n1+1.
The corresponding forecast error is given as
ǫˆτn1+1+h = er
τ
n1+1+h − êrτn1+1+h.
I apply the same procedure with n1+1 observations in order to generate second out-of-sample
forecast. 7 To generate entire out-of-sample forecast errors {ǫˆτt+h}t=T−n1−ht=n1+1 , I repeat this process
through the end of the available sample.
I use out-of-sample R2 (R2OS) to evaluate out-of-sample forecast. out-of-sample R2 (R2OS) is
introduced by Campbell and Tompson (2008). R2OS measures the proportional reduction in MSFE
for the predictive regression forecast relative to the “naive” forecast (i.e. historical average).
R2OS = 1−
T−n1−h∑
t=1
(
erτt+n1+h − êrτt+n1+h
)2
T−n1−h∑
t=1
(
erτt+n1+h − erτt+n1+h
)2 (2.13)
here erτt+n1+h = is the historical average benchmark forecast, which is calculated by taking
historical average of excess return up to time t+ n1.
Positive out-of-sample R2s suggest that the corresponding single factor predict excess bond
return forecast better than naive forecast. I observed positive average out-of-sample R2s for all
single factors in sample period between 1995 and 2007 (see Table 3.15a). In sample period 1995-
7I denote this forecast and the corresponding forecast error as êrτn1+2+h = βˆ
τ
0,n1+1
+
n∑
i=1
βˆτi,n1+1xi,n1+2 and
ǫˆτn1+2+h = er
τ
n1+2+h
− êrτn1+2+h, respectively.
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2009, only SDSRF factor have positive results. Table 3.15b shows that SDSRF factor’s R2ooss are
mostly superior compared to other single factors. Out-of-sample performance of SDSRF factor
gets better while investment horizons are decreasing and excess bond maturities are increasing.
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Chapter 3
Extracting Bond Risk Premia and
Robustness
3.1 Extracting market price of risk
Dynamic term structure models estimate yield curves almost perfectly with as low as three factors
even with a constant or zero market price of risk assumption. However, it is hard to estimate the
dynamics of time varying market price of risk through the information in cross section of bond
prices. A restricted risk pricing structure, which connects the cross section to the time series of
interest rates, is a necessity in these models.
Near unit root behaviour of interest rates leads to a large statistical uncertainty and upward bias
in estimation of speed of mean reversion. A dynamic term structure model (DTSM) imposes an
absence of arbitrage, which can help to alleviate these problems and provide more reliable term
premium estimates than those based on, for example, an unrestricted Vector Autoregression (VAR).
Almeida, Graveline and Joslin (2011) show that without restricting risk pricing, cross section does
not provide information for determining short rate expectations which policy makers use as the
proxy of market’s policy expectations.
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In this section, we explore how we can obtain these restrictions from data for dynamic affine
term structure models. To estimate time varying part of the market price of risk, we develop a two
step method. First we estimate the affine dynamic term structure model with constant market price
of risk. Then we use regression analyses to directly extract time varying part of the market price
of risk from the time series direction.
3.1.1 Model dynamics and estimation of market price risk:
With time varying risk premia assumption, λt = λ(0)+λ(1)Xt, states’ dynamics equation (3.1) can
be written as
dxj,t = κj(xj−1,t− xj,t) dt+ σ2rλ(0)j dt+ σ2r
n∑
i=1
λ
(1)
j,i xi,tdt+ σrdWj,t for j = 1, . . . , n (3.1)
Associated b(τ) and c(τ) with initial conditions b(0)=0 and c(0)=0 are given by
bj(τ) =
n∑
i=j
αi,j
(
1− e−κiτ) (3.2)
c(τ) =κ1θr
n∑
i=1
αi,1
(
τ − 1− e
−κiτ
κi
)
−
n∑
j=1
n∑
i=j
σ2r
(
λ
(0)
j + θr
n∑
k=1
λ
(1)
k,j
)
αi,j
(
τ − 1− e
−κiτ
κi
)
− σ
2
r
2
n∑
j=1
n∑
i=j
n∑
k=j
αi,jαk,j
(
τ − 1− e
−κkτ
κk
− 1− e
−κiτ
κi
+
1− e−(κi+κk)τ
κi + κk
)
Section ?? shows that predictive variations in excess bond returns can be estimated by using
states of DTSM.
We can connect coefficients of the predictive regressions 2.3 and 2.4 with DTSM by using
theoretical values of excess bond returns.Theoretical excess bond returns and expected excess bond
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returns in terms of DTSM notation are
er
(τ)
t+h = p
τ−h
t+h − pτt − hyht
= −bτ−hXt+h − cτ−h + (bτ − bh)Xt + cτ − ch (3.3)
E(er
(τ)
t+h) = (−bτ−hΦ + bτ − bh)︸ ︷︷ ︸
αˆτ
1
δˆ′
Xt + c
τ − ch − bτ−hA︸ ︷︷ ︸
αˆτ
0
(3.4)
here pτt is the logarithm of τ time to maturity zero-coupon bond price. Although, we can connect
expected excess return with regression coefficients, we cannot extract market price of risk. The
relationship is too complicated to extract market price of risk from it.
Therefore, to extract market price of risk we use a two step method. In the first step, latent
states are estimated by assuming constant market price of risk λ(0) = σrγ1n and λ(1) = 0nxn.
In the second step, we estimate market price of risk by using regressions derived according to
Euler-Maruyama approximation of state dynamics in sde (3.1):
xj,t+h − xj,t = κj(xj−1,t − xj,t)h + σ2rλ(0)j h + σ2rh
n∑
i=1
λ
(1)
j,i xi,t + σr
√
hZt+h (3.5)
We can construct two regressions-unrestricted and restricted-to extract market price of risk. In the
unrestricted regression, we set κj free of their estimated model values:
∆xj,t+h = µ
j
0 + µ
j
1(xj−1,t − xj,t) +
n∑
i=1
µji+1(xi,t) + νt+h (3.6)
here µj’s are the regression coefficients, µˆj1 denotes estimated κj and µˆ
j
2, . . . , µˆ
j
n+1 denote σr
√
hλ
(1)
j,i .
In the restricted version, we assign each κj its model estimated values from the first step:
∆xj,t+h − κjh(xj−1,t − xj,t) = µj0 +
n∑
i=1
µji (xi,t) + νt+h (3.7)
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here µj’s are the regression coefficients and µˆj1, . . . , µˆjn denote σrhλ
(1)
i,j .
Once we extract λ(1) by two step method, we can also re-estimate state space model with it.
Table 3.16 presents these new parameter estimates. Parameters estimates doesn’t effected signif-
icantly from adding exogenous time varying risk premia into DTSM equation. It must be noted
that estimation results are effected by the way we design the loglikelihood equation. I explicitly
apply all restrictions coming through the model to minimize the possibility of falsely getting a
local maximum loglikelihood value instead of the global one.1
3.1.2 Estimation and predictive regressions results:
I explore whether the predictive excess return regressions’ (2.3) coefficients (βˆτ)s are being able
to constructed with the extracted market price of risks. For this aim first I construct Φˆ = exp(κQ−
σrλ
(1)) and then calculate βτ = −bτ−hΦˆ + bτ − hbh. My calculations confirm that I successfully
construct market price of risk.
I estimate time varying part of the market price of risk, λ(1), by the two step method explained in
section (3.1.1) and re-estimate model parameters by using λ(1) for annually expanding estimation
window starting with in-sample period.2 After estimating market price of risk and re-estimating
model parameters for each annual window, I use these parameters to estimate states variables with
weekly expansions window until the next year. Hence, for each week in out-of-sample period, I
only use available observations on that time.
Using re-estimated states with extracted λ(1) in predictive regressions (2.3 and 2.6) does not
cause a significant change in adjusted R2s of these regressions for in-sample or out-of-sample
analysis (see Table 3.17).
1Several versions of code with implicitly and explicitly applied restrictions can be provided upon request.
2Although I use weekly expanding windows for predictive regression estimations and forecasts, I prefer annual
windows for parameter estimates to prevent computational burden.
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3.2 Different Specifications
I construct the single factor by using three other different methods. In the first method I use
differences of states instead of states itself. This changes the first step regression (2.4) as
ert+h = δ0 +
n∑
i=1
δi
(
xi,t − x(i− 1, t)
)
+ εt+h (3.8)
here x0,t = θr. In the second method, I use two years moving average smoothed states variables as
regressors in regression (2.4). Third method is used only for higher factor models such as 15-factor
DTSM. When I estimate a 15-factor model with all fifteen LIBOR and swap rates, high frequency
state variables becomes highly correlated. Using these over 90% correlated states might bring the
multicollinearity problem and the suspicion of spuriously high R2s. To eliminate this problem, I
use the average of high frequency states along with other states as regressors. Hence regression
(2.4) changes as
ert+h = δ0 +
n1∑
i=1
δixi,t + δn1+1
(
1
n− n1
n∑
i=n1+1
xi,t
)
+ εt+h (3.9)
Any of these methods to construct the single factor creates a significant change in predictive
capacity of single factor.
One of the important restriction in cascade DTSM is the power law relation between mean
reversion speeds, κj = κr bj−1. I examine how using free κj for each state affects the predictive
power of states. I find that with free mean reverting 6-factor model, the average adjusted R2 of
single factor is 55% for the first sample period: 1995-2007. This is slightly better than restricted
model’s predictive power. However, restrictive model is more parsimonious and stable regarding
parameter estimation.
Finally, I try extracting risk premium from yield curve under the assumption of joint log
normality of log price and log stochastic discounting factor. This assumption is also used in
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Cieslak and Povala (2010). Under this assumption, n-year zero-coupon bond yield can be cal-
culated recursively as
ynt =
1
n
Et
[
n−1∑
i=0
y1t+i
]
+
1
n
Et
[
n−2∑
i=0
ern−it+i+1
]
(3.10)
where the second part of the summation denotes the risk premium rpynt . By substituting one year
yield y1t = b(1)Xt + c(1) and taking expectations, equation (3.10) becomes
ynt =
b(1)
n
(
n−2∑
i=0
i∑
j=0
ΦjA+
n−1∑
i=0
ΦiXt
)
+ c(1) + rpynt (3.11)
I extract rpynt from above equation and use them as regressors in unrestricted predictive re-
gressions (2.3). Average adjusted R2 is 52% across maturities. Since its predictive power do not
surpass the states’, I do not continue exploring this method. Cieslak and Povala (2010) extract
their predictor, cycles, from yields by estimating residuals of yields regression on persistent part
of inflation. Average R2s reported in their study is lower compared to my results.
3.3 Robustness
3.3.1 Stability over different datasets and sample periods:
Since computation of returns can be sensitive to the interpolation method, I compare returns ob-
tained from swap and LIBOR rates to the FB data. Table 3.18 shows that different methods of
constructing the zero curve have little importance for the dynamic features of bond excess returns.
Beta coefficients are not statistically different from one. I conclude that any factor that aims to
explain important features of excess bond returns shall perform similarly well irrespective of the
data set used.
I also perform the first step predictive regression (2.3) for different sample periods by using
Fama-Bliss zero coupon Treasury Bond data set (see Table 3.19). In Table 3.19, I also report
33
adjusted R2s of regressions which correspond to first step regression with forward rates used as
regressors instead of latent states. Table 3.20 reports second step single factor regression for the
same sample periods for both the states determined single return forecasting factor (SDSRF factor)
δˆXt, and CP’s single return forecasting factor. Adding both single factors together in the predictive
regression δˆXt drives out CP’s factor. According to these tables, I conclude that my results are not
affected by the shorter sample period or choice of the data set.
Although it is not reported here, nonoverlapping standard errors are also calculated for each
regression result. I can construct both 52 and 4 different nonoverlapping samples for one year and
one month investment horizons, respectively3.
Par-bond excess returns are also among the not reported robustness results. I do not find any
significant difference in results by using par bond excess returns instead of zero-coupon excess
returns.
3.3.2 Model stability check by using learning:
Most of the term structure models assume constant parameters over time. However, these models
are estimated over a period of time in which Fed’s implicit inflation target has been changed in ad-
dition to some possible structural changes. Investors do not learn about inflation target change and
other structural changes instantly. Additionally, as an econometric approach recursive regressions
are expected to reveal possibility of regime change and structural breaks.
I re-estimate model parameters by using an expanding time period. First estimation is done by
using data between 04-Jan-1995 and 08-Jan-1997. For each estimation, estimation period is ex-
panded by 4 weeks and the last estimation is done by using full data sample (Jan,1995-Dec,2009).
Model parameters are stable except during the Great Recession (see Figure 3.6a). Power law spac-
3One year nonoverlapping samples can be constructed from 1st week of January to 1st week of January, 2nd week
of January to 2nd week of January and so forth for 52 weeks of a year. On the other hand, one month nonoverlapping
samples are constructed from 1st week of January to 1st week of February, 2nd week of January to 2nd week of
February and so forth for 4 weeks of a month.
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ing is finer during the normal times (see Figure 3.6b).
Higher frequency states are more stable, i.e. less dependent on period change (see Figure 3.7).
Model implied rates are not much affected by the change in the estimation period. Average RMSE
changes between 0.75 to 1.02.
Branch and Evans (2010) highlights that when investors have concerns for model misspecifica-
tion, they make repeated forecast by using a learning rule. One method is minimizing mean square
error of forecast by using least-squares learning rule:
erτt+h = α0,t +
n∑
j=1
αi,txj,t + ǫ
τ
t+h for h=1m,2m,3m,6m,9m,12m ,
where erτt+h is the excess return and xj,t is the estimated latent factor by using data until time
t. In Figure 3.8, adjusted R2s of excess bond returns for 158 expanding window regressions on
estimated states are presented. Each R2adj is the average of 2, 3, 4, 5, 7, 10, 15, 20 and 30 year of
excess zero bond returns regression on model estimated latent states for six different investment
horizons.
First expanding period regression of 12 months investment horizon has only 58 weeks data.
There are 158 expanding windows. First one is from Jan-1995 to Jan-1997 having 106 weeks.
Each progressive window has 4 additional weeks. The last expanding window has the full sample
period from Jan-1995 to Jan-2009.
3.4 Conclusion
I construct an excess bond return forecasting factor from an affine dynamic term structure model.
Since low dimensional models fail to predict excess bond returns, I employ a high dimensional
model. Hence, I use the dimension invariant DTSM constructed by Calvet, Fisher and Wu (2010)
with which I can utilize as many factors as required by data without the burden of estimating extra
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parameters.
My results show that the states determined single return forecasting factor (SDSRF factor) δˆXt,
constructed from the factors of this DTSM has higher predictive power than other well known pre-
dictors such as cycles, forward rates, macro finance variables, hidden factor etc. Among these
predictors cycles, forward rates and hidden factor can be classified as yield curve predictors. Since
instantaneous forward rates are linear functions of the states, among them CP’s single return fore-
casting factor is the one closest to the SDSRF factor. On the other hand, in terms of the predictive
power of Cieslak and Povala (2010)’s single factor, ĉf , which is a linear function of cycles, is the
one closest to the SDSRF factor. Duffee (2011) uses a 5-factor DTSM to estimate the hidden factor
along the other four factors. Based on relatively lower response of yield curve to the shock on fifth
factor, he suggests that it is a hidden factor. Unlike his model, each factor is affecting different
time period in my model and none of them can be assumed as hidden.
Affecting different time periods can be verbalized as factors with different frequencies. The
highest frequency state is defined as the instantaneous interest rate in the model and it has 99%
correlation with federal funds target rate.
Several robustness checks are applied to these conclusions. I find that the predictive power
of the SDSRF factor is not affected by the procedure used to construct zero curve and choice of
data set. Although the predictive power of the SDSRF factor changes with the sample period and
decreases with the inclusion of the Great Recession, its performance relative to the other single
factors remain superior.
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Table 3.1: Parameter estimates of DTSM
This table presents the parameter estimates for DTSMs with swap and LIBOR rates data and Fama-Bliss Treasury Bond data.
With swap rates we estimate models for 6, 7 and 15 frequencies for two different sample periods: 1995-2007 and 1995-2009.
With Fama-Bliss data we estimate the model with 5 frequencies for three different sample periods.
Dimension κr θr σr θQr b σe L
Sample
Period
Swap rates and 3-month LIBOR
n=6 0.0165 0.0746 0.0134 0.1371 2.6435 0.0001 20673 1995-2007
n=6 0.0180 0.0738 0.015 0.1421 2.6211 0.0001 21922 1995-2009
n=7 0.0214 0.0727 0.0135 0.1287 2.3895 0.0001 20835 1995-2007
n=7 0.0269 0.0720 0.0153 0.1253 2.2183 0.0001 22151 1995-2009
Swap rates and 1,2,3,6,9,12 months LIBOR n=15 0.0588 0.0696 0.0159 0.0924 1.7350 0.0002 29312 1995-2007
n=15 0.0564 0.0711 0.0182 0.0838 1.9857 0.0003 29735 1995-2009
Fama-Bliss data
n=5 0.2018 0.0407 0.023 0.0407 1.2354 0.0000 13817 1964-2003
n=5 0.1067 0.0417 0.0219 0.0379 1.4818 0.0000 15294 1964-2007
n=5 0.1876 0.0396 0.0224 0.0413 1.2673 0.0000 15613 1964-2009
n=5 0.0681 0.0725 0.0161 0.0672 3.2683 0.0000 5053 1995-2007
n=5 0.0570 0.0694 0.0166 0.0721 3.5130 0.0000 5206 1995-2009
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Table 3.2: Summary Statistics of bond excess returns
Mean, Std, Skew, Kurt, and AR(1) denote the sample estimates of the mean, standard deviation and the autocorrelation of order
1, respectively. The zero-coupon excess bond returns are generated by using swap zero curve.
(a) Sample Period: Jan 4, 1995 - Dec 26, 2007
Panel I: One year holding period excess bond return
er2 er3 er4 er5 er7 er10 er15 er20 er30
Mean 0.01 0.01 0.02 0.02 0.03 0.03 0.04 0.05 0.06
Std 0.01 0.03 0.03 0.04 0.06 0.08 0.1 0.13 0.18
AR(1) 0.99 0.99 0.98 0.98 0.98 0.97 0.97 0.96 0.96
Panel II: One month holding period excess bond return
er2 er3 er4 er5 er7 er10 er15 er20 er30
Mean 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.01 0.01
Std 0.01 0.01 0.01 0.01 0.02 0.03 0.04 0.05 0.06
AR(1) 0.79 0.79 0.78 0.78 0.77 0.76 0.74 0.74 0.73
Panel III: Six months holding period excess bond return
er2 er3 er4 er5 er7 er10 er15 er20 er30
Mean 0.00 0.01 0.01 0.01 0.07 0.02 0.02 0.03 0.04
Std 0.01 0.02 0.03 0.03 0.04 0.06 0.08 0.1 0.14
AR(1) 0.97 0.97 0.96 0.96 0.96 0.95 0.95 0.94 0.94
(b) Sample Period: Jan 4, 1995 - Jan 27, 2009
Panel I: One year holding period excess bond return
er2 er3 er4 er5 er7 er10 er15 er20 er30
Mean 0.01 0.01 0.02 0.02 0.03 0.04 0.05 0.06 0.08
Std 0.01 0.02 0.03 0.04 0.06 0.08 0.1 0.13 0.19
AR(1) 0.99 0.99 0.98 0.98 0.98 0.97 0.97 0.97 0.97
Panel II: One month holding period excess bond return
er2 er3 er4 er5 er7 er10 er15 er20 er30
Mean 0.00 0.00 0.00 0.00 0.01 0.00 0.01 0.01 0.01
Std 0.01 0.01 0.01 0.01 0.02 0.03 0.04 0.05 0.07
AR(1) 0.78 0.77 0.77 0.76 0.76 0.76 0.74 0.74 0.75
Panel III: Six months holding period excess bond return
er2 er3 er4 er5 er7 er10 er15 er20 er30
Mean 0.01 0.01 0.01 0.01 0.07 0.02 0.03 0.04 0.05
Std 0.01 0.02 0.03 0.03 0.04 0.06 0.09 0.11 0.16
AR(1) 0.97 0.97 0.97 0.96 0.96 0.96 0.96 0.96 0.96
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Table 3.3: Unrestricted predictive regressions of excess bond returns
In this table, adjusted R2s of regressions of excess bond returns are presented (see regressions (2.3,2.2)). In these regressions
dependent variables, excess bond returns, are constructed by using zero-coupon bond prices which are bootstraped from swap
rates. Forward rates are f τt = pτ−1t − pτt are also constructed by using these bond prices. To estimate latent states, 2, 3, 4, 5, 7,
10, 15, 20, 30 years swap rates and 3 months LIBOR are used. We report the Hansen-Hodrick (HH) and the Newey-West (NW)
correction, using 12 and 18 lags, respectively.
Sample Period: 1995-2007
2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr Average
6-factor DTSM: R2adj 0.51 0.53 0.56 0.59 0.61 0.62 0.61 0.59 0.60 0.58
X1,t, ...,X6,t χ
2(6) (HH) 121.95 171.80 227.85 269.03 259.27 194.62 134.42 107.10 100.48
χ2(6) (NW) 146.18 173.78 195.74 207.14 204.98 184.02 144.96 122.86 117.53
7-factor DTSM: R2adj 0.55 0.57 0.58 0.60 0.62 0.62 0.60 0.59 0.60 0.59
X1,t, ...,X7,t χ
2(7) (HH) 167.09 230.05 300.72 356.01 327.73 212.84 133.35 105.36 98.62
χ2(6) (NW) 165.90 189.44 211.52 226.18 225.02 193.31 144.18 121.20 116.42
Forward rates: R2adj 0.39 0.42 0.46 0.48 0.51 0.51 0.49 0.46 0.43 0.46
f1t , ..., f
5
t χ
2(5) (HH) 35.78 37.72 49.65 64.18 96.03 96.92 52.86 41.22 35.77
χ2(5) (NW) 55.02 56.18 69.33 83.99 106.27 97.99 65.47 55.14 47.46
Forward rates: R2adj 0.50 0.53 0.56 0.58 0.60 0.60 0.57 0.54 0.54 0.56
f1t , f
2
t , f
3
t , f
4
t , f
5
t , f
7
t , f
10
t , f
15
t , f
20
t , f
30
t χ
2(10) (HH) 129.28 209.75 342.42 479.79 485.79 234.04 86.05 59.81 37.90
χ2(10) (NW) 143.23 189.80 237.42 263.57 257.12 192.39 134.42 113.50 119.21
Sample Period: 1995-2009
2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr Average
6-factor DTSM: R2adj 0.44 0.44 0.46 0.47 0.48 0.47 0.42 0.38 0.37 0.44
X1,t, ...,X6,t χ
2(6) (HH) 57.28 82.12 96.28 101.40 88.89 69.97 51.43 43.08 41.02
χ2(6) (NW) 80.89 107.33 118.47 121.14 107.40 86.56 65.07 55.12 51.70
7-factor DTSM: R2adj 0.47 0.48 0.49 0.50 0.50 0.49 0.44 0.40 0.39 0.46
X1,t, ...,X7,t χ
2(7) (HH) 70.10 110.63 128.83 133.25 110.84 79.75 53.19 43.58 38.83
χ2(7) (NW) 93.51 131.19 143.10 145.32 125.91 96.75 69.58 58.82 52.79
Forward rates: R2adj 0.25 0.21 0.23 0.25 0.26 0.26 0.24 0.21 0.18 0.23
f1t , ..., f
5
t χ
2(5) (HH) 12.02 12.02 12.02 12.02 12.02 12.02 12.02 12.02 12.02
χ2(5) (NW) 19.80 15.07 17.83 20.58 22.13 22.17 20.15 19.05 18.08
Forward rates: R2adj 0.42 0.43 0.45 0.46 0.47 0.45 0.39 0.33 0.32 0.41
f1t , f
2
t , f
3
t , f
4
t , f
5
t , f
7
t , f
10
t , f
15
t , f
20
t , f
30
t χ
2(10) (HH) 72.81 101.44 123.93 140.12 148.10 100.05 51.07 42.45 50.22
χ2(10) (NW) 97.78 136.61 154.08 159.03 147.84 112.64 78.22 63.61 61.95
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Table 3.4: Adjusted R2 of average (across maturity) excess bond returns first step regressions
In this table, adjusted R2s of regression of average excess bond returns are presented. The dependent variable erSwap−zero denotes
average excess bond returns of 2 to 5 years’, 2 to 10 years’ and 2, 3, 4, 5, 7, 10, 15, 20 and 30 years’ zero coupon bonds,
respectively. Zero-coupon bond prices are bootstraped from swap rates and LIBOR rates. State factors are estimated by using
2, 3, 4, 5, 7, 10, 15, 20 and 30 years swap rates and 3 month LIBOR rate. f τt denotes τ years forward rate at time t which is
derived from swap-zero curve. All regressions except the ones in the last rows are performed with weekly data. “f 1t − f 5t FB
data (monthly)” denotes monthly forwards derived from Fama-Bliss zero coupon Treasury Bond data and monthly version of
dependent variable, average of erSwap−zero, is used in the corresponding regressions.
Sample Period: 1995-2009
Right Hand Side Variables
Left Hand Side Variable average of (2yr-5yr)
erSwap−zero
average of (2yr-10yr)
erSwap−zero
average of (2yr-30yr)
erSwap−zero
6-factor DTSM X1,t, ,X6,t 0.46 0.48 0.42
7-factor DTSM X1,t, ,X7,t 0.49 0.50 0.46
f1t − f5t 0.25 0.26 0.23
CP f1t , f2t , f3t , f4t , f5t , f7t , f10t , f15t , f20t , f30t 0.45 0.46 0.39
f1t − f5t FB data (monthly) 0.17 0.18 0.21
Sample Period :1995-2007
Right Hand Side Variables
Left Hand Side Variable average of (2yr-5yr)
erSwap−zero
average of (2yr-10yr)
erSwap−zero
average of (2yr-30yr)
erSwap−zero
6-factor DTSM X1,t, ,X6,t 0.56 0.61 0.60
7-factor DTSM X1,t, ,X7,t 0.59 0.61 0.60
f1t − f5t 0.45 0.50 0.51
CP f1t , f2t , f3t , f4t , f5t , f7t , f10t , f15t , f20t , f30t 0.56 0.59 0.57
f1t − f5t FB data (monthly) 0.34 0.39 0.44
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Table 3.5: Adjusted R2s of predictive excess bond returns regressions on single factor
Adjusted R2s of excess bond returns regressions on single factors in equation (2.6) are presented. Single factors with 6-factor and
7-factor DTSMs are estimated as in equation (2.5). Single factors of forward rates are estimated by using the first step regression
with forward rates as regressors. In the first step regressions average of 2yr-5yr, 2yr-10yr and 2yr, 3yr, 4yr, 5yr, 7yr, 10yr, 15yr,
20yr and 30yr excess bond returns are used, respectively. δˆXt denotes single factor constructed by using states. CP1yr−5yr
and CPm denote single return forecasting factors constructed by using five and seven forward rates, respectively. In CPm used
maturities are the same with the factor loadings of the 7-factor model: 1m, 5m, 1yr, 3yr, 8yr, 18yr, 30yr.
Sample Period: 1995-2007
6-factor DTSM (δˆXt) 7-factor DTSM (δˆXt) CP1yr−5yr CPm
τ 2yr-5yr 2yr-10yr 2yr-30yr 2yr-5yr 2yr-10yr 2yr-30yr 2yr-5yr 2yr-10yr 2yr-30yr 2yr-5yr 2yr-10yr 2yr-30yr
2 yr 0.49 0.44 0.36 0.53 0.47 0.37 0.39 0.36 0.33 0.45 0.41 0.33
3 yr 0.53 0.50 0.42 0.57 0.53 0.43 0.42 0.40 0.37 0.49 0.46 0.39
4 yr 0.57 0.55 0.48 0.59 0.57 0.49 0.45 0.44 0.42 0.51 0.50 0.44
5 yr 0.59 0.58 0.52 0.60 0.60 0.53 0.47 0.47 0.45 0.53 0.53 0.47
7 yr 0.59 0.61 0.58 0.59 0.62 0.59 0.49 0.50 0.49 0.53 0.55 0.52
10 yr 0.56 0.61 0.61 0.55 0.61 0.61 0.48 0.51 0.52 0.50 0.54 0.55
15 yr 0.48 0.56 0.60 0.46 0.55 0.60 0.46 0.50 0.52 0.43 0.50 0.54
20 yr 0.42 0.51 0.58 0.40 0.50 0.57 0.42 0.47 0.50 0.38 0.45 0.51
30 yr 0.39 0.48 0.57 0.37 0.47 0.56 0.40 0.44 0.47 0.34 0.42 0.50
Average 0.51 0.54 0.52 0.52 0.54 0.53 0.44 0.46 0.45 0.46 0.48 0.47
Sample Period: 1995-2009
6-factor DTSM (δˆXt) 7-factor DTSM (δˆXt) CP1yr−5yr CPm
τ 2yr-5yr 2yr-10yr 2yr-30yr 2yr-5yr 2yr-10yr 2yr-30yr 2yr-5yr 2yr-10yr 2yr-30yr 2yr-5yr 2yr-10yr 2yr-30yr
2 yr 0.43 0.39 0.33 0.46 0.43 0.37 0.27 0.26 0.24 0.37 0.33 0.25
3 yr 0.45 0.42 0.36 0.48 0.46 0.39 0.24 0.23 0.21 0.36 0.33 0.26
4 yr 0.46 0.45 0.39 0.49 0.48 0.43 0.25 0.24 0.23 0.37 0.35 0.29
5 yr 0.47 0.47 0.42 0.50 0.50 0.45 0.25 0.25 0.24 0.37 0.37 0.32
7 yr 0.47 0.48 0.46 0.49 0.51 0.48 0.26 0.26 0.26 0.35 0.37 0.35
10 yr 0.43 0.47 0.47 0.44 0.48 0.49 0.24 0.26 0.26 0.32 0.36 0.37
15 yr 0.34 0.39 0.42 0.35 0.41 0.44 0.20 0.23 0.24 0.24 0.30 0.34
20 yr 0.27 0.33 0.37 0.29 0.35 0.39 0.17 0.19 0.21 0.18 0.24 0.29
30 yr 0.24 0.29 0.35 0.27 0.32 0.37 0.15 0.17 0.18 0.15 0.20 0.26
Average 0.39 0.41 0.40 0.42 0.44 0.42 0.23 0.23 0.23 0.30 0.32 0.30
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Table 3.6: Predictability of bond excess returns at different holding periods: 1995-2007
The table reports single factor coefficients, αˆτ1 , related t statistics and adjusted R2s from predictive regres-
sion (2.3) for bond excess returns at different investment horizons, h=1,3,6,9 months. 6-factor and 7-factor
DTSM are estimated by using 2,3,4,5,7,10,15,20,30 years swap rates and 3 months LIBOR. In parentheses,
t-statistics use the Newey-West adjustment with 18 lags. CP denotes regression with Cochrane and Piazzesi
(2005)’s single returns forecasting factor.
Investment Horizon h=1 month
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
6-factor
αˆτ1 0.347 0.540 0.715 0.883 1.312 1.508 1.786 2.067 2.994
tstat (5.263) (5.517) (5.472) (5.477) (5.632) (4.697) (3.844) (3.466) (3.273)
R2adj 0.12 0.11 0.10 0.10 0.12 0.08 0.06 0.05 0.05
7-factor
αˆτ1 0.347 0.540 0.714 0.882 1.308 1.511 1.774 2.041 2.993
tstat (5.323) (5.532) (5.446) (5.448) (5.582) (4.679) (3.79) (3.393) (3.233)
R2adj 0.12 0.11 0.11 0.10 0.12 0.08 0.06 0.05 0.05
CP R2adj 0.07 0.07 0.07 0.07 0.09 0.06 0.05 0.04 0.05
Investment Horizon h=3 months
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
6-factor
αˆτ1 0.319 0.514 0.691 0.864 1.304 1.559 1.928 2.286 3.320
tstat (4.617) (4.816) (4.963) (5.169) (6.087) (5.192) (4.632) (4.348) (4.017)
R2adj 0.21 0.22 0.22 0.22 0.28 0.21 0.18 0.16 0.16
7-factor
αˆτ1 0.321 0.517 0.693 0.864 1.298 1.559 1.919 2.267 3.323
tstat (4.608) (4.775) (4.869) (5.049) (5.901) (5.086) (4.507) (4.223) (3.971)
R2adj 0.22 0.22 0.23 0.23 0.29 0.22 0.18 0.16 0.17
CP R2adj 0.16 0.17 0.18 0.18 0.25 0.19 0.17 0.16 0.15
Investment Horizon h= 6 months
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
6-factor
αˆτ1 0.288 0.489 0.675 0.854 1.261 1.611 2.086 2.507 3.669
tstat (5.715) (5.781) (5.999) (6.295) (8.216) (7.026) (6.651) (6.530) (6.301)
R2adj 0.31 0.33 0.36 0.38 0.48 0.41 0.37 0.35 0.35
7-factor
αˆτ1 0.296 0.499 0.683 0.857 1.253 1.603 2.077 2.493 3.652
tstat (5.695) (5.772) (5.922) (6.17) (7.976) (6.877) (6.64) (6.537) (6.291)
R2adj 0.34 0.36 0.38 0.40 0.49 0.42 0.38 0.35 0.36
CP R2adj 0.27 0.29 0.30 0.31 0.41 0.32 0.29 0.26 0.25
Investment Horizon h=9 months
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
6-factor
αˆτ1 0.274 0.492 0.686 0.867 1.206 1.619 2.135 2.579 3.750
tstat (6.322) (6.365) (6.659) (7.023) (8.072) (7.779) (7.349) (6.935) (6.146)
R2adj 0.38 0.42 0.46 0.49 0.55 0.53 0.50 0.47 0.46
7-factor
αˆτ1 0.283 0.506 0.698 0.874 1.202 1.601 2.097 2.518 3.662
tstat (6.952) (7.013) (7.21) (7.499) (8.519) (8.047) (7.528) (7.068) (6.287)
R2adj 0.42 0.46 0.49 0.52 0.57 0.54 0.50 0.46 0.45
CP R2adj 0.35 0.38 0.40 0.42 0.46 0.42 0.39 0.35 0.34
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Table 3.7: Predictability of bond excess returns at different holding periods: 1995-2009
The table reports single factor coefficients, αˆτ1 , related t statistics and adjusted R2s from predictive regres-
sion (2.3) for bond excess returns at different investment horizons, h=1,3,6,9 months. 6-factor and 7-factor
DTSM are estimated by using 2,3,4,5,7,10,15,20,30 years swap rates and 3 months LIBOR. In parentheses,
t-statistics use the Newey-West adjustment with 18 lags. CP denotes regression with Cochrane and Piazzesi
(2005)’s single returns forecasting factor.
Investment Horizon h=1 month
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
6-factor
αˆτ1 0.204 0.340 0.467 0.593 0.850 1.103 1.359 1.640 2.446
tstat (6.455) (6.448) (6.054) (5.741) (5.676) (4.345) (3.535) (3.142) (3.075)
R2adj 0.12 0.13 0.14 0.14 0.16 0.14 0.10 0.09 0.10
7-factor
αˆτ1 0.197 0.329 0.448 0.566 0.816 1.083 1.360 1.665 2.537
tstat (6.848) (6.925) (6.463) (6.176) (6.236) (4.881) (3.911) (3.45) (3.453)
R2adj 0.13 0.14 0.14 0.14 0.16 0.14 0.12 0.11 0.12
CP R2adj 0.04 0.06 0.06 0.07 0.09 0.09 0.08 0.06 0.07
Investment Horizon h=3 months
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
6-factor
αˆτ1 0.233 0.379 0.507 0.631 0.904 1.107 1.327 1.562 2.350
tstat (4.183) (4.345) (4.387) (4.432) (4.673) (4.011) (3.407) (3.139) (3.066)
R2adj 0.18 0.19 0.19 0.19 0.23 0.18 0.13 0.11 0.12
7-factor
αˆτ1 0.196 0.328 0.439 0.546 0.781 1.037 1.350 1.687 2.637
tstat (4.393) (4.472) (4.463) (4.544) (5.066) (4.514) (3.89) (3.571) (3.685)
R2adj 0.18 0.20 0.20 0.21 0.25 0.22 0.20 0.19 0.21
CP R2adj 0.08 0.09 0.11 0.12 0.16 0.14 0.13 0.12 0.12
Investment Horizon h= 6 months
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
6-factor
αˆτ1 0.175 0.304 0.428 0.549 0.810 1.073 1.393 1.692 2.575
tstat (4.418) (4.563) (4.814) (5.103) (6.423) (5.947) (5.617) (5.649) (6.161)
R2adj 0.20 0.22 0.25 0.27 0.36 0.31 0.28 0.25 0.27
7-factor
αˆτ1 0.173 0.302 0.419 0.533 0.770 1.047 1.398 1.725 2.633
tstat (4.606) (4.792) (4.976) (5.231) (6.567) (6.185) (6.047) (6.043) (6.450)
R2adj 0.22 0.25 0.27 0.30 0.37 0.35 0.33 0.31 0.32
CP R2adj 0.12 0.14 0.17 0.19 0.28 0.25 0.24 0.21 0.23
Investment Horizon h=9 months
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
6-factor
αˆτ1 0.157 0.290 0.412 0.530 0.753 1.053 1.428 1.761 2.615
tstat (4.481) (4.72) (5.03) (5.379) (6.14) (6.397) (6.422) (6.419) (6.12)
R2adj 0.25 0.29 0.33 0.36 0.43 0.44 0.42 0.40 0.39
7-factor
αˆτ1 0.160 0.297 0.416 0.530 0.745 1.042 1.421 1.758 2.632
tstat (4.857) (5.216) (5.474) (5.797) (6.666) (6.951) (7.009) (6.976) (6.792)
R2adj 0.27 0.32 0.36 0.39 0.45 0.46 0.45 0.43 0.43
CP R2adj 0.19 0.21 0.24 0.26 0.32 0.31 0.29 0.26 0.26
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Table 3.8: Adjusted R2s of predictive excess bond returns regressions on monthly single factors
Adjusted R2s of excess bond returns regressions on single factors in equation (2.6) are presented with monthly data. Single
factors 7-factor DTSMs are estimated as in equation (2.5). Single factors of forward rates are estimated by using the first step
regression with forward rates as regressors. Cieslak’s cycle single factors are estimated as in equation (refEq:CycleSF). In the first
step regressions average of 2yr-5yr, 2yr-10yr and 2yr, 3yr, 4yr, 5yr, 7yr, 10yr, 15yr, 20yr and 30yr excess bond returns are used,
respectively. δˆXt denotes single factor constructed by using states. CP1yr−5yr denote single return forecasting factors constructed
by using five forward rates.
Sample Period: 1995-2007
7-factor DTSM cycle CP1yr−5yr
δˆXt
τ 2yr-5yr 2yr-10yr 2yr-30yr 2yr-5yr 2yr-10yr 2yr-30yr 2yr-5yr 2yr-10yr 2yr-30yr
2 yr 0.53 0.47 0.43 0.34 0.36 0.35 0.40 0.39 0.39
3 yr 0.57 0.53 0.49 0.40 0.41 0.40 0.44 0.43 0.43
4 yr 0.59 0.57 0.53 0.45 0.46 0.45 0.47 0.47 0.46
5 yr 0.60 0.60 0.57 0.49 0.50 0.49 0.50 0.50 0.49
7 yr 0.59 0.62 0.61 0.54 0.55 0.54 0.51 0.52 0.51
10 yr 0.55 0.61 0.62 0.56 0.58 0.58 0.51 0.52 0.52
15 yr 0.46 0.55 0.58 0.56 0.59 0.59 0.48 0.49 0.49
20 yr 0.40 0.50 0.54 0.54 0.57 0.58 0.44 0.46 0.46
30 yr 0.38 0.47 0.54 0.51 0.54 0.54 0.41 0.42 0.43
Average 0.52 0.55 0.54 0.49 0.51 0.50 0.46 0.46 0.47
Sample Period: 1995-2009
7-factor DTSM cycle CP1yr−5yr
δˆXt
τ 2yr-5yr 2yr-10yr 2yr-30yr 2yr-5yr 2yr-10yr 2yr-30yr 2yr-5yr 2yr-10yr 2yr-30yr
2 yr 0.47 0.43 0.40 0.23 0.26 0.26 0.27 0.26 0.26
3 yr 0.49 0.46 0.43 0.23 0.26 0.25 0.24 0.23 0.23
4 yr 0.50 0.49 0.46 0.26 0.29 0.28 0.26 0.25 0.25
5 yr 0.51 0.50 0.48 0.28 0.32 0.31 0.27 0.27 0.27
7 yr 0.49 0.51 0.50 0.31 0.36 0.35 0.28 0.29 0.28
10 yr 0.45 0.49 0.50 0.33 0.38 0.38 0.28 0.29 0.29
15 yr 0.36 0.42 0.44 0.31 0.36 0.37 0.24 0.26 0.26
20 yr 0.30 0.36 0.39 0.27 0.33 0.34 0.20 0.22 0.23
30 yr 0.28 0.33 0.37 0.24 0.29 0.31 0.18 0.19 0.20
Average 0.43 0.44 0.44 0.27 0.31 0.32 0.25 0.25 0.25
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Table 3.9: Predictability of bond excess returns at different holding periods with monthly
data: 1995-2007
The table reports single factor coefficients, αˆτ1 , related t statistics and adjusted R2s from predictive regres-
sion (2.3) for bond excess returns at different investment horizons, h=1,3,6,9 months. I use 7-factor DTSM
estimated by 3-month LIBOR and 2-10 years and 2-30 years swap rates, respectively. In parentheses, t-
statistics use the Newey-West adjustment with 18 lags. CP denotes Cochrane and Piazzesi (2005)’s single
returns forecasting factor. cycle denotes Cieslak and Povala (2010)’s single cycle factor.
Investment Horizon h=1 month
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
2-10 years
αˆτ1 0.343 0.538 0.708 0.874 1.279 1.538 1.809 2.072 2.844
tstat (7.113) (7.077) (6.775) (6.748) (6.841) (5.872) (4.602) (4.032) (3.835)
R2adj 0.13 0.12 0.12 0.12 0.14 0.10 0.07 0.06 0.06
2-30 years R2adj 0.12 0.12 0.11 0.11 0.14 0.10 0.07 0.06 0.07
cycle R2adj 0.07 0.07 0.06 0.06 0.08 0.06 0.05 0.05 0.04
CP R2adj 0.09 0.09 0.08 0.09 0.10 0.06 0.06 0.05 0.04
Investment Horizon h=3 months
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
2-10 years
αˆτ1 0.329 0.526 0.701 0.872 1.291 1.541 1.894 2.228 3.242
tstat (5.588) (5.966) (6.270) (6.862) (8.590) (8.425) (7.534) (7.246) (6.708)
R2adj 0.24 0.24 0.24 0.24 0.30 0.23 0.19 0.17 0.17
2-30 years R2adj 0.23 0.23 0.23 0.24 0.30 0.23 0.19 0.18 0.20
cycle R2adj 0.17 0.17 0.18 0.18 0.23 0.18 0.16 0.16 0.13
CP R2adj 0.18 0.18 0.18 0.18 0.24 0.16 0.15 0.14 0.12
Investment Horizon h= 6 months
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
2-10 years
αˆτ1 0.301 0.507 0.690 0.863 1.244 1.592 2.058 2.473 3.588
tstat (5.553) (5.976) (6.489) (7.144) (9.969) (10.804) (12.389) (11.529) (8.832)
R2adj 0.37 0.39 0.41 0.43 0.51 0.44 0.40 0.37 0.38
2-30 years R2adj 0.34 0.37 0.39 0.41 0.50 0.44 0.42 0.40 0.43
cycle R2adj 0.29 0.31 0.32 0.33 0.41 0.34 0.32 0.30 0.27
CP R2adj 0.30 0.31 0.31 0.31 0.42 0.30 0.27 0.25 0.24
Investment Horizon h=9 months
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
2-10 years
αˆτ1 0.286 0.511 0.703 0.878 1.200 1.592 2.095 2.516 3.638
tstat (6.660) (7.404) (8.330) (9.399) (12.398) (13.061) (10.945) (8.932) (6.690)
R2adj 0.45 0.49 0.52 0.54 0.59 0.55 0.51 0.47 0.46
2-30 years R2adj 0.40 0.45 0.48 0.51 0.58 0.56 0.54 0.52 0.52
cycle R2adj 0.31 0.34 0.37 0.40 0.45 0.45 0.45 0.43 0.40
CP R2adj 0.34 0.35 0.37 0.39 0.44 0.39 0.37 0.35 0.32
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Table 3.10: Predictability of bond excess returns at different holding periods with monthly
data: 1995-2009
The table reports single factor coefficients, αˆτ1 , related t statistics and adjusted R2s from predictive regres-
sion (2.3) for bond excess returns at different investment horizons, h=1,3,6,9 months. I use 7-factor DTSM
estimated by 3-month LIBOR and 2-10 years and 2-30 years swap rates, respectively. In parentheses, t-
statistics use the Newey-West adjustment with 18 lags. CP denotes Cochrane and Piazzesi (2005)’s single
returns forecasting factor. cycle denotes Cieslak and Povala (2010)’s single cycle factor.
Investment Horizon h=1 month
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
2-10 years
αˆτ1 0.304 0.501 0.683 0.861 1.223 1.612 2.038 2.491 3.633
tstat (10.495) (11.061) (9.660) (8.637) (8.770) (5.898) (4.403) (3.702) (3.389)
R2adj 0.14 0.15 0.16 0.16 0.18 0.16 0.13 0.12 0.12
2-30 years R2adj 0.14 0.15 0.16 0.16 0.18 0.16 0.13 0.12 0.13
cycle R2adj 0.01 0.01 0.01 0.01 0.02 0.01 0.01 0.01 0.00
CP R2adj 0.04 0.05 0.06 0.07 0.07 0.05 0.05 0.04 0.03
Investment Horizon h=3 months
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
2-10 years
αˆτ1 0.328 0.534 0.707 0.874 1.239 1.562 1.998 2.439 3.660
tstat (6.079) (6.421) (6.662) (7.085) (8.080) (6.788) (4.971) (4.128) (3.852)
R2adj 0.23 0.23 0.23 0.23 0.28 0.23 0.19 0.18 0.19
2-30 years R2adj 0.21 0.22 0.22 0.23 0.27 0.23 0.20 0.19 0.21
cycle R2adj 0.07 0.07 0.08 0.08 0.12 0.08 0.07 0.06 0.04
CP R2adj 0.08 0.08 0.09 0.09 0.14 0.08 0.07 0.06 0.04
Investment Horizon h= 6 months
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
2-10 years
αˆτ1 0.298 0.507 0.690 0.865 1.233 1.598 2.073 2.506 3.686
tstat (5.513) (6.251) (6.962) (7.830) (10.505) (11.393) (10.275) (8.339) (6.661)
R2adj 0.30 0.32 0.34 0.35 0.43 0.37 0.33 0.30 0.30
2-30 years R2adj 0.27 0.30 0.32 0.34 0.42 0.38 0.34 0.32 0.34
cycle R2adj 0.20 0.20 0.22 0.23 0.30 0.24 0.22 0.19 0.16
CP R2adj 0.19 0.18 0.19 0.20 0.30 0.19 0.16 0.14 0.12
Investment Horizon h=9 months
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
2-10 years
αˆτ1 0.280 0.504 0.696 0.872 1.196 1.609 2.135 2.584 3.761
tstat (5.392) (6.241) (6.999) (7.854) (10.011) (10.969) (9.396) (7.701) (6.139)
R2adj 0.36 0.40 0.43 0.45 0.50 0.48 0.44 0.40 0.38
2-30 years R2adj 0.33 0.37 0.40 0.43 0.49 0.49 0.46 0.43 0.43
cycle R2adj 0.22 0.23 0.25 0.27 0.33 0.31 0.29 0.26 0.22
CP R2adj 0.22 0.21 0.22 0.24 0.29 0.24 0.21 0.18 0.16
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Table 3.11: Predictive regressions with single factors: 12-month investment horizon
The table reports predictive regressions of excess bond returns for 12-month investment horizons on single
factors: δˆXt, cycle and CP. In parenthesis, p-values use Newey-West adjustment with 18 lags.
(a) Sample period: 1995-2007
τ c0 δˆXt cycle CP R2adj
2yr 0.002 0.274 -0.024 0.002 0.47
(0.349) (0.006) (0.809) (0.981)
0.002 0.276 -0.024 0.48
(0.305) (0.001) (0.802)
0.002 0.259 -0.003 0.48
(0.399) (0.005) (0.972)
5yr 0.000 0.795 0.119 -0.004 0.60
(0.984) (0.004) (0.591) (0.983)
0.000 0.792 0.118 0.60
(0.985) (0.000) (0.600)
0.001 0.874 0.020 0.60
(0.937) (0.000) (0.922)
7yr -0.002 0.930 0.345 -0.018 0.63
(0.804) (0.007) (0.146) (0.941)
-0.002 0.917 0.342 0.63
(0.794) (0.000) (0.171)
-0.001 1.159 0.052 0.62
(0.908) (0.000) (0.841)
10yr -0.006 0.978 0.728 0.003 0.63
(0.574) (0.026) (0.013) (0.992)
-0.006 0.981 0.728 0.63
(0.579) (0.002) (0.018)
-0.004 1.462 0.152 0.61
(0.726) (0.000) (0.651)
15yr -0.009 0.697 1.480 0.172 0.60
(0.56) (0.253) (0.001) (0.732)
-0.009 0.815 1.508 0.61
(0.599) (0.079) (0.001)
-0.005 1.681 0.473 0.55
(0.774) (0.000) (0.299)
20yr -0.012 0.425 2.127 0.297 0.57
(0.541) (0.590) (0.002) (0.652)
-0.011 0.630 2.175 0.58
(0.593) (0.340) (0.001)
-0.006 1.839 0.731 0.50
(0.783) (0.001) (0.206)
30yr -0.022 0.928 2.848 0.161 0.54
(0.455) (0.387) (0.050) (0.866)
-0.022 1.040 2.874 0.54
(0.491) (0.311) (0.003)
-0.014 2.822 0.742 0.48
(0.6653) (0.001) (0.368)
(b) Sample period: 1995-2009
τ c0 δˆXt cycle CP R2adj
2 yr 0.001 0.246 0.009 0.028 0.43
(0.628) (0.000) (0.922) (0.677)
0.001 0.254 0.019 0.43
-0.488 (0.000) (0.808)
0.001 0.249 0.032 0.43
(0.631) (0.000) (0.602)
5yr 0.000 0.841 0.131 -0.046 0.50
(0.987) (0.000) (0.574) (0.856)
-0.001 0.827 0.114 0.50
(0.949) (0.000) (0.684)
0.000 0.890 0.013 0.50
(0.961) (0.000) (0.964)
7yr -0.003 1.047 0.324 -0.089 0.51
(0.825) (0.000) (0.259) (0.802)
-0.004 1.019 0.289 0.52
(0.748) (0.000) (0.443)
-0.001 1.168 0.057 0.51
(0.909) (0.000) (0.884)
10yr -0.008 1.263 0.602 -0.124 0.50
(0.668) (0.001) (0.128) (0.814)
-0.008 1.225 0.554 0.51
(0.577) (0.001) (0.310)
-0.005 1.488 0.148 0.49
(0.763) (0.000) (0.793)
15yr -0.010 1.418 1.101 -0.176 0.44
(0.697) (0.079) (0.081) (0.837)
-0.012 1.363 1.034 0.45
(0.612) (0.025) (0.237)
-0.005 1.829 0.321 0.42
(0.825) (0.001) (0.718)
20yr -0.010 1.589 1.479 -0.316 0.39
(0.768) (0.163) (0.108) (0.792)
-0.013 1.489 1.357 0.39
(0.673) (0.088) (0.279)
-0.004 2.141 0.351 0.35
(0.908) -0.006 (0.779)
30yr -0.016 2.446 1.947 -0.668 0.35
(0.759) (0.153) (0.162) (0.714)
-0.021 2.237 1.690 0.36
(0.641) (0.095) (0.377)
-0.007 3.173 0.210 0.33
(0.879) (0.008) (0.914)
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Table 3.12: Predictive regressions with single factors: 1-month investment horizon
The table reports predictive regressions of excess bond returns for 12-month investment horizons on single
factors: δˆXt, cycle and CP. In parenthesis, p-values use Newey-West adjustment with 18 lags.
(a) Sample period: 1995-2007
τ c0 δˆXt cycle CP R2adj
2 yr 0.000 0.313 -0.106 0.151 0.12
(0.674) (0.008) (0.636) (0.161)
0.000 0.357 -0.025 0.12
(0.845) (0.003) (0.902)
0.000 0.276 0.111 0.13
(0.484) (0.001) (0.299)
5 yr -0.001 0.794 -0.325 0.445 0.11
(0.457) (0.023) (0.577) (0.176)
-0.001 0.925 -0.087 0.11
(0.561) (0.006) (0.868)
-0.001 0.681 0.320 0.11
(0.271) (0.004) (0.330)
7 yr 0.007 1.151 -0.274 0.473 0.13
(0.000) (0.016) ’(0.688) (0.318)
0.007 1.291 -0.021 0.13
(0.000) (0.003) (0.974)
0.007 1.056 0.368 0.13
(0.000) (0.003) (0.450)
10 yr -0.002 1.473 -0.271 0.367 0.09
(0.323) (0.048) ’(0.789) (0.584)
-0.002 1.581 -0.075 0.10
(0.324) (0.021) (0.940)
-0.002 1.379 0.263 0.10
(0.274) (0.008) (0.716)
15 yr -0.003 1.251 0.237 0.696 0.07
(0.280) (0.205) (0.860) (0.496)
-0.003 1.456 0.608 0.07
(0.282) (0.101) (0.633)
-0.003 1.333 0.787 0.07
(0.354) (0.066) (0.435)
20 yr -0.004 1.147 0.703 0.854 0.06
(0.260) (0.338) (0.674) (0.504)
-0.004 1.399 1.159 0.06
(0.267) (0.200) (0.458)
-0.003 1.391 1.125 0.06
(0.402) (0.110) (0.359)
30 yr -0.004 2.446 -0.067 0.722 0.05
(0.461) (0.127) (0.975) (0.684)
-0.003 2.659 0.318 0.05
(0.485) (0.077) (0.872)
-0.004 2.423 0.696 0.05
(0.483) (0.048) (0.672)
(b) Sample period: 1995-2009
τ c0 δˆXt cycle CP R2adj
2 yr 0.000 0.289 -0.104 0.091 0.13
(0.795) (0.000) (0.657) (0.379)
0.000 0.307 -0.026 0.14
(0.817) (0.000) (0.889)
0.000 0.286 0.059 0.14
(0.777) (0.000) (0.455)
5 yr 0.000 0.782 -0.478 0.448 0.16
(0.914) (0.000) (0.401) (0.156)
0.000 0.872 -0.092 0.16
(0.845) (0.000) (0.841)
0.00 0.77 0.30 0.17
(0.226) (0.000) (0.232)
7 yr 0.007 1.114 -0.210 0.440 0.18
(0.001) (0.000) (0.759) (0.342)
0.006 1.203 0.170 0.18
(0.002) (0.000) (0.768)
0.006 1.109 0.376 0.18
(0.001) (0.000) (0.317)
10 yr -0.001 1.531 -0.543 0.479 0.15
(0.603) (0.000) (0.582) (0.472)
-0.002 1.627 -0.130 0.16
(0.573) (0.000) (0.880)
-0.003 1.517 0.313 0.16
(0.270) (0.000) (0.580)
15 yr -0.003 1.867 -0.404 0.724 0.12
(0.451) (0.001) (0.778) (0.474)
-0.003 2.012 0.221 0.12
(0.419) (0.000) (0.853)
-0.004 1.856 0.601 0.13
(0.314) (0.001) (0.476)
20 yr -0.004 2.297 -0.373 0.786 0.11
(0.450) (0.003) (0.843) (0.534)
-0.004 2.455 0.306 0.11
(0.449) (0.001) (0.845)
-0.005 2.287 0.672 0.12
(0.370) (0.004) (0.528)
30 yr -0.001 3.597 -1.602 0.746 0.11
(0.924) (0.000) (0.518) (0.672)
-0.001 3.747 -0.958 0.12
(0.904) (0.001) (0.644)
-0.005 3.555 0.257 0.12
(0.479) (0.002) (0.862)
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Table 3.13: Predictive regressions with unspanned implied volatility
This table reports predictive regressions of bond excess returns on the single factor, δˆXt, and one
year unspanned implied volatility, Uvol. Unspanned volatility is estimated as the residuals of one
year cap implied volatility regression on 7 states: erτt+h = β0 + β1(δˆXt) + β2 Uvolt + εt+h . ∆R2
denotes the gain in adjusted R2s from adding unspanned volatility to the predictive regression
(2.6). In parenthesis, t-statistics use the Newey-West adjustment with 18 lags. Sample period is
from 1995 to 2007.
Investment Horizon: 1 month
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
δˆXt
0.347 0.540 0.714 0.882 1.308 1.511 1.774 2.041 2.993
(5.417) (5.510) (5.327) (5.248) (5.402) (4.519) (3.689) (3.315) (3.213)
Uvol 0.019 0.030 0.038 0.045 0.051 0.048 0.050 0.054 0.028(2.238) (2.233) (2.137) (2.014) (1.722) (1.155) (0.868) (0.735) (0.293)
R2adj 0.14 0.13 0.13 0.12 0.13 0.09 0.06 0.05 0.05
∆R2 0.02 0.02 0.02 0.02 0.01 0.00 0.00 0.00 0.00
Investment Horizon: 3 months
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
δˆXt
0.321 0.517 0.692 0.864 1.298 1.559 1.919 2.267 3.323
(4.670) (4.821) (4.893) (5.044) (5.891) (5.052) (4.485) (4.215) (3.970)
Uvol 0.039 0.065 0.083 0.093 0.101 0.089 0.063 0.033 -0.029(1.766) (2.055) (2.107) (2.017) (1.812) (1.102) (0.550) (0.223) (-0.142)
R2adj 0.25 0.26 0.25 0.25 0.30 0.23 0.18 0.16 0.16
∆R2 0.03 0.03 0.03 0.02 0.01 0.01 0.00 0.00 0.00
Investment Horizon: 6 months
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
δˆXt
0.295 0.498 0.682 0.856 1.251 1.603 2.077 2.494 3.654
(5.667) (5.746) (5.900) (6.143) (7.979) (6.855) (6.643) (6.578) (6.306)
Uvol 0.038 0.068 0.087 0.095 0.099 0.067 -0.006 -0.092 -0.164(1.408) (1.781) (1.927) (1.853) (1.702) (0.676) (-0.038) (-0.448) (-0.534)
R2adj 0.35 0.38 0.40 0.41 0.50 0.42 0.38 0.35 0.36
∆R2 0.01 0.02 0.02 0.01 0.01 0.00 0.00 0.00 0.00
Investment Horizon: 9 months
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
δˆXt
0.283 0.506 0.698 0.874 1.202 1.602 2.097 2.518 3.662
(7.219) (7.409) (7.667) (7.970) (9.096) (8.369) (7.678) (7.137) (6.359)
Uvol 0.067 0.135 0.186 0.222 0.257 0.282 0.272 0.230 0.294(3.328) (4.708) (5.426) (5.433) (4.636) (2.697) (1.507) (0.918) (0.762)
R2adj 0.46 0.52 0.55 0.58 0.61 0.57 0.51 0.47 0.45
∆R2 0.04 0.06 0.06 0.06 0.05 0.03 0.01 0.01 0.00
Investment Horizon: 12 months
τ 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
δˆXt
0.255 0.500 0.705 0.888 1.202 1.591 2.049 2.407 3.366
(9.057) (9.625) (10.075) (10.557) (10.915) (10.365) (8.767) (7.748) (6.897)
Uvol 0.064 0.122 0.153 0.169 0.172 0.138 0.071 -0.014 -0.050(3.013) (3.670) (3.923) (3.856) (2.924) (1.466) (0.433) (-0.061) (-0.127)
R2adj 0.50 0.56 0.60 0.62 0.63 0.61 0.55 0.50 0.47
∆R2 0.03 0.04 0.03 0.03 0.01 0.00 0.00 0.00 0.00
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Table 3.14: Economic activity predicted by single factors
The table reports the predictive adjusted R2 values for predictive regression of future economic
activity (Eq. 2.12). I consider k = 1, ..., 36 months of lags displayed in the first column. The
sample is January 1995 until January 2009.
Investment Horizon CP cycle δˆ′Xt x2,t c(1)t slope
k=1 2% 0% 4% 17% 13% 8%
k=2 2% 0% 3% 16% 13% 8%
k=3 1% 1% 3% 15% 15% 9%
k=4 2% 0% 1% 15% 16% 10%
k=5 2% 0% 0% 16% 15% 10%
k=6 3% 0% 0% 17% 16% 11%
k=7 3% 0% -1% 16% 18% 12%
k=8 6% 0% -1% 18% 17% 13%
k=9 6% -1% 0% 17% 18% 14%
k=10 8% -1% 0% 18% 18% 14%
k=11 9% -1% 0% 19% 17% 14%
k=12 12% -1% 0% 21% 17% 16%
k=13 11% 0% 1% 21% 17% 16%
k=14 14% 0% 1% 24% 16% 16%
k=15 15% 0% 2% 23% 17% 17%
k=16 17% 0% 3% 23% 16% 17%
k=17 16% 0% 3% 22% 16% 17%
k=18 15% 0% 3% 21% 15% 17%
k=19 19% 1% 5% 24% 14% 17%
k=20 20% 2% 6% 24% 13% 16%
k=21 22% 3% 8% 25% 11% 15%
k=22 28% 4% 9% 29% 10% 15%
k=23 26% 4% 9% 29% 9% 13%
k=24 28% 4% 10% 30% 8% 12%
k=25 28% 5% 9% 31% 6% 10%
k=26 22% 2% 7% 28% 5% 8%
k=27 22% 2% 9% 26% 4% 7%
k=28 29% 4% 13% 25% 2% 5%
k=29 24% 3% 13% 19% 1% 3%
k=30 22% 3% 12% 16% 1% 2%
k=31 24% 4% 14% 14% 0% 1%
k=32 20% 3% 13% 9% -1% -1%
k=33 17% 0% 10% 6% -1% -1%
k=34 14% 0% 9% 3% -1% -1%
k=35 14% 0% 11% 1% 0% 0%
k=36 12% 0% 10% -1% 0% 1%
average 15% 1% 5% 19% 10% 10%
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Table 3.15: Out-of-Sample Forecast R2s
The table reports the average out-of-sample R2 ( R2oos ). For each out-of-sample periods, columns
report single cycle factor, states determined single factor δˆXt and CP return forecasting factor,
respectively.
(a) Average R2oos
investment 2002-2007 2002-2009
horizon cycle δˆ′Xt CP cycle δˆ′Xt CP
h=12 0.54 0.25 0.13 -0.40 -0.39 -0.99
h=9 0.47 0.12 0.13 -0.31 0.06 -0.57
h=6 0.52 0.33 0.23 -0.01 0.16 -0.18
h=3 0.34 0.06 0.10 -0.03 0.03 -0.12
h=1 0.10 0.01 0.03 -0.02 0.12 -0.02
(b) R2oos over maturities
h=12 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
cycle 0.14 -0.17 -0.29 -0.39 -0.49 -0.58 -0.61 -0.58 -0.61
δˆ′Xt -0.10 -0.39 -0.49 -0.55 -0.54 -0.48 -0.35 -0.26 -0.31
CP -0.20 -0.71 -0.98 -1.16 -1.31 -1.35 -1.19 -1.01 -0.99
h=9 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
cycle 0.19 0.03 -0.02 -0.08 0.03 -0.23 -0.28 -0.28 -0.31
δˆ′Xt -0.12 -0.20 -0.22 -0.21 -0.05 -0.05 0.07 0.10 0.06
CP -0.13 -0.41 -0.54 -0.64 -0.53 -0.75 -0.65 -0.55 -0.57
h=6 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
cycle 0.22 0.18 0.18 0.17 0.36 0.09 0.04 0.00 -0.01
δˆ′Xt 0.08 0.10 0.11 0.12 0.25 0.17 0.19 0.18 0.16
CP -0.05 -0.11 -0.14 -0.17 0.00 -0.23 -0.21 -0.19 -0.18
h=3 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
cycle 0.06 0.05 0.05 0.05 0.13 0.02 -0.01 -0.03 -0.03
δˆ′Xt 0.01 0.01 0.00 0.00 0.04 0.01 0.03 0.03 0.03
CP -0.11 -0.12 -0.13 -0.14 -0.08 -0.15 -0.14 -0.14 -0.12
h=1 2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
cycle -0.02 -0.02 -0.02 -0.02 0.00 -0.03 -0.03 -0.03 -0.02
δˆ′Xt 0.13 0.14 0.14 0.14 0.14 0.12 0.09 0.07 0.07
CP -0.03 -0.02 -0.02 -0.02 0.02 -0.01 -0.02 -0.02 -0.02
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Table 3.16: Parameter estimates of DTSM
This table presents the parameter estimates of 7-factor DTSMs with both constant and time varying
market price of risk specifications. Time varying market price of risk is extracted by using two step
technique with constrained κj (see equation 3.7). Swap rates and 3-month LIBOR rate are used to
estimate these models. λt is the time varying market price of risk for h=1 year investment horizon.
Sample
period
Market price
of risk κr θr σr θ
Q
r b σe L
1995-2000 costant 0.0082 0.0742 0.0128 0.1988 2.5725 0.0002 7819
λt = λ
(0) + λ(1)Xt 0.0134 0.0710 0.0125 0.1233 3.0820 0.0002 7838
1995-2001 costant 0.0083 0.0741 0.0129 0.1996 2.5582 0.0002 9351
λt = λ
(0) + λ(1)Xt 0.0137 0.0703 0.0124 0.0984 3.0675 0.0002 9371
1995-2002 costant 0.0090 0.0739 0.0137 0.1988 2.4862 0.0002 10883
λt = λ
(0) + λ(1)Xt 0.0182 0.0703 0.0133 0.0929 2.6763 0.0002 10894
1995-2003 costant 0.0081 0.0735 0.0140 0.2196 2.5468 0.0002 12411
λt = λ
(0) + λ(1)Xt 0.0171 0.0700 0.0136 0.1002 2.7126 0.0002 12432
1995-2004 costant 0.0218 0.0725 0.0144 0.1314 2.3992 0.0001 14012
λt = λ
(0) + λ(1)Xt 0.0224 0.0720 0.0142 0.0731 2.3977 0.0001 14001
1995-2005 costant 0.0212 0.0725 0.0143 0.1322 2.4089 0.0001 15702
λt = λ
(0) + λ(1)Xt 0.0218 0.0724 0.0142 0.0853 2.4074 0.0001 15694
1995-2006 costant 0.0210 0.0725 0.0139 0.1316 2.4133 0.0001 17445
λt = λ
(0) + λ(1)Xt 0.0214 0.0728 0.0139 0.1114 2.4120 0.0001 17440
1995-2007 costant 0.0215 0.0727 0.0136 0.1286 2.3885 0.0001 19225
λt = λ
(0) + λ(1)Xt 0.0217 0.0728 0.0136 0.1161 2.3883 0.0001 19221
1995-2008 costant 0.0214 0.0727 0.0135 0.1287 2.3895 0.0001 20835
λt = λ
(0) + λ(1)Xt 0.0216 0.0727 0.0135 0.1150 2.3893 0.0001 20831
1995-2009 costant 0.0269 0.0720 0.0153 0.1253 2.2183 0.0001 22151
λt = λ
(0) + λ(1)Xt 0.0276 0.0715 0.0152 0.1085 2.2109 0.0001 22142
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Table 3.17: Predictive power of SDSRF factor with time varying risk premia
Adjusted R2s of excess bond returns regressions on single factors in equation (2.6) are presented.
Single factors with 7-factor DTSMs are estimated as in equation (2.5). In the first step regressions
average of 2yr-10yr excess bond returns are used. λt = λ(0) + λ(1)Xt and “constant” denotes time
varying and constant risk premia used in estimation of 7-factor DTSMs, respectively.
Sample Period: 1995-2007
2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
λt = λ
(0) + λ(1)Xt h=1 0.13 0.12 0.12 0.12 0.14 0.10 0.07 0.06 0.06
constant 0.13 0.12 0.12 0.12 0.14 0.10 0.07 0.06 0.06
λt = λ
(0) + λ(1)Xt h=3 0.24 0.24 0.24 0.24 0.30 0.23 0.18 0.16 0.17
constant 0.24 0.24 0.24 0.24 0.30 0.23 0.19 0.17 0.17
λt = λ
(0) + λ(1)Xt h=6 0.37 0.39 0.41 0.42 0.51 0.44 0.39 0.37 0.38
constant 0.37 0.39 0.41 0.43 0.51 0.44 0.40 0.37 0.38
λt = λ
(0) + λ(1)Xt h=9 0.45 0.49 0.52 0.54 0.59 0.55 0.51 0.47 0.46
constant 0.45 0.49 0.52 0.54 0.59 0.55 0.51 0.47 0.46
λt = λ
(0) + λ(1)Xt h=12 0.48 0.53 0.57 0.60 0.62 0.61 0.55 0.50 0.48
constant 0.47 0.53 0.57 0.60 0.62 0.61 0.55 0.50 0.47
Sample Period: 1995-2009
2 yr 3 yr 4 yr 5 yr 7 yr 10 yr 15 yr 20 yr 30 yr
λt = λ
(0) + λ(1)Xt h=1 0.14 0.15 0.16 0.16 0.18 0.16 0.13 0.12 0.12
constant 0.14 0.15 0.16 0.16 0.18 0.16 0.13 0.12 0.12
λt = λ
(0) + λ(1)Xt h=3 0.23 0.23 0.23 0.23 0.28 0.23 0.19 0.17 0.18
constant 0.23 0.23 0.23 0.23 0.28 0.23 0.19 0.18 0.19
λt = λ
(0) + λ(1)Xt h=6 0.30 0.32 0.34 0.35 0.43 0.37 0.33 0.29 0.30
constant 0.30 0.32 0.34 0.35 0.43 0.37 0.33 0.30 0.30
λt = λ
(0) + λ(1)Xt h=9 0.36 0.40 0.43 0.45 0.50 0.48 0.44 0.40 0.38
constant 0.36 0.40 0.43 0.45 0.50 0.48 0.44 0.40 0.38
λt = λ
(0) + λ(1)Xt h=12 0.43 0.46 0.48 0.50 0.51 0.49 0.41 0.35 0.33
constant 0.43 0.46 0.49 0.50 0.51 0.49 0.42 0.36 0.33
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Table 3.18: Comparison of excess returns
Slope and R2s of the regression of excess bond returns constructed from swap and LIBOR rates on
FB counterparts are presented in the table. We consider two different sample periods:Jan 4,1995-
Dec 26, 2007 and Jan 4, 1995-Jan 27, 2009.
Sample Period: 1995-2007 er2 er3 er4 er5
β 1.12 1.08 1.07 1.07
R2 0.97 0.98 0.98 0.97
Sample Period: 1995-2009 er2 er3 er4 er5
β 1.05 1.03 1.02 1.02
R2 0.93 0.97 0.96 0.96
Table 3.19: Adjusted R2 of regression of average (across maturity) excess bond returns
(Fama-Bliss data)
This table presents the adjusted R2s for regressions of average excess zero coupon bond returns
on 5-factor DTSM states and all five forward rates, respectively. The dependent variable, average
excess return is denoted by er = 1
4
τ=5∑
τ=2
erτt+1. In this table, we are using the same data set with
CP: Fama-Bliss zero coupon Treasury Bonds. Regressions with the forward rates are the first step
regression used by CP. Similarly, the first sample period, 1964-2003, is the sample period used in
their paper. The state factors, X1,t, ..., X5,t, are for each sample periods for Fama-Bliss data.
Dependent variable: er
5-factor DTSM CP
X1,t, ..., X5,t f1,t, ..., f5,t
Sample Period: 1964-2003 0.40 0.34
Sample Period: 1964-2007 0.38 0.33
Sample Period: 1964-2009 0.30 0.27
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Table 3.20: Predictive regressions with single factors (Fama-Bliss data)
This table presents predictive regressions of bond excess returns on the single factor, δˆXt, and on CP’s single return forecasting
factor. Fama-Bliss data is used in these regressions. In parenthesis, p values use Newey-West adjustment with 18 lags.
(a) Sample period: 1964-2003
τ c0 δˆXt CP R2adj
2yr 0.001 0.446 0.38
(0.565) (0.000)
0.001 0.449 0.31
(0.565) (0.000)
0.001 0.379 0.086 0.38
(0.603) (0.004) (0.538)
3yr 0.001 0.851 0.41
(0.776) (0.000)
0.001 0.852 0.34
(0.774) (0.000)
0.001 0.737 0.145 0.41
(0.821) (0.001) (0.538)
4yr 0.0001 1.216 0.44
(0.985) (0.000)
-0.0001 1.236 0.37
(0.9883) (0)
-0.0004 0.990 0.287 0.44
(0.935) (0.001) (0.358)
5yr -0.003 1.487 0.43
(0.683) (0.000)
-0.002 1.463 0.34
(0.704) (0.000)
-0.003 1.371 0.148 0.43
(0.643) (0.000) (0.706)
(b) Sample period: 1964-2007
τ c0 δˆXt CP R2adj
2yr 0.001 0.456 0.36
(0.664) (0.000)
0.001 0.455 0.31
(0.658) (0)
0.001 0.374 0.100 0.37
(0.7089) (0.005) (0.473)
3yr 0.001 0.857 0.38
(0.817) (0.000)
0.001 0.856 0.33
(0.812) (0)
0.001 0.704 0.187 0.39
(0.869) (0.004) (0.441)
4yr 0.001 1.215 0.40
(0.9721) (0.000)
0.000 1.235 0.36
(0.997) (0.000)
-0.000 0.922 0.359 0.41
(0.946) (0.005) (0.279)
5yr -0.002 1.473 0.40
(0.749) (0.000)
-0.002 1.453 0.33
(0.757) (0.000)
-0.002 1.280 0.238 0.40
(0.701) (0.002) (0.577)
(c) Sample period: 1964-2009
τ c0 δˆXt CP R2adj
2yr 0.0008 0.4546 0.28
(0.7237) (0)
0.0009 0.4523 0.25
(0.6999) (0)
0.0006 0.3326 0.1483 0.29
(0.7887) (0.0443) (0.308)
3yr 0.0008 0.857 0.30
(0.8517) (0.000)
0.0009 0.8541 0.27
(0.8365) (0.000)
0.0004 0.6203 0.287 0.31
(0.9251) (0.0422) (0.2641)
4yr 0.0002 1.2158 0.32
(0.9794) (0)
-0.0001 1.2425 0.30
(0.9905) (0)
-0.0006 0.7803 0.5292 0.33
(0.9152) (0.0639) (0.1314)
5yr -0.0018 1.4731 0.31
(0.8044) (0)
-0.0017 1.4511 0.27
(0.807) (0)
-0.0025 1.1259 0.4219 0.31
(0.7323) (0.0323) (0.3458)
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Figure 3.1: Instantaneous forward rate’s response to unit shocks from different frequencies
This figure plots the response of the instantaneous interest rate to unit shocks from each of the 7
frequency components across different. The lowest frequency is denoted by X1,t and the highest
frequency is denoted by X7,t. Instantaneous forward rate is affine in the state vector: f(Xt, τ) ≡
−∂lnP/∂τ = c′(τ) + b′(τ)TXt.
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(a) 1995-2007 6-factor DTSM
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(b) 1995-2009 6-factor DTSM
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(c) 1995-2007 7-factor DTSM
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(d) 1995-2009 7-factor DTSM
Figure 3.2: Regression coefficients of one-year excess bond returns on states
These figure presents the coefficients of regression (2.3). Dependent variables are the one-year
holding period excess bond returns with maturities τ =2,3,4,5,7,10,15,20,30 years. Independent
variables are the estimated latent states for 6-factor and 7-factor DTSM. To construct excess bond
returns and estimate models swap rates and 3-month LIBOR are used.
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(a) 1995-2007 6-factor DTSM
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(b) 1995-2009 6-factor DTSM
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(c) 1995-2007 7-factor DTSM
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Figure 3.3: Regression coefficients of one-year excess bond returns on single factor
These figure presents the coefficients of regression (2.6). Dependent variables are the one-year
holding period excess bond returns with maturities τ =2,3,4,5,7,10,15,20,30 years. Independent
variables are single factor for 6-factor and 7-factor DTSM. Single factor is constructed by using
τ =2,3,4,5,7,10,15,20,30 years excess bond returns mean in regression (2.4). To construct excess
bond returns and estimate models swap rates and 3-month LIBOR are used.
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(a) 1995-2007 6-factor DTSM
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(b) 1995-2009 6-factor DTSM
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(c) 1995-2007 7-factor DTSM
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Figure 3.4: Regression coefficients of one-year excess bond returns on single factor
These figure presents the coefficients of regression (2.6). Dependent variables are the one-year
holding period excess bond returns with maturities τ =2,3,4,5,7,10,15,20,30 years. Independent
variables are single factor for 6-factor and 7-factor DTSM. Single factor is constructed by using
τ =2,3,4,5,7,10 years excess bond returns mean in regression (2.4). To construct excess bond
returns and estimate models swap rates and 3-month LIBOR are used.
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Figure 3.5: Comparison of the single factors predictive power
Lines denoted “δTXt” weekly and “δTXt” are monthly the state single factor constructed from
weekly and monthly data, respectively. Line denoted “cft” is the Cieslak and Povala (2010)’s cycle
single factor and lines denoted “CP” weekly and “CP” monthly are CP’s single return forecasting
factor constructed from weekly and monthly forward rates, respectively.
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Figure 3.6: Model parameters estimation over time with expanding periods
This figure displays 6-factor DTSM’s parameters (κ1, θP , θQ, σr, σ2e and b) estimated with expand-
ing periods.
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Figure 3.7: Estimated latent states of 6-factor DTSM
This figure displays latent states (x1,t, ..., x6,t) estimated with expanding periods.
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Figure 3.8: Average adjusted R2s
This figure display average adjusted R2s of excess bond returns regression on states determined
single factor.
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APPENDIX
Analytic Solution for the state dynamics SDE:
In the matrix form, the risk neutral evolution of the state variables in eq.(1.1) is:
dXt = κ
Q(θQ −Xt)dt+ Σ1/2x,t dWQt
where WQ1,t, · · · ,WQn,t denote n independent standard Wiener process. The lowest frequency is
x0,t = θ
Q
r , representing the long-run mean of all frequency components. The instantaneous
nominal interest rate, denoted rt, is defined as the highest frequency component, xn,t. dWQt =
λtdt+ dW
P
t and the state dynamics under the physical measurement are (Eq. 1.9):
dXt = κ
P (θP −Xt)dt+ Σ1/2x,t dWt
where κP = κQ − Σ1/2x,t λ(1). In its most general form risk premia λt is:
λt = λ
(0) + λ(1)Xt
where λ(0) and λ(1) are n-dimensional column vector and matrix, respectively.
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Under these dimension invariant specifications κP = κQ − σ2rλ(1)
κP θP = (κQ − Σ1/2x,t λ(1))θP = KQθQ + Σx,tλ(0)

κ1θ1 − σ2r
n∑
i=1
λ
(1)
1,i θ1
−σ2r
n∑
i=1
λ
(1)
2,i θ1
.
.
.
−σ2r
n∑
i=1
λ
(1)
n,iθ1

=

κ1θ
Q
1 + σ
2
rγ0
κ1(θ
Q
2 − θQ1 ) + σ2rγ0
.
.
.
κ1(θ
Q
n − θQn−1) + σ2rγ0

Therefore, the corresponding long run level of the j’th factor under risk neutral measure ,θQj , is
θQj =

θ1 − θ1σ
2
r
κ1
n∑
i=1
λ
(1)
ji − σ2rγ0/κ1 for j=1
θ1 − θ1σ2r
j∑
k=1
1
κk
(
n∑
i=1
λ
(1)
ki + σ
2
rγ0
)
for j=2,...,n
Under risk neutral measure Q fair values of zero-coupon bonds and future instantaneous rates
are linked with no arbitrage assumption:
P (Xt, τ) = E
Q
t
[
exp
(
−
∫ t+τ
t
rs ds
)]
where the coefficients b(τ) and c(τ) satisfy the system of equations:
b
′
(τ) = en − (κQ)T b(τ)
c
′
(τ) =
n∑
j=1
κj(θj − θj−1)bj(t)− σ2r
n∑
k=1
λ
(1)
jk θ1 bj(τ)− σ2rγ0 bj(τ)−
σ2r
2
n∑
j=1
b2j(τ)
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where the coefficient b denotes the common ratio between adjacent frequencies. Under dimen-
sion invariant specifications, b(τ) and c(τ) are
bj(τ) =
n∑
i=j
αi,j
(
1− e−κiτ)
c(τ) =κ1θr
n∑
i=1
αi,1
(
τ − 1− e
−κiτ
κi
)
−
n∑
j=1
n∑
i=j
σ2r
(
λ
(0)
j + θr
n∑
k=1
λ
(1)
k,j
)
αi,j
(
τ − 1− e
−κiτ
κi
)
− σ
2
r
2
n∑
j=1
n∑
i=j
n∑
k=j
αi,jαk,j
(
τ − 1− e
−κkτ
κk
− 1− e
−κiτ
κi
+
1− e−(κi+κk)τ
κi + κk
)
.
where αi,j is given as
αi,j =
κj . . . κn
κjκi
n∏
k 6=i,k=j
(κk − κi)
More on unspanned volatility:
Unlike equity market, fixed income market has two dimensions: investment horizon and time
to maturity. These two dimensions together construct the entire term structure. Studies exploring
bond premia (excess bond returns) focuses on the time to maturity dimension for a fixed investment
horizon (see Cochrane and Piazzesi (2005), Cieslak and Povala (2010), Ludvigson and Ng (2009)
and Mueller et al. (2011)).
Literature is ambiguous in unspanned volatility’s effect on interest rate derivatives (such as in-
terest rate cap and swaption) pricing. Collin-Dufresne and Robert S (2002) find that interest rate
volatility is unspanned in the sense that the yield curve is not a function of volatility. Their re-
sult is consistent with Heidari and Wu (2002) and Christiansen and Lund (2005). The latter use
GARCH(1,1) process to estimate interest rate volatility and find that there is a weak relationship
between GARCH implied volatility and yield curve slope/curvature. Heidari and Wu (2002) use
implied volatilities from caps and swaptions market and they concluded that unspanned stochastic
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volatility factors exist in options market.Fan et al. (2003)’s results show that the unspanned volatil-
ity’s effect in swaption market is minor while Li and Zhao (2006) find that unlike implied volatility
in swaption market, cap market has unspanned volatility factors.
Different types of investors work in different investment horizons. When we fixed the horizon,
we observe only that specific investor type buying and selling at all maturities in the market. Op-
tions market may provide us extra information. The well known predictors of bond premia-forward
rates, macro factors- do a poor job of predicting excess bond returns of short investment horizons.
Realized volatility or implied volatility derived from interest rate options might be better predictors
of bond premia for the short investment horizon. A number of studies (see Cochrane and Piazzesi
(2008), Duffee (2011) , Joslin et al. (2012), Glenn et al. (2006), Wright and Hao (2009)) suggest
that factors which have little effect on the shape of yield curve may be important for predicting
excess returns.
In Table 21 , we present the adjusted R2s of excess bond returns regression on unspanned
volatility. It shows that unspanned volatility explains some part of excess return for all maturities.
There is no difference in R2 values in the maturity dimension and there is a small difference in
the investment horizon dimension. On the other hand, unspanned volatility becomes insignificant
when investment horizon increases to one year. It should be noted that Heidari and Wu (2002) find
only 60% of implied volatility are explained by yield curve state variables. However, since we use
high dimensional cascade model, about 84% to 93% of the implied volatility are explained by the
yield curve states.
Other markets’ relation to bond premia can also be explored. For example, equity market’s
effect on bond premia can be examined by using VIX. It would be useful to observe how bond
premia and so the predictors change over investment horizons.
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Table 3.21: Excess bond returns predictability by unspanned implied volatility
In this table, adjusted R2s are presented for the following regression
erτt+h = β0 + βvol
U
t + ǫ
τ
t+h
here volUt represents unspanned volatility which is the residual of implied cap volatility on pre-
dicted yield states
ImpliedV olτt = α0 + α1Xt + vol
U,τ
t τ = 1, 2, 3, 4, 5, 7, 10 years
Because they are highly correlated we do not use residuals for all cap maturities as unspanned
volatility.
(a) 1yr and 4 yr caps unspanned volatity are used as volUt
Investment Horizon
maturity 1m 2m 3m 6m 9m 12m 24m 48m
2 yr 0.06 0.09 0.12 0.12 0.10 0.07 - -
3 yr 0.06 0.09 0.13 0.15 0.12 0.06 0.05 -
4 yr 0.07 0.09 0.13 0.16 0.12 0.06 0.05 0.00
5 yr 0.06 0.09 0.12 0.16 0.12 0.05 0.05 0.00
7 yr 0.06 0.08 0.11 0.13 0.10 0.03 0.04 -0.00
10 yr 0.05 0.07 0.10 0.13 0.07 0.02 0.05 0.00
15 yr 0.05 0.07 0.09 0.12 0.05 0.01 0.05 0.01
20 yr 0.05 0.07 0.09 0.11 0.04 0.01 0.04 0.02
30 yr 0.05 0.06 0.08 0.09 0.04 0.01 0.05 0.02
Average 0.06 0.08 0.11 0.13 0.08 0.03 0.05 0.01
(b) First 3 principal components of unspanned volatility are used
Investment Horizon
maturity 1m 2m 3m 6m 9m 12m 24m 48m
2 yr 0.06 0.09 0.12 0.13 0.11 0.07 - -
3 yr 0.07 0.10 0.14 0.16 0.13 0.07 0.07 -
4 yr 0.07 0.10 0.14 0.17 0.13 0.07 0.07 0.00
5 yr 0.07 0.10 0.13 0.17 0.13 0.06 0.07 0.00
7 yr 0.06 0.09 0.12 0.14 0.11 0.04 0.07 0.00
10 yr 0.06 0.09 0.11 0.15 0.09 0.03 0.06 0.00
15 yr 0.06 0.08 0.11 0.13 0.07 0.02 0.05 0.01
20 yr 0.06 0.08 0.10 0.12 0.06 0.02 0.05 0.02
30 yr 0.05 0.07 0.09 0.11 0.05 0.02 0.05 0.02
Average 0.06 0.09 0.12 0.14 0.10 0.04 0.06 0.01
For panel B first principle components is not significant for any investment horizon and
maturity a. When we use only second and third principle components, R2adj slightly de-
creases. For both results in panel A and panel B, unspanned volatility becomes insignifi-
cant starting from 2 years investment horizon.
ap-values are available upon request.
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