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Abstract
We characterize multiplicative maps φ on semigroups of square matrices satisfying φ(P)⊆
P for matrix sets P, such as rank k (idempotent) matrices, totally nonnegative matrices, P0
matrices, M0 matrices, positive semidefinite matrices, Hermitian matrices, normal matrices,
and contractions. We also characterize multiplicative maps φ satisfying φ(g(X)) = φ(X) for
various functions g on square matrices, such as the spectrum, spectral radius, numerical range,
numerical radius, and matrix norms.
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1. Introduction
An active research area in matrix theory is the study of linear preservers, which
concerns the characterization of linear maps on matrix spaces with certain special
properties; see [11,14] and their references for some general background. Typically,
linear preservers on square matrices have the form
A → PAQ or A → PAtQ
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for some invertible matrices P and Q. In particular, if the preserver is unital,
i.e., it maps the identity matrix to identity matrix, then P is the inverse of Q, and
the preserver is an algebra isomorphism or anti-isomorphism. It is interesting to
observe that the linearity assumption on the preservers leads to some interesting
multiplicative properties. This naturally suggests the study of multiplicative pre-
servers, i.e., multiplicative maps with some special properties on square matrices.
In fact, such problems have attracted researchers in recent years; see, for example,
[2,7,9,13].
In [10], the authors obtained general results on multiplicative maps φ : Mn(D)→
Mn(D), where Mn(D) is the set of n× n matrices over a principal ideal domain
D. They characterized those multiplicative maps φ : Mn(D)→ Mn(D) such that
φ(A) /= 0 for some A ∈ Mn(D) with det(A) = 0. In [12], the author determined
when a multiplicative map between associative rings R is additive. The results in
these two papers are very useful in studying multiplicative preservers on algebras of
square matrices or operators. However, if φ is just defined on a group or a semigroup
of square matrices, additional techniques are required to characterize the associated
multiplicative preservers; see [7].
The purpose of this paper is to establish some general techniques that are used
to prove results for multiplicative maps on semigroups of square matrices. We re-
fine the proofs in [10] to obtain some basic results in Section 2. Then we apply
these results to study multiplicative preservers in Section 3, including the preservers
of rank k matrices, rank k idempotent matrices, totally nonnegative matrices, M0
matrices, P0 matrices, normal matrices, Hermitian matrices, contractions, etc. We
also include characterizations for the multiplicative preservers of spectrum, spectral
radius, numerical range, numerical radius, norms, etc.
Our results can also be applied in the study anti-multiplicative maps (i.e., those
ψ such that ψ(AB) = ψ(B)ψ(A)), by considering the multiplicative map X →
ψ(At).
In the following discussion, we always assume that D is a principal ideal domain,
which can be a field F. Let C,R,Q denote the complex, real, and rational numbers,
respectively. Denote by {e1, . . . , en} a basis for the module Dn, and Eij = eietj the
standard matrix unit inMn(D). We always consider multiplicative maps φ : R→S,
where R,S ∈ Mn(D) are semigroups.
2. Basic results
Recall that a square matrix X is an idempotent if X2 = X; two idempotents X and
Y are orthogonal if XY = YX = 0. Clearly, if φ is a multiplicative map on square
matrices, then φ(X)2 = φ(X2) = φ(X) for any idempotent X, and if φ(0) = 0, then
for any X, Y satisfying XY = 0 we have 0 = φ(0) = φ(XY) = φ(X)φ(Y ); so, in
particular, φ will send orthogonal idempotents to orthogonal idempotents. It turns
out that we can say much more.
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Lemma 2.1. The matrices X1, . . . , Xn ∈ Mn(D) are mutually orthogonal nonzero
idempotents if and only if there exists an invertible S ∈ Mn(D) such that Xj =
S−1EjjS for j = 1, . . . , n.
Proof. We follow the proof of [10, Theorem 1]. Since the ranks of orthogonal idem-
potents add [1, p. 89], we see that Xi = cid ti for some ci, di ∈ Dn such that d ti ci = 1.
Let S ∈ Mn(D) be such that S = [d1| · · · |dn]t. Then the given assumption on Xi
implies that S[c1| · · · |cn] = In, i.e., S−1 = [c1| · · · |cn], and Xi = S−1EiiS for i =
1, . . . , n, as asserted. 
Suppose R ⊆ Mn(D) is a semigroup such that {Eii | 1  i  n} ⊆ R. For any
i, j ∈ {1, . . . , n}, let
EiiREjj = {EiiXEjj : X ∈ R} ⊆ R ∩ {αEij : α ∈ D},
and consider the set of scalars
Sij = {α ∈ D : αEij ∈ R}. (2.1)
We have the following result.
Proposition 2.2. Suppose R,S are semigroups of Mn(D) such that
{Eii | 1  i  n} ⊆ R, (2.2)
and Sij is defined as in (2.1). Let φ : R→S be a multiplicative map. Then the im-
plications (a)⇒ (b) ⇐⇒ (c) ⇐⇒ (d)⇒ (e) hold for the following conditions:
(a) φ is injective.
(b) φ(0), φ(E11), . . . , φ(Enn) are distinct.
(c) φ(0) /= φ(Ejj ) for all j = 1, . . . , n.
(d) {φ(Eii) : 1  i  n} is a set of nonzero orthogonal idempotents in Mn(D).
(e) There is an invertible S ∈ Mn(D) such that φ((aij )) = S−1(fij (aij ))S for all
(aij ) ∈ R, where fij : Sij → D satisfies
fik(ab) = fij (a)fjk(b) for any a ∈ Sij , b ∈ Sjk,
and for i /= j
fij (a + b) = fij (a)+ fij (b), whenever Eii + aEij , Ejj + bEij ∈ R.
Proof. (d) ⇒ (b) and (a) ⇒ (b) ⇒ (c): Clear. (c) ⇒ (d): Let φ(0) = X. Then
Xφ(Eii) = φ(0)φ(Eii) = φ(0) = X, φ(Eii)X = φ(Eii)φ(0) = φ(0)=X,
φ(Eii)φ(Ejj ) = φ(EiiEjj ) = φ(0) = X for i /= j and X2 = X.
Thus,
P = {φ(Eii)−X : 1  i  n}
is a set of n nonzero mutually orthogonal idempotents in Mn(D). By Lemma 2.1,
we have
∑n
i=1(φ(Eii)−X) = I . Since X(φ(Eii)−X) = 0 for all i, we see that
176 W.-S. Cheung et al. / Linear Algebra and its Applications 355 (2002) 173–186
X = 0. Hence, P = {φ(Eii) : 1  i  n} is a set of nonzero orthogonal idempo-
tents in Mn(D).
(d) ⇒ (e): By Lemma 2.1, there exists an invertible S such that φ(Ejj )=S−1EjjS
for j = 1, . . . , n.
Replacing φ by the mapping X → Sφ(X)S−1, we may assume that φ(Ejj ) =
Ejj for all j = 1, . . . , n. For any A = (aij ), aijEij = EiiAEjj ∈ R for all i, j and
the (i, j) entry of φ(A) can be deduced from
Eiiφ(A)Ejj = φ(Eii)φ(A)φ(Ejj ) = φ(EiiAEjj ) = φ(aijEij ).
Hence φ(A) = (fij (aij )) for some fij : Sij → D.
If a ∈ Sij and b ∈ Sjk , then (ab)Eik = (aEij )(bEjk) and fik(ab)= fij (a)fjk(b).
Moreover, if Eii + aEij , Ejj + bEij ∈ R, then (Eii + aEij )(Ejj + bEij ) = (a +
b)Eij . Applying φ on both sides, we conclude that fij (a + b)= fij (a)+fij (b). 
If φ satisfies Proposition 2.2(e) and if there are additional assumptions on Sij ,
then one can deduce more about the map φ.
Proposition 2.3. LetR andS be semigroups of Mn(D) such that (2.2) holds. Sup-
pose φ : R→S is a multiplicative map satisfying Proposition 2.2(e).
(1) If 1 ∈ Sij and fij (1) = 1, then we have fki(b) = fkj (b) for b ∈ Ski ∩ Skj and
fik(b) = fjk(b) for b ∈ Sik ∩ Sjk; in particular, fij (b) = fii(b) = fjj (b) for
b ∈ Sij ∩ Sii ∩ Sjj .
(2) If all the nonzero Sij are the same, say, equal to S, and if there is a collection
of (p, q) pairs covering the edges of a spanning tree of a graph with vertices in
the index set J ⊆ {1, . . . , n}, so that fpq(1) is invertible in D for these (p, q)
pairs, then there exist a |J | × |J | diagonal matrix D and a multiplicative map
f : S → D such that for any |J | × |J | matrix (aij )i,j∈J over S, we have
(fij (aij )) = D−1(f (aij ))D. (2.3)
Furthermore, if |J | > 1, then f is additive.
Proof. The first assertion follows from the facts that fki(b)fij (1) = fkj (b) and
fik(b) = fij (1)fjk(b).
For the second assertion, we assume J = {1, . . . , n} for simplicity, and  is the
graph. Pick a collection T of n− 1 (i, j) pairs corresponding to the edges of a tree in
 so that fij (1) is invertible for each (i, j) pair in the collection. Note that if (i, j) ∈
T , then either Sji = {0} or fji(1)fij (1) = 1. Now, construct the matrix B ∈ Mn(D)
so that bij = fij (1) and bji = fij (1)−1 if (i, j) ∈ T , and bij = 0 otherwise. Then
there exists a diagonalD ∈ Mn(D) such that all the nonzero entries ofDBD−1 equal
1 ∈ D. If D(fij (aij ))D−1 = (gij (aij )), then gij (1) = 1 for those (i, j) ∈ T . Using
the first assertion, we see that all gij are equal, say, to f. If |J | > 1, then there is
p /= q in K. Since (Epp + aEpq)(Eqq + bEpq) = (a + b)Epq , applying φ on both
sides, we see that fpq is additive, and so is f. 
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Remark 2.4. Instead assuming (2.2) for R, we can assume in Propositions 2.2 and
2.3 that R contains a set of mutually orthogonal nonzero (or rank one) idempotents
X1, . . . , Xn. By Lemma 2.1, we have Xj = S−1EjjSj for j = 1, . . . , n. One can
then apply Propositions 2.2 and 2.3 to the mapping X → φ(S−1XS) for X such that
S−1XS ∈ R. Also, in many applications, the index set J referred to in Proposition
2.3(2) is typically the entire index set {1, 2, . . . , n}.
For our study of multiplicative preservers, we prove another general result.
Proposition 2.5. Let 1  m < n andR be a semigroup of Mn(D) containing all the
diagonal matrices EJ =∑j∈J Ejj whenever J ⊆ {1, . . . , n} satisfying |J |  m,
here E∅ ≡ 0. Suppose that for any two index sets J and K with |J | = |K|  m, there
exists A,B ∈ R such that∑
j∈J
Ejj = A
(∑
k∈K
Ekk
)
B ∈ R. (2.4)
If φ : R→ Mn(D) is a multiplicative map, then one of the following conditions
hold:
(1) φ(EJ ) = φ(0) = 0 for all (some) J ⊆ {1, . . . , n}, with |J |  m.
(2) φ(EJ )=φ(0) /= 0 for all J ⊆ {1, . . . , n},with |J |m.Moreover, if S∈Mn(D)
is invertible such that Sφ(0)S−1 = Ir ⊕ 0n−r with r > 0, then there exists a
multiplicative map ψ : R→ Mn−r (D), such that Sφ(X)S−1 = Ir ⊕ ψ(X) for
any X ∈ R.
(3) φ(0) /= φ(Ejj ) for all (any) j ∈ {1, . . . , n}. In this case, Proposition 2.2(b)–
(e) hold.
(4) m = n− 1, φ(EJ ) = 0 for all J ⊆ {1, . . . , n} with |J | < n− 1, and
{φ(I − Ejj ) : 1  j  n}
is a set of nonzero mutually orthogonal idempotents. Hence, there exists an in-
vertible S ∈ Mn(D) such that Sφ(I − Ejj )S−1 = Ejj for each j ∈ {1, . . . , n}, and
φ(A(I − Eii)) and φ((I − Eii)A) have rank at most one, for all A ∈ R.
Proof. Assume that there exists J ⊆ {1, . . . , n} with |J |  m such that φ(EJ ) =
0. Then for any K ⊆ {1, . . . , n} (|K| = |J |) not equal to J, there exist A,B ∈ R
such that EK = AEJB, and thus φ(EK) = φ(A)φ(EJ )φ(B) = 0. Now, for any
K ⊆ {1, . . . , n} with |K| < |J |, we can write EK = EJ1 , . . . , EJr for some J1, . . . ,
Jr ⊆ {1, . . . , n} with |J1| = · · · = |Jr | = |J |, and thus φ(EK) = 0. In particular,
φ(0) = 0.
Now we show by induction that φ(
∑
j∈J Ejj ) = 0 for each index set J with|J | < n− 1. Suppose it is true for any index set of order less than k < n− 1. Then
{φ(∑j∈J Ejj ) : |J | = k} is a set of (nk ) idempotents. Since (nk ) > n, there must
exist at least one index set J with φ(
∑
j∈J Ejj ) = 0. By the assumption on EJ and
EK with |J | = |K|, we have φ(∑j∈J Ejj ) = 0 for all |J | = k.
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If m < n− 1, we arrive at condition (1). If m = n− 1, then either condition (1)
holds, or {φ(I − Eii) : 1  j  n} is a set of n mutually orthogonal idempotents. By
the assumption on EJ and EK with |J | = |K| and Lemma 2.1, either this set is zero
or contains rank one idempotents. Since φ(I − Eii) /= 0 for some i ∈ {1, . . . , n}, we
see that the latter condition holds. Thus condition (4) follows.
Next, suppose there exists i ∈ {1, . . . , n} such that φ(Eii) /= 0. By the assump-
tion on EJ and EK with |J | = |K|, we have φ(Eii) /= 0 for each i ∈ {1, . . . , n}. If
φ(0) = 0, then Proposition 2.2(c) holds, and hence condition (3) follows.
If φ(0) = P /= 0, then P 2 = P and φ(X)P = Pφ(X) for all X ∈ R. Thus the
mapping (X) = φ(X)− P is multiplicative, such that (0) = 0. If (Eii) /= 0 for
some i, then condition (3) holds for  and hence φ(E11), . . . , φ(Enn) are idempo-
tents such that {φ(Eii)− P : 1  i  n} is a set of nonzero mutually orthogonal
idempotents, which is impossible. Therefore (Eii) = 0 for all i and the first as-
sertion of (2) holds for φ. Now, the last assertion of (2) follows from the fact that
φ(X)P = Pφ(X) = P for all X ∈ R. 
We conclude this section with the following result.
Proposition 2.6. Suppose R ⊆ Mn(D) is a semigroup containing all the singular
matrices (or nonnegative singular matrices if D = R or Q). If Proposition 2.5(4)
holds for a multiplicative map φ : R→ Mn(D), then there exist an invertible S ∈
Mn(D) and an additive multiplicative map f : D → D such that φ has the form
A → S−1(f (detAij ))S,
where Aij is the submatrix of A obtained by deleting the ith row and jth column.
Proof. IfR contains all singular matrices, then the result follows from [10, Theorem
1]. One can modify the proof to cover the case of nonnegative matrices. 
3. Multiplicative preservers
In this section, we use the results in the previous section to study multiplica-
tive preservers on semigroups of n× n matrices with n  2. Let S = [0,∞), Q ∩
[0,∞), or a field F. We often consider the following semigroups:
Mn(S): n× n matrices with entries in S,
Mmn (S): matrices in Mn(S) with rank at most m ∈ {1, . . . , n}.
Usually, the multiplicative preservers φ have one of the following standard forms
for some p, q ∈ {0, 1, . . . , n}:
(I) There exists an invertible matrix S ∈ Mn(S) and a nonzero additive multipli-
cative mapping f : S → S such that φ has the form
(aij ) → S−1(f (aij ))S. (3.1)
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(II) There exists an invertible S ∈ Mn(S) and a multiplicative map ψ : Mn(S)→
Mn−q(S) such that Sφ(X)S−1=Iq ⊕ ψ(X) for anyX∈Mn(S), whereψ(X)=
0 if rank X  p.
(III) There exists an invertible S ∈ Mn(S) and a nonzero additive multiplicative map
f : S → S such that φ has the form
A → S−1(f (detAij ))S, (3.2)
whereAij is the submatrix of A obtained by deleting the ith row and jth column.
(IV) φ(X) = 0 whenever rank X  p.
In [10], multiplicative maps φ onMn(D) satisfying (IV) with p = n− 1 are called
degenerate mappings.
Remark 3.1. More can be inferred about the function f in (3.1) and (3.2) if more is
known about S. We have the following statements:
(A) if S is a field, then f is a field isomorphism;
(B) if S is the (nonnegative) reals or (nonnegative) rationals, then f is the identity
map;
(C) if S is a subfield of C, then f is a unital injective field homomorphism fixing all
elements in Q ∩ S;
(D) if S is a subfield of C satisfying S ⊆ Q + iQ or R ⊆ S such that f (R) ⊆ R in
the latter case (for instance, this happens if f is continuous), then f must be of
the form
z → z or z → z¯.
(E) If φ maps nonnegative matrices to nonnegative matrices, then S is a product of
a permutation matrix and a diagonal matrix with positive diagonal entries.
Proof. Condition (A) follows since any nonzero field homomorphism will be an
isomorphism. To see (B), note that a nonzero additive map f on R satisfying f (1) = 1
will, in fact, fix all rational numbers. Moreover, if x  0, then φ(x) = (φ(√x))2 
0. Thus, if x1 − x2  0, then f (x1)− f (x2) = f (x1 − x2)  0, so f is increasing.
Furthermore, for any real number x and rational numbers x1, x2 such that x1  x 
x2, we have f (x1)  f (x)  f (x2); so, f (x) = x. For (C) and (D), see [15].
For (E), if (3.1) holds and φ(Ejj ) are nonnegative for all j = 1, . . . , n, then S and
S−1 can be chosen so both are nonnegative or both nonpositive. We can assume the
former case holds and thus S has the asserted form; if (3.2) holds and φ(I − Ejj ) are
nonnegative for all j = 1, . . . , n, then again we may conclude that S and S−1 can be
chosen to be nonnegative, and thus S has the asserted form. 
3.1. Matrix set preservers
In this section, we study multiplicative maps φ : R→ R that preserve certain
subsets P of a semigroup R, i.e.,
φ(P) ⊆ P.
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Theorem 3.2. Let S = [0,∞), Q ∩ [0,∞), or a field. Suppose 1  m < n and
R ⊆ Mn(S) is a semigroup containing Mmn (S), and suppose P is the set of rank
m matrices or the set of rank m idempotent matrices. Then a multiplicative map
φ : R→ R satisfies φ(P) ⊆ P if and only if φ has the standard form (I) so that
(A)–(E) of Remark 3.1 hold, or φ has the standard form (II) with m = p = q.
Proof. The sufficiency is clear. Conversely, suppose φ(P) ⊆ P. Then either Prop-
osition 2.5(2) holds with r = m or Proposition 2.5(3) holds. In the former case, we
see that φ has standard form (II) with m = p = q; In the latter case, we can apply
Propositions 2.2 and 2.3 to demonstrate that φ has the standard form (I). 
Using arguments similar to those in the proof of the previous theorem, and Prop-
ositions 2.2–2.5, we have the next result concerning multiplicative maps having spe-
cial properties on rank p matrices.
Theorem 3.3. Let S = [0,∞), Q ∩ [0,∞), or a field. Suppose 1  p, q < n and
R,S ⊆ Mn(S) such that Mpn (S) ⊆ R. The following conditions are equivalent for
a multiplicative map φ : R→S :
(a) φ maps rank p matrices to rank at most q matrices.
(b) φ maps rank p idempotents to rank at most q idempotents.
(c) One of the following holds:
(i) p = q and φ has the standard form (I) so that (A)–(E) hold.
(ii) φ has the standard form (II).
(iii) n− 1 = p > q = 1 and φ has the standard form (III) so that (A)–(E) hold.
(iv) φ has the standard form (IV).
Next, we consider multiplicative preservers of other matrix sets P. Very often, it
is easy to construct degenerate multiplicative maps φ having a desired property. For
example, if there is an idempotent P ∈ P, we can have degenerate multiplicative
maps of the form
A → P or A → det(A)A.
So, we impose some additional assumptions on φ or R to obtain more reasonable
results. If we assume that φ(0) /= φ(X) for some (or for all) rank one idempotent
matrices, then we can invoke Proposition 2.2 right away. Of course, one may replace
this assumption by any of the conditions (a)–(d) in Proposition 2.2, for example, we
may assume that φ is injective and φ(P) ⊆ P. Another natural assumption is that
φ(P) = P. It turns out that any one of these assumptions lead to nice characteriza-
tion theorems for multiplicative preservers of many important classes of matrices.
An n× n matrix is called totally nonnegative (TN) if all of its minors of all sizes
are nonnegative. From the classical identity of Cauchy and Binet, it follows that the
product of any two TN matrices is again a TN matrix. Here we study multiplicative
preservers of TN matrices. Denote by TN the set of TN matrices.
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Theorem 3.4. Let m ∈ {1, . . . , n}, and let P be the set of TN matrices with rank
at most m. Suppose R ⊆ Mn(R) is a semigroup containing P. The following are
equivalent for a multiplicative map φ : R→ R :
(a) φ(0) /= φ(X) for some rank one (idempotent) matrix X ∈ P and φ(P) ⊆ P.
(b) φ(P) = P.
(c) There exist S =∑nj=1 sjEjj or∑nj=1 sjEj,n−j+1 with sj > 0 for all j such that
φ has the form A → S−1AS.
Proof. It is clear that (c) implies (a) and (b). Note that for any semigroup that con-
tainsP, condition (2.4) holds for any J,K ∈ {1, . . . , n}with |J | = |K|  m. To this
end, consider 1  i1 < i2 < · · · < ik  m and 1  j1 < j2 < · · · < jk  m. Then
Ei1j1 + . . .+ Eikjk andEj1j1 + · · · + Ejkjk are both easily seen to be TN. Moreover,
Ei1i1 + · · · + Eikik = (Ei1j1 + · · · + Eikjk )(Ej1j1 + · · · + Ejkjk )
× (Ej1i1 + · · · + Ejkik ).
Thus, Proposition 2.5 can be applied.
If (a) holds or if m < n and (b) holds, then Proposition 2.5(3) follows. By Propo-
sitions 2.2 and 2.3, φ((aij )) = S−1(f (aij ))S for some invertible S, and an additive
multiplicative map f on the nonnegative real numbers with f (1) = 1. We then con-
clude that f is the identity map and the invertible matrix S can only be of the required
form.
Next, assume m = n and (b) holds. By Proposition 2.5 one of the conditions (1)
with m = n− 1, or (3), or (4) holds. If (3) holds, then φ has the desired form. So
suppose (1) or (4) holds. Observe that if A is TN and singular, then by [4] A has
a factorization into TN bidiagonal matrices. Since A is singular, at least one of the
bidiagonal factors, call it L, is singular. Since bidiagonal matrices are triangular, it
follows that at least one main diagonal entry of L is zero. Then either L has a zero
row or column, which includes a zero main diagonal entry.
Thus if either (1) or (4) in Proposition 2.5 holds, then the multiplicative map
φ2 will map the set of TN matrices onto itself and map singular matrices to zero.
Consider the family
S = {I + Eij : |i − j | = 1, α > 0} ∪D,
where D is the set of positive diagonal matrices. Then S generates all the invert-
ible TN matrices [6], and thus φ(S) will generate all the nonzero matrices in the
range. But then φ2(S) contains matrices diagonally equivalent to those in S. Now,
if A ∈ TN is invertible, then A is a product of matrices inS ∪D, and so must its im-
age. So, φ2(A) is invertible. Thus, non-zero singular TN matrices have no preimages,
which contradicts the fact that φ2(TN) = TN. 
A superset of the TN matrices is the well-studied P0 matrices. An n× n matrix
is called a P0 matrix if all of its principal minors (i.e., the minors whose row and
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column index sets are the same) are nonnegative. Another class of matrices of interest
is the M0 matrices, i.e., matrices of the form A = rI −N for a nonnegative matrix N
and a positive number r which is larger than or equal to the Perron (largest positive)
eigenvalue of N; see [8, Chapter 2] for background. We have the following preserver
result.
Theorem 3.5. Let m ∈ {1, . . . , n}, and let P be the set of P0 matrices or the set of
M0 matrices with rank at most m. Suppose R ⊆ Mn(R) is a semigroup containing
P. The following are equivalent for a multiplicative map φ : R→ R:
(a) φ(0) /= φ(X) for some rank one (idempotent) X in P, and φ(P) ⊆ P.
(b) φ(P) = P.
(c) There exists S, which is a product of a positive diagonal matrix and a permuta-
tion matrix such that φ has the form A → S−1AS.
Proof. We first considerP to be the set P0 of P0 matrices. Again (c) implies (a) and
(b) is trivial. We can prove (2.4) for any J,K ⊆ {1, . . . , n} with the same argument
in the proof of the previous theorem. Thus, Proposition 2.5 can be applied.
If (a) holds, or if m < n and (b) holds, then Proposition 2.5(3) follows. By Prop-
ositions 2.2 and 2.3, we see that φ((aij ) = S−1(fij (aij ))S for some invertible S,
fij ’s are additive and fij (a) = f11(a) for all nonnegative real number a. Again f11
is the identity map. Since fij is additive, fij (−a) = −fij (a) = −f11(a) = −a for
all nonnegative number a and so fij is the identity map also.
Assume m = n and φ(P0) = P0. We will follow along the same lines as in the
proof of the previous theorem. By Proposition 2.5 and the fact that φ(P0) = P0, one
of the conditions (1) with m = n− 1, or (3), or (4) in Proposition 2.5 holds. If (3)
holds, then φ has the desired form. So, as before, suppose (1) or (3) holds.
Suppose A is a singular P0 matrix. Then after simultaneous permutation of rows
and columns, we may assume that the last row is a nontrivial linear combination of
the first n− 1 rows. Hence there exists an (n− 1)-vector x such that
B =
[
I 0
xt 1
]
∈ P0 and BA = C =
[
C1 d
0 0
]
.
Hence A = B−1C, where B (and hence B−1), and C are both P0 matrices. Moreover,
C has a zero row.
Thus, as before, if either (1) or (4) holds, then the multiplicative map φ2 will map
the set of P0 matrices onto itself, and map singular matrices to zero. Suppose φ2 takes
singular matrices to zero. Since the inverse of nonsingular P0 matrices are P0 ma-
trices and the fact that φ2(P0) = P0 implies φ2(I ) = I , we have φ2 maps invertible
matrices to invertible matrices. Thus φ2(P0) /= P0, which is a contradiction.
The proof of the M0 matrices preserving maps can be done similarly. The only
additional observation needed is:
In the proof of P0 preservers, if N is a nonnegative matrix and r > 0 is such
that A = rI −N is a singular M0 matrix, then the last row x of B (above) satis-
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fies xA = 0, i.e., rx = xN . So, x is a left Perron vector of the nonnegative matrix
N. Thus, x is nonnegative. It follows that A = B−1C such that B−1 and C are M0
matrices. 
Next, we consider the multiplicative maps that preserve the positive semidefinite
matrices (PSD), Hermitian matrices, normal matrices, or contractions, i.e., matrices
with spectral norm not larger than one. In what follows for a given complex matrix
A, A denotes the matrix obtained from A by conjugating each entry of A.
Theorem 3.6. Let m ∈ {1, . . . , n}, and let P be the set of positive semidefinite ma-
trices, the set of Hermitian matrices, the set of normal matrices, or the set of con-
tractions with rank at most m. Suppose R ⊆ Mn(C) is a semigroup containing P.
The following are equivalent for a multiplicative map φ : R→ R:
(a) φ(0) /= φ(X) for some rank one (idempotent) X ∈ P, and φ(P) ⊆ P.
(b) φ(P) = P.
(c) There exists a unitary matrix U ∈ Mn(C) such that φ has the form
A → U∗AU or A → U∗AU.
Proof. We first consider the case of PSD matrices. Denote by PSD the set of PSD
matrices. Again, (c) implies (a) and (b) is trivial.
First, we show that if k  min{m, n− 1}, then (2.4) holds for any J,K ⊆ {1, . . . ,
n} with |J | = |K| = k. We first consider the case when |J ∩K| = k − 1. Assume
that p ∈ J\K and q ∈ K\J . Then P =∑j∈J∪K Ejj + Epq + Eqp is a rank k
positive semi-definite Hermitian matrix. Thus A = EKP,B = PEK ∈ R satisfy
EK = AEJB. For general EJ and EK , we can construct a finite sequence of index
sets J1, . . . , Jr ⊆ {1, . . . , n} so that J = J1, Jr = K, |J1| = · · · = |Jr |, and |Js ∩
Js+1| = k − 1 for all s = 1, . . . , r − 1. We can then apply the above results to show
that
EK = Ar−1 · · ·A1EjB1 · · ·Br−1
for some A1, . . . , Ar−1, B1, . . . , Br−1 ∈ R. Now, Proposition 2.5 can be applied.
Assume (a) holds, or (b) holds with m < n. Then Proposition 2.5(3) holds. By
Propositions 2.2 and 2.3, we see that φ((aij ) = S−1(fij (aij ))S for some invertible
S, fij ’s are additive and fij (a) = f11(a) for all nonnegative real number a. Again
f11 is the identity map on R, and thus φ has the form X → S−1XS or X → S−1XS.
Considering the images of X = vv∗, where v ∈ Cn is a unit vector, we see that S can
be chosen to be unitary. Hence condition (c) holds.
Assume φ(PSD) = PSD. Then again, by Proposition 2.5 and the fact that
φ(PSD) = PSD, one of Proposition 2.5(1) with m = n− 1, or (3), or (4) holds. If
(3) holds, then φ has the desired form. So, as before, suppose (1) or (4) of Proposition
2.5 holds. Now assume A is a singular PSD matrix. Then, following the argument in
the P0 matrix case and taking into account of symmetry, it follows that there exists
an n× n invertible P0 matrix B such that
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A = B−1C(B−1)t =
[
C1 0
0 0
]
,
where C1 and C are both PSD matrices. Applying a result of Ballantine [3], B−1 can
be written as a product of at most five positive definite matrices.
Thus if either (1) or (4) in Proposition 2.5 holds, then the multiplicative map φ2
will satisfy φ2(PSD) = PSD and map singular matrices to zero. Since the inverse
of nonsingular PSD matrices are PSD matrices and the fact that φ2(PSD) = PSD
implies φ2(I ) = I , we have φ2 maps invertible matrices to invertible matrices. Thus
φ2(PSD) /= PSD, which is a contradiction.
The proofs for the cases of normal matrices, Hermitian matrices, and contractions
can be carried out similarly. Note that in each of these cases, condition (2.4) can be
easily verified. Furthermore, for normal matrices, one can first show that φ has the
form (aij ) → U∗f (aij )U for some field isomorphism f on the complexes. If a is
real and A = a(Eij + Eji), then φ(A) = U∗(f (a)(Eij + Eji))U is normal. Thus,
f (a) is real. Hence, by Remark 3.1(D), f has the form z → z or z → z¯. 
3.2. Preservers of functions
Suppose g is a (scalar, vector, or set valued) function on matrices in Mn(S). We
consider multiplicative maps φ : R→ Mn(S) that preserve g, i.e.,
g(φ(X)) = g(X) for all X.
If
g(0) /= g(X) for all (or for some) rank one idempotent X, (3.3)
then one can always conclude that φ has standard form (I) so that (A)–(E) of Remark
3.1 hold. Very often, one can deduce additional conditions on S. For example, one
can use Theorem 3.2 to verify that the multiplicative preservers of the rank function
have the standard form (I). We illustrate this scheme in the following. Note that these
results cover some of those in [2,7], and actually, many of the results can be deduced
from those in [10].
The following result concerns preservers of spectra (counting or not counting
multiplicities) of matrices over a field.
Proposition 3.7. Suppose R ⊆ Mn(F) is a semigroup containing M1n(S). Then a
multiplicative map φ : R→ R preserves the spectrum of (rank one idempotent) ma-
trices in R if and only if there exists an invertible S ∈ Mn(F) such that φ has form
X → S−1XS.
Proof. The “if” part is clear. For the converse, if φ preserves the spectrum, then
φ(0) = 0, and φ maps n mutually orthogonal rank one idempotents to n mutual-
ly orthogonal rank one idempotents. By Theorem 3.2, φ has the standard form (I).
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Considering the image of X = aE11, we see that f must be the identity map. The
result then follows. 
Using similar arguments, we have the following two results concerning multi-
plicative preservers of the spectrum or Perron root (which is the same as the spec-
tral radius or the largest positive eigenvalue) of (rational) nonnegative matrices, and
spectral radii of complex matrices.
Proposition 3.8. Let S = [0,∞) or Q ∩ [0,∞). Suppose R ⊆ Mn(S) is a semi-
group containing M1n(S). Then a multiplicative map φ : R→ R preserve the spec-
trum or spectral radius of (rank one idempotent) matrices in R if and only if there
exists an invertible S ∈ Mn(R) such that φ has the form
X → S−1XS,
where S ∈ Mn(S) is a product of a permutation matrix and a diagonal matrix with
positive diagonal entries.
Proposition 3.9. Suppose R ⊆ Mn(C) is a semigroup containing M1n(C). Then a
multiplicative map φ : R→ R preserve the spectral radius of (rank one or just rank
one idempotent) matrices in R if and only if there exists an invertible S ∈ Mn(C)
such that φ has the form
X → S−1XS or X → S−1XS.
The numerical range and numerical radius of A ∈ Mn(C) are defined and
denoted by
W(A) = {x∗Ax : x ∈ Cn, x∗x = 1}
and
r(A) = max{|z| : z ∈ W(A)}.
The spectral norm on Mn(C) is defined by
‖A‖ = max{(x∗A∗Ax)1/2 : x ∈ Cn, x∗x = 1}.
For these notions we have the following result.
Proposition 3.10. Suppose R,S are semigroups of Mn(C) such that M1n(C) ⊆ R.
Let g(A) denote W(A), r(A), or ‖A‖. Then a multiplicative map φ : R→S satis-
fies g(φ(A)) = φ(A) for all A ∈ R if and only if there is a unitary U such that
(i) φ has the form X → U∗XU, or
(ii) g(A) = r(A) or ‖A‖, and φ has the form X → U∗XU.
Proof. The “if” part can be easily checked. For the converse, note that the given
condition ensures that φ(0) = 0 and rank one idempotents are mapped to nonze-
ro idempotents. By Propositions 2.2 and 2.3, φ has the standard form (I). Since
186 W.-S. Cheung et al. / Linear Algebra and its Applications 355 (2002) 173–186
g(φ(A)) = g(A) for all rank one Hermitian matrices, we see that S is unitary, and
f (R) ⊆ R. So, φ has the form A → U∗AU or A → U∗AU . If g(A) = W(A),
one can consider W(φ(A)) for A = iE11 and conclude that the latter case cannot
occur. 
Remark 3.11. Similar results hold for many other functions g on square matrices
satisfying condition (3.3), including various functions on eigenvalues, singular val-
ues, and other many different types of numerical ranges, numerical radii, and norms;
see [14].
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