Regression equations were developed to predict 3 mass components of 7 browse species important to moose (A Ices afcesgigas.) on the Copper River Delta in southcentral Alaska. The accuracy of model predictions was the criterion for model selection. Model accuracy was evaluated using data splitting or jackknife procedures. Annual production of twigs and leaves and available twig mass on a stem were most accurately predicted from stem basal diameter with zero intercept models, zero intercept log-linear models, or log-log models. Twig mass eaten by moose was most accurately predicted from the diameter at the point of browsing of a twig with zero intercept or full linear models. Heteroslcedasticity was significant (P<O.O5) in most of the data sets and could not be significantly reduced with log transformations or use of weighted least squares models. Heteroskedasticity appeared to have a relatively minor effect on model predictions. Most of the models gave mean predictions within f20% of the actual values, particularly for the most ubiquitous species that were also the most important to moose. For each species, there were few differences (P<O.O5) in model coefficients between years and among habitat types. Differences in coeffkient estimates appeared to be related to differences in stem morphology that were related to both site conditions and past browsing by moose.
A common procedure to estimate the mass (i.e., weight/unit area) of browse (i.e., trees and shrubs) is to relate an easily measured attribute of a plant or plant part to its weight using regression equations (Shafer 1963 , Peek et al. 1971 , MacCracken and Viereck 1990 ). The objective is to predict plant mass from the measured attribute.
A variety of measurements have been used as the independent variable in regression equations. These include twig basal diameter (Telfer 1969 , Ruyle et al. 1983 , Roundy et al. 1989 , twig diameter at the point of browsing (Telfer 1969 , Peek et al. 1971 , MacCracken and Viereck 1990 ) canopy area and volume (Peek 1970 , Uresk et al. 1977 , Yarie and Mead 1989 , basal stem diameter (Brown 1976 , Alaback 1986 and basal stem circumference and number of twigs/stem (Oldemeyer 1982) .
Most investigators have used simple least squares linear regression models to predict browse mass components (Basile and Hutchings 1966 , Lyon 1970 , Ferguson and Mardsen 1977 , Thilenius 1988 . These models often contain significant negative intercept coefficients that could result in negative predictions. Negative
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intercepts may result from fitting a straight line to exponentially distributed data, or be a function of measurement imprecision and a limited sample for small y and x values, or a linear distribution that is truncated at a minimum threshold for both y and x. Methods to deal with an exponential distribution are well known, but the latter cases have not been adequately addressed. Heteroskedasticity, in the form of increasing variation with increasing values of the independent variable, is a common problem when relating plant mass to other characteristics (Baskerville 1972) . Formal tests have been developed to determine whether heteroskedasticity is significant (Glejser 1969) . Logarithmic data transformations and weighted least square models are often used to reduce heteroskedasticity (Koutsoyiannis 1977) . Few authors have examined their data for heteroskedasticity (Oldemeyer 1982 , Ruyle et al. 1983 , Rumble 1987 ) and the effect of heteroskedasticity on the predictive ability of regression equations is not well documented.
Many researchers have found that regression equations differ among species of browse (Telfer 1969 , Peek 1970 , Alaback 1986 ). In addition, equation coefficients may differ for a species among sampling sites (Peek et al. 1971 , Ruyle et al. 1983 , Roundy et al. 1989 , with the size of the plant (Lyon 1970) , by vegetation type (Yarie and Mead 1989) , and with twig location on a plant (Basile and Hutchings 1966) . Some authors suggested that small, statistically significant differences in equation coefficients had no practical implications (Basile and Hutchings 1966, Lyon 1970) , while others stated that separate equations may need to be developed (Peek et al. 1971 , Ruyle et al. 1983 . What effect differences in coefficients for the same species have on the predictive ability of regression equations has not been objectively evaluated.
Few studies have formally evaluated the accuracy of regression models when used to predict plant mass (Thilenius 1988 , 1990 , Yarie and Mead 1989 . A larger* (Brown 1976 , Ruyle et al. 1983 , small standard errors of coefficient estimates (Roundy et al. 1983 ), or decreased variance in mass estimates (Uresk et al. 1977) are not accurate indicators of predictive ability. In studies where regressions were used to estimate browse use it has been common to compare use estimates between regression techniques and other methods (Ferguson and Mardsen 1977, Provenza and Urness 198 1, Ruyle et al. 1983 ). These are not tests of a models predictive ability either. Snee (1977) discussed 4 methods for validating regression models. Two were based on theoretical expectations and 2 were databased. The 2 data-based methods were the collection of new data and a data splitting or cross-validation approach. Jackknife and bootstrap resampling techniques (Krebs 1989) can also be used to generate model validation data sets. However, there is currently no formal method that we know of to objectively compare y and 9 of validation data sets.
The objectives of this study were to develop regression equations to predict the current annual growth of twigs and leaves (annual production), over-winter available mass, and mass eaten for browse used by moose on the Copper River Delta, Alaska. Our goal was to use 1 equation/mass component/species. We also assessed the predictive ability of the equations and examined the effects of yearly variation and habitat type on equation coefficient estimates.
Study Area and Methods
The Copper River Delta is located in coastal southcentral Alaska and is the largest contiguous wetland (=3,000 km*) remaining on the Pacific coast of North America. The study area was described in detail by MacCracken (1992 Preliminary results indicated that 4 browse-dominated habitat types (plant communities) were used the most by moose and that the study area could be divided into 5 sections unique in physiographic features, climate, vegetation development, and use by moose (MacCracken 1992) . In each of those 5 sections, 4 permanent sampling sites (0.25 ha) were established representing each of the 4 habitat types used by moose. Habitat type classification followed Viereck et al. (1986) .
Samples used to estimate regression equations to predict annual production of twigs and leaves and available mass of 7 browse species were collected at each site twice during 1988 and 1989. Sites were sampled in mid-April to mid-May, prior to leaf flush and during July-August, at peak mass. At each site, S-10 individual stems of each browse species were harvested after the basal diameter was measured. A stem was a single shoot originating below the soil/moss/litter surface and the basal diameter was measured (mm) above the soil/ moss/ litter surface and the root crown. Stems were selected for sampling with a stratified random design, insuring that the full range of basal diameters for each species at a site was sampled. The strata were IO-mm basal diameter classes and the number of strata and stems sampled/ strata varied with site characteristics. Harvested stems were separated into mass components in the lab, dried for 48 hours at 60° C, and weighed to the nearest 0.1 g.
For over-winter available mass estimates, twigs had 2 components: current annual growth and older portions (Telfer 1969) . The limit of a twig was defined as the maximum diameter at the point of browsing (DPB) measured at a site for each species. If a species had not been browsed at a site, the average maximum diameter at the point of browsing of all other sites was used to define a twig.
Samples for developing regression equations to predict twig mass eaten were collected during October-December 1988 from 6 of the permanent sampling sites. All 4 habitat types were sampled plus an additional site in each of the 2 most important foraging habitats. At each site, up to 10 twigs were randomly clipped from 10 different stems for each species. Some stems had evidence of past browsing, but none had been recently browsed. Clipped twigs included all current annual growth and older material to insure that the full range of diameters at the point of browsing were sampled. In the lab, the twigs were clipped at l-3 points along their length. The diameter at the point of clipping (= DPB) was measured with a pair of calipers to the nearest 0.1 mm. The samples were oven-dried for 48 hours at 60" C then weighed to the nearest 0.1 g. Twig mass posterior to the point of clipping(y) was related to the diameter at the point of browsing (x).
Data plots were examined to estimate the form (linear, curvilinear, exponential, etc.) of the mass-diameter relationships. If the plots indicated that nonlinear relationships existed, appropriate data transformations were applied and linear models were estimated with ordinary least squares regression.
The predictive ability of most of the equations was evaluated using the data splitting method (Snee 1977) . Prior to the development of the models, 10% of each data set was set aside as a validation data set (yy, x,) . Observations for the validation data set were chosen with a stratified random sampling procedure to insure that all year and habitat type categories were represented. Sample sizes for feltleaf willow [S&x aluxensis (Anderss.) Cov.] and cottonwood were too small to generate adequate validation data sets by splitting the data. For these species, jackknife procedures were used to validate the models (Krebs 1989) . Comparisons between yv and yv were made by calculating the mean of each and determining the percent deviation (Thilenius 1988) . Retransformation bias was corrected for log-log models (Baskerville 1972 , Sprugle 1982 . The models that resulted in the smallest deviation between the means of yv and yv were the models of choice. In addition, minimum root mean square error and maximum r2 were also used as criteria to choose the best model. However, if these 3 criteria conflicted, prediction accuracy had priority.
Most statistical packages report an P statistic that is appropriate only for full linear models (Kvalseth 1985) . We report that R12 (l_Cy-f]r/(y-y]r) of Kvalseth (1985) when models other than full linear models were estimated.
Once the best model was obtained, residual plots were examined to decide if testing for heteroskedasticity was warranted. Procedures outlined by Glejser (1969) were used to test if heteroskedasticity was significant. If it was, a weighted least squares model was estimated and tested to determine if heteroskedasticity had been significantly reduced (Koutsoyiannis 1977) .
The effect of habitat type and year on equation coefficient estimates was examined by restructuring the data matrix using dummy variables so that 1 equation contained coefficients for each variable of interest. Comparisons of both intercept and slope coefficients between years and 2 habitat types were done with t-tests. Comparisons involving >2 habitats were made with F-tests, followed by all pairwise comparisons to determine which habitat produced a significant F (Koutsoyiannis 1977). Statistical significance was accepted at p10.05. 
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Results
Browse Production and Availability
were most appropriate for the remaining 15%. However, full linear The number of stems sampled to estimate equations to predict and log-linear models had negative intercepts resulting in negative production and available mass ranged from 80-535 (Table 1) . For predictions. Zero intercept linear and log-linear models were used each species, all mass-basal diameter relationships were either for the data sets in which log-log models were inappropriate. linear or log transformed. Significant (P<O.O5) equations were Eighty-five percent of the models overestimated browse mass obtained for each species-mass component with rr ranging from components ( Table 2) . Deviation of the means of yV, and yV ranged 0.16-0.76 (Table 2) . Linear or log-linear models resulted in the from -9% to 35%. Seventy-three percent of the equations gave most accurate predictions for 85% of the data sets. Log-log models mean predictions within f20% of the actual values. The predictive The funnel shrwd distribution of the residuals suceested that heteroskedasticity in the data was a problem. The significance of heteroskedasticity was tested using procedures suggested by Glejser (1969i- ability of the models was not related to their r* value (rs = 0.19, -0.05). Heteroskedasticity was significant (P<O.O5) in 77% of the massbasal diameter data sets, taking the form of increasing variance with increasing basal diameter (Fig. 1) . Weighted least squares or log transformations did not significantly reduce heteroskedasticity in any data set and were not used.
Differences (P<O.O5) between years and habitat types in equation coefficients occurred in only 39% and 37% of all comparisons, respectively (Table 3) . A majority of those differences were for the basal diameter coefficient. Significant differences (P<O.O5) for equation coefficients among habitat types occurred most often when contrasting habitats used by moose for foraging with those used for bedding.
Mass Eaten
The number of twigs sampled to estimate the mass of browse eaten by moose ranged from 53-155 (Table 1) . Only 6 species were sampled since there was no evidence of moose eating undergreen willow (S. commurata Bebb). All mass-diameter at the point of browsing relationships were linear, but diameter at the point of browsing raised to a power resulted in the most accurate predictions with r* ranging from 0.67-0.92 (Table 2) . Each model was significant (P<O.OOl), and zero intercept models were used for 2 species. Of the 4 models with a positive intercept, only 1 was significantly different from zero (P<O.O5) ( Table 2) .
Fifty percent of the predictions were overestimates ( Table 2 ). The mean deviation ranged from O%-33%, and was greatest for cottonwood. The predictive ability of these models was weakly related to their r* value (r. = 0.76, P = 0.05).
Heteroskedasticity was significant (P<O.O5) for each species, taking the form of increasing variance with increasing diameter at the point of browsing. Log transformations and weighted least squares models did not significantly reduce heteroskedasticity and were not used.
Differences (PCO.05) in equation coefficients among habitat types occurred in 55% of all possible comparisons (Table 4) . Sixty percent of those differences were due to the diameter at the point of browsing coefficient. Seventy percent of the habitat type differences were associated with comparisons of habitats used by moose for foraging vs. bedding.
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Discussion
Numerous investigators have used regression equations to predict browse mass, but few have attempted to evaluate the accuracy of those predictions (Thilenius 1988,199O; Yarie and Mead 1989) . The lack of a formal summary statistic to compare yV and jl, makes models validation difficult and subjective. The x* goodness-of-fit test is appropriate only for categorical data. Furthermore, most statistical methods that could be applied (e.g., t-test) test the hypothesis that a function of a parameter of the 2 data sets is not different from zero, not each other (e.g., j?i-Xa = 0).
Linear models resulted in the most accurate predictions for most of the mass-diameter relationships we examined. However, full linear models often contained significant negative intercepts, resulting in negative predictions for small diameters. In these situations, log-log models accurately represented only the lower portion of the data distribution and the predictions of those models were consistently poor due to large variation in the data at the upper end of the distribution (Fig. 2) . The magnitude of prediction errors for large values accounted for the overall poor performance of log-log models. These results suggest that a minimum threshold in massdiameter relationships may be the primary cause of negative intercepts in linear relationships.
We used zero intercept models when linear equations resulted in negative intercepts and log-log models resulted in poor predictions. Zero intercept models are theoretically justified since zero mass occurs at zero diameter. In addition, minimum threshold linear relationships provide a data-based justification. Furthermore, we found that zero intercept models either improved or did not alter the accuracy of mass predictions in 64% of the data sets in which a full linear or log-linear model was appropriate. We conclude that zero intercept models adequately solved the problems associated with data sets that were essentially linear, but truncated at a minimum threshold. Yarie and Mead (1989) also used zero intercept models and reported predictions of -11, -40, and -55% of mass estimates derived from plot clipping methods. Thilenius (1988 Thilenius ( , 1990 ) reported a deviation of <l$!+, between predicted and actual mass of current annual growth twigs of Barclay willow (S. barcluyi Anderss.) on the Copper River Delta. Our predictions were a 4% overestimate. Differences between predictions of twig current annual growth from actual values for sweetgale (Myrica gale L.) reported by Thilenius (1990) ranged from *NSD q no significant difference (t30.05). * = P<O.OS, ** = P<O.Ol, *** = P<O.OOl.
-42% to 16%. When averaged, our predictions were equal to the Raising diameter at the point of browsing to the power indicated actual values. Thilenius (1988 Thilenius ( , 1990 collected Barclay willow and (Table 2) is justified by the fact that twig mass is closely related to sweetgale samples from 2 adjacent sites, in 1 habitat type. In twig volume. Volume is a 3-dimensional measure and for most contrast, we sampled all habitat types where these species occurred species, diameter at the point of browsing raised to a power very with a replicated sampling scheme. Our equations should have close to the volumetric expectation of 3 resulted in the most accubroader application and greater accuracy in a variety of habitat rate predictions. Only Sitka alder [Alnus sinuata (Reg.) Rydb.] types.
deviated from this trend, presumably due to the fact that alder twigs were oblong in circumference, and the other species were round. We identified a number of factors that could influence equation predictions. Heteroskedasticity was significant in most of the data sets we analyzed. Heteroskedasticity results in inefficient estimates of the model coefficients and biased standard errors and test statistics (Koutsoyiannis 1977). Our analysis produced variable results: some models with significant heteroskedasticity gave accurate predictions and others not. None of equations in which heteroskedasticity was insignificant (-0.05) resulted in predictions that deviated by more than 16% from the actual values. The predictions of log-log models were influenced the greatest by heteroskedasticity. The effects of heteroskedasticity on linear model predictions appear to be minimal as suggested by Rumble (1987) , but more formal testing is needed. The failure of the data transformations to significantly reduce heteroskedasticity suggests that it may be related to some variable other than basal diameter or diameter at the point of browsing. The fact that variation was relatively large at large diameters at the point of browsing and large basal diameters suggests that stem or twig age may be important.
Eauation coefficient
Differences in equation coefficients for a species between years and among habitats were significant in some instances, suggesting that the goal of using 1 equation to predict browse mass components may be unrealistic. Those differences could influence the predictive ability of an equation when these data subsets are pooled. Even though some coefficients differences were large, model predictions did not suffer substantially when the data were pooled and 1 equation was used for prediction, particularly for the most ubiquitous species that were also the most important to moose (MacCracken 1992) . Presumably, predictions would be improved if separate equations were estimated for each different factor. Our data sets were not large enough to adequately assess the predictive ability of equations for each habitat type occupied by a species. Furthermore, such a procedure may be beyond the ability of most projects due to time and budget constraints.
Differences in equations among habitat types are likely due to differences in stem or twig morphology that reflect varying envi-'ronmental conditions or use by herbivores (Peek et al. 1971) . A majority of the differences in equations occurred when contrasting habitats used by moose for foraging with those used primarily for bedding. This suggests that browsing significantly altered shrub morphology and mass distribution on a twig or stem; a fact that was apparent in the field and discussed by Oldemeyer (198255) . However, shrub morphology also varied with the physical environment of a specific site, independent of moose foraging. In fact, plant morphology influenced the ability of moose to forage on specific stems. In closed alder-willow stands, Barclay willow (the most abundant and important species) had large stem diameters and were about 3-5 m tall; characteristics that inhibited foraging by moose.
The use of predictive regression equations outside of the time frame or area from which the equations were developed should be undertaken with caution. If predictive regressions are used in this manner, validation samples should be collected in order to check the accuracy of the predictions. Furthermore, this information could be used to correct any consistent bias that may be present in the predictions.
