Abstract. We study the asymptotic behavior for large time of solutions to the Cauchy problem for the generalized Benjamin-Ono (BO) equation: ut + (|u| ρ−1 u)x + Huxx = 0, where H is the Hilbert transform, x, t ∈ R, when the initial data are small enough. If the power ρ of the nonlinearity is greater than 3, then the solution of the Cauchy problem has a quasilinear asymptotic behavior for large time. In the case ρ = 3 critical for the asymptotic behavior i.e. for the modified Benjamin-Ono equation, we prove that the solutions have the same L ∞ time decay as in the corresponding linear BO equation. Also we find the asymptotics for large time of the solutions of the Cauchy problem for the BO equation in the critical and noncritical cases. For the critical case, we prove the existence of modified scattering states if the initial function is sufficiently small in certain weighted Sobolev spaces. These modified scattering states differ from the free scattering states by a rapidly oscillating factor.
Introduction
In this paper we study the asymptotic behavior in time of solutions of the Cauchy problem for the generalized Benjamin-Ono (BO) equation 1/2 . The physical background of the Benjamin-Ono equation is discussed in [5, 25, 32, 34] . Exact solitary wave solutions were found in [4, 7] , and the inverse scattering transform method was applied to the Cauchy problem (1.1) when ρ = 2 in [3, 6, 8, 27] . The Cauchy problem (1.1) has been intensively studied by many authors. The existence of solutions in the Sobolev space H s was proved in [1, 2, 13, 18, 19, 24, 28, 30, 31] and the smoothing properties of solutions were studied in [9, 12, 14, 15, 20, 29, 35] . In the case ρ ≥ 5 some estimates of the time decay of the solutions and the existence of the free evolution states were proved in the paper [21] . As far as we know there is no any other result on the asymptotic behavior of solutions of the Cauchy problem for the generalized BO equation (1.1) . For small initial data in H 2,0 ∩ H 1,1 , we prove that in the noncritical case ρ > 3 the solutions of (1.1) are asymptotically free, i.e. tend to the solutions of the linear BO equation as t → ∞. And for the critical case ρ = 3 we prove that for small initial data in H 3,0 ∩ H 1,2 110 N. HAYASHI AND P. NAUMKIN the solutions decay as t → ∞ in L ∞ norm at the same rate t − 1 2 as the linear BO equation. Also we construct the modified scattering states and prove the existence of the inverse modified wave operators. We note that the modified wave operators and the inverse modified wave operators for the nonlinear Schrödinger equations were constructed previously in papers [11, 17, 26] and [16, 22, 23] , respectively.
Before stating our results we give Notation and function spaces. Let F φ orφ be the Fourier transform of φ, defined by
The inverse Fourier transform F −1 is given by
Let U (t) be the free Benjamin-Ono evolution group defined by U (t)φ = F where
We introduce some function spaces.
, · m,s = · m,s,2 . We let (ψ, φ) = ψ · φdx and let C(I; H) be the space of continuous functions from an interval I to a Banach space H. Different positive constants may be denoted by the same letter C. If necessary, by C( * , · · · , * ) we denote constants depending on the quantities appearing in the parentheses.
We now state our results. 
for t ≥ 1.
(1.2)
Furthermore, for large time t we have the asymptotic formula 
where 0 < α < 1/4 − C and Φ is a real valued function. Furthermore, for large time t we have the asymptotic formula
and for t ≥ 1
In what follows, for simplicity we only consider positive time t. Remark 1.1. The inequalities (1.2), (1.5), (1.6) and (1.8) show that the functions V, W and Φ can be calculated approximately via the initial data u 0 , and (1.2) means the existence of the scattering states in the noncritical case ρ > 3. Remark 1.2. Our method can also be applied to the equation
where f (u) = O(|u| ρ−1 u) for small u, where ρ ≥ 3.
We organize our paper as follows. In Section 2 we give some preliminary estimates. The Sobolev inequality is stated in Lemma 2.1. Lemma 2.2 says that the time decay of the function can be represented by the free evolution group of the Benjamin-Ono operator. Lemmas 2.3 and 2.4 are used in the proof of Lemma 2.5, and Lemma 2.5 is necessary for the proof of Lemma 4.2 to treat the nonlinear term in the critical case ρ = 3. In Section 3 we prove Theorems 1.1 and 1.2, and in Section 4 we prove Theorems 1.3 and 1.4 by a priori estimates of local solutions to (1.1) established in Lemma 3.1 and Lemmas 4.1-4.2 respectively. Our approach for the critical case ρ = 3 consists of two parts. First, in Lemma 4.1 we establish some rough a priori estimates of the solution in the norms u 3,0 and xU (−t)u 2,0 , assuming that the precise decay estimate of the solution
is already known. In order to obtain the desired estimates, we apply the dilation operator I = x + 2t∂ t x −∞ dx , which was previously used in [15] to obtain the smoothing properties of the BO equation. Then in Lemma 4.2 we prove the precise decay estimate of the solution, u ∞ + u x ∞ ≤ C(1 + |t|) −1/2 , assuming that the rough estimates of the solution in the norm u 3,0 + xU (−t)u 2,0 are fulfilled.
Preliminaries
Lemma 2.1. Let q, r be any numbers satisfying 1 ≤ q, r ≤ ∞, and let j, m be any
where C is a constant depending only on m, j, q, r, a, with the following exception: if m − j − 1/r is a nonnegative integer, then the above inequality holds for any j/m ≤ a < 1.
For Lemma 2.1 see, e.g., [10, 33] .
Lemma 2.2. Let u(t, x) be a smooth function. Then, for all t ≥ 1,
where ν ∈ [0, 1/2) and U (t) is the free Benjamin-Ono evolution group.
Proof. We have the identity
where
2 dy. Let us consider only the case t ≥ 1. The first estimate (2.1) easily follows from (2.3). To obtain (2.2) we write (2.3) in the following way:
We let ν satisfy 0 ≤ ν < 1/2. Then we have the estimate
and by the Lagrange formula we get
where κ is an intermediate point.
Thus by the Schwarz inequality we have
From (2.4) and (2.5) we obtain (2.2). Lemma 2.2 is proved.
In the next lemma we estimate the following integral:
where η, a, χ ∈ R, E(x) = 
Proof. Using the identity
we integrate by parts with respect to x to get
Hence we obtain Now consider the case η ≥ 1. Using the Bonnet theorem on the mean value of the conditionally convergent integral, we get
where κ ∈ (η, ∞) is an intermediate point. Thus we have |Ω 1 | ≤ C. The case η < 1 can be considered analogously. Lemma 2.3 is proved.
Let us now estimate the following integral:
Lemma 2.4. We have the estimate
Proof. Using (2.6), we integrate by parts with respect to x, and get
Hence
If |χ| ≤ 1 we estimate the last integral Ω 3 in the following manner:
And if |χ| ≥ 1, we integrate one more time by parts with respect to x, and get
From (2.7) and (2.8) we obtain the result. Lemma 2.4 is proved.
In the next lemma we consider the following integral:
Lemma 2.5. Let v be a real function, v ∈ H 2,1 and t, p > 0. Then the representation
is valid with the estimate
where γ ∈ (0, 1/4), k = 0, 1.
Proof. Since the function
, is symmetric with respect to the variables ξ 1 , ξ 2 , ξ 3 , we can write N as a sum of the following three integrals:
In the first integral Q 1 we make the change of variables
, and thus we obtain
And in the integrals Q 2 and Q 3 we make the change of variables ξ 1 = p/3 + r − q, ξ 2 = p/3 + r + q. Then ξ 3 = p/3 − 2r, and we obtain
Note that the integral Q 1 is symmetric with respect to the turning of the coordinate axis to the angle 2π/3; therefore we can write the representation
and so
We now represent the domain of integration in the integral Q 3 in the following manner:
The last two integrals in (2.13) coincide in view of the symmetry with respect to ξ 1 and ξ 2 . Thus we get
Now we substitutev = F v; then, using the identity
(2.14)
after simple calculations we get
x)v(t, y)v(t, z).
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Also we have
And finally we obtain 
The remainder terms G 1 and G 3 can be easily estimated:
where γ ∈ (0, 1/4).
To estimate G 2 we prove the following estimate for all t ≥ 1, p > 0; x, y, z ∈ R:
We make the change of variables s − λ/ √ 3 = s / √ 2t, q − µ = q / √ 2t. We get (the prime is omitted for simplicity)
. Now we use the estimate
Therefore by Lemma 2.3 we obtain
so we get (2.18). And from (2.18) we obtain an estimate of the second remainder G 2 in the representation (2.15):
To estimate the integral Q 2 we prove the following estimate:
We now make the change of variables (r − 2p/3 − λ) √ 2t = −r , (q + µ) √ 2t = q . Then we obtain, again omitting the prime,
we can apply Lemma 2.4 to obtain estimate (2.20) . From (2.20) we can easily get
Consider the integral G 4 . We prove the following estimate:
We make the change of variables p/6 − r = r , λ − p/2 = x+y−2z 4t
− p/2 = λ . Then we get, omitting the prime,
We consider the two possible cases: 1) | x+y−2z 4t
| < p/4; then λ < −p/4, and integration by parts yields
| ≥ p/4; then we have
Thus the estimate (2.23) is true. Using (2.23), we easily get
To estimate the last remainder G 5 , let us prove the following estimate:
We make the change of variables (q − µ) √ 2t = q , (r − 2p/3 + λ) √ 2t = r ; then we have, omitting the prime,
. Then using (2.21) and Lemma 2.4 we get (2.25). And from (2.25) we obtain easily We define the function space X T as follows:
To clarify the idea of the proof of the theorems we only show a priori estimates of local solutions to the BO equation. For that purpose we assume that the following local existence theorem holds. 
Then we can write down the BO equation (1.1) as
First of all we note that the conservation law
holds. Then we differentiate equation (1.1) twice with respect to x to get
Multiplying both sides of this equation by u xx and integrating by parts, we obtain
By Sobolev's inequality (Lemma 2.1) and Theorem 3.1 we have
for t ≤ 1, and using estimate (2.1) of Lemma 2.2 and Theorem 3.1 we get
Therefore from (3.1), (3.2) and the Gronwall inequality we obtain
In the same way as in the proof of the above inequality we get
Let us define the dilation operator Iφ = xφ + 2t x −∞ ∂ t φdx and the operator Jφ = xφ − 2t
Also we note that the commutator representations
are valid. Using (3.5) we get
Therefore, applying the operator I to the equation (1.1), we find that
Multiplying (3.7) by Iu and integrating by parts, we get
Analogously we have
Multiplying (3.9) by Iu x and integrating by parts, we obtain
Applying (3.2), (3.3) and the Gronwall inequality to (3.8) and (3.10), we obtain the estimate
whence by (3.2), (3.3) and the identity (3.4) we get
The lemma follows immediately by applying (3.3) and (3.11), since we have
from which it follows that Ju = JU (t)U (−t)u = xU (−t)u .
We are now in a position to prove Theorems 1.1 and 1.2.
Proof of Theorem 1.1. We have by Lemma 3.1
We take satisfying C ≤ . Then a standard continuation argument yields the result because our constants C do not depend on the time T of existence of solutions.
Proof of Theorem 1.2. We have by (1.1)
and by (3.7)
Hence by (3.2) we get
and by (3.2) and (3.11)
(3.13)
From (3.4) and (3.2) it follows that
(3.14)
By (3.12)-(3.14) we find that there exists a unique function
This implies (1.2). By Hölder's inequality and (1.2) We define the function space Y T as follows:
where depends only on the size of the initial function. We first state the local existence theorem without a proof. 
For the proof of Theorem 4.1, see, e.g, [14, 15, 20, 29, 35] . 
Proof. Analogously to the proof of Lemma 3.1, we differentiate equation (1.1) three times with respect to x, multiply the result by u xxx and integrate by parts. Then we have
Therefore using the Gronwall inequality we get
Now using (3.4), (3.5) and (4.1) we find that
And since
we obtain
Substituting (4.6) into (4.5), in view of (4.3) and (4.4) we get
Now we use estimates (3.8), (3.10); then via (4.1) and the Gronwall inequality we easily have
Let us estimate I 2 u x . Using (3.5), we find that
Then an easy computation gives us
2 Iu x and Applying the Gronwall inequality, we get We assume that t ≥ 1. From Lemma 2.2 and Lemma 4.1 it follows that u(t) ∞ + u x (t) ∞ ≤ C t −1/2−α+C + Ct −1/2 ( F U (−t)u(t) ∞ + F U (−t)u x (t) ∞ ). (4.13)
We estimate the second summand in the right-hand side of inequality (4.13). Multiplying both sides of (1.1) by U (−t), we obtain (U (−t)u(t)) t + U (−t)(u 3 ) x = 0. (4.14)
We define v(t) = U(−t)u(t); then, taking the Fourier transform, we get v t (t, p) + ip dξ 1 dξ 2 e itLv (t, ξ 1 )v(t, ξ 2 )v(t, ξ 3 ) = 0, (4.15) where ξ 3 = p−ξ 1 −ξ 2 , L = −p|p|+ξ 1 |ξ 1 |+ξ 2 |ξ 2 |+ξ 3 |ξ 3 |. Since the solution v(t, x) is real,v(t, −p) =v(t, p). Therefore it is sufficient to consider only p > 0. By Lemma 2.5 we have the following equation for the functionv(t, p) for p > 0, t > 0, k = 0,1: 
