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Abstract: For the conjugate gradient algorithm a proper preconditioning is essential. For Toeplitz-like matrices we 
propose and analyse a new preconditioner. We show its efficiency by some numerical tests. 
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1. Introduction 
Linear systems of the form Ax = b, where A is a symmetric positive definite n X n Toeplitz 
matrix, arise in many applications (see, e.g., [2]). Especially when such matrices are sparse, one 
can favourably use a conjugate gradient algorithm to solve Ax = b. But essential for CG is a 
proper preconditioning. For the above matrices, or perturbations thereof, we propose a special 
preconditioning. Such sparse and Toeplitz-like matrices arise e.g. in FE discretisation of elliptic 
partial differential equations, where the perturbations are induced by boundary conditions or by 
slight irregularities of the underlying FE grid. In such situations we analyse the behaviour of our 
preconditioning. We demonstrate its efficiency, and we compare it with another preconditioning, 
by numerical examples. Here we consider only Toeplitz matrices whose entries are real numbers. 
Similarly one could treat block Toeplitz matrices whose entries are Toeplitz matrices. 
For Toeplitz matrices there are fast direct algorithms but at least for Toeplitz-like matrices, or 
perturbations thereof, there is no fast or superfast direct method. In any case CG iterations are 
stable and, in addition, the necessary matrix-vector multiplications can be performed on vector 
and parallel computer architectures. 
2. Preconditioning of banded Toeplitz matrices 
Instead of Ax = b we apply the CG algorithm to the suitably symmetrised equation C-iAx = 
C’b, where our preconditioning matrix C is of the incomplete Cholesky type 
c = LL’, 
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with L a nonsingular lower triangular matrix. First we assume that A is a Toeplitz matrix T, i.e., 
along all diagonals the elements of A are constant. Later on we will relax this assumption to 
some extent. 
Let T be a symmetric positive definite Toeplitz matrix with bandwidth p. Then the elements 
of T depend only on the difference i -j, say T,, = t, ;_,, , and T,, = 0 for 1 i -j 1 > p, 
t, t P 
. . . . . . . . . . ‘. . . . . . . . . r--1; 
T= t, 
I** 
t, z =*. I T * I -.__ 
..I 
, 
$___A : 
*. . . *. 
t, . . . t, *. . **... , 
where T * is a characteristic submatrix containing all information about the elements of T. 
We look for a fixed point of the Cholesky map for the matrix T (cf. [5] for another application 
of this concept). That is, for the ( p + 1) X ( p + 1) submatrix T * of T, 
t, t, . . . t, 
t, . . -. : 
T*= . .* .’ . , 
t1 
t, . . . t, t, 
we have to find a matrix L* E R(p+‘)x(2p+1) of the special form 
. . . 1, lo 
and such that the equation 
L*L*‘= T* 
holds. The existence of a solution L* of this system of quadratic equations follows, e.g., from the 
next remark (which is [4, Proposition 4.11. 
Lemma 1. Let T be a bounded bi-infinite and symmetric Toeplitz matrix with bandwidth p. If T is 
positive definite, then T = LL’, where L is a p-banded lower triangular Toeplitz matrix. 
Any ( p + 1) x (2p + 1) sub-block L* of the bi-infinite matrix L is a solution of the above 
equation L*L* t = T *. In order to apply Lemma 1 to any finite Toeplitz matrix T we have to 
assume the positive definiteness of the corresponding bi-infinite Toeplitz matrix, T, say. 
Although L* is not unique, one can compute L* as fixed point of an iteration. This will be 
discussed further in Section 4. Taking only some usually few steps of this fixed point iteration 
one obtains only an approximation to L*. Also when the given matrix A is Toeplitz only after 
neglecting small perturbations, we arrive at a similar situation. 
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In all cases we are given a (p + 1) X (2p + 1) Toeplitz matrix M* fulfilling at least approxi- 
mately the equation M *M*’ = T *. We partition L*, resp. M *, as above in a left block and a 
right one, i.e., 
LX,,, = 
10 
1, . . 
. . 
1; . . : I, I, 
3 
L* = 
Blowing up LXght, resp. M&,, to the size of A while preserving the Toeplitz form, we obtain the 
factor L, resp. M, of our preconditioning matrix C, C := LL', resp. C := MM’. ’ 
Recently, Chan [3] considered another preconditioner which is a best circulant approximation, 
with respect to the Frobenius norm, to the given matrix A. This circulant preconditioner is easily 
computed for general Toeplitz systems (cf. [3, p.7681). But our preconditioning matrix remains 
banded for banded A. Another essential feature of our preconditioner are its clustering 
properties. This will be clear from the next section, where we derive some theoretical properties 
of this “Toeplitz” preconditioning matrix. 
3. Analysis 
Due to the fact that L begins with only the right-side part of L*, usually there is no equality 
of (LL’),, and 17, for i and j not greater than p. We therefore relax in advance the assumption 
that the diagonals of the given matrix are constant also in this left upper block. This in addition 
enables us to cope with existing irregularities in the left upper and right lower block of a given 
matrix. 
all 
We call a symmetric matrix A = [A,, 11 < i, j < n] E Rnx” “almost Toeplitz” if A;, = t ,1_j, for 
i satisfying 4 < i < n - q, and all j. Here q is some natural number usually less than or equal 
to p. To simplify the notation, and without loss of generality, we always assume p = q. For an 
almost Toeplitz matrix the corresponding bi-infinite Toeplitz extension is defined as above by 
only considering the Toeplitz part of the given matrix. Hence L results from L* which we 
assume to exist, and to fulfil L*L*’ = T *. Thus our Toeplitz preconditioning matrix C = LL’ 
corresponding to a p-banded almost Toeplitz matrix A fulfils 
A-C=:D= 
where D, and D, are suitable p x p matrices. 
this sort of preconditioning is highly recommended in [6.p.424]. 
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Theorem 2. Let A be a banded almost Toeplitz matrix with bandwidth p, whose corresponding 
bi-infinite Toeplitz extension is positive definite. With L given as in Section 2 set C = LL’. Then the 
CG algorithm with preconditioning matrix C takes at most 2p + 1 steps until convergence. 
Proof. Our Cholesky type preconditioning is equivalent to performing the usual CG algorithm 
with the matrix B := L-‘AL-‘. Now B - E = L-‘( A - C)L-‘, where E is the unit matrix. By 
construction of C we have 
D, 
A-C= 
[ 1 D, ’ 
with p x p matrices D, and D,. Thus 
rank(B - E) = rank(A - C) < 2p. 
Therefore B has at most 2p eigenvalues different from 1. Consequently every Krylov subspace 
of B has dimension at most 2p + 1. 0 
The proof of Theorem 2 also shows the next property. 
Remark 3. If in addition D, = 0 or D, = 0 in Theorem 2, then the number of CG iterations does 
not exceed p + 1. 
Next we consider perturbations of almost Toeplitz matrices. Such matrices arise, e.g., when the 
elements of A depend on observations and measurements. Of course any matrix could be 
considered as such a perturbation. But only small perturbations will guarantee an eigenvalue 
distribution similar to the unperturbed case. 
Theorem 4. Given a symmetric positive definite, p-banded matrix B E RnX” with 2p < n. Assume 
B=A(E+A,) with A as in Theorem 2. Let M, a lower triangular Toeplitz matrix, be a given 
approximation to L from Theorem 2. Assume M = L( E + A,), where A, is a p-banded lower 
triangular matrix satisfying 
Then the CG algorithm for B with preconditioning matrix MM’ has at most 2p eigenvalues not 
contained in the cluster 
Here again we set C := LL’ and 
A-C=:D= 
’ In the formulation and the proof of Theorem 4 we always use the induced I, matrix norm. 
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and we partition C-l as . . . 
Proof. We have to consider the eigenvalue distribution of 
M- ‘BM-’ 
and we shall compare it with those of 
M-‘AM- and L-‘AL-‘. 
By the variational characterisation of symmetric eigenvalue problems for the jth eigenvalue: 
1 A,(M-IBM-‘) - A,@-‘AM-‘) 1 
< 11 M-‘BM-‘- M-‘AM-’ I( = X,,.&M-‘BM- - M-‘AM-‘) 
= h maxabs(M-fM-l(B - A)M- %f’) < II(MM’)-‘(B-A) (I. 
But we have 
B-A=A.A,, 
MM’= LL’(E+ A,) with AC:= L-‘(A, + (A,)‘+ A,(A,)‘jL’, 
(MM’)-’ = (E-t Ac)-l(LL’)-‘, 
_ 
D, 
A-LL’= 
i I 
=: D with p x p matrices D, and D,. 
Dr 
Consequently, with C = LL’, 
(MM’)-‘(B-A)=(E+~,)-‘(E+c-~D)~,. 
But now II&II < ?llA,II cond( L). The assumption about the size of the perturbation thus 
implies 11 A, 11 < g. Therefore ]I( E + A,)-’ 11 < 2, and 
(Xj(M-‘BM-‘) - Xj(M-‘AM-‘) 1 6 2(1 + II C-ID II) II AA 11. 
Since D, and D, do not overlap for n 2 2p, we have 
11 C-‘D II < fi max{ Il(C-‘>JW Il(C-l>r~,ll}. 
Similarly 
~Xj(WIAM-‘) - X;(L-‘AL-‘) / < 11 M-‘AM-‘- L-‘AL-‘/I. 
The assumption M = L( E + A,) implies 
kf-lAM-t=(E+AL)-lL-l~~-t(~+dL)-t. 
Inserting the identity 
(E + A,)-1 =E-A,(E+A,)-‘, 
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we have 
J/-‘AM-‘= L-‘AL-‘- A,( E + A,)-IL-‘AL-’ - L-‘AL-‘( E + A,)-‘(A,)’ 
+AL(E+AL)-lL-‘AL-t(E+AL)-t(A~)t. 
Thus 
(1 M-‘AM-’ - L-‘AL-‘11 
G II AL II ll(E + A,)-’ II II L-lAL-’ II [2 + II@ + A,)-’ II II A, II] 
< II A, II : II L-‘AL-’ II $ < 3 II C-IA II II A, II 
d 3(1+ fi max{ Il(C-‘)J4 II, ll(C~‘)r~rll}) Ibbll. 
Here again we used the estimate 
IIC’AIJ = (IC-‘(C+D)II <l+fi max{ lI(Cp’)ID,)I, Il(C-‘),D,lI}. 0 
The analysis of Theorem 4 is quite satisfactory when I] C-i ]I is not too large. In this case our 
analysis well reflects the fact that the perturbation bound depends only on the “small” matrices 
D, and D,. Of course elementwise perturbations of the form 
B,,=A;,(l+q,), )c;,( GC, l<i,j<n, 
fit the assumptions of Theorem 4 with 
‘A = A-‘[ A,j’lj]l<i.,<a. 
4. Numerical results 
We consider systems Ax = b of linear equations. In our experiments 3 we tried several 
well-conditioned and two “ bad”-conditioned examples of matrices A. The initial approximation 
x0 to the solution x* of Ax = b was always taken to be x0 := 0. The right-hand side was chosen 
according to the choice x * = [l, - 1, 1, - 1,. . . ,I’. So absolute and relative results, with respect 
to x*, almost coincide. The bandwidth p of A varied from 1, i.e., A tridiagonal, to 5. The 
unperturbed corresponding Toeplitz matrices 
A,= 
1.. 1:: c 
t, . . . t, . . . t, 
_.. 1 
are listed in Table 1. 
For convenience we always set D, = 0. We tried various initial blocks D, # 0 but there were no 
remarkable differences. 
3 All these results are taken from I. Sporer: Convergence aspects and preconditioning of CG algorithms, Diploma 
thesis, Munich, 1988 (in German). All our computations were done by the second author on the CYBER 995 of the 
Leibniz Rechenzentrum Miinchen. 
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Table 1 
Experiment band- to,..., t, Order of magnitude of X max /A m,n 
width n = 50 n =lOO n = 500 n = 1000 
P 
1 1 2, -1 1.103 4.103 1.105 4.105 
2 1 5, 2 9.100 9.10° 9.10° 9.10° 
3 2 101, - 54, 8 4.10’ 4.10’ 4.10’ 4.10’ 
4 2 54, 0, -25 2.10’ 3.10’ 3.10’ 4.10’ 
5 3 277, 74, 36, 16 3.100 3.100 3.10° 3.10° 
6 4 67, - 43, 19, -11, 6 4.10’ 4.10’ 4.10’ 4.10’ 
7 5 28, -22, 16, -11, 6, -3 7.102 4.103 6.104 2.105 
Table 2 
Experiment P 
1 1 
2 1 
3 2 
4 2 
5 3 
6 4 
7 5 
A max 
hmin 
(for n = 100) 
4135.3 
8.9 
42.6 
25.4 
3.1 
40.5 
4349.7 
Number of steps in the Cholesky iteration 
with tolerance eps 
eps = lo-’ eps = 10dh 
8 101 
4 11 
7 13 
17 41 
6 11 
5 25 
27 91 
The preconditioning matrix L, respectively its approximation M, is computed by “Cholesky 
iteration”. Here one iteration step consists in computing one further row of the Cholesky 
decomposition. As stopping criterion we compared along all diagonals the change between 
successive rows. We stopped the iteration when this change was less than some prescribed 
tolerance eps. Note that one step of the Cholesky iteration only takes p(2p + 1) flops. Thus the 
total amount of computational work to determine M can be seen from Table 2. 
If L is computed exactly within machine precision the preconditioned CG algorithm nearly 
reached the bound (cf. Remark 3) of p + 1 steps until convergence. See Table 3. 
Table 3 
Number of CG steps with “exact” Toeplitz preconditioning 
Experiment P n = 50 n =lOO n = 500 n = 1000 
1 1 1 3 3 3 
2 1 1 1 1 1 
3 2 2 3 4 4 
4 2 2 2 3 4 
5 3 4 4 4 4 
6 4 6 6 7 7 
7 5 6 6 6 6 
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100 
80 
-)(----__*------_x--__-_x_+(--j(- 
L exact “Toeplitz” precond. 
- L exact within 6 digits 
.-.-.- L exact within 2 digits 
L=E, i.e. no precond. 
L according to SSOR precond. 
0’ 
0 .OOOl .OOl .Ol .05 .l .25 .5 E 
Fig. 1. 
Here and in all other tests “convergence” was established by the crude rule that the Euclidean 
norm of the defect was less than 10-12. 
Finally we tested the performance of our preconditioned CG algorithm for perturbations of 
almost Toeplitz matrices A’, 6 > 0, where 
A:,:=(l+rcos(i+j))A,j, lgi,j<n. 
100 1 
L exact “Toeplitz” precond. 
- L exact within 6 digits 
60 . ‘-.-.- L exact within 2 digits 
H 
---- L=E, i.e. no precond. 
-Ci I L according to SSOR precond. 1 60 B ---- -)(-----*-----x-- % A)(’ -x-- -x -X’ 
)6 
- 
ok)&, X x .X 
0 .OOOl .oot .Ol .05 .l .25 .5 E 
Fig. 2. 
E. Schiifer, I. Sporer / CG preconditioning for Toeplitz systems 241 
Figure 1 shows the number of iteration steps until “convergence” for the average of the two 
ill-conditioned Examples 1 and 7. Figure 2 similarly shows the average of the well-conditioned 
Examples 2-6. 
In addition, we notice the performance of the SSOR preconditioning (cf., e.g., [l]). Both 
figures are for n = 100. 
These curves clearly show that the performance of our preconditioning for small e is nearly as 
good as in the unperturbed case (note the logarithmic scaling of the e-axis). 
Also one can see that the effect of a relative perturbation of L is similar to the effect of a 
relative perturbation of A. Compare, e.g., the curve for L, exact within 2 digits, which is nearly 
constant for 6 < 0.01. 
Our “Toeplitz preconditioner” is modelled for matrices with almost Toeplitz structure. As one 
would expect it is superior to SSOR (in these examples we used a relaxation parameter w = 1.2) 
as long as the deviation from almost Toeplitz form is not too large. 
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