Abstract-In this paper, a MIMO detection scheme is proposed based on a combination of Monte Carlo technique and list detection. Specifically, a list of Gaussian samples are first generated to determine the search range of constellation points in which the transmitted symbol is most likely to locate. Linear equalizations are then applied to equalize the effect caused by the channel mixing, and a list detector is used to search within the determined search range. By varying the parameters in the Monte Carlo method, different symbol error rate (SER) versus complexity tradeoff can be obtained to account for different system design requirements. Simulation results also show that near-ML SER performance with considerably less computational complexity can be achieved by the proposed scheme compared to the exhaustive search.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) techniques have played an important role in today's wireless communications systems due to the improved channel capacity provided by increasing the number of transmit and receive antennas [1] . Although the transmission rates of MIMO systems can be several times higher than the traditional single-input singleoutput (SISO) systems, the required computational complexity of a MIMO detector is much higher. Among the numerous MIMO detection algorithms, Maximum-Likelihood (ML) detection has the optimal performance as it minimizes the error probability by exploring all the possible combinations. However, computational complexity of this exhaustive search implementation increases exponentially with the number of transmit antennas and the modulation order and hence becomes impractical for most applications. Other well-known implementations of ML detection such as the sphere decoder (SD) [2] utilizes the concept of branch and bound to effectively reduce the required search space but has a drawback of dynamic complexity which causes the difficulties in the hardware implementation. Furthermore, the expected order of complexity of the sphere decoder is proved to be exponential [3] . Thus, many low complexity suboptimal detection algorithms have also been proposed, including linear detector such as zeroforcing (ZF) [4] and minimum-mean-square-error (MMSE) detectors [5] , [6] . Nonlinear detection schemes such as nullingand-canceling (NC) and decision-feedback techniques [7] , [8] which consistently outperform the linear detection schemes have also been proposed. More recently, Markov chain Monte Carlo (MCMC) methods [9] , [10] have been applied to MIMO detection to generate a list of candidates and has shown several advantages over the tree search type of schemes in the SD.
Motivated by the previous work based on extended noise variance matrix [11] in the literature, we develop a new detection algorithm in this paper. The proposed method is a ML-based scheme combining with the Monte Carlo technique which is used to generate a list of good candidates for detection based on noise variance. These candidates are processed to select the candidate with the smallest ML metric. Simulation results verify that the proposed method can attain near ML SER performance with much lower computational complexity.
The rest of the paper is organized as follows. The system model is presented in Sec. II. Our proposed method based on the Monte Carlo technique is described in Sec. III with complexity issues discussed. Simulation results are presented in Sec. IV to verify the effectiveness of the proposed method. Finally, concluding remarks are given in Sec. V.
II. SYSTEM MODEL We consider a MIMO system with M T transmit antennas and M R receive antennas (M R ≥ M T ). Its baseband signal model is given by y = Hx + n,
where y is the M R × 1 received symbol vector, H is the M R × M T flat-fading channel matrix, x is the M T × 1 transmitted symbol vector, and n is the M R × 1 noise vector. The received signal y is represented by [y 1 , . . . , y MR ] T , where
T denotes vector transpose. The transmitted symbol vector
T contains uncorrelated elements with values taken from the set of modulation constellation points, denoted by Ω, and has zero mean and covariance matrix σ T is additive white Gaussian noise (AWGN) with independent and identically distributed (i.i.d.) complex elements, and has zero mean and covariance matrix σ the noise from the received signal y. To this end, an optimal detector and two low-complexity suboptimal detectors related to this work are introduced. Given the signal model in (1) , maximum likelihood (ML) detection is equivalent to solving a constrained least-square problem [12] , i.e.,
where · denotes the L 2 -norm of a vector. ML detection is optimal in the sense that it finds a solution that minimizes the error probability given equally probable transmitted symbol vectors. The major challenge of ML detection, however, lies in its exhaustive search over the space Ω MT , which becomes computationally infeasible when |Ω| MT is prohibitively large, where |Ω| represents the cardinality of Ω.
From (1), linear equalization-based detection methods can be derived, namely, ZF and MMSE detection. The ZF equalization matrix, G ZF , is given by the Moore-Penrose pseudoinverse of H [13] , i.e.,
where (·) −1 and (·) H denote matrix inverse and hermitian transpose, respectively. Similar to ZF detection, MMSE detection performs linear equalization on the received signal y. Its equalization matrix is derived by minimizing the mean square error E[ Gy − x 2 ] so as to reduce noise enhancement as observed in ZF detection. The MMSE equalization matrix [12] is given by
It follows that the equalized symbol vector for ZF and MMSE, denoted byx ZF andx MMSE respectively, arê
The detected symbol is the equalized symbol with each entry quantized to the closest constellation point in the set Ω,
III. THE PROPOSED METHOD
In this section, a new method based on the Monte Carlo technique, linear equalizers and partial ML detection is proposed. The proposed detection scheme is motivated by the observation that the effect of noise n may be counteracted by a generated random noise that is statistically related to n. While in reality the noise effect may be enhanced or reduced depending on the actual generated noise samples, the range of the transmitted symbol vector x can be determined. According to the range, possible candidates of symbols are chosen and ML detection is executed. Unlike ML detection, this proposed scheme only searches partial constellation space for each symbol entry. The proposed detection scheme is named as the noise-aided partial maximum-likelihood (NAP-ML) detection because the scheme is aided by inserting a Gaussian noise and searches partial constellation space by pursuing the ML criterion. The proposed NAP-ML detection scheme is described in detail in the following subsection.
A. Noise-Aided Partial ML (NAP-ML) Detection
The Monte Carlo technique is first used to generate a list of random noise samples, L = {n 1 , . . . , n L }, where L is the generation number indicating the number of generated noise samples. These samples are identically distributed to n in that they have zero mean and variance proportional to σ 2 n . The generated random noise vector n i is added to the received symbol vector y to create a new received symbol vectorŷ i , i.e.,ŷ
Second, a linear equalization-based detector is applied toŷ i . With G denoting the equalization matrix, the estimate of the transmitted symbol,x N A,i , is given bỹ
where
Third, elements in the row vector a j , which represent possible candidates of the transmitted symbol x j , are collected in the subset d
⊆ Ω, j = 1, . . . , M T , where the superscript indicates the possible candidates 1, . . . , K j of the transmit symbol in the j-th dimension. In other words, the searching range of constellation space for transmitted symbol x j is determined by the row vector a j .
Finally, by using the information of the set d
, ML detection within a limited search range is executed to obtain a solutionx N AP ML . This method is called partial ML detection because it searches only partial constellation points d , the partially exhaustive search is executed and the detected MIMO symbol vectorx N AP ML is obtained.
B. The Effects of ZF and MMSE Equalization in The Proposed NAP-ML
In this subsection, the analysis of ZF and MMSE equalization used in the NAP-ML detection is presented in both respect of performance and complexity.
When using the ZF equalizer, (8) is reformulated as
The advantage of the ZF equalizer is that the channel gain matrix H is completely erased. However, the introduction of the matrix G ZF might magnify the sum value of the noise vectors n and n i that will lead to the increasing number of candidate symbols. The increase in the number of candidates means that the performance improves at the expense of a growing computational complexity. When using the MMSE equalizer, (8) is reformulated as
where G MMSE H = I. Although the equalization matrix G MMSE successfully mitigates the effect of noise enhancement, it does not entirely eliminate the channel mixing so that there are still residual interferences among the spatial channels. In this case, the research range may be reduced (lower complexity), but the performance may also degrade due to the bias. Fig. 2 shows that the estimatex ZF of ZF detection has greater probability of deviating from the transmitted symbol x depending on the condition of the ZF equalizer G ZF . In other words, the ill-conditioned channel induced the enhancement of the noise. The estimatex MMSE of MMSE detection mitigates noise enhancement, but the transmitted symbol x generates a bias due to the multiplication of the matrix G MMSE H. Thus, the quantization ofx MMSE might obtain an erroneous solution.
C. The Choices of Generation Number and Variance of Random Sampling Noises
In this subsection, a list of random noise samples {n 1 , . . . , n L } based on the the noise variance σ 2 n is discussed. The performance of the proposed approach is related to the choice of the generation number L and the noise variance σ 2 n . Since the noise variance σ 2 n is assumed to be perfectly known to the receiver, the variance of random noise samples is suggested to adopt the same value as σ 2 n . Intuitively, when the larger value of noise variance is adopted, the performance of the proposed method is better. However, it is noted that the NAP-ML detection with very large noise variance degenerates to ML detection. On the other hand, the generation number L is another key factor that affects the distribution of generated noise samples. Assuming that the generation number L is assigned a large number, the distribution range of the generated noise samples has higher probability of covering the tails in the Gaussian distribution, leading to the wider range of the symbol list. Using L 1 = 1000 and L 2 = 500 as examples, the case L 1 generates twice as many noise samples as the case L 2 . Therefore, the case L 1 has higher probabilities that one of its noise sample vectors approaches the noise vector n closely, leading to the discovery of the ML solution.
D. Discussion of Computational Complexity
We analyze the computational complexity of several detection schemes in this subsection. The computational complexity is evaluated in terms of the number of mathematical operations. From (2), the complexity of calculating ||y − Hx|| can be shown to be C 0 = 8M 2 T + 8M T − 2. The detailed descriptions of the complexity calculation of ML detection and the noise-aided partial ML detection are specified as the following: I) ML detection: The pursuit of the ML criterion needs to find a symbol vector satisfying the minimum value of ||y − Hx|| 2 . Therefore, its computational complexity C ML equals to
II) Noise-aided partial ML (NAP-ML) detection: According to the algorithm described in Sec. III-A, this method selects out the number
Kj j of symbols at each dimension. Since this method performs list detection based on the minimization of the ML metric, its computational complexity C N AP ML equals to
It is clear that its computational complexity is less than ML detection because K j ≤ |Ω|, j = 1, . . . , M T . Furthermore, the complexity C N AP ML varies with SNR. In high SNR regimes, lower complexity is expected since the zone of the constellation affected by the Gaussian noise is smaller.
IV. SIMULATION RESULTS
In this section, the performance and computational complexity of the proposed scheme are demonstrated through computer simulation. We consider a M R ×M T MIMO system over a flat fading channel matrix composed of i.i.d. Gaussian entries. The SNR Υ is defined as E (Hx) H (Hx) /E n H n . The SER and computational complexity are simulated for different values of SNR. We consider two scenarios in the simulation: 1) a 3 × 3 MIMO system with 64-QAM modulation, and 2) a 6 × 6 MIMO system with 8-QAM modulation. Parameters considered in the simulation include the type of equalizers, the generation number L and the multiple number λ of noise variance σ 
A. SER Performance versus SNR
The performance of the proposed NAP-ML scheme is shown in Fig. 3(a) and Fig. 4(a) for two different scenarios.
In Fig. 3(a) , the simulation environment is 64-QAM with the 3 × 3 MIMO channel, where NAP-ML has significant performance gain over MMSE and near-ML performance. Some observations are summarized as follows: a) When fixing all parameters (L = 1000, λ = 1) but the equalizer, the NAP-ML detection using ZF equalizer outperforms the one using MMSE equalizer about 1.5 dB at SER = 10 −3 . b) When fixing all parameters (ZF, λ = 1) but the generating number, the NAP-ML detection using 1000 generated noise vectors outperforms the one using 250 generated noise vectors about 2 dB at SER = 10 −3 . c) When fixing all parameters (ZF, L = 1000) but the multiple number λ of σ 2 n , the NAP-ML detection using the multiple number λ = 3/2 outperforms the one using the multiple number λ = 1 about 0.5 dB at SER = 10 −3 . In Fig. 4(a) , where the simulation environment is 8-QAM with the 6 × 6 MIMO channel, similar results are observed. It is noted that the performance of N AP -M L-M M SE-1000-1 suffers, because the MMSE equalizer provides a biased solution deviating from the transmit symbol, especially in a larger MIMO system.
B. Comparison of Computational Complexity
The computational complexity of ML exhaustive search and the proposed NAP-ML detection is presented for two different scenarios in Fig. 3(b) and Fig. 4(b) . In both scenarios, it is seen that the complexity of the proposed methods decreases as the SNR increases. In Fig. 3(b) , the complexity of the NAP-ML detection is 2 or 3 orders of magnitude less than ML detection. For example, the complexity of N AP -M L-ZF -1000-1 is about 2 orders of magnitude less than that of ML. Fig. 4(b) presents similar results. N AP -M L-M M SE-1000-1 has the lowest complexity because the MMSE equalizer decides a smaller range of symbol candidates compared with the ZF equalizer. It is noticed that the complexity of the proposed method reduces significantly when using 64-QAM modulation.
V. CONCLUSION
The NAP-ML detection scheme has been presented. In the proposed NAP-ML, a list of random noise samples generated by the Monte Carlo technique is applied to determine the range of possible candidates of the transmitted symbol vector, and ZF and MMSE detectors are used to equalize the channel. A list detector is then used to make the final decision from the determined search range. The effects of the type of equalizers, the generating number L and the multiple number λ of noise variance σ 2 n , were examined. Extensive computer simulations have been performed to quantify the SER performance and complexity. Simulation results show the NAP-ML detection scheme is capable of attaining near-ML SER performance with much lower computational complexity compared to the exhaustive search. The complexity advantage appears to be more significant in higher-order modulation scenarios. 
