to evaluate the level of accuracy and precision that can be achieved with the DPHP method. Tarara and Ham
two methods agreed to within 0.01 m 3 m Ϫ3 for both soils.
method. For water contents corresponding to soil water pressure po- Song et al. (1998 Song et al. ( , 1999 evaluated the DPHP method in tentials below Ϫ100 kPa, comparisons were made by packing the greenhouse experiments involving containers that were as it was shown to be applicable for all seven soil materials and for Campbell et al. (2002) inserted DPHP sensors in undis- ased. The analysis also revealed that excellent precision was achieved with the DPHP method; however, precision was not quantified using a regression RMSE. The T he DPHP method provides an effective means of evaluation performed by Noborio et al. (1996) revealed measuring soil water content and changes in soil poor precision in estimates obtained by the DPHP water content (Campbell et al., 1991; method, but it is likely that their estimates were ad-1993; Noborio et al., 1996; Tarara and Ham, 1997; versely affected by excessive deflection of the probes et Song et al., 1999; Bristow of their DPHP sensor. et al., 2001; Campbell et al., 2002) . The method, first
The objective of this experiment was to provide a proposed by Campbell et al. (1991) , utilizes a sensor to thorough assessment of the accuracy and precision of obtain measurements of the soil volumetric heat capacthe DPHP method for measuring and ⌬. To maximize ity. Volumetric water content () and change in voluthe applicability of the results, experiments were conmetric water content (⌬) are then estimated from the ducted with soil materials having a range of physical linear relationship between heat capacity and water properties. Specifically, soil materials were chosen to content.
yield a range of textures, organic matter contents, bulk Dual-probe heat-pulse sensors have been widely used densities, and specific heats. The experiment was patfor routine and ⌬ measurement in field experiments terned after the laboratory experiment of Tarara and (Bremer et al., 1998; Ham and Knapp, 1998; Bremer Ham (1997) ; however, improved techniques were used and Bremer et al., 2001; Campbell et al., in the design and construction of both the DPHP sensors 2002); however, few investigations have been conducted and the data acquisition and control system (DACS).
root zone greens mix was also sampled. 
medium. The relationship is
All soil materials were air-dried, ground, and passed through a 2-mm sieve. Particle-size distribution was obtained by the
hydrometer method (Gee and Bauder, 1986) . Organic matter content was determined by the Walkley-Black method (Combs and Nathan, 1997 of the heat capacities of soil water and soil solid constitNaples, FL) through a housing four times, resulting in two uents (Kluitenberg, 2002) loops within the housing and a resistance of 820 ⍀ m Ϫ1 of heater probe. The total resistance of completed heater probes
was approximately 33 ⍀. 6-conductor, 24-American wire gauge, ribbon cable that was used to wire the completed sensor to the DACS. The heater which indicates that can be estimated from measureand temperature probes were held parallel with a spacing of ments of q and T m , provided that b and c s are known. approximately 6 mm by inserting them into polyvinyl chloride (PVC) blocks. The unflared ends of the heater and tempera- Bristow et al. (1993) showed that change in water conture probes protruded 27 mm from the PVC block. The lead tent (⌬) can be obtained by using wires of the heater and temperature probes were trimmed so that the connection to the ribbon cable was contained within
the cavity of the PVC block. Upon filling the cavity with epoxy (Omegabond 101), the finished sensors were waterproof and electrically insulated.
where the subscript 0 refers to the initial reading and the subscript i refers to the ith reading taken at some later time. 
MATERIALS AND METHODS
bridge resistor (Model S102K, 0.1% tolerance, Vishay Resis-
Description of Soils
tors, Malvern, PA), and a 12-V battery. All heater probes were wired to one multiplexer, and all temperature probes Samples were obtained from the A horizon of six soils. These were wired to the other. The datalogger was used to control soils were mapped as Wymore silty clay loam (fine, smectitic, the heat pulse and measure temperature, and the multiplexers mesic Aquertic Argiudolls), Chase silty clay loam (fine, smecwere used to switch between probes. The switched 12-V termititic, mesic Aquertic Argiudolls), Pawnee clay loam (fine, smecnal of the datalogger was used to apply power to each heater titic, mesic Oxyaquic Vertic Argiudolls), Olmitz loam (fineprobe for 8 s. This yielded a heat input per unit length of q ≈ 0.9 loamy, mixed, superactive, mesic Cumulic Hapludolls), Haynie kJ m Ϫ1 . Heat input was measured by placing the 1-⍀ resistor in sandy loam (coarse-silty, mixed, superactive, calcareous, mesic series with the heater probe. The current-sensing resistor had Mollic Udifluvents), and Kahola silt loam (fine-silty, mixed, mesic Cumulic Hapludolls). A United States Golf Association two leads for carrying current and two leads for measuring voltage drop. Ohm's law was used to determine current from the cells in 1-cm increments to achieve the target bulk density for each soil (Table 1) . After packing each increment, the measured voltage drop. Current was measured at 0.5-s intervals during heating and integrated over time to yield q. The soil surface was roughened to minimize layering effects. The sensors were placed in the soil horizontally at depths of 2 and thermistors were measured using a four-wire half-bridge circuit that utilized the 5-k⍀ resistor as a reference. Resistance 4 cm from the top of the cylinder. The pressure cells were wetted from below with 5 mM CaSO 4 solution, allowed to measurements were converted to temperatures using the Steinhart-Hart equation and factory coefficients (BetaTHERM equilibrate for 24 h, and then attached to a manifold that was connected to a regulated air pressure source. Pressure was Corp., 1994). Ham and Tarara (1998) showed that sufficient accuracy in temperature measurement can be achieved withmeasured using water and Hg manometers. Each cell was desorbed for 24 h, weighed, and then desorbed at another out using individual calibration curves for each sensor. Initial temperature was measured immediately before applying the pressure increment in the following increments: 2. 5, 5.0, 7.5, 10.0, 12.5, 15, 25, 35, 50, 75 , and 100 kPa. Measurements were heat input. Temperature was then monitored at 0.5-s intervals for 70 s after heating was terminated. T m was calculated from obtained with the DPHP sensors in each cell at 2-h intervals. Each pressure cell was dismantled after it was desorbed to the maximum temperature observed after heating. 100 kPa, and gravimetric soil water content (kg kg Ϫ1 ), g , was determined. The procedures of Reginato and van Bavel (1962) Tempe Pressure-Cell Setup and Klute (1986) were used to convert the value of g at Eight Tempe pressure cells (Model 1405, Soilmoisture Equip-100 kPa to estimates for each pressure increment. ment Corp., Santa Barbara, CA) were used. Each was fitted Dual-probe heat-pulse measurements of and ⌬ were with a 0.1-MPa high-flow ceramic plate (Model 1435B1M3, calculated using Eq.
[3] and [4] , respectively. Measurements Soilmoisture Equipment Corp.), a 8.55 cm i.d. by 6 cm long obtained at 100 kPa were taken to be the initial readings in brass cylinder (Model 1426L6, Soilmoisture Equipment Corp.), Eq. [4] . Thus, ⌬ estimates obtained by the DPHP method and two DPHP sensors. The ribbon cable for each sensor was were positive in sign, representing steps backward in time passed through a horizontal slit, sealed with epoxy, 1.5 cm through the desorption sequences. All values of and ⌬ from from the top of the brass cylinder. Sufficient lengths of ribbon the pressure-cell measurements were back-calculated from cable were left inside the cylinder to allow horizontal placevalues of obtained at 100 kPa, the final step in the desorpment of the sensors at 2 and 4 cm below the top of the ring. tion sequences. A connector was attached to each ribbon cable immediately Two desorption sequences were required to complete all outside of the cylinder so that the pressure cell could be discon- 
Dual-Probe Heat-Pulse Sensor Calibration
reported here due to excessive settling. To evaluate the DPHP sensors at water contents lower than Each sensor was calibrated in water-saturated glass beads.
those achieved in the desorption sequences, soil was wetted Dry beads were added to each cell in 1-cm increments. The to known water contents and packed into each pressure cell. cell was shaken from side to side following the addition of The cells were then attached to the DACS, and automated each increment to maximize density. The beads were saturated water content readings were taken for 24 h. Soil samples for from below during a 12-h period to minimize air entrapment.
g determination were collected as described above. New soil The specific heat of the dry glass beads (0.794 kJ kg Ϫ1 ЊC Ϫ1 ) wetted to a different water content was then packed into each was determined by the Thermophysical Properties Research pressure cell and the process was repeated. Measurements of Laboratory, Inc., West Lafayette, IN. Measurements of q and ⌬ were not calculated because the DPHP sensors were not T m were collected at hourly intervals for 24 h, but the measureoperated continuously during this time. ments were staggered so that there was a 30-min delay between measurements taken with sensors in the same pressure cell. This allowed the water-saturated beads to come to thermal Error Analysis equilibrium between measurements. Apparent probe spacing It is evident from Eq.
[3] that errors in measuring or estimatwas calculated by solving Eq. 
Pressure-Cell Experiment
Each soil was mixed to a water content suitable for packing using a 5 mM CaSO 4 solution. Moist soil then was added to [5] 
surements. Water contents obtained by the two methods closely followed the same trends during all the desorption sequences. In general, the DPHP method overesti-
mated throughout the desorption process for all soils, with the exception of the measurements taken at 2.5 kPa.
This relationship can be used to approximate absolute errors
There also appeared to be a clear trend for increased in that result from absolute errors in measuring or estimating overestimation at the dry end of the desorption sethe input parameters.
quence for many of the soils. Dual-probe heat-pulse readings taken immediately be- . Inferences regarding slopes and intercepts of the regression models were made with separate t-tests (P ϭ 0.05). For all seven soils, it was concluded that slopes were not equal to one, and intercepts were not equal to zero.
RESULTS
Data for the seven soils were pooled to determine the overall agreement between the two methods of measuring (Fig. 3) . There was good agreement between the two methods for a wide range of water contents (0.02-0.59 m 3 m Ϫ3 ). As in the analysis with the individual soils, the pooled data exhibit bias toward overestimation of with the DPHP method at lower water contents. Linear regression analysis with the pooled water content data (Table 2 ) yielded an RMSE of 0.023 m 3 m
Ϫ3
. A t-test (P ϭ 0.05) indicated that the slope of the pooled model was not equal to one and the intercept was not equal to zero.
A model comparison test was performed to determine if pooling was justified from a statistical standpoint. Two models were fit, a complete model composed of seven lines (one line for each soil) and a reduced model consisting of data from all seven soils (pooled model). A mean square drop was estimated as described by Ott (1993, p. 606-608) . The test parameters for the complete model were obtained by summing the sum of square errors and the error degrees of freedom for each individual soil model (Table 2 ). The test parameters for the that pooling of the data was not statistically justified. ences regarding slopes and intercepts of the regression ods is shown in Fig. 4 . As noted above, water contents models were made with separate t-tests (P ϭ 0.05). For collected at 100 kPa were taken to be the initial water all seven soils, it was concluded that slopes were not contents in computing values of ⌬. Thus, in general, equal to one, and intercepts were not equal to zero. smaller ⌬ values correspond to water contents late in Linear regression analysis with the pooled ⌬ data the desorption sequences; larger values of ⌬ correspond (Fig. 4, Table 3 ) showed good agreement (RMSE ϭ to water contents early in the desorption sequences. The 0.012 m 3 m
) between the two methods for the range range of the ⌬ measurements (Fig. 4) is considerably in ⌬ from 0.00 to 0.33 m 3 m
. Inferences regarding smaller than the range of the measurements (Fig. 3) .
slope and intercept of the regression model were made This is because ⌬ could be calculated only for meawith a t-test (P ϭ 0.05). It was concluded that slope was surements obtained during the desorption experiments.
not equal to one, and intercept was not equal to zero. A model comparison test was also performed for the Data near the 1:1 line (Fig. 4) indicate good agree-⌬ data, which also showed that the pooling of the data ment between the two methods of ⌬ determination for was not statistically justified. all soils, but there is consistent bias toward underestimation of ⌬ with the DPHP method at higher ⌬ values.
First-Order Error Analysis
There also is a distinct increase in scatter with increasing ⌬ values.
First-order error analysis can be used to determine how errors in measuring or estimating b , c s , q, T m , and Linear regression analysis was performed with the ⌬ Table 2 .
r are manifested in estimates of . , c s ϭ 0.8 kJ kg
Ϫ1
To illustrate how ␦ is affected by bias in the parameters b , c s , q, and r, the values of ␦ b , ␦c s , ␦q, and ␦r were ЊC Ϫ1 , q ϭ 0.9 kJ m Ϫ1 , and r ϭ 6 mm. Because some of the sensitivity coefficients depend on , coefficients were taken to be 5% of the parameter values given above. (Table 4) . constants were determined to be 2.81ЊC ( ϭ 0.0 m 3 Table 2 . sion analysis (line not shown) are given in Table 3 . 
Dual-Probe Heat-Pulse Estimates of
were performed to illustrate how ␦ is affected by bias in the parameters c s , q, and r. Note that the sensitivity The results (Fig. 2 and 3 , Table 2 ) indicated good agreement between the DPHP method and the prescoefficients for b and c s (Table 4) do not vary with . Thus, 5% positive bias in b and c s gives ␦ Х Ϫ0.012 sure-cell method for measuring , but there was consistent bias toward overestimation of at lower water m 3 m Ϫ3 for all water contents. The sensitivity coefficients for q and r, however, increase in magnitude with increascontents. It is unlikely that bias in any one of the parameters b , c s , q, T m , or r caused the consistent bias observed ing . Thus, 5% positive bias in q and r yields increasing magnitudes of ␦ with increasing water content.
in Fig. 2 and 3 . This can be concluded by examining the sensitivity coefficients obtained from the first-order A slightly different approach is needed to illustrate how ␦ is affected by bias in T m . Because T m takes on error analysis (Table 4 . Like the sensitivity coeffiwould also result in underestimates of at low water contents. That is, they would result in negative intercients for q and r, the sensitivity coefficients for T m increase in magnitude with increasing . cepts in the regression relationships. We conclude, therefore, that the bias observed in Fig. 2 and 3 is not mineral soils. All of the mechanisms that might cause nonlinear increases in T m error with decreasing water conthe result of bias in any single input parameter. Altent could be manifested differently in peat soils than though some combination of biased input parameters in mineral soils. This issue is clearly deserving of attencould cause the consistent bias observed in Fig. 2 and tion in future experimental work with DPHP sensors. 3, this explanation is unlikely.
It would be desirable for the DPHP method to be A more likely explanation for the bias observed in completely unbiased, but the presence of bias does not Fig. 2 and 3 is that errors in T m increased proportionally limit the utility of the method, if the bias is consistent. with increasing T m (decreasing ). Calculations with the The pooled regression model (Fig. 3 , Table 2 ) suggests same parameter values used to compute the sensitivity that a single calibration relationship may hold for soil coefficients (Table 4) show that the bias in Fig. 2 and materials with a broad range of physical properties. Al-3 can be reproduced if error in T m increases nonlinearly though it was concluded that pooling of the seven regresfrom Ͻ1% at T m ϭ 0.83ЊC ( ϭ 0.6 m 3 m Ϫ3 ) to approxision models is not justified statistically, the pooled mately 14% at T m ϭ 2.81ЊC ( ϭ 0.0 m 3 m
Ϫ3
). This error model still may have practical utility. Rearranging the is distinctly different from the T m error assumed in illuspooled regression model yields the general calibration trating the utility of the first-order error analysis. Conrelationship ϭ 1.09 DPHP Ϫ 0.045. It appears that this tact resistance offers one possible explanation for nongeneral relationship can be used to eliminate bias in linearly increasing error in T m as water content decreases DPHP measurements. It also eliminates the need for and T m increases. It is reasonable to expect that contact soil specific calibration. resistance between the soil and temperature probe inAn evaluation of the DPHP method also must take creases as water content decreases. Another possible into account the measurement precision that can be explanation is nonideality of the temperature measureachieved with the method. This requires an examination ment because of differences between the thermal propof the degree of scatter about the regression models erties of the soil and the temperature probe. The misshown in Fig. 2 and 3 , which can be characterized by match in thermal properties will change with water the RMSEs for the regression models ( Table 2 ). The content owing to the dependence of soil thermal properRMSEs ranged from 0.01 to 0.029 m 3 m Ϫ3 in the regresties on water content. Vapor distillation effects also may sion relationships for individual soils, and the pooled play a role. Noborio et al. (1996) used numerical simulamodel had an RSME of 0.023 m 3 m
. These RMSEs tions to investigate the contribution of thermally inindicate that excellent precision can be achieved with duced vapor movement for water contents ranging from the DPHP method. 0.1 m 3 m Ϫ3 to saturation. Vapor distillation had a miniIt is important to note that the calculated RMSE mal influence on T m for much of the water content range, values may underestimate the precision that can be but the authors reported that simulated values of T m achieved with the DPHP method. Standard linear rewere appreciably greater as water contents approached gression theory is based on the assumption that the 0.1 m 3 m
. Clearly, additional work is needed to deterindependent variable is known without error. The indemine if any of these mechanisms cause nonlinear inpendent variable in this case is as determined by the creases in T m error with decreasing water content.
pressure-cell method, but this method is subject to at The bias observed in Fig. 2 and 3 is consistent with least two possible sources of error. Weighing error is one that reported by Tarara and Ham (1997) and Song et al. possible source of uncertainty. Another possible source of uncertainty results from the fact that the soil volume (1998). Bristow et al. (2001) also observed bias toward characterized with the pressure-cell method (ෂ334 cm 3 ) overestimation of at lower water contents, but the was more than two orders of magnitude greater than bias in their results was not as pronounced. These results the soil volume characterized by the DPHP sensors and ours, all obtained with mineral soil materials, con-(Ͻ1 cm 3 ) installed in each pressure cell. Thus, the calcutrast with the results of Campbell et al. (2002) , who lated RMSE values may be inflated due to the presence evaluated the DPHP method in two peat soils. Although of error in the independent variable. their evaluation did not include water contents lower than approximately 0.15 m 3 m
, their results showed Dual-Probe Heat-Pulse Estimates of ⌬ no evidence of bias in water content estimates. These contrasting observations regarding bias may be related The DPHP and pressure-cell methods for measuring ⌬ agreed well (Fig. 4, Table 3 ), but there was bias to the vastly different physical properties of peat and toward underestimation of ⌬ at higher ⌬ values. As noted in the analysis of the results, this most likely resulted from errors in T m . The pooled regression analysis (Fig. 4, Table 3 ) yielded a slope of 0.93 and an intercept of Ϫ0.005. These values are reasonably close to expected values. Because ⌬ values are obtained by differencing values, the regression slope for the data in Fig. 4 is expected to be the same as the regression slope for the data in Fig. 3 (0.92) . Likewise, a zero intercept is expected.
If the DPHP estimates had been "corrected" with the general calibration relationship, ϭ 1.09 DPHP Ϫ 0.045, before differencing, the expected ⌬ calibration relationship would have a slope of 1.09 and a zero intercept. These values are also close to expected values obtained by rearranging the pooled regression model of Fig. 4 (Fig. 4 , Table 3 ). Comparison of these values Table 1 for a comparison of measured and estimated specific heats.
with the RMSEs for the regression analyses (Table 2) reveals that greater precision was achieved in measuring following the measured values. These values were ob-⌬ than in measuring . However, examination of Fig. 4 tained using Eq. employing the fact that specific heat varies linearly from The fact that ⌬ can be measured with greater preci-0.67 kJ kg Ϫ1 ЊC Ϫ1 at Ϫ18ЊC to 0.79 kJ kg Ϫ1 ЊC Ϫ1 at sion than is noteworthy because there are many situa-60ЊC (Kluitenberg, 2002) . Estimated specific heats were tions in which change in water content is the desired lower than measured specific heats for all soil materials quantity of interest. An important example is water except the Colbert Hills sand, but the differences were uptake by plant roots (Song et al., 1998 (Song et al., , 1999 . The relatively small. Differences ranged from 0.3% for the excellent precision of the method, coupled with its relaOlmitz soil to 5.2% for the Wymore soil. tively fine spatial resolution, suggests that it may be
The expected error in estimates caused by error in useful for measuring spatial patterns of soil water uptake c s can be estimated by using the sensitivity coefficient by plant roots. of Ϫ0.31 kg ЊC kJ Ϫ1 for c s ( ) that can be exmatter content is known. This is because there is generpected when implementing the DPHP method with estially minimal variation in the specific heat of the mineral mated, rather than measured, specific heats. Unfortuand organic constituents of soils. The specific heat of nately, this approach has limited practical value for the soil solid constituents, c s , can be estimated from predicting error due to the use of estimated specific (Kluitenberg, 2002) :
heat for a specific soil because it requires knowledge of the true (measured) specific heat.
An alternative approach for evaluating the effect of where c m and c o are the specific heats (J kg Ϫ1 ЊC
Ϫ1
) of error in specific heat is to examine error in an average the mineral and organic soil constituents, respectively. sense, for all soil materials pooled together. This was The mass fraction (dry-weight basis) of the soil mineral explored by using estimated instead of measured values constituents, φ m , can be calculated from φ m ϭ 1 Ϫ φ o , of c s in the DPHP method. That is, estimated values of where φ o is the mass fraction of the soil organic constitc s were used in Eq.
[3] instead of measured values when uents, or the organic matter content.
calculating water contents. Comparison of the recalculated and original values (Fig. 5) shows that slight bias Table 1 shows estimated values of c s in parentheses, and offset errors were introduced by using estimated transfer caused by soil water movement. To date, our experience with field measurements has revealed no specific heats. The offset error is due to the fact that estimated specific heats were generally lower than meaevidence of poor probe-soil contact. Soil water movement also appears to be an issue of minor importance, sured specific heats. The bias results from the fact that the deviations between estimated and measured specific except in the presence of extremely high soil water flux densities (Kluitenberg and Heitman, 2002) . Thus, we heats were generally greater for soils with greater specific heat (Table 1 ). The regression results (Fig. 5) show speculate that these issues will not significantly degrade the accuracy and precision that can be achieved with that the combination of bias and offset errors was relatively small ( . Using estimated specific Estimates of obtained with DPHP sensors were heats also caused a loss of precision, characterized by slightly biased toward overestimation at low water conthe regression RMSE of 0.006 m 3 m Ϫ3 . Thus, it appears tents, but it was shown that this bias can be removed that using estimated instead of measured specific heats by using an empirical calibration equation, ϭ 1.09 in the DPHP method will degrade accuracy by 0.01 ϩ DPHP Ϫ 0.045. This relationship appears to be general 0.001 m 3 m Ϫ3 and will degrade precision by 0.006 m 3 m
Ϫ3
. inasmuch as it was derived from measurements for a wide range of water contents in mineral soil materials
Field Use of Dual-Probe Heat-Pulse Method
with a wide range of textures, organic matter contents, Dual-probe heat-pulse sensors have been used to meabulk densities, and specific heats. Thus, the empirical sure both and ⌬ in field experiments (Bremer et al., calibration equation allows for unbiased estimates of 1998; Ham and Knapp, 1998; Bremer and Ham, 1999;  with the DPHP method and eliminates the need for Bremer et al., 2001; Campbell et al., 2002) with satisfacsoil specific calibration. The general calibration equatory results. But there is only one published report in tion also was shown to be effective in removing bias in which the accuracy of the DPHP method was evaluated ⌬ estimates. in a field setting. Tarara and Ham (1997) compared The results also indicate that excellent precision can average water content from three DPHP sensors with be achieved in measuring of and ⌬ with the DPHP water content measurements from a double-tube gammamethod. The pooled regression results suggest that ray apparatus and found agreement to within 0.05 m ); however, decreases in preciprehensive field evaluation of the DPHP method.
sion can be expected as the magnitude of ⌬ increases. The intent of the present investigation was to establish For routine implementation of the DPHP method, it the accuracy and precision of the DPHP method under may not be practical to obtain measurements of soil optimal conditions. To that end, DPHP sensors were specific heat. This is not an issue when using the method placed in the soil during packing to minimize deflection to measure ⌬ because knowledge of the specific heat of the heater and temperature probes, and measureis not required. However, small losses in both accuracy ments were conducted under isothermal conditions. and precision can be expected when estimated values of specific heat are used to measure . Our analysis Probe deflection is an issue of potential concern in a shows that accuracy will degrade by 0.01 ϩ 0.001 m 3 field setting if the sensors are pushed into undisturbed m Ϫ3 , and precision will degrade by 0.006 m 3 m Ϫ3 . soil. It is well known that measurements of C, , and
The intent of this investigation was to establish the ⌬ are sensitive to errors in probe spacing caused by accuracy and precision of the DPHP method under optiprobe deflection (Campbell et al., 1991; mal conditions. Additional work is needed to evaluate 1993; Kluitenberg et al., 1993) . However, the extent of the accuracy and precision that can be achieved with this probe deflection that can be expected in a field setting method in a field setting. Issues of particular concern has not been established. Significant probe deflection are the potential for probe deflection upon insertion of will undoubtedly result in lower precision than that re-DPHP sensors and nonisothermal soil conditions. ported herein, and accuracy may be compromised if deflection introduces bias toward either larger of smaller probe spacings. The characteristically nonisothermal ACKNOWLEDGMENTS field environment is also an issue of potential concern Financial support for this research was provided by the because the theory underlying the DPHP method asKansas Center for Agricultural Resources and the Environsumes isothermal conditions. To date, no attempt has ment (KCARE). The authors gratefully acknowledge Joshua been made to evaluate how the DPHP method is influHeitman for assisting with the laboratory experiment. We also thank Dr. Jan Hopmans for valuable comments on an earlier enced by nonisothermal conditions. Clearly, additional version of this manuscript.
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