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1. Introduction
Definition 1.1 [7]. A semiring S consists of a set S and two binary operations,
addition and multiplication, such that:
• S is an Abelian monoid under addition (identity denoted by 0);
• S is a semigroup under multiplication (identity, if any, denoted by 1);
• multiplication is distributive over addition on both sides;
• s0 = 0s = 0 for all s ∈S.
In this paper we will always assume that there is a multiplicative identity 1 inS
which is different from 0.
Definition 1.2 [7]. A semiring is called antinegative if the zero element is the only
element with an additive inverse.
Definition 1.3 [7]. A semiring S is called Boolean if S is equivalent to a set of
subsets of a given set M, the sum of two subsets is their union, and the product is their
intersection. The zero element is the empty set and the identity element is the whole
set M.
It is straightforward to see that a Boolean semiring is commutative and antinegative.
IfS consists of only the empty subset and M then it is called a binary Boolean semiring
(or {0, 1}-semiring) and is denoted by B.
Definition 1.4 [7]. A semiring is called chain if the setS is totally ordered with uni-
versal lower and upper bounds and the operations are defined by a + b = max{a, b}
and a · b = min{a, b}.
It is straightforward to see that any chain semiringS is a Boolean semiring on the
set of appropriate subsets ofS.
LetMm,n(S) denote the set of m × n matrices with entries from the semiringS.
If m = n, we use the notationMn(S) instead ofMn,n(S).
Definition 1.5 [7]. A set of vectors with entries from a semiring is called linearly
independent if there is no vector in this set that can be expressed as a nontrivial left
linear combination of the others.
Definition 1.6 [7]. A collection of linearly independent vectors is said to be a basis
of the vector space V over a semiring if its left linear span is V. The dimension of V
is a minimal number of vectors in any basis of V.
The following rank functions are usual in the semiring context.
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Definition 1.7. The matrix A ∈Mm,n(S) is said to be of row rank k (r(A) = k) if
the dimension of the left linear span of the rows of A is equal to k.
Definition 1.8 [7]. The matrix A ∈Mm,n(S) is said to be of column rank k (c(A) =
k) if the dimension of the left linear span of the columns of A is equal to k.
Definition 1.9 [7]. The matrixA ∈Mm,n(S) is said to be of factor rank k (rank(A) =
k) if there exist matrices B ∈Mm,k(S) and C ∈Mk,n(S) such that A = BC and k
is the smallest positive integer for which such factorization exists. By definition, the
only matrix with factor rank 0 is the zero matrix, O.
Definition 1.10. A line of a matrix A is a row or a column of the matrix A.
Definition 1.11. The matrix A ∈Mm,n(S) is said to be of term-rank k (t (A) = k)
if the least number of lines needed to include all nonzero elements of A is equal to k.
If S is a subsemiring of a field then there is a usual rank function ρ(A) for any
matrix A ∈Mm,n(S). Easy examples show that over semirings these functions are
not equal in general. However, the inequalities r(A)  ρ(A) and c(A)  ρ(A) always
hold.
The behavior of the function ρ with respect to matrix multiplication and addition
is given by well-known Frobenius, Schwartz and Sylvester inequalities. Arithmetic
properties of row and column ranks depend on the structure of semiring of entries.
It is restricted by the following list of inequalities established in [2].
LetS be an antinegative semiring without zero divisors.
Then for 0 /= A,B ∈Mm,n(S),
1. 1  c(A + B), r(A + B);
2. c(A + B)  n;
3. r(A + B)  m.
If 0 /= A ∈Mm,n(S), 0 /= B ∈Mn,k(S)
4. if c(A) + r(B) > n then c(AB), r(AB)  1;
5. c(AB)  c(B);
6. r(AB)  r(A).
LetS be a subsemiring of +, the nonnegative reals. Then for A,B ∈Mm,n(S)
one has that
7. c(A + B), r(A + B)  |ρ(A) − ρ(B)|.
For A ∈Mm,n(S), B ∈Mn,k(S) one has that
8. if ρ(A) + ρ(B)  n then c(AB), r(AB)  0;
9. if ρ(A) + ρ(B) > n then c(AB), r(AB)  ρ(A) + ρ(B) − n.
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The following example, given in [12], shows that standard analogs for upper bound
of the rank of product of two matrices do not work for row and column ranks.
Example 1.12. Let A = (3, 7, 7) ∈M1,3(Z+), B =





where Z+ is the semiring of nonnegative integers. Then c(A) = 2, c(B) = 3, and
c(AB) = c(3, 10, 17) = 3 over Z+.
2. Preliminaries
Throughout this section we assume thatS is antinegative and has no zero divisors.
Below, we use the following notations in order to denote sets of matrices that arise
as extremal cases in the inequalities listed above:
C1(S) = {(X, Y ) ∈Mm,n(S)2|c(X + Y ) = n};
C2N(S) = {(X, Y ) ∈Mm,n(S)2|c(X + Y ) = 1};
C2R(S) = {(X, Y ) ∈Mm,n(S)2|c(X + Y ) = |ρ(X) − ρ(Y )|};
C3(S) = {(X, Y ) ∈Mn(S)2|c(XY) = c(Y )};
C4N(S) = {(X, Y ) ∈Mn(S)2|c(XY) = 0};
C4B(S) = {(X, Y ) ∈Mn(S)2|c(X) + c(Y ) > n and c(XY) = 1};
C4R(S) = {(X, Y ) ∈Mn(S)2|c(XY) = ρ(X) + ρ(Y ) − n}.
As it was proved in [2] the inequalities 1–9 in Section 1 are sharp and the best
possible. The natural question is to characterize the equality cases in the above inequal-
ities. Even over fields this is an open problem, see [9,10,13,14] for more details. The
structure of matrix varieties which arise as extremal cases in these inequalities is far
from being understood over fields, as well as over semirings. A usual way to generate
elements of such a variety is to find a tuple of matrices which belongs to it and to act
on this tuple by various linear operators that preserve this variety. The investigation
of the corresponding problems over semirings for the factor rank function, term and
zero term rank functions was done in [3,4]. This paper is a continuation of [3,4] and
is devoted to study linear operators that preserve extremal cases of rank inequalities
with respect to row and column ranks. The complete classification of linear operators
that preserve cases of equalities in various matrix inequalities over fields was obtained
in [1,5,6,8]. For the details on linear operators preserving matrix invariants one can
see [11] and references therein.
Definition 2.1. We say that an operator T preserves a set P if X ∈ P implies that
T (X) ∈ P, or, ifP is a set of ordered pairs [triples], that (X, Y ) ∈ P [(X, Y, Z) ∈ P]
implies (T (X), T (Y )) ∈ P [(T (X), T (Y ), T (Z)) ∈ P].
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Definition 2.2. The matrix X ◦ Y denotes the Hadamard or Schur product, i.e., the
(i, j) entry of X ◦ Y is xi,j yi,j .
Definition 2.3. An operator T is called a (P,Q,B)-operator if there exist permuta-
tion matrices P ∈Mm(S) and Q ∈Mn(S), and a matrix B = [bi,j ] ∈Mm,n(S),
bi,j are invertible elements from the center of S for all i, j , 1  i  m, 1  j 
n, such that T (X) = P(X ◦ B)Q for all X ∈Mm,n(S) or when m = n T (X) =
P(X ◦ B)tQ for all X ∈Mn(S) where Xt denotes the transpose of X. An operator
T is called a nontransposing (P,Q,B)-operator if there exist permutation matri-
ces P ∈Mm(S) and Q ∈Mn(S), and a matrix B = [bi,j ] ∈Mm,n(S), bi,j are
invertible elements from the center ofS for all i, j , 1  i  m, 1  j  n, such that
T (X) = P(X ◦ B)Q for all X ∈Mm,n(S).
Definition 2.4. Let S be a semiring, not necessary commutative. An operator T :
Mm,n(S) →Mm,n(S) is called linear if T (αX) = αT (X), T (Xβ) = T (X)β, and
T (X + Y ) = T (X) + T (Y ) for all X, Y ∈Mm,n(S), α, β ∈S.
Definition 2.5. We say that the matrix A dominates the matrix B if and only if bi,j /= 0
implies that ai,j /= 0, and we write A  B or B  A in this case.




0 if bi,j /= 0,
ai,j otherwise.
LetZ(S) denote the center of the semiringS. The matrix In is the n × n identity
matrix,Jm,n is them × nmatrix of all ones,Om,n is them × n zero matrix. We omit the
subscripts when the order is obvious from the context and we write I, J, and O, respec-
tively. The matrixEi,j , called a cell, denotes the matrix with 1 in (i, j)position and zero
elsewhere. A weighted cell is any nonzero scalar multiple of a cell, i.e., αEi,j is a
weighted cell for any 0 /= α ∈S. Let Ri denote the matrix whose ith row is all ones
and all other rows are zero, and Cj denote the matrix whose j th column is all ones and
all other columns are zero. We let |A| denote the number of nonzero entries in the
matrix A. We denote by A[i1, . . . , ik|j1, . . . , jl] the k × l-submatrix of A which lies in
the intersection of the i1, . . . , ik rows and j1, . . . , jl columns.
We recall some results proven in [3] for later use.
Theorem 2.7 [3, Theorem 2.14]. Let S be an antinegative semiring without zero
divisors and T :Mm,n(S) →Mm,n(S) be a linear operator. Then the following
are equivalent:
1. T is bijective.
2. T is surjective.
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3. There exists a permutation σ on {(i, j)|i = 1, 2, . . . , m; j = 1, 2, . . . , n} and
units bi,j ∈Z(S), i = 1, 2, . . . , m; j = 1, 2, . . . , n such that T (Ei,j ) =
bi,jEσ(i,j).
Lemma 2.8 [3, Lemma 2.16]. LetS be an antinegative semiring without zero divi-
sors, T :Mm,n(S) →Mm,n(S) be an operator which maps lines to lines and is
defined by T (Ei,j ) = bi,jEσ(i,j), where σ is a permutation on the set {(i, j)|i =
1, 2, . . . , m; j = 1, 2, . . . , n}, and bi,j ∈Z(S), i = 1, 2, . . . , m; j = 1, 2, . . . , n
are certain nonzero elements. Then T is a (P,Q,B)-operator.
Remark 2.9. One can easily check that if m = 1 or n = 1 then all operators under
consideration are (P,Q,B)-operators, if m = n = 1 then all operators under consid-
eration are (P, P t, B)-operators.
Henceforth we will always assume that m, n  2.
3. Main results
In this section we investigate the preservers of the sets C∗ defined above.
Definition 3.1. We say that Mm,n(S) is column rank maximal if for each k 
min{m, n},Mm−k,n−k(S) contains a matrix of column rank n − k.
In the next lemmas, we assume that T is a surjective linear operator onMm,n(S)
whereS is any antinegative semiring without zero divisors. So, by Theorem 2.7, we
have that there exists a permutationσ on {(i, j)|i = 1, 2, . . . , m; j = 1, 2, . . . , n} and
units bi,j ∈Z(S), i = 1, 2, . . . , m; j = 1, 2, . . . , n such that T (Ei,j ) =
bi,jEσ(i,j), and that T is bijective.
Lemma 3.2. If S is any antinegative semiring without zero divisors, m  n or
Mm,n(S) is column rank maximal, and T :Mm,n(S) →Mm,n(S) is a surjective
linear operator which preserves C1, then T preserves lines.
Proof. Suppose thatT −1 does not map lines to lines. Then, there are two non collinear
cells which are mapped to a line. There are two cases, they are mapped to two weighted
cells in a column or two weighted cells in a row.
If two non-collinear cells are mapped to two weighted cells in a column, we
may assume without loss of generality that T (E1,1 + E2,2) = b1,1E1,1 + b2,2E2,1.
If n  m it suffices to consider A = E1,1 + E2,2 + · · · + En,n. In this case, T (A) has
column rank at most n − 1, i.e., (0, A) ∈ C1, (0, T (A)) /∈ C1, a contradiction. Let
us consider the case m < n. Since Mm,n(S) is column rank maximal there exists
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a matrix A′ ∈Mm−2,n−2(S) such that c(A′) = n − 2. Let us choose A′ with the
minimal number of non-zero entries. Let A = O2 ⊕ A′ ∈Mm,n(S). Thus c(A) =
c(A′) = n − 2. Hence (E1,1 + E2,2, A) ∈ C1. Since T preserves C1, it follows that
(b1,1E1,1 + b2,2E2,1, T (A)) ∈ C1, i.e., c(b1,1E1,1 + b2,2E2,1 + T (A)) = n. There-
fore c(T (A)[1, . . . , m; 3, . . . , n])  n − 2. Since the column rank of any matrix can-
not exceed the number of columns, c(T (A)[1, . . . , m; 3, . . . , n]) = n − 2. Further,
|T (A)[1, . . . , m; 3, . . . , n]| < |A| = |A′| since T transforms cells to weighted cells
and at least one cell has to be mapped into the 2nd column. Thus we can have
an (m − 2) × (n − 2) submatrix of T (A)[1, . . . , m; 3, . . . , n] whose column rank
is n − 2 and the number of whose nonzero entries are less than that of A′. This
contradicts the choice of A′.
If two non-collinear cells are mapped to two cells in a row, we may assume
without loss of generality that T (E1,1 + E2,2) = b1,1E1,1 + b2,2E1,2. In this case,
by considering the matrices b−11,1E1,1 + b−12,2E2,2 and A chosen above, the result
follows.
Thus, T preserves lines. 
Lemma 3.3. If S is any antinegative semiring without zero divisors and T :
Mm,n(S) →Mm,n(S) is a surjective linear operator which preserves C2N, then
T preserves lines.
Proof. Suppose that T does not preserve lines. Then, without loss of generality, we
may assume that either T (E1,1 + E1,2) = b1,1E1,1 + b1,2E2,2 or T (E1,1 + E2,1) =
b1,1E1,1 + b2,1E2,2. In either case, let Y = O and X be either E1,1 + E1,2 or E1,1 +
E2,1, so that (X, Y ) ∈ C2N while (T (X), T (Y )) /∈ C2N , a contradiction. Thus T
preserves lines. 
Lemma 3.4. If S is any subsemiring of + and T :Mm,n(S) →Mm,n(S) is a
surjective linear operator which preserves C2R, min{m, n}  3, then T preserves
lines.
Proof. The sum of three distinct weighted cells has column rank at most 3. Thus
T (E1,1 + E1,2 + E2,1) is either a sum of 3 collinear cells, and hence has rank 1,
or is contained in two lines, and hence has real rank 2, or is the sum of three
cells of term (or column) rank 3 and hence of real rank 3. Now, for X = E1,1 +
E1,2 + E2,1 and Y = E2,2, we have that (X, Y ) ∈ C2R , and the image of Y is a
single weighted cell, and hence ρ(T (Y )) = 1. Now, if ρ(T (X)) = 3, then T (X + Y )
must have column rank 3 or 4, and hence (T (X), T (Y )) /∈ C2R , a contradiction. If
ρ(T (X)) = 1, clearly (T (X), T (Y )) /∈ C2R since T (X + Y ) /= O. Thus ρ(T (X)) =
2, and c(T (X + Y )) = 1. However it is straightforward to see that the sum of four
weighted cells has the column rank 1 if and only if they lie either in a line or
in the intersection of two rows and two columns. The matrix T (X + Y ) is a sum
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of four weighted cells. These cells do not lie in a line since ρ(T (X)) = 2. Thus
T (X + Y ) must be the sum of four weighted cells which lie in the intersection of
two rows and two columns. Similarly, for any i, j, k, l, T (Ei,j + Ei,k + El,j + El,k)
must lie in the intersection of two rows and two columns. It follows that any two
rows must be mapped into two lines. By the bijectivity of T, if some pair of two
rows is mapped into two rows (resp. columns), any pair of two rows is mapped into
two rows (resp. columns). Similarly, if some pair of two columns is mapped into
two rows (resp. columns), any pair of two columns is mapped into two rows (resp.
columns).
Now, the image of three rows is contained in three lines, two of which are the
image of two rows, thus, every row is mapped into a line. Similarly for columns.
Thus, T preserves lines. 
Lemma 3.5. If S is an antinegative semiring without zero divisors and T :
Mn(S) →Mn(S) is a surjective linear operator which preserves C3, then T
preserves lines.
Proof. Suppose that T −1 does not map columns to lines, say, without loss of general-
ity, that T −1(E1,1 + E2,1)  E1,1 + E2,2. Then T (I) has nonzero entries in at most
n − 1 columns. SupposeT (I)has all zero entries in column j. Then forX = I andY =
T −1(Ej,1), we haveXY = Y however, T (X)T (Y ) = O. This contradicts the fact that
T preservesC3. Suppose that T −1 does not map rows to lines. Say, without loss of gen-
erality, that T −1(E1,1 + E1,2)  E1,1 + E2,2. That is T (E1,1 + E2,2) = b1,1E1,1 +
b2,2E1,2. Then for X = b−11,1E1,1 + b−12,2E2,2 + [O2 ⊕ In−2], T (X) has column rank
at most n − 1 since either the first two columns of T (X) are equal or at least one of
the columns from the 3rd through the nth is zero. Let Y = T −1(I ), then we have that
(X, Y ) ∈ C3, since c(XZ) = c(Z) for any Z, while c(T (X)I) = c(T (X)) = n − 1 <
c(I) = c(T (Y )) so that (T (X), T (Y )) /∈ C3, a contradiction.
Similarly, if T −1(E1,1 + E2,1)  E1,1 + E2,2 then the second column of T (X) is
zero and the same pair (X, Y ) ∈ C3 gives the contradiction.
Thus T −1 and hence T map lines to lines. 
Lemma 3.6. If S is an antinegative semiring without zero divisors, and T :
Mn(S) →Mn(S) is a surjective linear operator which preserves C4N, then T
maps columns to columns and rows to rows.
Proof. Suppose that T does not map columns to columns. Say T (Cj ) is not a
column. Then T (J \ Cj ) has no zero column. Then (J \ Cj ,Ej,j ) ∈ C4N , while
(T (J \ Cj ), T (Ej,j )) /∈ C4N , a contradiction.
Suppose that T does not preserve rows, then, say, T (Ri) is not a row. It follows that
T (J \ Ri) has no zero row. Then (Ei,i , J \ Ri) ∈ C4N , while (T (Ei,i), T (J \ Ri)) /∈
C4N , a contradiction. 
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Lemma 3.7. If S is an antinegative semiring without zero divisors and T :
Mn(S) →Mn(S) is a surjective linear operator which preserves C4B, then T
preserves lines.
Proof. Recall that if (X, Y ) ∈ C4B then c(X) + c(Y ) > n. We assume that there exist
indices i, j, k, l, i /= k, j /= l such that nonzero entries of T (Ei,j ) and T (Ek,l) lie in a
line. Let T (Ei,j ) = bi,jEs,t . Then either T (Ek,l) = bk,lEs,t ′ or T (Ek,l) = bk,lEs′,t .
In both cases c(T (Ei,j + Ek,l)) = 1 (in the first case since bi,j is invertible, in the
second case, there is only one non-zero column in the matrix). Let Y ′ ∈Mn(S) be a
matrix such that Y ′ + Ei,j + Ek,l is a permutational matrix. We consider X = Ei,j +
Ek,l , Y = Y ′ + Ek,l . Then XY = Ek,l′ for some l′ and (X, Y ) ∈ C4B . However, since
c(T (X)) = 1 in either case, and c(T (Y ))  n − 1, c(T (X)) + c(T (Y ))  n. Finally,
we have that (T (X), T (Y )) /∈ C4B , a contradiction. 
Lemma 3.8. IfS is any subsemiring of + and T :Mn(S) →Mn(S) is a surjec-
tive linear operator which preserves C4R, then T preserves lines.
Proof. If T does not preserve lines, then, as in the proof of Lemma 3.7, there exist
indices i, j, k, l, i /= k, j /= l such that nonzero entries of T (Ei,j ) and T (Ek,l) lie
in a line. Let X′ ∈Mn(S) be a matrix such that X′ + Ei,j + Ek,l is a permu-
tational matrix, X = X′ + Ei,j + Ek,l . Then (X,O) ∈ C4R . However, c(T (X)) 
n − 1, ρ(T (X))  n − 1 since either T (X) has a zero column or T (X) has two
proportional columns since bi,j is invertible. Thus (T (X),O) /∈ C4R , a contradic-
tion. 
Lemma 3.9. Let S be an antinegative semiring without zero divisors and T :
Mm,n(S) →Mm,n(S) be a linear transformation defined by T (X) = X ◦ B,
where B = [bi,j ] ∈Mm,n(Z(S)), bi,j are invertible for all (i, j), 1  i  m, 1 
j  n. If
• Mm,n(S) is column rank maximal and T preserves C1 or
• T preserves C2N, or C3, or C4B, or
• S is a subsemiring of +, and T preserves C2R or C4R,
then c(B) = 1. If, in addition,S is commutative then there exist diagonal matrices
D,E with the invertible elements on the main diagonal such that T (X) = DXE.
Proof. First let us show that in each case c(B) = 1. Suppose to the contrary that
c(B)  2. Since all bi,j are invertible it follows that there exist k, l such that
B[1, . . . , m; k] /= λB[1, . . . , m; l] for any λ ∈S. Then c
([
b−11,k · · · b−1m,k
b−11,l · · · b−1m,l
]t)
= 2
since bi,j ∈Z(S). Without loss of generality one may assume that k = 1, l = 2.
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1. SupposeMm,n(S) is column rank maximal and T preserves C1. Consider X =
b−11,1E1,1 + · · · + b−1m,1Em,1 + b−11,2E1,2 + · · · + b−1m,2Em,2, Y ′ ∈ Mm−2,n−2 is a
matrix such that c(Y ′) = n − 2 (this exists sinceMm,n(S) is column rank max-
imal), Y = O2 ⊕ Y ′. Thus (X, Y ) ∈ C1 while the first two columns of the matrix
X ◦ B + Y ◦ B are equal, i.e., c(X ◦ B + Y ◦ B)  n − 1 which contradicts with
the assumption that T preserves C1.
2. Suppose T preserves C2N . Note that the pair (C1 + C2,O) ∈ C2N while their
images are not (recall that Ci is the matrix whose ith column consists of all 1’s
and all other entries are zero).
3. Let T preserveC3. Consider the pairX = E1,1,Y = C1 + C2. One has thatXY =
E1,1 + E1,2 and c(XY) = 1 = c(Y ), i.e., (X, Y ) ∈ C3. However, the column
rank of (X ◦B)(Y ◦B) = b21,1E1,1 + b1,1b1,2E1,2 is 1 since b21,1 = b1,1b−11,2 ·
(b1,1b1,2) by the assumption on bi,j (bi,j are invertible and commutes with all
elements from S), i.e., the columns of (X ◦ B)(Y ◦ B) are left linearly depen-
dent. Thus c((X ◦ B)(Y ◦ B)) = 1 /= 2 = c(Y ◦ B) since the first two columns
of Y ◦ B are the same as those of B and the other columns are zero. Hence,
(T (X), T (Y )) /∈ C3.
4. Suppose T preserves C4B . Note that the pair (C1 + C2, I ) ∈ C4B while their
images are not.
5. SupposeS ⊆ + and T preserves C2R . Without loss of generality assume that
n  m. Consider X =∑1jin Ei,j , Y =∑1i<jn Ei,j . Thus ρ(X) = n,
ρ(Y ) = n − 1, and c(X + Y ) = 1 = ρ(X) − ρ(Y ). Now, ρ(X ◦ B) = n, ρ(Y ◦
B) = n − 1, and by assumption on B we have that
c(X ◦ B + Y ◦ B) = c((X + Y ) ◦ B) = c(B) > 1 = ρ(X ◦ B) − ρ(Y ◦ B),
i.e., (T (X), T (Y )) /∈ C2R .
6. Suppose S ⊆ + and T preserves C4R . Without loss of generality, we may












. Then c(Y ) =
c(Y 2) = n. Note that from the invertibility of bi,j it follows that ρ(Y ) = n.
Indeed, if b−1i,1 = λb−1i,2 , i = 1, 2, for some λ ∈ +, then λ = b−1i,1 bi,2 ∈Swhich
contradicts c(B[1, 2|1, 2]) = 2. Thus c(Y 2) = 2ρ(Y ) − n or (Y, Y ) ∈ C4R . But
c(Y ◦ B)= c((Y ◦ B)2)= ρ(Y ◦ B)= n−1, and hence n − 1 = c((Y ◦ B)2) >
2ρ(Y ◦ B) − n = n − 2, so that (T (Y ), T (Y )) /∈ C4R .
Therefore in each case it is proven now that c(B) = 1. By [2, Proposition 3.1(1)]
it follows that rank(B) = 1, i.e., there exist vectors d = (d1, . . . , dm) ∈Sm, e =
(e1, . . . , en) ∈Sn such that B = dte.
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Let S be a commutative semiring, D = diag(d1, . . . , dm) ∈Mm(S), E =
diag(e1, . . . , en) ∈Mn(S) be diagonal matrices. Then it is straightforward to check
that X ◦ B = DXE for all X ∈Mm,n(S). 
Definition 3.10. Let  be the matrix  =

0 0 1 11 0 0 1




Lemma 3.11. LetS be any antinegative semiring without zero divisors.Then c() =
4 and c(t) = 3.
Proof. It is straightforward to check that three rows of  are linearly independent.
























∣∣∣∣∣∣α, β, γ, δ ∈S


of the matrix . One can easily check that V is not a space of all 3-element column
vectors with the entries fromS since [1, 0, 0]t /∈ V . Suppose that X is a basis for V







Since [0, 1, 0]t ∈ V , we have that there are a1, a2, a3 ∈S such that a1x1 + a2x2 +
a3x3 = [0, 1, 0]t.But then, a1x1,1 + a2x2,1 + a3x3,1 = 0, a1x1,2 + a2x2,2 + a3x3,2 =
1, and a1x1,3 + a2x2,3 + a3x3,3 = 0. By reordering, if necessary, we can assume that
a1 /= 0, so that x1,1 = x1,3 = 0, and since the zero vector is never an element of a
basis, x1,2 /= 0. Thus we have x1 = [0, x1,2, 0]t .
Further, since [1, 1, 0]t ∈ V , there are b1, b2, b3 ∈S such that b1x1 + b2x2 +
b3x3 = [1, 1, 0]t. Since x1,1 = 0 we must have that the first coordinate in either x2
or x3 is nonzero since b1x1,1 + b2x2,1 + b3x3,1 = 1. By renumbering we can assume
that x2,1 /= 0 and that b2 /= 0. But then, the third coordinate in x2 must be zero, since
b1x1,3 + b2x2,3 + b3x3,3 = 0. Thus we must have that x2 = [x2,1, x2,2, 0]t where
x2,1 /= 0.
Now, [1, 0, 1]t ∈ V , so that there are c1, c2, c3 ∈S such that c1x1 + c2x2 + c3x3 =
[1, 0, 1]t. Since x1,2 /= 0 we must have that c1 = 0. Since x1,3 = x2,3 = 0, we have
c1x1,3 + c2x2,3 + c3x3,3 = c3x3,3 = 1. Thus, c3 /= 0 and x3,3 /= 0.
Since a1x1,1 + a2x2,1 + a3x3,1 = 0, a1x1,3 + a2x2,3 + a3x3,3 = 0, x2,1 /= 0 and
x3,3 /= 0, we have that a2 = a3 = 0. Further b3 = 0 since x3,3 /= 0 and b1x1,3 +
b2x2,3 + b3x3,3 = 0.
Now consider that since [0, 0, 1]t ∈ V , we must have that there are d1, d2, d3 ∈S
such that d1x1 + d2x2 + d3x3 = [0, 0, 1]t. Since x1,2 /= 0 and x2,1 /= 0 we must have
that d1 = d2 = 0 and hence [0, 0, 1]t = d3x3. It follows that x3 = [0, 0, x3,3]t .
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Also, since c1x1,1 + c2x2,1 + c3x3,1 = c2x2,1 = 1 we have that c2 /= 0. However,
c1x1,2 + c2x2,2 + c3x3,2 = c2x2,2 + c3x3,2 = 0. Since c2 /= 0 and c1x1 + c2x2 +
c3x3 = [1, 0, 1]t , we must have x2,2 = 0. That is x2 = [x2,1, 0, 0]t ∈ V , a contra-
diction since c2x2 = [1, 0, 0]t /∈ V .
Therefore we have that V must have dimension 4. Thus c() = 4. 
Theorem 3.12. Let S be an antinegative semiring without zero divisors, m /= n
or m = n  4, T :Mm,n(S) →Mm,n(S) be a surjective linear operator, and
Mm,n(S) be column rank maximal. Then T preserves C1 if and only if T is a
nontransposing (P,Q,B)-operator and c(B) = 1.
Proof. It is easily checked that all nontransposing (P,Q,B)-operators with c(B) = 1
preserve C1.
Suppose that T preserves C1. By Lemma 3.2 we have that T preserves lines and
by applying Theorem 2.7 to Lemma 2.8 we have that T is a (P,Q,B)-operator. By
Lemma 3.9, c(B) = 1. Since all nontransposing (P,Q,B)-operators with c(B) = 1
preserve C1 it only remains to show that if m = n then the transposition does not






. Then by Lemma 3.11 we have that c(A) = n and
c(At) = n − 1, so that (A,O) ∈ C1 while (At,O) /∈ C1. Thus T is a nontransposing
(P,Q,B)-operator and c(B) = 1. 
Theorem 3.13. Let S be an antinegative semiring without zero divisors, and T :
Mm,n(S) →Mm,n(S) be a surjective linear operator. If T preserves C2N then T
is a (P,Q,B)-operator and c(B) = 1.
Proof. By applying Lemma 3.3 and Theorem 2.7 to Lemmas 2.8 and 3.9 we have
that if T preserves C2N then T is a (P,Q,B)-operator and c(B) = 1. 
Remark 3.14. We note that “if and only if” version of Theorem 3.13 cannot be
stated since the result depends heavily on the arithmetics in a given semiring. In-
deed, it is easy to see that all nontransposing (P,Q,B)-operators with c(B) = 1
preserve the set C2N . Let us consider now the semiring Z+ of all nonnegative





Om−2,n−1 ∈Mm,n(Z+) and Y = O,
(X, Y ) ∈ C2N but (Xt, Y t) /∈ C2N . So, transposition transformation does not preserve
the set C2N in this case. However, it is straightforward that for a matrix A with
the entries from a binary Boolean semiring, c(A) = 1 if and only if all non-zero
columns of A are the same. Thus all non-zero rows of A are the same and c(At) = 1.
Hence, the transposition transformation preserves the setC2N over the binary Boolean
semiring.
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Theorem 3.15. Let S be a semiring of +, m /= n or m = n  4, and T :
Mm,n(S) →Mm,n(S) be a surjective linear operator. Then T preserves C2R if
and only if T is a nontransposing (P,Q,B)-operator and c(B) = 1.
Proof. It is easily checked that all nontransposing (P,Q,B)-operators with c(B) = 1
preserve C2R .
By applying Lemma 3.4 and Theorem 2.7 to Lemmas 2.8 and 3.9 we have that if T
preservesC2R then T is a (P,Q,B)-operator and c(B) = 1. Since all nontransposing
(P,Q,B)-operators with c(B) = 1 preserve C2R it only remains to show that in the






Y = O. Then (X, Y ) ∈ C2R while (Xt, Y t) /∈ C2R . 
Theorem 3.16. LetS be an antinegative semiring without zero divisors, n  4, and
T :Mn(S) →Mn(S) be a surjective linear operator. If T preserves C3 then T is
a nontransposing (P, P t, B)-operator and c(B) = 1.
Proof. By applying Lemma 3.5 and Theorem 2.7 to Lemmas 2.8 and 3.9 we have
that if T preserves C3 then T is a (P,Q,B)-operator and c(B) = 1.
To see that the operator T (X) = P(X ◦ B)tQ does not preserve C3, it suffies to
consider T0(X) = XtD, where D = QP , since a similarity and an Hadamard product










 and Y =


0 1 0 0
0 0 0 0
1 0 0 0
1 1 0 0

⊕ In−4.
Then (X, Y ) ∈ C3 while (XtD,Y tD) /∈ C3.
It remains to prove that Q = P t . Assume in the contrary that QP /= I . Sup-
pose X → (QP )X transforms the rth row into the t th for some r /= t . We consider
the matrix X =∑i /=t Ei,i , Y = Er,r . Thus (X, Y ) ∈ C3. Then for certain invertible
elements bi,i ∈S we have that T (X)T (Y ) = P(X ◦ B)QP(Y ◦ B)Q =
P(
∑
i /=t bi,iEi,i)(br,rEt,r )Q = 0, i.e., (T (X), T (Y )) /∈ C3. 
Theorem 3.17. LetS be an antinegative semiring without zero divisors, n  3, and
T :Mn(S) →Mn(S) be a surjective linear operator. Then T preservesC4B if and
only if T is a nontransposing (P, P t, B)-operator and c(B) = 1.
Proof. It is straightforward that operators under consideration preserve the set
C4B .
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By applying Lemma 3.7 and Theorem 2.7 to Lemmas 2.8 and 3.9 we have that if
T preserves C4B then T is a (P,Q,B)-operator and c(B) = 1. Similar to the proof











. Then (X, Y ) ∈ C4B while (XtD,Y tD) /∈
C4B . This proves that T is a non-transposing (P,Q,B)-operator.
Let us check that Q = P t . Assume in the contrary that QP /= I . Suppose X →
(QP )X transforms the pth row into the sth and the rth row into t th with r /=
s, t . These exist since n  3. We consider the matrix X =∑i /=r Ei,i , Y = Ep,p +
Er,r . Thus (X, Y ) ∈ C4B . And we have that c(T (X)) + c(T (Y )) = n + 1 > n and
T (X)T (Y ) = P(X ◦ B)QP(Y ◦ B)Q = P(∑i /=r bi,iEi,i)(bp,pEs,p + br,rEt,r )Q.
Thus c(T (X)T (Y )) = 2, that is, (T (X), T (Y )) /∈ C4B . 
Theorem 3.18. Let S be a subsemiring of +, and T :Mn(S) →Mn(S) be a
surjective linear operator. If T preservesC4R then T is a nontransposing (P, P t, B)-
operator and c(B) = 1.
Proof. By applying Lemma 3.8 and Theorem 2.7 to Lemmas 2.8 and 3.9 we have
that if T preserves C4R then T is a (P,Q,B)-operator and c(B) = 1.











In−2 demonstrate that T is a nontransposing (P,Q,B)-operator.
Let us check that Q = P t . Assume in the contrary that QP /= I . Let QP trans-
forms rth row to t th with r /= t . We consider the matrix X =∑i /=r Ei,i , Y = Er,r .
Thus (X, Y ) ∈ C4R . Then for certain nonzero bi,i in S T (X)T (Y ) = P(X ◦ B)
QP(Y ◦ B)Q = P(∑i /=r bi,iEi,i)(br,rEt,t )Q /= 0, i.e., (T (X), T (Y )) /∈ C4R . 
Theorem 3.19. Let S be an antinegative semiring without zero divisors and T :
Mm,n(S) →Mm,n(S) be a surjective linear operator. Then T preserves C4N if
and only if T is a nontransposing (P, P t, B)-operator.
Proof. Since, by Lemma 3.6 T preserves columns and rows, it preserves lines and
hence, by Lemma 2.8, T is a (P,Q,B)-operator. Since T maps columns to columns,
T is clearly a nontransposing (P,Q,B)-operator. Since T is surjective, and hence
bijective by Theorem 2.7 we have that every entry in B is invertible.
We now only need show that Q = P t . If not, say QPEr,s = Et,s with t /= r .
Then (Et,t , Er,s) ∈ C4N . However, T (Et,t )T (Er,s) = Pbt,tEt,tQPbr,sEr,sQ =
bt,t br,sP (Et,tEt,s)Q /= O so that (T (Et,t ), T (Er,s)) /∈ C4N , a contradiction.
The converse is easily established. 
Let us see that there exists non invertible linear preservers of the sets C∗.
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Example 3.20
1. A linear operator T1 defined on the basis by T1(Ei,j ) = Ej,j is a nonsurjective
C1-preserver.
2. A linear operator T2N defined on the basis by T2N(Ei,j ) = E1,1 is a nonsurjective
C2N -preserver.
Proof
1. By its definition T1 is not surjective. To see that T preserves C1 we note that for
any A,B ∈Mm,n(S) if c(T1(A + B)) < n then T1(A + B) has a zero column
(since T1(X) is a diagonal matrix for any X ∈Mm,n(S)). Thus the sum of all
entries of a certain column of A + B is zero. By the antinegativity it follows that
there is a zero column in A + B, i.e., c(A + B) < n. Hence, T1 preserves C1.
2. In the image of T2N only the pair (O,O) /∈ C2N , whose preimage is (O,O) by
the antinegativity. 
References
[1] L.B. Beasley, Linear operators which preserve pairs on which the rank is additive, J. Korean SIAM
2 (1998) 27–30.
[2] L.B. Beasley, A.E. Guterman, Rank inequalities over semirings, J. Korean Math. Soc., in press.
[3] L.B. Beasley, A.E. Guterman, Linear preservers of extremes of rank inequalities over semirings:
factor rank, J. Math. Sci. (New York), in press.
[4] L.B. Beasley, A.E. Guterman, S.-C. Yi, Linear preservers of extremes of rank inequalities over
semirings: term rank and zero term rank, J. Math. Sci. (New York), in press.
[5] L.B. Beasley, A.E. Guterman, C.L. Neal, Linear preservers for Sylvester and Frobenius bounds on
matrix rank, Rocky Mountains J. Math., in press.
[6] L.B. Beasley, S.-G. Lee, S.-Z. Song, Linear operators that preserve pairs of matrices which satisfy
extreme rank properties, Linear Algebra Appl. 350 (2002) 263–272.
[7] L.B. Beasley, N.J. Pullman, Semiring rank versus column rank, Linear Algebra Appl. 101 (1988)
33–48.
[8] A.E. Guterman, Linear preservers for matrix inequalities and partial orderings, Linear Algebra Appl.
331 (2001) 75–87.
[9] G. Marsaglia, P. Styan, When does rk(A + B) = rk(A) + rk(B)? Canad. Math. Bull. 15 (3) (1972)
451–452.
[10] G. Marsaglia, P. Styan, Equalities and inequalities for ranks of matrices, Linear and Multilinear
Algebra 2 (1974) 269–292.
[11] P. Pierce et al., A survey of linear preserver problems, Linear and Multilinear Algebra 33 (1992)
1–119.
[12] S.-Z. Song, S.-G Hwang, Spanning column ranks and there preservers of nonnegative matrices,
Linear Algebra Appl. 254 (1997) 485–495.
[13] Y. Tian, Rank equalities related to outer inverses of matrices and applications, Linear and Multilinear
Algebra 49 (2002) 269–288.
[14] Y. Tian, Upper and lower bounds for ranks of matrix expressions using generalized inverses, Linear
Algebra Appl. 355 (2002) 187–214.
