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Abstract
Single image reflection separation is an ill-posed prob-
lem since two scenes, a transmitted scene and a reflected
scene, need to be inferred from a single observation. To
make the problem tractable, in this work we assume that
categories of two scenes are known. It allows us to ad-
dress the problem by generating both scenes that belong to
the categories while their contents are constrained to match
with the observed image. A novel network architecture is
proposed to render realistic images of both scenes based
on adversarial learning. The network can be trained in a
weakly supervised manner, i.e., it learns to separate an ob-
served image without corresponding ground truth images of
transmission and reflection scenes which are difficult to col-
lect in practice. Experimental results on real and synthetic
datasets demonstrate that the proposed algorithm performs
favorably against existing methods.
1. Introduction
Single image reflection separation aims to separate an
observed image into a transmitted scene and a reflected
scene. When two scenes are separated adequately, exist-
ing computer vision algorithms can better understand each
scene since an interference of the other one is decreased.
As there are various objects that may reflect surroundings,
such as windows, glass, or ponding water, this is an impor-
tant problem to the computer vision community.
Although this problem has been studied for decades [3],
it is still a challenging problem due to several reasons. First,
it is an ill-posed problem as we need to infer two scenes
based on an observed image. Numerous methods have been
proposed to address this issue by making certain assump-
tions to make the problem tractable. However, the assump-
tions have been limited to specific cases and are not applica-
ble to real-world images in general [27]. For example, one
of the mainstream approaches assumes that the edge distri-
bution between the transmitted scene and reflected scene is
different, i.e., the former tends to have sharper edges while
the latter is relatively blurred [2, 16, 4]. This type of blur
Figure 1. The proposed algorithm is able to separate an observed
image into a transmitted scene and a reflected scene. Convolu-
tional neural networks are trained to generate both scenes condi-
tioned on the category of two scenes based on adversarial learn-
ing. Unlike previous approaches, a reflected scene can also be
predicted reasonably. The ground truth of each scene is shown in
red boxes.
occurs when the reflected scene is outside of the depth of
field of the camera. However, cameras in recent years, such
as the ones on smartphones, have small aperture and deep
depth of field. Consequently, an observed image contains
sharp edges of both scenes although the reflected scene is
not in the same depth of the transmitted scene. In other
words, the blur assumption does not hold in practice.
Second, it is difficult to obtain ground-truth tuples of
an observed scene y, a transmitted scene t, and a reflected
scene r as we cannot simply get rid of the obstructing glass
and take pictures of two scenes in general circumstances1.
Therefore, it has been assumed that an observed image can
be synthesized by combining two known images based on
the physical model of the transmission and reflection. How-
ever, the exact physical model is unknown as it is complex
and requires various factors, such as the thickness of glass,
surface conditions, and angle of incidence, which are typi-
cally not at our disposal [25]. As a consequence, simple ap-
proximations are used to model the reflection which limits
the separation performance. For example, one of the most
common approximated models is y = wt+(1−w)r, where
w is a scalar weight. However, it does not consider changes
in t and r due to the glass.
1Note that a transmitted scene and a reflected scene represent a scene
before the transmission and reflection, respectively.
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Third, conventional approaches mainly focus on reflec-
tion removal instead of reflection separation [9, 2, 28, 29].
Although these methods aim to suppress reflection artifacts
to restore the transmitted scene, the contents of the reflec-
tion are usually not considered. While it may be difficult to
reconstruct both scenes, it is important to infer both scenes
jointly as they are entangled in a single observation. Fur-
thermore, the recovered reflected scene itself may be useful
for various applications such as surveillance and image un-
derstanding.
To address above issues, we first propose to use a new as-
sumption on the observed scene: the category of the trans-
mitted and reflected scenes are known. It is a valid assump-
tion in practice since we take a picture of an interested ob-
ject or scene while knowing which is being reflected. Like-
wise, other ill-posed problems such as deblurring and super-
resolution often make similar assumptions, e.g., in the cases
of faces, text, and night scenes [18, 19, 10, 31]. As such, we
demonstrate that it is not necessary to make other assump-
tions, e.g., a blurry reflected scene. In addition, our algo-
rithm does not rely on a certain approximation model of the
reflection as it may restrict the algorithm to a specific case.
Instead, we leverage the fact that an observed image con-
tains contents of the transmitted scene and reflected scene.
It leads us to model an observed image using a feature space
instead of a pixel-level combination.
Based on the above assumption, we pose the reflection
separation problem as a conditional image generation task
(see Figure 1). Although image generation is a difficult
problem, notable success has been achieved that transforms
an input image into other domains or styles [11, 7, 33]. In
this work, we use generative adversarial networks (GAN)
[8] to infer two scenes jointly based on a novel network
architecture. By generating images, the proposed algo-
rithm makes a key difference from previous methods of
reflection separation as plausible reflected scenes can be
obtained. Furthermore, the network can be trained in a
weakly-supervised manner, i.e., only labels of transmitted
and reflected scenes are needed. It enables us to train the
network using real data without tedious effort gathering cor-
responding ground truths for t and r.
We carry out experiments on real data collected from the
internet and synthetic data based on the Places dataset [32]
which consists of 8 million images of 365 scenes. For both
datasets, we evaluate the proposed algorithm against the
state-of-the-art methods for single image reflection separa-
tion. Quantitative and qualitative results show that the pro-
posed algorithm suppresses reflection artifacts on the trans-
mitted scene and infers the reflected scene properly.
2. Related Work
As reflection separation is an ill-posed problem, addi-
tional information or assumptions are needed to make the
problem tractable. In earlier methods, multiple images of a
target scene taken under different conditions are used. For
example, focus/defocus pairs [22], flash/non-flash pairs [1],
or different polarization angle pairs [23, 12] are utilized. For
videos, it is possible to decorrelate the motion between the
transmitted scene and reflected scene [21, 26, 6]. However,
it may be difficult to apply these methods in practice since
multiple images captured from controlled experimental se-
tups are not always available.
Reflection separation using a single image has recently
attracted increasing attention due to its practical impor-
tance, although the problem is more difficult than multiple-
image cases. User annotations can guide the separation by
formulating it as a constrained optimization problem which
relies on a sparse gradient prior of natural images [13].
For automatic single image reflection separation, exist-
ing methods focus on each of the following three different
conditions. First, the depth of field (DoF) of a lens is shal-
low and the image is focused on a transmitted scene. It
makes out-of-focus blur for a reflected scene when the dis-
tance from the window is not the same as the transmitted
scene. Thus, blurry edges become useful cues for reflec-
tion separation. Wan et al. [28] propose a pixel-wise DoF
confidence map obtained by a multi-scale search. In [30], a
method based on a Markov random field and expectation
maximization is proposed to filter out weak edges. The
energy function of a Markov random field is composed of
gradient profile sharpness and spatial smoothness of edges.
A recent optimization based approach [2] uses a Laplacian
data fidelity term and an l0 prior term to suppress reflec-
tions. Fan et al. [4] propose a two-step deep architecture
based on convolutional neural networks. Given an input
image and an edge map, it first predicts edges of a target
scene and then reconstructs the target scene based on the
input image and predicted edges.
Second, the DoF is deep and covers both transmitted and
reflected scenes. Thus, the observed image contains sharp
edges from both scenes. While this happens frequently, it
is the most challenging issue due to the lack of visual clues
for separation. Levin et al. [14, 15] rely on a prior that gra-
dient and local features of natural images are statistically
sparse [5]. However, it is difficult to apply above methods
when textures of an image become complex.
Third, the DoF is deep and glass is relatively thick. Then,
a ghost effect of the reflected scene is caused by light rays
that penetrate the outer surface of the glass but reflect on
the inner surface. Shih et al. [24] estimate a ghost kernel
and use a Gaussian mixture model to separate the scenes.
However, it is not applicable to other types of reflections
that do not have notable ghost effects.
3. Proposed Algorithm
Figure 2 shows design options of network architectures
for a single image reflection separation. From baseline
models to the proposed network, we discuss the limitations
(a) Baseline 1 (b) Baseline 2 (c) Baseline 3
(d) Proposed network
Figure 2. Proposed network architecture and baseline models for reflection separation. We use color coding to indicate weight sharing.
Note that U-net architecture and discriminators are omitted for better visualization. (a) Two separated generators for each of transmitted
and reflected scenes. (b) Sharing weights through a reconstruction branch. (c) Additionally comparing contents of images using feature
maps of a shared encoder. (d) Predicting a mask map for a transmitted scene increases the flexibility of a network for handling real images.
Table 1. Details of each network. # Filter is the number of filters. BN is the batch normalization. Conv denotes a convolutional layer.
F-Conv denotes a transposed convolutional layer that uses the fractional-stride.
Layer # Filter Filter Size Stride Pad BN
Conv. 1 32 5× 5× 3 2 2 ×
Conv. 2 64 5× 5× 32 2 2 {×,©}
Conv. 3 128 5× 5× 64 2 2 {×,©}
Conv. 4 256 5× 5× 128 2 2 {×,©}
Conv. 5 256 5× 5× 256 2 2 {×,©}
Conv. 6 {128,1} 1× 1× 256 1 0 ×
(a) Details of the {encoding, discriminator} network
Layer # Filter Filter Size Stride Pad BN
Conv. 1 4× 4× 256 1× 1× 128 1 0 ©
F-Conv. 2 256 5× 5× 256 1/2 - ©
F-Conv. 3 256 5× 5× 128 1/2 - ©
F-Conv. 4 128 5× 5× 64 1/2 - ©
F-Conv. 5 64 5× 5× 32 1/2 - ©
F-Conv. 6 32 5× 5× {1, 3} 1/2 - ×
(b) Details of the {mask prediction, generation} network
and remedies of each model. All networks basically have
two generation branches; one for a transmitted scene and
the other for a reflected scene. For realistic generations,
we apply adversarial losses [8] using discriminators. Let
(Gt, Dt) and (Gr, Dr) denote pairs of a generator and a
discriminator for transmission and reflection branches, re-
spectively. Then, an adversarial loss for the transmission
branch is defined as follows:
Ladv(Gt, Dt) =Ey,t∼pdata(y,t)[logDt(y, t)]+
Ey∼pdata(y)[log(1−Dt(Gt(y))].
(1)
An adversarial loss for the reflection branch is defined in a
similar way. The network architecture is described in Ta-
ble 1.
3.1. Reflection Separation using Synthetic Images
This approach trains a network to separate synthesized
images and evaluate on real images. We first describe our
synthesis schemes and then discuss network designs.
Preparing training images. For training, y is synthesized
using two known images t and r, and a synthesis model. We
consider three state-of-the-art synthesis models [2, 24, 4]:
A blurring model y = wt+ (1− w)(kb ∗ r),
A ghost model y = t+ kg ∗ r,
A clipping model [4],
where w is a scalar weight, kb is a blurring kernel, kg is a
ghost kernel, and ∗ denotes a convolution operation. These
models assume blurry edges or ghost effects of a reflected
scene to make the problem tractable. We aim to drop such
assumptions and thus two more synthesis models are added,
i.e., a linear model y = wt + (1 − w)r and a clipping
Figure 3. Examples of reflection separation results using baseline
networks in Figure 2. Best viewed in color with a digital zoom.
model without blurring step. In addition, we change the
ghost model as y = wt + (1 − w) kg∗rmax(kg∗r) for training
since the model in [24] does not define t and r as the origi-
nal scenes before the transmission and reflection2.
There are parameters in each model, e.g., w in the blur-
ring model. For flexibility and generalization ability, we
synthesize images using random parameters for each mini-
batch. For example, we pick w ∈ [0.5, 0.7] uniformly at
random while other methods use one or two fixed values
[2, 16]. In addition, we perform random left-right flipping
and cropping for data augmentation. To the best of our
knowledge, this is the first work that deals with these di-
verse reflection models.
Network design for synthetic image reflection separa-
tion. The first baseline model simply maps an input image
into two domains using an encoder and two domain-specific
decoders based on the U-net architecture [20] as shown in
Figure 2(a). The loss function for this network is an exten-
sion of [11] as follows:
L1(Gt, Gr, Dt, Dr) = Ladv(Gt, Dt) + Ladv(Gr, Dr)
+ λ1
∑
α∈{t,r}
Ey,α∼pdata(y,α)[‖α−Gα(y)‖1],
(2)
where λ1 controls relative importance of objectives. It asks
generators to not only fool discriminators but also to be sim-
ilar to ground truth images. However, this simple extension
renders numerous artifacts and fails to separate two scenes
suitably, as shown in Figure 3. We attribute this to a lack of
communication between two generation branches. As two
images should be generated jointly in our problem, we need
extra channels to communicate with each other.
To address this issue, we add a reconstruction branch,
Gy , and share weights of the first few layers with genera-
tion branches as shown in Figure 2(b). In this case, the loss
2For the original ghost model, y is outside of [0, 1] when t ∈ [0, 1] and
r ∈ [0, 1] since kg ∗ r ≥ r.
function is:
L2(Gt, Gr, Gy, Dt, Dr) = Ladv(Gt, Dt) + Ladv(Gr, Dr)
+ λ1
∑
α∈{y,t,r}
Ey,α∼pdata(y,α)[‖α−Gα(y)‖1].
(3)
Note that this is different from the weight sharing scheme of
[17]: early weights of two generation branches are shared
(i.e., semantics between two domains are shared). On the
other hand, in our problem, the semantics are often not
shared between a transmitted scene and a reflected scene.
Instead, both scenes share semantics with an observed im-
age. Thus, by putting a reconstruction branch in the mid-
dle, all networks can communicate with each other during
generation. This approach helps decrease artifacts and sep-
arates the scene better as shown in Figure 3.
The third model is shown in Figure 2(c). It aims to make
use of high-level information in addition to the pixel-level
appearance to assess generated images. In this paper, we
minimize the difference of contents between generated im-
ages and the input image. A straightforward solution is to
put a constraint that generated images should reconstruct
an input image as faithfully as possible using the synthesis
model. However, it is a limited approach since the real syn-
thesis models are unknown or non-differentiable, e.g., [4].
To address this issue, we compare feature maps of the in-
put and generated images. In Figure 2(c), we introduce a
new variable wy which estimates the ratio of contents be-
tween a transmitted scene and reflected scene in y. Using
this parameter, a content loss between the observed scene
and generated scenes is defined as follows:
Lcontent(Gt, Gr) =∑
i
1
Vi
(
‖fi(y)− (wyfi(Gt(y)) + (1− wy)fi(Gr(y)))‖2
+ ‖fi(t)− fi(Gt(y))‖2 + ‖fi(r)− fi(Gr(y))‖2
)
,
(4)
where fi and Vi denote a feature map and a volume of the
i-th layer of the encoder, respectively. It allows us to train
the network for arbitrary synthesis models. The loss for the
network is defined as follows:
L(Gt, Gr, Gy, Dt, Dr) =
Ladv(Gt, Dt) + Ladv(Gr, Dr)+
λ1
∑
α∈{y,t,r}
Ey,α∼pdata(y,α)[‖α−Gα(y)‖1]+
λ2Lcontent(Gt, Gr),
(5)
where λ1 = λ2 = 100 are used for all experiments.
3.2. Reflection Separation using Real Images
In this section, we describe how to train a network using
real observations without ground truth images of the trans-
mitted scene and reflected scene. Note that the discussed
Figure 4. Examples of cafe images taken from the outside. Part
of the cafe interior is not visible due to the reflection.
networks so far rely on synthetic images since it is difficult
to obtain ground truths of corresponding t and r. Even in the
recent attempt for data collection [27], the original scene be-
fore reflection cannot be obtained. It limits the performance
of reflection separation due to the difference between the
real observation and synthesized images.
One of the largest gaps between real and synthesized im-
ages is due to the combination weight w in the synthesis
model. For real images, reflected scenes are often dominant
in certain regions of an observed image where transmitted
signals are unrecognizable and can only be guessed. For
example, as shown in Figure 4, cafe interiors are not visible
due to reflected buildings. However, state-of-the-art synthe-
sis methods use a scalar w to combine two scenes. To alle-
viate this issue, we predict a mask map using a new branch
Gm instead of a scalarwy as shown in Figure 2(d). For each
location, its value is between [0, 1] which represents a confi-
dence score that the pixel belongs to a transmitted scene. As
such, we haveGm(y)⊗y ' Gm(y)⊗Gt(y) = Gmt(y) and
(1−Gm(y))⊗y ' (1−Gm(y))⊗Gr(y) = Gmr(y), where
⊗ denotes pixel-wise multiplication and Gmt and Gmr are
defined for notational simplicity. The confidence map pre-
diction branch and other generation branches are trained it-
eratively.
The network can be trained in a weakly supervised man-
ner, i.e., tuples of (y, t, r) are given where t and r are im-
ages belonging to the same categories of transmitted and
reflected scenes included in y, respectively. In this case, t
and r are not conditioned on y. Thus, (1) is changed to:
Ladv(Gt, Dt) =Et∼pdata(t)[logDt(t)]+
Ey∼pdata(y)[log(1−Dt(Gt(y))].
(6)
In addition, a loss function in (5) should be changed for
weakly supervised learning. By combining all the losses,
the overall loss function becomes
L(Gt, Gr, Gy, Gm, Dt, Dr)
= Ladv(Gt, Dt) + Ladv(Gr, Dr)
+ λ1Ey∼pdata(y)[‖y −Gy(y)‖2] + ‖Gm(y)⊗ y −Gmt‖2+
‖(1−Gm(y))⊗ y −Gmr(y)‖2]
+ λ2
∑
i
1
Vi
(‖fi(Gm(y)⊗ y)− fi(Gmt(y))‖2+
‖fi((1−Gm(y))⊗ y)− fi(Gmr(y))‖2
)
.
(7)
It only uses t and r to compute the adversarial loss which
does not need the exact ground truth data of y. Note that it
Figure 5. Examples of the Places dataset. It has a large number of
categories and images in the same category are fairly diverse.
allows us to learn reflection separation problem without any
approximations for synthetic images.
4. Experimental Results
We first describe the experimental settings. We use
the Places dataset which contains 8 million images of 365
scenes to synthesize images. As shown in Figure 5, it has di-
verse images that cover large variations in the lighting con-
dition, viewpoint, distance to the scene, and a number of
objects in the scene. For each experiment, two scenes are
selected to synthesize training images. For real images, we
collect 178 photos of a cafe taken from the outside, from
the Internet. As shown in Figure 4, the images contain chal-
lenging reflections.
For training, networks shown in Figure 2(b), Figure 2(c),
and Figure 2(d) share weights of the first three layers in the
generator. For each mini-batch, we first resize images into
256 × 256 pixels. A rectangular patch is cropped with a
height and a width sampled from [192, 256] uniformly at
random. Then, it is resized to 128× 128 pixels for training.
For the blurring model, we pick w ∈ [0.5, 0.7] and σ of the
Gaussian kernel between [2, 5]. More quantitative and qual-
itative results are presented in the supplementary material.
The source code will be made available to the public.
4.1. Synthetic Images
In this section, we show reflection separation results
using a network trained on synthetic data. We evaluate
the proposed algorithm against the state-of-the-art methods
[4, 2, 24]. As they use different approximation methods to
model the reflection, we provide results for all cases.
Figure 6 shows reflection separation results when the
clipping model [4] is used to synthesize images. We alterna-
tively use the blur assumption for each row. In most cases,
the proposed network in Figure 2(c) successfully removes
reflection artifacts on the transmitted scene and recovers the
reflected scene reasonably. In contrast, other methods gen-
erate unclear images of transmitted scenes and barely recog-
nizable reflected scenes. When the blurry assumption is not
used, all other methods fail to suppress reflections. In addi-
tion, they are sensitive to the synthesis model. The results
show that other methods are designed specifically based on
their assumptions. On the other hand, the proposed algo-
(a) Input y (b) Gt(y) (c) Gr(y) (d) [2] t (e) [4] t (f) [4] r (g) Real t (h) Real r
Figure 6. Single image reflection separation results on synthetic images of the Places dataset. In this experiment, images are synthesized
based on the clipping model [4]. For every two rows, we show results with and without the blurry assumption for the same input pair.
Table 2. Quantitative results of single image reflection separation on the Places dataset. For comparison, we run experiments using each
author’s publicly available implementation. Note that [24] does not work on other physical models and [2] does not provide a reflection
scene as an output.
Transmission Reflection
Dataset Physical model [16] [24] [2] [4] Ours [16] [24] [2] [4] Ours
t: Airfield,
r: Hotel room
[24] PSNR 14.4 13.1 17.3 17.4 18.2 10.1 10.2 - 7.28 18.9SSIM 0.34 0.26 0.42 0.44 0.45 0.10 0.14 - 0.06 0.48
[2] PSNR 15.8 - 19.9 20.1 26.3 11.8 - - 8.0 18.0SSIM 0.47 - 0.58 0.61 0.80 0.17 - - 0.11 0.37
[2] without
blur assumption
PSNR 13.8 - 17.4 17.4 21.5 10.0 - - 7.2 17.5
SSIM 0.31 - 0.41 0.42 0.63 0.10 - - 0.05 0.45
[4] PSNR 15.1 - 15.9 18.1 26.1 9.95 - - 8.1 17.5SSIM 0.49 - 0.53 0.59 0.81 0.10 - - 0.12 0.35
[4] without
blur assumption
PSNR 13.6 - 15.1 15.6 22.8 9.67 - - 7.3 17.5
SSIM 0.40 - 0.49 0.50 0.68 0.09 - - 0.11 0.41
t: Skyscraper,
r: Conference room
[24] PSNR 14.5 14.5 17.6 17.4 21.1 9.80 10.8 - 7.30 16.5SSIM 0.39 0.34 0.45 0.46 0.62 0.10 0.11 - 0.02 0.37
[2] PSNR 15.3 - 19.2 19.9 24.5 10.9 - - 8.4 16.4SSIM 0.48 - 0.60 0.64 0.76 0.11 - - 0.10 0.31
[2] without
blur assumption
PSNR 14.3 - 17.0 16.7 20.4 9.70 - - 7.1 16.8
SSIM 0.35 - 0.42 0.41 0.57 0.08 - - 0.01 0.40
[4] PSNR 14.6 - 15.3 17.2 23.1 10.0 - - 8.1 15.7SSIM 0.46 - 0.51 0.58 0.73 0.07 - - 0.09 0.28
[4] without
blur assumption
PSNR 12.9 - 14.5 15.6 20.7 9.24 - - 7.3 16.3
SSIM 0.37 - 0.45 0.50 0.62 0.07 - - 0.11 0.37
rithm performs favorably in all cases. Table 2 shows that the
proposed algorithm performs favorably against other meth-
ods quantitatively.
A network trained with two categories is evaluated for
different types of scenes. Figure 7 shows the results when
the proposed network is trained on airfield and hotel room
(a) Airfield and beach
(b) Beach and street
(c) Beach and hotel room
(d) Sky and hotel room
Figure 7. The proposed network is trained on airfield and hotel
room and then tested on other categories. Other categories are
completely not fed to the network during training.
categories and then tested on various scenes using the blur-
ring model [2]. When a category of the reflected scene is
changed as shown in Figure 7(a), or both are changed as
shown in Figure 7(b), the transmitted scene is well restored
Figure 8. Sample results from unsupervised reflection separation
for synthetic images.
while the reflected scene is not realistic. On the other hand,
when the transmitted scene is changed as shown in Fig-
ure 7(c) and Figure 7(d), both scenes are recovered prop-
erly. These results indicate that the transmission branch
learns how to remove blurry regions and generate the im-
age based on the context of sharp regions while the reflec-
tion branch focuses on recovering the original scene from
a blurry observation. However, as presented in the supple-
mentary material, the network is not able to separate reflec-
tions on real images. The state-of-the-art methods based
on the same synthesis models also fail to separate reflec-
tions. The findings are consistent with the observation in
[27] that existing methods do not perform well on real im-
ages. In addition, we put randomness while synthesizing
training images to increase the generalization ability of the
network as mentioned before. We attribute this failure to a
non-realistic synthesis model. The separation performance
can be improved when a realistic synthesis model is given
since the proposed network can be trained with any synthe-
sis methods.
For a weakly supervised reflection separation, the train-
ing data is split into two halves. The first half is used to
synthesize y and the second half is fed to the discriminator
as real images for training. Figure 8 shows that the pro-
posed algorithm separates a synthesized scene well without
any ground truth images of transmission and reflection.
4.2. Real Images
Figure 9 shows results corresponding to the network in
Figure 2(d) trained with real data in a weakly supervised
manner. Input images contain not only sharp or blurry re-
flections but also spatially non-uniform reflection regions.
For example, at the second row of Figure 9(a), most parts
of cafe interiors are not visible. If reflections are simply
suppressed, then the remaining transmitted scene would be
dark and less informative. Moreover, it is incorrect to return
a dark transmitted scene in this case since we can observe
that lights of the cafe are turned on. Therefore, it is chal-
lenging to separate real input images as we need to infer
(a) Input y (b) [2] t (c) [4] t (d) [4] r (e) Gt(y) (f) Gr(y) (g) Gm(y) (h) Gmt(y) (i) Gmr(y)
Figure 9. Single image reflection separation results on real images.
(a) Input y (b)Gt(y) (c)Gr(y) (d)Gm(y) (e)Gmt(y) (f)Gmr(y)
Figure 10. Different separation results for the same input image.
invisible regions at the same time.
As the issue is not handled in state-of-the-art methods,
they rarely suppress or separate reflections as shown in Fig-
ure 9(b), Figure 9(c) and Figure 9(d). On the other hand,
the proposed network can decompose an input image into
two reasonable scenes. Figure 9(e) and Figure 9(f) show
restored transmitted scene and reflected scene. The confi-
dence map of a transmitted scene is shown in Figure 9(g).
Figure 9(h) and Figure 9(i) are masked scenes for better vi-
sualization of the confidence map.
Single image reflection separation is an underdetermined
problem which has many solution candidates. In Figure 10,
we show separation results for the same input image using
two different random seeds. For each pair, while networks
capture similar parts for realistic separations, generated im-
ages are different regarding to structure and appearance of
the scene.
5. Conclusions
We propose an algorithm for single image reflection sep-
aration problem. As it is an ill-posed problem, we as-
sume that categories of transmission and reflection scenes
are known. It allows us to remove conventional assump-
tions, such as the blurry reflected scene, that are not real-
istic in many cases. We design convolutional neural net-
works based on adversarial losses to separate an observed
image into the transmitted scene and reflected scene by
generating them. Experimental results show that the pro-
posed algorithm performs favorably against the state-of-the-
art methods, particularly for recovering reflected scenes.
For synthetic images, the transmitted scene is reliably re-
stored without knowing the type of two scenes. In addition,
we demonstrate that the network can be trained in a weakly-
supervised manner, i.e., the network is trained on real im-
ages only.
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