Set-membership estimation is usually formulated in the context of set-valued calculus and no probabilistic calculations are necessary. In this paper, we show that set-membership estimation can be equivalently formulated in the probabilistic setting by employing sets of probability measures. Inference in set-membership estimation is thus carried out by computing expectations with respect to the updated set of probability measures P as in the probabilistic case. In particular, it is shown that inference can be performed by solving a particular semi-infinite linear programming problem, which is a special case of the truncated moment problem in which only the zero-th order moment is known (i.e., the support). By writing the dual of the above semi-infinite linear programming problem, it is shown that, if the nonlinearities in the measurement and process equations are polynomial and if the bounding sets for initial state, process and measurement noises are described by polynomial inequalities, then an approximation of this semi-infinite linear programming problem can efficiently be obtained by using the theory of sum-of-squares polynomial optimization. We then derive a smart greedy procedure to compute a polytopic outer-approximation of the true membership-set, by computing the minimum-volume polytope that outer-bounds the set that includes all the means computed with respect to P.
Introduction
Inferring the value of the state of a dynamical system at the various time instants is a classical problem in control and estimation theory. The state is estimated based on noisy signal observations and on a state transition model, which in turn is affected by two sources of uncertainty (namely, process disturbance and uncertainty on the initial state conditions). In the literature, there are two main approaches for dealing with the uncertainties and noises acting on the system:
• the stochastic (probabilistic) approach that assumes that the noises and the uncertainties are unknown but they can be described by known probability distributions.
• the set-membership approach that assumes that the noises and the uncertainties are unknown but bounded in some compact sets.
The probabilistic approach is grounded on Bayesian filtering, whose aim is to update with the measurements and propagate up on time the probability density function (PDF) of the state. Inferences are then carried out by computing expectations with respect to this PDF, i.e., mean, variance, credible regions. It is well known that, for linear discretetime dynamical systems corrupted by Gaussian noises, the Bayesian filter reduces to the Kalman filter.
The set-membership approach is instead based on the construction of a compact set which is guaranteed to include the state values of the system that are consistent with the measured output and the assumed bounds on the noises/disturbances [1, 2, 3, 4, 5, 6] . This compact set is propagated in time and updated recursively with the output observations. In set-membership estimation, computing inferences thus means to determine this compact set. Setmembership estimation was first proposed in [7, 8] , where an ellipsoidal bounding of the state of linear dynamical systems is computed. The application of ellipsoidal sets to the state estimation problem has also been studied by other authors, for example [9, 10] , and, independently, in the communications and signal processing community, starting from the works [11, 12, 13, 14] . In order to improve the estimation accuracy, the use of a convex polytope instead of an ellipsoid has been proposed in [15, 16] . Unfortunately such a polytope may be extremely complex and the correspond-ing polytopic updating algorithms may require an excessive amount of calculations and storage (without any approximations, the number of vertices of the polytope increases exponentially in time). For this reason, it has been suggested to outer approximate the true polytope with a simpler polytope, i.e. possessing a limited number of vertices or, equivalently, faces [17] . In this respect, a parallelotopic approximation of the set-membership set was presented in [18, 19] . A parallelotope is the generalisation of the parallelogram to R n . Minimum-volume bounding parallelotopes are then used to estimate the state of a discrete-linear dynamical system with polynomial complexity. Zonotopes have been proposed to reduce the conservativeness of parallelotopes. Intuitively zonotopes are polytopes with parallel faces, for a more precise definition see [20, Ch. 2] . A parallelotope is thus a special zonotope. Zonotopes are used in [21, 22, 23] to build a state bounding observer in the context of linear discrete systems.
Zonotopes are also employed to address the problem of set-membership estimation for non-linear discrete-time systems with a bounded description of noise and uncertainties [24] . At each sample time, a guaranteed bound of the uncertain state trajectory of the system is calculated using interval arithmetic applied to the nonlinear functions through the mean interval extension theorem. This outer bound is represented by a zonotope. Similar approaches for set-membership estimation for nonlinear systems are presented in [25, 26, 27] , where ellipsoids are used instead of zonotopes. Recently, randomized methods are used in [28] to approximate, with probabilistic guarantees, the uncertain state trajectory with polynomial sublevel sets.
The aim of this paper is to address the problem of the estimation of the state of a discrete-time non-linear dynamical system (characterized by polynomial non-linearities) in which initial state and noises are unknown but bounded by some compact sets (defined by polynomial inequalities). We are therefore in the context of set-membership estimation, but we will address this problem in a very different way from the approaches presented above. We reformulate setmembership in the probabilistic setting and solve it using the theory of moments and positive polynomials. More precisely the contributions are the following.
First, by exploiting recent results on filtering with sets of probability measures [29, 30] , we show that set-membership estimation can be equivalently formulated in a probabilistic setting by employing sets of probability measures. In particular, we show that the prediction and updating steps of set-membership estimation can be obtained by applying Chapman-Kolmogorov equation and Bayes' rule point-wise to the elements of this set of probability measures P . This unifies the probabilistic approach (Bayes filter) and the setmembership approach to state estimation. This result can have an enormous impact, because it finally can allow us to combine set-membership and classical probabilistic uncertainty in order to obtain hybrid filters, i.e., stochastic (probabilistic) filters that are for instance able to use information about the bounding region as well as the probabilistic moments (mean and variance) of the noises or that are able to deal with a Gaussian measurement noise and a bounded, with known moments, process noise etc.. Moreover, it can allow us to compute credible regions (Bayesian confidence intervals) that takes into account of both deterministic and probabilistic uncertainty, as well as it allows us to make decisions by choosing the action that minimizes the expectation of some loss function (this is important, for instance, in control design). In the context of this paper a first attempt in combining deterministic and probabilistic uncertainty has been proposed in [29] , while [31] has proposed a joint Zonotopic and Gaussian Kalman filter for discrete-time LTV systems simultaneously subject to bounded disturbances and Gaussian noises. The work [32] instead proposes a Bayesian approach to set-membership estimation imposing a uniform distribution on the membership-set similar to the idea proposed in [33, 34] . We will show that this approach is different from set-membership estimation, since set-membership estimation cannot be interpreted in the Bayesian framework, but only in the framework of set of probability measures. Second, under this probabilistic interpretation, inferences in set-membership estimation are carried out by computing expectations with respect to the set P as in the probabilistic case. In particular, we show that the membership set X (i.e., the set that includes the state with guarantee) can be obtained by computing the union of the supports of the probability measures in P. Moreover, we prove that a minimum volume convex outer-approximation of X can simply be obtained by computing the set M that includes all the means computed with respect to the probabilities in P. The proof is not constructive, hence we do not have a convenient description of M. However we show that we can determine the least conservative half-space H that includes M , by solving a semi-infinite linear programming problem. This problem is a special case of the truncated moment problem [35, 36, 37] in which only the zero-th order moment is known (i.e., the support). Third, by writing the dual of the above semi-infinite linear programming problem, we show that, if the nonlinearities in the measurement and process equations are polynomial and if the bounding sets for initial state, process and measurement noises are described by polynomial inequalities, then a feasible solution of the dual can be obtained by simply checking the non-negativity of a polynomial on a compact set described by polynomial inequalities. An approximation of this semi-infinite linear programming problem can be obtained by reformulating it as semidefinite programming by using the theory of sum-of-squares (SOS) polynomial optimization. We prove that the approximate solution is robust, in the sense that the computed half-space H is guaranteed to include M, and so the membership set X . Fourth, we provide a procedure to determine the minimumvolume polytope S bounding M. This procedure is based on a refinement of the algorithm originally proposed in [38] to compute an approximation of the minimum-volume polytope containing a given semialgebraic set. In particular, we use a Monte Carlo integration approach to compute an approximation of the volume of a polytope, and a greedy pro-cedure to determine an outer-bounding polytope S as the intersection of a pre-specified number of half-spaces H j , where each half-space H j is added to the description of S so to minimize the volume of the polytope including M. This allows us to solve the set-membership estimation problem for polynomial non-linear systems very efficiently and through convex optimization. Finally, by means of a numerical example involving the Lotka Volterra prey-predator model, we show the effectiveness of our approach.
Problem Description
Consider an uncertain non-linear discrete-time dynamical system described by the difference equations:
where
⊤ ∈ R n is the state of the system at the time k, y(k) ∈ R m is the measured output vector, w(k − 1) ∈ R n is the process noise and v(k) ∈ R m is the measurement noise. In this paper, we consider polynomial non-linearities
with
being the vector of all monomials of degrees less than or equal to d, which has dimension s(d) = n+d d , and
are known time-variant coefficient matrices. The resulting system will be referred in the paper as uncertain time-variant polynomial system of degree d.
Example 1 Let us consider the discrete-time polynomial system:
The output equation is given by:
We can rewrite this system as in (2a)-(2b): We further assume that the only available information about the initial state x(0) and the noises w(k), v(k) is:
where X 0 , W k , V k are compact basic semi-algebraic sets, i.e., compact sets described by the polynomial inequalities:
where h w i (with i = 1, . . . , t w , t w ∈ N) are polynomial functions in the variable w(k). The sets X 0 , V k are described in a similar manner. This paper addresses a set-membership filtering problem, which aims at recursively estimating, at each time sample k = 1, 2, . . . , T o , (an outer approximation of) the state uncertainty set X k , defined as the set of all values x(k) compatible with the available information, namely the system equations (1), the bounds on the initial state and on the noises (4), and the output observations y(1), y(2), . . . , y(T o ). Formally, the set-membership filtering problem is defined as follows.
Problem 1 [Set-membership filtering]
Given the system equations (1), the observations, the bounding sets for the noises W k , V k and the initial state uncertainty set X 0 , compute recursively the state uncertainty set X k defined as:
Note that, in general, the sets X k might be nonconvex and their representation can become more and more complicated as the time index k increases. Under the assumption that X k is bounded, algorithms for computing simple sets (e.g., boxes, parallelotopes, zonotops or ellipsoidal regions) outerbounding the state uncertainty sets X k have been then proposed to reduce this complexity. After formulating the setmembership filtering problem in a probabilistic setting, this paper presents an algorithm for computing (an approximation of) the minimum-volume polytope outer-bounding the sets X k .
A probabilistic framework for set-membership estimation
Set-membership estimation is usually formulated in the context of set-valued calculus. We will show in the following paragraph that set-membership estimation can be equivalently formulated in the probabilistic setting by employing sets of probability measures. Consider the set-membership constraint x ∈ X (the time index is dropped for brevity of notation) with X ⊂ R n . This constraint can be translated in a probabilistic setting by saying that the only probabilistic information on the value x of the variable X is that it belongs to the set X , or equivalently,
where Pr is a probability measure on X .
1 More precisely Pr is a nonnegative Borel measure on X .
2 In other words, this means that we only know the support of the probability measure of the variable X.
The support does not uniquely define a probability measure, as there are an indefinite number of probability measures with support X . 3 Hence, x ∈ X is equivalent to the constraint that the probability measure of x belongs to the set P X (X), that is the set of all probability measures on the variable X with support X . Let us define with P the Cumulative Distribution Function (CDF) of the probability measure Pr. For instance on R we have that P (x) = Pr(−∞, x] (this definition can easily be extended to R n ). Then we can easily characterize the set of probability measures P X (X) as follows:
where the integral is a Lebesgue-Stieltjes integral with respect to P . Hence, because of the equivalence between Borel probability measures and cumulative distributions, hereafter we will use interchangeably Pr and P .
Inference on the state
In state estimation, we are interested in making inferences about X or, equivalently, computing expectations of realvalued functions g of X.
Since there are an indefinite number of probability measures with support X , we cannot compute a single expectation of g. However, we can compute upper and lower bounds for the expectation of g with respect to the probability measures Pr with support X . For instance, the 1 To clarify this aspect, consider the experiment of rolling a dice. Assume that the probability Pr of the outcomes x of the dice is completely unknown, then the only knowledge about the experiment is that x ∈ X = {1, 2, 3, 4, 5, 6}, or, equivalently, that Pr({1, 2, 3, 4, 5, 6}) = 1. Therefore, the statement Pr(X ) = 1 is a model for our (epistemic) uncertainty about the probabilities of the dice outcomes. We only know that x ∈ {1, 2, 3, 4, 5, 6}. 2 The sample space is R n and we are considering the Borel σ-algebra. X is assumed to be an element of the σ-algebra. 3 The uniform distribution is one of them, but it is not the only one. So by considering only the uniform distribution as in [32] , we loose the full equivalence with set-membership.
upper bound for the expectation of g is given by the solution of the optimization problem:
which is a semi-infinite linear program, since it has a finite number constraints and an infinite dimensional variable (the probability measure Pr). Note that we use "sup" instead of "max" to indicate that an optimal solution might not be attained. The lower bound of the expectation can be obtained by replacing sup with inf.
Problem (7), i.e., determining an upper bound for the expectation of g with respect to the probability measure Pr given the knowledge of its support X , is a special case of the truncated moment problem [35, 36, 37] in which only the zero-th order moment is known (i.e., the support). Hence, we have the following result [39] , [40, Lemma 3.1]:
Proposition 1
The optimum of (7) is obtained by an atomic measure 4 Pr = δx, wherex = arg sup x∈X g(x).
Note in fact that, ∀ Pr ∈ P X (X), with associated CDF P ,
where g(x), by definition ofx, is the supremum of g on X . The first integral must be understood as a LebesgueStieltjes integral with respect to the cumulative distribution of an atomic measure on R n . This means that dP (x) denotes the distributional derivative of the cumulative distribution of an atomic measure, that are in our case Dirac measures δx(dx) (hence the second integral). From this result, it follows that the probability measures that gives the lower and upper bounds for the expectation of g are atomic (discrete) measures. In order to formulate the set-membership filtering problem in a probabilistic framework it is useful to exploit a result derived by Karr in [39] , where it is proven that the set of probability measures P X (X) which are feasible for the semiinfinite linear program problem (7) is convex and compact with respect to the weak * topology. As a result, P X (X) can be expressed as the convex hull of its extreme points and, according to Proposition 1, these extreme points are atomic measures on X , i.e.:
where ≡ means equivalent in terms of inferences (expectations). Summing up what we have obtained so far:
4 An atomic measure in R n is a measure which accepts as an argument a subset A of R n , and returns δx(A) = 1 if x ∈ A, zero otherwise.
(1) the set-membership constraint x ∈ X is equivalent to (6); (2) for the inferences, P X (X) is equivalent to the convex hull of all atomic measures on X , (8).
Hence, we can derive the prediction and updating step for set-membership estimation by applying the ChapmanKolmogorov equation and Bayes' rule to the set of probability measures in (8) . This means that, by reformulating set-membership constraints in a probabilistic way, we can reformulate set-membership estimation in the realm of stochastic (probabilistic) filtering applied to set of probability measures.
Propagating in time and updating set of distributions
We start by deriving the set-membership filtering prediction step by applying the Chapman-Kolmogorov equation. (1) with w(k − 1) ∈ W k−1 and assume that the only probabilistic knowledge about
Theorem 1 (Prediction) Consider the system equation in
Then it follows that the probability measure Pr on the value x(k) of the state at time k belongs to the set
witĥ
or equivalently:
Proof: Let us consider the time instant k. From the system equation in (1), w(k − 1) ∈ W k−1 and (8), it follows that
this is the conditional set of probability measures for the variable X(k) given the value x(k − 1) of the variable X(k − 1) Hence, since X(k − 1) ∈ X k−1 and so the set of probability measures for the variable X(k − 1) is
by applying the Chapman-Kolmogorov equation point-wise to the probability measures Pr(·|x(k−1)) in P(X(k)|X(k− 1)) and Qr in P(X(k − 1)) we obtain
where I x(k) (x ′ ) denotes the indicator function 5 and witĥ x ∈ X k−1 andŵ ∈ W k−1 and where we have exploited the fact that
From (8), (12) and the definition ofX k , the theorem follows.
Theorem 1 shows that, by applying the ChapmanKolmogorov equation point-wise to the probability measures in P(X(k)|x(k − 1)) and P X k−1 (X(k − 1)), we can obtain a set of probability measures PX k (X(k)), which is completely defined by its support and whose support coincides with the one obtained in set-membership estimation after the prediction step.
We now derive a similar result for the updating step.
Theorem 2 (Updating)
Consider the measurement equation in (1) with v(k) ∈ V k and assume that the only probabilistic knowledge about x(k) is described by (9) - (10) . Then it follows that the updated probability measures P on the value x(k) of the state at time k belongs to the set:
Proof: Observe that, at each time k,
Then, the updating step consists of applying Bayes'rule to the probability measures P(Y(k)|x(k)) and to Q in
, where we have exploited the fact that
Note that the probability of a point on R n can be nonzero since Pr is an atomic measure. In order to apply Bayes' rule we need to ensure that the denominator is strictly greater than zero:
Hence, the above inequality holds if and only ifx andv are chosen, at time k, such that:
Bayes' rule is only defined for those probability measures for which the denominator is strictly positive, that implies that the above equality must be satisfied. 6 The equality (16) can be satisfied only ifx ∈ Y k which, together with the constraintx ∈X k , implies that
Under the constraint (16) , it follows that δ c d (x,k)+v (y(k)) = 1 and, thus, the denominator is equal to one. Hence, we have that
withx ∈X k ∩ Y k . Hence, the updated probability measure Pr(·|y(k)) on the values of the state at time k is Pr(·|y(k)) = δx, which proves the theorem.
From Theorem 2, the support of the updated probability measure Pr on the value x(k) of the state at time k is given by X k , i.e.,
where X k is given by (14) , or equivalently by (6) . In other words, the support of the probability measure Pr of the value of the state x(k) given the output observation y(k) and the system equations (1) is nothing but X k . This is in accordance with the set-membership formulation, which claims that x(k) belongs to state uncertainty set X k defined in (6). Then we can solve set-membership filtering by applying recursively Theorems 1 and 2, as described in Algorithm 1. The
Algorithm 1: prediction and updating
steps A1.2.1 and A1.2.1 are the prediction and the updating steps, respectively. Note that the set of probability measures
is computed by taking into account all the observations y k = {y(1), y (2), . . . , y(k)} (respectively y k−1 ). Hence, it should be more correctly denoted as
We have omitted this notation for brevity.
Remark 1
Under the assumptions (2a),(2b) and (5), the set X k is a semialgebraic set in R n , described by the intersections of the semialgebraic setsX k (Eq. (11) ) and Y k (Eq. (15)). Formally, X k is the projection in the space of x(k) of the set
are the polynomial functions in x(k) and x(k −1) (or equivalently inx(k)) definingX k and Y k . In the rest of the paper, we will use the following notation to describe the set X k : 
Computing the support as an inference on the set of probability measures
In the probabilistic formulation of filtering, all the available information at time k is encoded in the posterior probability distribution of the state x(k) given all the observations y k ). In the set-membership setting, this information is encoded in the updated set of probability measures P X k (X(k)). Inferences can then be expressed in terms of expectations computed with respect to this set. The set-membership estimation problem can, for instance, be reformulated as follows:
The solution of (20) is the minimum-volume set Ω ⊆ R n , such that Pr(x(k) ∈ Ω) = 1 for all probability measures Pr in P X k (X(k)) (i.e., with support X k ).
7 Thus, Ω * coincides with X k . Since X k may be not convex, the problem (20) is in general difficult to solve. However, the problem can be simplified by restricting Ω to be convex, thus computing a convex outer-approximation of X k .
The following theorem shows that computing the minimumvolume convex set Ω such that P (x(k) ∈ Ω) = 1 is equivalent to obtain the set that includes all the possible means computed with respect to the probability measure in P X k (X(k)). 7 It is thus the union of all the supports of the probability measures in PX k (X(k)).
Theorem 3
Assume that X k is compact and that Ω 1 ⊆ R n is a convex set defined as follows:
Then, it results that Ω 1 = M, with
Proof: From (21) it follows that Ω 1 is the minimum volume convex set that includes X k . Thus, if X k is convex, then Ω 1 = X k . Hence, from (8), the equality
and (22), it immediately follows that M = Ω 1 . Conversely assume that X k is not convex, then Ω 1 ⊃ X k . Since Ω 1 is the minimum volume convex set that includes X k , then Ω 1 must be equal to the convex-hull of X k . This means that for eachx ∈ Ω 1 , there exist z 1 , z 2 ∈ X k such that wz 1 + (1 − w)z 2 =x for some w ∈ [0, 1] (by definition of convex hull). Then, consider the probability measure
Because of (8), it holds:
and
Thus,x belongs to M, and vice versa.
Theorem 3 has the following fundamental implications:
• a convex outer-bounding of the set of all the possible means computed with respect to the probability measures in P X k (X(k)) (i.e., the set M) is also a convex outerbounding of the support X k of the set of probability measures P X k (X(k)).
• the tightest convex outer-bounding of the support X k of the set of probability distributions P X k (X(k)) is the set of the means computed with respect to the probability measure in P X k (X(k)).
We can thus use M as an outer-approximation of X k . Algorithm 1 is therefore modified to include the following additional steps.
Refinement of Algorithm 1: outer-approximation step

A1.1.3
Outer-approximate X k with M defined in (22) .
Unfortunately, Theorem 3 does not provide a constructive way to find the set M. However, by restricting the outerapproximation of the support X k to have a simple form (e.g., a polytope), Theorem 3 can be still exploited to determine an outer-bounding set of X k . The following theorem provides results to compute an outer-bounding box of X k .
Theorem 4 (Box approximation)
The minimum volume box that includes X k can be found by solving the following family of optimization problems
for i = 1, . . . , n, where by selecting opt to be min or max we obtain the half-spaces
The proof of Theorem 4 is provided together with the proof of Theorem 5. Based on Theorem 4, by computing the lower and upper means of the components x 1 (k), . . . , x n (k) of the vector x(k), the tightest box that outer-approximates X k is obtained. In the following we will discuss how to efficiently solve optimization problems similar to (26) and how to find an outer-approximation of X k that is less conservative than a box. For simplicity of notation, in the rest of the paper, the dependence of the state x(k) and of the set X k on the time index k will be dropped, and only used when necessary.
Exploiting duality
In this section we discuss how to efficiently solve optimization problems similar to (26) . In particular, we slightly modify (26) in order to be able to determine the more general half-space
where ω ∈ R n , ν ∈ R and ρ = xdP (x).
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Theorem 5
Let us fix the normal vector ω defining the halfspace H in (27) . Then, the tightest half-space H including 8 The half-space H lies on the space of the means.
M (or equivalently, including X ), is obtained for
Proof: Let ρ = xdP (x) be a point belonging to M. Let us first prove that if ν ≥ ν * , then M ⊆ H. First, note that:
It can be observed that (28) reduces to (26) when ω = e i for i = 1, . . . , n, where e i is an element of the natural basis of R n . Note that, in Problem (28): (i) the optimization variables are the amount of non-negative mass assigned to each point x in X (i.e., the measure P r(x)); (ii) the objective function and the constraint are linear in the optimization variables. Therefore, (28) is a semi-infinite linear program (i.e., infinite number of decision variables but finite number of constraints). By exploiting duality of semi-infinite linear program (see for instance [43] ), we can write the dual of (28), which is defined as:
which is also a semi-infinite linear program (i.e., finite number of decision variables (ν) but infinite number of constraints). A solution ν is feasible for Problem (29) provided that:
Hence, checking the feasibility of ν is equivalent to check the non-negativity of the polynomial ν − ω ⊤ x in the set X .
Remark 3 The probabilistic formulation of the setmembership estimation described so far is general enough, and it is valid also when the dynamical system in (1) is not a polynomial system and when the uncertainty sets
are not semialgebraic, but just compact sets. The assumptions of polynomiality are used in the following to efficiently solve the semi-infinite linear programming problem (29) through convex optimization.
Sum-of-squares polynomials
A sufficient condition for a polynomial to be non-negative over a semialgebraic set is that it can be written in terms of sum-of-squares (SOS) polynomials (see, e.g., [44] ).
Definition 1 A polynomial σ(x), withx ∈ R 2n , of degree 2d is a sum-of-squares polynomial, denoted by σ(x) ∈ Σ[x], if and only if it can be written as:
where Q is a real symmetric positive semidefinite matrix of dimension 2n+d d
. The vector of monomials q d (x) is defined as in (3). The set of SOS polynomials of degree less then or equal to 2d is denoted as
Then, for a given integer d ≥ 1, a sufficient condition for ν − ω ⊤ x to be non-negative in X is (see for instance [37, Ch. 4]):
where h s (x) (with s = 1, . . . , m) are the polynomial nonpositive inequality constraints defining the semialgebraic set X . In order to avoid confusion, we would like to stress that also ν − ω ⊤ x is a polynomial in the variablex. In fact, we remind that the augmented statex(k) is defined as:
The following (more conservative) optimization problem can be then solved instead of (29):
Note that, by rewriting the SOS polynomials σ s (x) (with s = 0, . . . , m) as in (30) , Problem (32) can be also rewritten as:
Some remarks:
(1) Problem (33) is a semidefinite programming (SDP) problem [44, 45] , thus convex. In fact, checking if the
to linear equalities in ν and in the matrix coefficients Q s (with s = 1, . . . , m). Besides, enforcing σ 0 (x), σ 1 (x), . . . , σ m (x) to be sum of square polynomials leads to linear matrix inequality (LMI) constraints in the coefficients of σ 0 (x), σ 1 (x), . . . , σ m (x) (i.e., Q s 0). (2) For ν = ν * * , the robust constraint ν * * − ω ⊤ x ≥ 0 ∀x ∈ X appearing in Problem (29) (33) gives only a sufficient condition for the non-negativity of ν − ω ⊤ x on X , it follows that ν * ≤ ν * * . Therefore, conservativeness is introduced in solving (33) instead of (29) , as highlighted in Corollary 1. (4) However, according to the Putinar's Positivstellensatz (see, e.g., [46] and [47, Ch. 3] ), a polynomial which is nonnegative over a compact semialgebraic set X can exactly always be written as a combination of SOS polynomials, provided that the degree of the SOS polynomials σ 0 (x), . . . , σ m (x) is large enough. In other words, we can make ν * * close to ν * by increasing the degree of the SOS. However, in practice it often happens that the relaxed solution ν * * and the optimal one ν * coincide with each other for small values of the SOS degree 2d.
Corollary 1 The set M is guaranteed to belong to the halfspace
H : ω ⊤ x ≤ ν * * , i.e.
M ⊆ H. (34)
Proof: The proof straightforwardly follows from Theorem 5 and ν * ≤ ν * * . 
Example 2 Let us consider the discrete-time polynomial system described by the difference equations:
is solved for a SOS degree 2d = 4. The SOStools [48] has been used to easily handle the SOS polynomials appearing in (33 
Computation of the minimum-volume polytope containing M
In the previous section, given the normal vector ω defining the half-space H in (27) , we have shown how to compute, through convex optimization, the constant parameter ν such that M ⊂ H. Now consider the following family of half-spaces:
for j = 1, . . . , J with J ≥ n + 1. Our goal is to choose the normal vectors ω j , along with the constant parameters ν j , defining the half-spaces H j such that
(1) M ⊆ S = J j=1 H j ; (2) the polytope S has minimum volume.
In other words, now also the normal vectors ω j for j = 1, . . . , J have to be optimized. Then, we can formulate the problem we aim to solve as:
where S in (38) is constrained to be a polytope. There are two main aspects making (38) a challenging problem, i.e.,
(1) the minimum-volume polytope outer-approximating a generic compact set in R n might not exist. For instance, if M is an ellipsoid, its convex hull is described by an infinite number of half-spaces, namely all the supporting hyperplanes at every boundary point of M.
(2) the problem of computing the exact volume S dx of a polytope S in R n is #P -hard (see, e.g. [50, 51] . The interested reader is also referred to [52] for details on #P -hard problems). Although several algorithms have been proposed in the literature to compute the volume of a polytope S through triangulation [53, 54, 55, 56 ], Gram's relation [57] , Laplace transform [58] or randomized methods [59, 60, 61] , all the approaches mentioned above require an exact description of the polytope S in terms of its half-space or vertex representation. However, in our case, the parameters ω j , ν j defining the half-spaces H j are unknown, as determining ω j , ν j is part of the problem itself.
In the following paragraph we present a greedy algorithm to evaluate an approximation of the minimum-volume polytope outer-approximating the set M.
Approximation of the objective function
As already pointed out in the previous paragraph, one of the main problems in solving (38) is that an analytical expression for the computation of the volume of a polytope S in R n is not available and the polytope S is unknown, as computing S is part of the problem itself. In order to overcome such a problem, a Monte Carlo integration approach [62] is used here to approximate the volume of S. Specifically, given an outer-bounding box B of the set M (which can be computed as discussed in Theorem 4) and a sequence of N random points {p i } N i=1 independent and uniformly distributed in B, the integral S dx can be approximated as:
where V ol(B) is the volume of the box B and I {S} (p i ) is the indicator function of the (unknown) polytope S defined as
Remark 4 It is worth remarking that:
where the expectation is taken with respect to the random variable p i . Furthermore, because of the strong law of large numbers,
where w.p. 1 is for with probability 1. For finite samples N , the level of accuracy of the approximation in (39) depends on the shape of the set S as well as on the volume of the outer box B. The reader is referred to as [62] for details on Monte Carlo integration methods.
On the basis of (39), the volume minimization of problem (38) can be then approximated as
In the following subsection, we describe a greedy procedure aiming at computing an approximation of the minimization problem (42).
A greedy approach for solving (42)
The key steps of the approach proposed in this section to compute a polytopic outer-approximation S of the set M are summarized in Algorithm 2.
Algorithm 2 generates a sequence of half-spaces H 1 , . . . , H J as follows. First, the half-space H 1 that minimizes an approximation of the volume of the polytope B ∩ H 1 is computed. The approximation is due to the fact that the volume of B ∩ H 1 , given by the integral B∩H1 dx, is approximated (up to the constant
of N random points uniformly distributed in the box B. A2.1 Set j = 1. A2.2 Compute the half-space H j , defined as H j : ω ⊤ j ρ − ν j ≤ 0 (with ω j = 0), that contains the minimum number of points in the list L and such that M is included in H j , i.e.,
A2.3 Collect all the points p i ∈ L belonging to the halfspace
go to step A2.2. Otherwise, set J = j − 1 and go to step A2.5.
A2.5 Define the polytope S as
[output ] Polytope S.
(corresponding to the objective function of problem (43)). Then, the new half-space H 2 that minimizes an approximation of the volume of the polytope B ∩H 1 ∩H 2 is generated. In order to approximate the volume of B ∩ H 1 ∩ H 2 , all the points p i of the list L = {p i } N i=1 that do not belong to the polytope B ∩ H 1 are discarded, and all and only the points belonging to B ∩ H 1 are collected in a new list
The procedure is repeated until N J+1 = N J (step A2.4), which means that the number of samples p i belonging to the polytope B ∩ H 1 ∩ . . . ∩ H J+1 is equal to the number of samples p i belonging to the polytope B ∩ H 1 ∩ . . . ∩ H J . Note that, because of the constraint M ⊆ H j appearing in optimization problem (50), the half-spaces H 1 , . . . , H J are guaranteed to contain the set M, and thus S = B ∩ J j=1 H j is an outer approximation of M. Finally, we would like to remark that, in case we are interested also in bounding the maximum number of half-spaces defining the polytopic outer approximation S , Algorithm 2 can be stopped after an a-priori specified number of iterations. Fig. 2 . An outer-bounding box B of the true state uncertainty set (dark gray region) is first computed (Fig. (a) ). A set of 80 random points (black dots) uniformly distributed in B is generated (Fig. (b) ). The half-space H 1 containing the true state uncertainty set and the minimum number of points is computed. The points which do not belong to H 1 are discarded (gray dots in Fig. (c)) . A new half-space H 2 containing the true state uncertainty set and the minimum number of black dots is computed (Fig.  (d) ). Again, the points that do not belong to H 1 ∩ H 2 are discarded (gray dots in Fig. (d) ). The procedure terminates when no more black points can be discarded. Technical details of step A2.2, which is the core of Algorithm 2, are provided in the following sections.
Example 3 Let us consider again Example 2. The first steps of Algorithm 2 are visualized in
(a) (b) (c) (d)
Approximation of the indicator functions
Note that the objective function of problem (43) is noncontinuous and nonconvex since it is the sum of the indicator functions I {Hj } (p i ) defined as
We then transform it in a convex objective function. Each indicator function I {Hj } (p i ) is here approximated by the convex function R {Hj } (x i ) defined as
A plot of the functions I {Hj } (p i ) and R {Hj} (p i ) is given in Fig. 3 .
Problem (43) is thus relaxed by replacing the indicator func- Fig. 3 . Indicator function IH j (pi) (black solid line) and approximate function R {H j } (pi) (gray thin line). When ω ⊤ j pi − νj > 0, I {H j } (pi) and R {H j } (pi) are overlapped and they are equal to 0.
tions I {Hj } (p i ) with the convex functions R {Hj } (p i ), i.e., 
Similarly, letṼ = N i=1 R {Hj } (p i ) be the value of the cost function of Problem (46) obtained when ω =ω * j and ν =ν j . The term R {Hj } (p i ) is the given by
is equal to zero. On the other hand, when
On the basis of the above considerations, it follows:
Since by hypothesis (i) there exists at least one point p i in the list L such thatω * ⊤ j p i −ν * j < 0, it follows that V * >Ṽ . Therefore,ω * j ,ν * j is not the optimal solution of problem (46) . This contradicts hypothesis (ii).
Theorem 6 has the following interpretation. Among all the half-spaces defined by the normal vectorω * j and containing the set M, the optimization problem (46) 
Handling the constraint M ⊆ H j
The constraints M ⊆ H j can be handled through the SOSbased approach already discussed in Section 5.1. Specifically, by introducing a SOS relaxation, Problem (46) is replaced by:
Note that, as already discussed in Section 5.1, the constraint ν j − ω ⊤ j x ≥ 0 is satisfied for all x ∈ X . Therefore, the half-space: H j = ρ ∈ R n : ω ⊤ j ρ ≤ ν j is guaranteed to contain X . Thus, also the set M is included in H j . Finally, note that, in order to deal with the nonconvex constraint ω j = 0 in (50), Problem (50) can be splitted into the two following SDP problems:
with ω j,1 denoting the first component of vector ω j . The optimizer {ω * j , ν * j } of Problem (50) is the given by the pair {ω * j , ν * j } or {ω * j , ν * j } that provides the minimum value of the objective function (51) 
Remark 5 For a fixed degree 2d of the SOS polynomials, the number of optimization variables of Problems
The parameters ω j and ν j are then computed by solving Problem (50) , and replacing the robust constraint (52) with a SOS constraint (see Problem (50) Fig. 4 . This procedure is repeated recursively in time.
Refinement of the polytope S
Summarizing, an approximate solution of the robust optimization problem (43) is computed by solving the convex SDP problems (51) , and, on the basis of Algorithm 2, the polytopic-outer approximation S of the set M is then defined as S = B ∩ H 1 ∩ . . . ∩ H J . Note that, in solving (51) instead of (43) , two different sources of approximation are introduced:
• Approximation of the indicator functions I {Hj } (p i ) with the convex functions R {Hj } (p i ) (see Fig. 3 ); • Approximation of the robust constraint ν − ω ⊤ x ≥ 0 ∀x ∈ X with the convex conservative constraint
The latter source of approximation can be reduced by increasing the degree 2d of the SOS polynomials. In fact, as already discussed in Section 5.1, according to the Puti-
provided that the degree of the SOS polynomials σ 0 , σ 1 , . . . , σ m is large enough. On the other hand, there is no theoretical result concerning the accuracy of the approximation of the indicator functions in Problem (43) with the convex functions R {Hj} (p i ) appearing in Problem (51) . Because of that, the polytope S obtained by solving convex problems (51) (for j = 1, . . . , J) is not guaranteed to minimize the original nonconvex optimization problem (42) . Algorithm 3 can then be used to refine the polytopic outer approximation S provided by Algorithm 2.
The main principle of Algorithm 3 is to process, one by one, all the points belonging to the polytopic outer-approximation S initially given by Algorithm 2. For each of such points p i , an half-space H i : ω * ⊤ ix − ν * i ≤ 0 including the set X (i.e., X ⊆ H i ) and at the same not containing the point p i (i.e., p i ∈ H i , or equivalently −ω * ⊤ i p i + ν * i < 0) is seeked. In this way, all the points p i which do not belong to the minimum volume polytopic outer approximation of X are discarded. Thus, a tighter (but more complex) polytopic outer approximation of X is obtained.
An important feature enjoyed by the refined polytope S * is given by the following theorem.
Theorem 7
The polytope S * computed with Algorithm 3 is a global minimizer of problem (42) .
Proof: LetS be a polytope belonging to the set of feasibility of problem (42) problems (51) in the format required by the used SDP solver.
Numerical examples
Let us consider the discrete-time Lotka Volterra preypredator model [63] described by the difference equations:
where x 1 (k) and x 2 (k) denote the prey and the predator population size, respectively. In the example, the following values of the parameters are considered: r = 0.25, b = 0.95, c = 1.1 and d = 0.55. The observed output is the sum of the population of the prey and predator densities, i.e., Polytopic outer approximations S * k of the state uncertainty sets X k (with k = 1, . . . , 40) are computed through Algorithm 2. N = 20 random points are used to approximate the volume of the polytope S * k (as described in Section 6.1). In order to limit the complexity in the description of the polytopes S * k , the maximum number of halfspaces describing S * k is set to 8. This means that Algorithm 2 is stopped after at most 4 iterations (we remind that the initial outer-bounding box B k is already described by 4 half-spaces). When the output of Algorithm 2 is a polytope S * k described by less than 8 half-spaces, Algorithms 3 is used to refine the polytopic outer approximation S * k . Fig. 6 shows the computed polytopes S * k outer approximating the state uncertainty sets X k (with k = 1, . . . , 40), along with the true state trajectory. The Hybrid toolbox [64] has been used to plot the polytopes in Fig. 6 . The average CPU time required to compute a polytope S * k is 28 seconds (not including the time required by the SOStools interface to formulate the SDP problems (51) in the format used by the solver SeDuMi). For the sake of comparison, Fig. 7 shows the outer-bounding approximations of the state uncertainty sets X k when boxes, instead of polytopes, are propagated over time. For a better comparison, in Fig. 8 the bounds on the time-trajectory of each state variable obtained by propagating boxes and polytopes are plotted. The obtained results show that, as expected, propagating polytopic uncertainty sets instead of boxes provides a more accurate state estimation. Finally, we would like to remark that a small uncertainty on the noise process is assumed (i.e., w(k) ∞ ≤ 0.001) since, for larger bounds on w(k) ∞ , it would not be possible to clearly visualize the uncertainty boxes in Fig. 7 .
Conclusions
In this paper we have shown that set-membership estimation can be equivalently formulated in a probabilistic setting by employing sets of probability measures. Inferences in set-membership estimation are thus carried out by computing expectations with respect to the updated set of probability measures P, as in the probabilistic case, and they can be formulated as a semi-infinite linear programming problem. We have further shown that, if the nonlinearities in the measurement and process equations are polynomial and if the bounding sets for initial state, process and measurement noises are described by polynomial inequalities, then an approximation of this semi-infinite linear programming prob- lem can be obtained by using the theory of sum-of-squares polynomial optimization. We have finally derived a procedure to compute a polytopic outer-approximation of the true membership-set, by computing the minimum-volume polytope that outer-bounds the set that includes all the means computed with respect to P. It is worth remarking that the set-membership filtering approach discussed in the paper can be extended to handle noise-corrupted input signal observations and uncertainty in the model parameters, provided that the corresponding state uncertainty set X k remains a semi-algebraic set. As future works, we aim first to speed up the proposed state estimation algorithm in order to be able to use it in real-time applications in systems with fast dynamics. To this aim, dedicated numerical algorithms, written in Fortran and C++, for solving the formulated SDP opti-mization problems will be developed. Furthermore, the SDP problems will be directly formulated in the format required by the SDP solver, thus avoiding the use of interfaces like
SOStools. An open source toolbox will be then released. Second, by exploiting the probabilistic interpretation of setmembership estimation, we plan to reformulate it using the theory of moments developed by Lasserre. This will allow us to ground totally set-membership estimation in the realm of the probabilistic setting, which will give us the possibility of combining the two approaches in order to obtain hybrid filters, i.e., filters that include both classical probabilistic uncertainties and set-membership uncertainties. 20 
