Define the monomials e n (x) := x n and let L be a linear functional. In this paper we describe a method which, under specified conditions, produces approximations for the value L(e 0 ) in terms of Hankel determinants constructed from the values L(e 1 ), L(e 2 ), . . . . Many constants of mathematical interest can be expressed as the values of integrals. Examples include the Euler-Mascheroni constant γ, the Euler-Gompertz constant δ, and the Riemann-zeta constants ζ(k) for k ≥ 2. In many cases we can use the integral representation for the constant to construct a linear functional for which L(e 0 ) equals the given constant and L(e 1 ), L(e 2 ), . . . are rational numbers. In this case, under the specified conditions, we obtain rational approximations for our constant. In particular, we execute this procedure for the previously mentioned constants γ, δ, and ζ(k). We note that our approximations are not strong enough to study the arithmetic properties of these constants.
Introduction and Main Theorem
Approximation of a given constant by a sequence of rational numbers is an important problem in number theory. If these approximations are "good enough" then they can be used to study the arithmetic properties of the constant and obtain transcendence/irrationality results. In the case that the constant appears in a sequence of integrals, Zeilberger and Zudilin [8] have obtained methods to automate irrationality proofs. They do not construct the approximations but rather provide a context in which the strength of the already specified approximations can be proved. In our case, we will use Hankel determinants to construct approximations. Hankel determinants have many applications to approximation. Bugeaud, Han, Wen, and Yao [1] used Hankel determinants to prove that a large class of numbers have irrationality exponent two. In addition, Krattenthaler, Rochev, Väänänen, and Zudilin [6] used Hankel determinants when showing that certain q-exponential functions have non-quadratic values. Furthermore, Zudilin [9] used Hankel determinants to obtain a new irrationality criterion. Finally, we note that although evaluating Hankel determinants can be difficult, there are many methods for doing so (see [2] [3] [4] [5] ). Now we describe the setup for our method. Suppose that L is a linear functional whose domain contains all polynomials. We show that if L satisfies certain conditions, then we can construct approximations for L(e 0 ) from L(e 1 ), L(e 2 ), . . . where {e n } ∞ n=0 are the monomials defined by e n (x) := x n . In particular, we will define two sequences of Hankel determinants {P n } ∞ n=0 and {Q n } ∞ n=0 such that (1) lim n→∞ P n /Q n = L(e 0 ), (2) P n , Q n ∈ Z[L(e 1 ), . . . , L(e 2n+2 )] for all n ≥ 0.
As a special case, we obtain rational approximations for L(e 0 ) if L(e n ) ∈ Q for all n ≥ 1. We will use this observation to construct rational approximations for the Euler-Mascheroni constant γ, the Euler-Gompertz constant δ, and the Riemann-zeta constants ζ(k) where
We again note that our rational approximations are not strong enough to study the arithmetic nature of any these constants. We now state our main theorem. 
where a n :=
Suppose that L((e 1 f ) 2 ) > 0 for all non-zero real polynomials f . Then Q n > 0 and
In addition, suppose that H is a Hilbert space with inner product f, g := L(f g) and that {e n } ∞ n=1 is complete in H i.e. if f ∈ H satisfies f, e n = 0 for all n ≥ 1, then f = 0. Then P n /Q n < L(e 0 ) and lim n→∞ P n /Q n = L(e 0 ).
(1.5)
Our main theorem and its applications are exercises in Hilbert space theory (see [7] for relevant results). We defer the proof of Theorem 1 to the appendix. In Section 2 we apply Theorem 1 to construct rational approximations for the constants γ, δ, and ζ(k) in (1.1), (1.2), and (1.3).
Examples
In this section we apply Theorem 1 to the constants γ, δ, and ζ(k) for k ≥ 2. In each case we require Lemma 2 to check the hypothesis of Theorem 1. We defer the proof of Lemma 2 to the appendix.
Lemma 2.
Let Ω be an interval of the form [a, b] or [a, ∞) and let K : Ω → R be a function satisfying the following properties:
(1) K is Lebesgue integrable and positive almost everywhere, (2) If Ω = [a, ∞), then there exists an ǫ > 0 such that K(y) = O(e −ǫy ) as y → ∞. Let H be the set of Lebesgue measurable functions f : Ω → R such that Ω f (y) 2 K(y)dy < ∞. Then H satisfies the following properties:
(1) H is a Hilbert space with inner product f, g := Ω f (y)g(y)K(y)dy,
Example (Euler-Mascheroni constant γ). Define the linear functional
Then L γ (e 0 ) = γ and
for all n ≥ 1. Therefore P n , Q n ∈ Q.
We note that the function σ(x) := −x log(1 − x) is smooth and strictly increasing on the interval [0, 1)
is the sum of positive terms. Therefore we can make the change of variables y = σ(x) and conclude that
.
is integrable and positive on [0, 1] we see that K γ is integrable and positive on Ω γ := [0, ∞). Therefore we can apply Lemma 2 as soon as we check the asymptotics of K(y) as y → ∞. Since lim y→∞ σ −1 (y) = 1 we see that
Therefore K γ (y) has the same asymptotics as 1 − σ −1 (y). To determine the asymptotics of σ −1 (y) we set x = σ −1 (y) = 1 − e −y R(y) and note that 0 ≤ e −y R(y) ≤ 1. Now plugging this ansatz into the equation
as y → ∞. Therefore we can apply Lemma 2 and make the corresponding definition of H γ . Therefore by Theorem 1 we conclude that 0 < P n /Q n < γ and
We display data for our approximations P n /Q n in Table 1 .
Then L δ (e 0 ) = δ and
With the change of variables y = x + 1 we get that
Clearly K δ satisfies the hypothesis of Lemma 2 with Ω δ = [1, ∞), and we can define H δ as in Lemma 2. Therefore by Theorem 1 we conclude that 0 < P n /Q n < δ and
Example (Riemann-zeta constants ζ(k)). For k ≥ 2 define the linear functional
Then L ζ,k (e 0 ) = ζ(k) and
for all n ≥ 1. Therefore P n , Q n ∈ Q. We also note that
With the change of variable y = 1 − e −x we get that
Clearly K ζ,k satisfies the hypothesis of Lemma 2 with Ω ζ,k := [0, 1], and we can define H ζ,k as in Lemma 2. Therefore by Theorem 1 we conclude that 0 < P n /Q n < ζ(k) and
We display data for our approximations P n /Q n in Table 2 .
n P n /Q n for γ P n /Q n for δ Table 2 .
Approximants for the Riemann-zeta constants ζ(2) = 1.644934067... and ζ(3) = 1.202056903....
We finish this section with an example which only satisfies the first assumption of Theorem 1 but not the second set of assumptions. We then verify that the conclusions after the first assumption hold but not the conclusions after the second set of assumptions. Define the linear functional
Then L γ (e 0 ) = 
for all non-zero real polynomials f . Therefore the first assumption of Theorem 1 holds. Now using the formula for L γ (e n ) for n ≥ 1 we check via computer that P n , Q n > 0 and P n /Q n = n+1 i=1 1/i for 0 ≤ n ≤ 50. (We conjecture that this identity and inequalities hold for all n ≥ 0 but do not prove it.) This numerically verifies that the conclusions following the first assumption in Theorem 1 hold.
But the second set of assumptions of Theorem 1 fail. This is because e 0 , e 0 = L γ (e 2 0 ) = −γ < 0 so that f, g = L γ (f g) cannot define an inner product on any vector space H containing {e n } ∞ n=0 . Based off of our conjecture we clearly deduce that P n /Q n ≥ L γ (e 0 ) for all n ≥ 0 and that lim n→∞ P n /Q n doesn't even exist since the harmonic series diverges. This numerically verifies that the conclusions following the second set of assumptions in Theorem 1 fail.
Conclusion
We described a method by which the values L(e 1 ), L(e 2 ), . . . of a linear functional can be used to approximate L(e 0 ) under specified conditions. In particular, we use the values L(e 1 ), L(e 2 ), . . . to construct two sequences of Hankel determinants P n and Q n for which lim n→∞ P n /Q n = L(e 0 ). We then applied our method to construct rational approximations for the Euler-Mascheroni constant γ, the Euler-Gompertz constant δ, and the Riemann-zeta constants ζ(k) for k ≥ 2.
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Appendix
In this section we prove Theorem 1 and Lemma 2. But before we prove Theorem 1 we first need Lemma 3 which we now state and prove. Lemma 3. Let A n = (a i,j ) n i,j=0 be a matrix such that a i,j = 0 if i = j and i, j > 0. Then
Proof of Lemma 3. The result trivially holds for n = 0 so suppose that it holds for some n ≥ 0. Then expanding by cofactors along the last row and then the last column of A n+1 we get that
by the inductive hypothesis.
Proof of Theorem 1. Define the modified Hankel determinants P n := − det(L(e i+j )) n+1 i,j=0 = P n − L(e 0 )Q n and Q n := det(L(e i+j+2 )) n i,j=0 = Q n . Now since L(e 2 f 2 ) > 0 for all non-zero real polynomial f we know that the matrix (L(e i+j+2 )) n i,j=0 is positive definite. Therefore Q n = Q n > 0 for all n ≥ 0. It is well-known that this guarantees the existence of a sequence of polynomials {q n } ∞ n=0 where q n is a monic polynomial of degree n and
Now define the new sequence of polynomials {p n } ∞ n=0 by p n := e 1 q n−1 if n ≥ 1, e 0 if n = 0.
Note again that p n is a monic polynomial of degree n and that L(p i p j ) = 0 if i = j and i, j > 0. Therefore
and by Lemma 3
is monotonically increasing. This completes the first part of the proof. For the second part, we note that {p n / L(p 2 n )} ∞ n=1 is an orthonormal basis for H since {e n } ∞ n=1 is complete. Therefore
L(p i ) 2 L(p 2 i ) by Parseval's identity. Now suppose that P n /Q n = L(e 0 ) for some n ≥ 0. Then L(p i ) = 0 for i > n + 1 and
which is a contradiction since each p i is divisible by e 1 for i ≥ 1.
Proof of Lemma 2. We only prove (3) since (1) and (2) follow by standard arguments. To demonstrate that {e n } ∞ n=m is dense in H we show that f = 0 is the only f ∈ H such that f, e n = 0 for all n ≥ m. Now for any z (we require |z| < ǫ/2 if Ω is unbounded) and k ≥ 0 we have that Ω |f (y)|y k e |z|y K(y)dy If Ω is bounded, then F (z) = 0 for all z. If Ω is unbounded, then another application of the dominated convergence theorem shows that F (z) is analytic for Re z > 0 so that F 
