In Computable Analysis each computable function is continuous and computably invariant, i.e. it maps computable points to computable points. On the other hand, discontinuity is a su cient condition for non-computability, but a discontinuous function might still be computably invariant. We investigate algebraic conditions which guarantee that a discontinuous function is su ciently discontinuous and su ciently e ective such that it is not computably invariant. Our main theorem generalizes the First Main Theorem ouf Pour-El & Richards (cf. 20]). We apply our theorem to prove that several set-valued operators are not computably invariant.
Introduction
In the model of computability of Computable Analysis, as introduced by Grzegorczyk and Lacombe (cf. 9, 17] ) and further developed by Pour-El & Richards, Friedman & Ko, Kreitz & Weihrauch and others (cf. 20, 11, 26] ) each computable function is continuous. Consequently, a lot of operations fail to be computable, simply because they are discontinuous. For instance, the operator of di erentiation d : C 0; 1] ! C 0; 1], f 7 ! f 0 is discontinuous w.r.t. the usual topology of uniform convergence on C 0; 1] and hence non-computable, i.e. there is no uniform algorithm which, given a program of a continuously di erentiable function f as input, computes a program of f 0 . In this case it makes sense to ask, whether at least f 0 is computable for each computable and continuously di erentiable f. A negative answer to this question has been given by Myhill (cf. 18] ).
Let us formalize this situation: we will call an operator F continuous (= F computable =) F computably invariant. 1 We use the notation f : X ! Y for partial functions with domain dom(f) X. Now, the question arises, how continuity and computable invariance is related. On the one hand, a constant function f : IR ! IR with a non-computable value shows that continuity does not imply computable invariance. On the other hand, the characteristic function f : IR ! f0; 1g of a non-trivial subset A IR shows that computable invariance does not imply continuity.
Nevertheless, in almost all natural cases it appears that non-computable operators are also discontinuous and not computably invariant. Typically, it is very easy to prove that an operator is discontinuous and hence non-computable, but it is more complicated to prove that it is not computably invariant. The classical example of the operator of di erentiation illustrates this situation.
In this paper we will show that an operator which is su ciently discontinuous and su ciently e ective in a certain sense is not computably invariant. In Section 2 we will express this su cient condition for computable non-invariance in the following way: C F =) F is not computably invariant;
where C is a certain discontinuous operator and is a computable reducibility for functions. So, on the one hand the topological part of the reduction C F implies that F is at least as discontinuous as C and on the other hand the computable part of the reduction C F implies that F is su ciently e ective such that it can be used to translate enumerations into characteristic functions. We claim, that in almost all non-trivial natural situations, where it can be shown that an operator F is not computably invariant, the proof implicitly contains a proof of C F. The neccessity to have a theorem that implies C F for a larger class than closed linear operators F in Banach spaces lies in the fact that many interesting operations are not of this type. In Section 5 we will illustrate this with operators on the space K(IR) of non-empty compact subsets of the real line. For instance, it is easy to see that the boundary operator @ : K(IR) ! K(IR); A 7 ! @A is discontinuous w.r.t. to the usual topology induced by the Hausdor metric on K(IR), i.e. it is also non-computable. Furthermore, with the help of our main theorem one can easily prove that @ is not computably invariant, i.e. there are computably compact sets A IR with a non-computable boundary @A. In Section 5 we prove that several other set-valued operators are not computably invariant.
Preliminaries
In this section we will de ne some basic notions. First, we need computable metric spaces (cf. 25, 2, 6] 
for some recursively enumerable but non-recursive set K IN. Thus, C(p) is the characteristic function of K and hence non-computable. 2 
Computable transformation spaces
In this section we will provide an algebraic condition for functions f in computable metric spaces with an additional algebraic structure that is su cient for the reduction C i f. Intuitively, such a reduction means that we can use f to translate an enumeration p of a subset A IN into a characteristic function C(p) of A.
The idea is to use for each n 2 IN a point of discontinutiy x 1 of f to encode the characteristic value of n, which describes whether n 2 A or not. This distinction will be realized with the help of a sequence (x i ) i2IN which converges e ectively to x 1 such that the sets ff(x n ) : n 2 INg and ff(x 1 )g are su ciently separated. Now, depending on the position of the value n + 1 in the sequence p we will choose n . If k is the rst position with p(k) = n+1 then n := x k , if no such position k exists, n := x 1 . This procedure is repeated for each n with a suitable sequence and a corresponding point of discontinuity. This is the place where our algebraic structure comes into consideration: we will use it to combine all those values n to one point x := P i . The following de nition introduces the structure.
Therefore, we will use some technical notations: for each function T : X IN ! Y we will write for short T n (x) := T(x; n) for all x 2 X; n 2 IN. If + : X X ! X is an operation and (x n ) n2IN a sequence in X then we will write P k i=j x i for the iterated operation (:::(((x j + x j+1 ) + x j+2 ) + x j+3 )::: + x k ) with k j. If there is a neutral element 0 w.r.t. + and k < j then we de ne P k i=j x i := 0. We will use the abbreviation
Correspondingly, we use Q as notation for a second iterated operation : X X ! X.
De nition for all sequences (x n ) n2IN in D X , such that (f(x n )) n2IN is a sequence in D Y .
The previous de nition can be generalized to k-ary functions f straightforwardly. The following de nition describes a property of transformation spaces that will allow to retrieve the characteristic function C(p) from the value fB(x; "); D n B(x; )g.
In the case of reversibility one can imagine P 1 i=k T i (x i ) as a \stack memory" which allows to nd the i with x n 2 D i only for the top element x n with n = k while in the case of strong reversibility P 1 i=0 T i (x i ) behaves like a \random access memory" which allows to nd the i with x n 2 D i for all n.
The following theorem shows that a homomorphism of suitable transformation spaces together with a suitable sequence (x n ) n2IN which converges e ectively to a point of discontinuity x 1 of f implies C i f. Then the following holds: 
2
From the proof one recognizes that in case (2) the computability of the group (Y; +) and the computability of the sequence (f(x n )) n2IN is needed to access the \stack memory" P S i f i . Obviously, the theorem can be generalized to k-ary functions f.
Computable Banach spaces
In this section we will show that for each Banach space there is an induced reversible transformation space structure. Each closed and linear operator is a homomorphism of transformation we obtain for each sequences (x n ) n2IN in fx : jjxjj < 1 6 g fx : 5 6 < jjxjj 1g and n 2 IN 
:
Hence is a computable test function for X and X is reversible w.r.t. fB(0; 1 6 ); B(0; 1)nB(0; 5 6 )g, i.e. X is reversible in (0; 1 6 ; 5 6 ).
2
The transformation space introduced in this lemma will be called the induced transformation space of the Banach space X. Especially So, in contrast to the general situation of Theorem 3.4, in the special case of closed linear and unbounded operators in Banach spaces there is a canonical sequence (x n ) n2IN which converges e ectively to 0 such that ff(x n ) : n 2 INg and f0g are su ciently separated.
In 20] it has been shown, that several unbounded closed and linear operators f from analysis and physics, like the operator of di erentiation d, ful ll the presumptions of the previous theorem. Hence we can conclude C 2 f for all those operators.
Operators on the space of compact subsets
In this section we will apply our Main Theorem 3.4 to several set-valued operators. Moreover, we will prove the computable non-invariance of further set-valued operators by reduction. We will start with introducing the space of compact subsets (for this topic cf. 6, 16, 27, 28] ).
2
The next proposition shows, that many set-valued operators are homomorphisms of the de ned transformation spaces in a natural way. Therefore, let A denote the closure, A the set of inner points, @A the boundary, and A 0 the derived set (of accumulation points) of A.
Furthermore, let be the usual Lebesgue measure on the real numbers. Proof. First, we prove that @ is a homomorphism of K to K. Let (A n ) n2IN be a sequence in K(I) such that (@A n ) n2IN is a sequence in K(I) too. Since (T n (A n )) n2IN is a locally nite sequence of pairwise disjoint compact sets, , and d K(IR) (I; f0; 1 7 g (J n n 0; 1 7 ])) Finally, we will introduce another transformation space structure on the space C(I) of continuous functions which is di erent from the induced transformation space structure of C(I) Proof. (C(I); d C(I) ) can be considered as a computable complete metric space in the usual way.
Then + is a computable operation. It is easy to see that S is a computable operation too. Now, let (f n ) n2IN be a sequence in C 0 (I). Then g n := P n i=0 S i (f i ) 2 C 0 (I) for all n 2 IN and since ).
One can use this strong reversible transformation space for a direct proof of C 1 d for the operator of di erentiation d (cf. 21, 19] ). We will prove that the support operator and the zero operator are homomorphisms of computable transformation spaces and thus they are not computably invariant. Proof. Let (f n ) n2IN be a sequence in C(I) such that (supp(f n )) n2IN is a sequence in K(I). Since (S n (f n )) n2IN is a sequence of functions with pairwise disjoint non-empty supports, ), correspondingly to K. Now, let (f n ) n2IN be a sequence in C(I) such that (zero(f n )) n2IN is a sequence in K(I). Again, P 1 i=0 S i (f i ) 2 dom(zero) and
i.e. zero is a homomorphism of C to K 0 . Now, to apply Theorem 3.4 we have to construct suitable sequences converging to points of discontinuity. Therefore, let (f n ) n2IN be a sequence of rational polygons, such that f n is de ned (2) zero(f n ) = f0; 1g and zero(f) = f0g Furthermore, we have investigated an algebraic condition for operators F in metric spaces which implies C 2 F. We have applied the corresponding Theorem 3.4 to several set-valued operators. It would be a further interesting question whether there are more general or more suitable conditions which also imply C 2 F.
Moreover, we have shown that our algebraic condition is a generalization of the First Main Theorem of Pour-El & Richards (cf. 20]). Especially, C 2 F holds for all those closed linear and unbounded operators F of analysis and physics which ful ll the additional condition of the theorem (i.e. they have to admit a suitable computable sequence (e n ) n2IN ).
A further topic of interest is the polynomial-time invariance of operators. Ko and others (cf. 7, 11, 12, 13, 14, 1] ) have constructed a lot of counterexamples of the type such that there is a polynomial-time computable x and F(x) is not even computable. Since there is no welldeveloped general theory of complexity in metric spaces, it is quite di cult to modify Theorem 3.4 in this direction. But if we assume that (X; d; +; T; D) is a computable transformation space such that there is a reasonable notion of complexity for X and D is compact, then we have uniform complexity bounds for functions on D. If, furthermore, T and + are polynomial-time computable in a certain sense, then it should be possible to derive a polynomial-time version of Theorem 3.4.
