This paper develops a two-step approach to investigate the effect of energy efficiency improvements on CO 2 emissions at the macro level. We use the index decomposition analysis to derive the true energy efficiency by separating out the impact of structural shifts in economic activity on energy intensity. We then employ both STSM and LSDVC models to examine and quantify the impact of the energy efficiency on CO 2 emissions accounting for non-economic factors such as consumers' lifestyle, attitudes and environmental awareness. The application for 30 OECD countries shows that at the group level, the decline in energy intensity predominately occurred due to improvements in energy efficiency while at the country level, there are mixed contributions from improvement in energy efficiency and structural shift to the decline in energy intensity. The econometric results show that income has the most significant positive impact on CO 2 emissions but improving energy efficiency makes the biggest contribution to driving down CO 2 emissions. The method further enables the separate assessment of non-economic behavioural effects, which are found to exert a non-trivial influence on CO 2 emissions in parallel with changes in energy efficiency. We conclude that energy efficiency remains a key option but that there is also a need for additional policies aiming for behavioural and other non-economic changes.
Introduction
Economic growth and energy consumption move in tandem with externality problems at both local and global scales. Understanding how to save energy and reduce CO 2 emissions is critical for global climate change policies and for providing insights how emerging economies may develop a low emission future.
In general, a country's energy demand changes over time for a variety of reasons:
growth in economic output, changes in the structure of production and consumption and in trade structure, efficiency improvements and investments in infrastructure. A key method for understanding the relative contribution of each of these factors to changes in energy demand is decomposition analysis (Boyd et al., 1987; Metcalf, 2008) . Existing studies have applied different decomposition techniques to disentangle the impact of a structural shift in economic activity (economic activity index) from the reductions in energy use (energy efficiency index). The resulting energy efficiency index, generally referred to as the 'true' or 'sectoral' energy efficiency, reflects the true energy use per unit of economic output (see e.g. Boyd and Roop, 2004; Choi and Ang, 2003; Inglesi-Lotz and Pouris, 2012 and Zhao et al., 2010) .
Index number decomposition studies provide a reliable measure of energy efficiency, and give clarity regarding which determinant (true efficiency index or activity index) has been more important in driving the improvement in energy intensity (see Liu and Ang, 2007 for a survey). It is also safe to conclude from this literature that in the last three decades of the 20 th century trends in aggregate energy intensity have been influenced more by energy efficiency change than by changes in the production structure despite differences in data, specific method, scope and sector in the numerous decomposition studies (Mulder, 2015) .
While decomposition studies are useful for understanding trends in energy use, they provide limited insight into the effects of energy efficiency and structural shifts in economic activity on a country's level of CO 2 emissions. The analysis of macro-economic determinants of pollutant emissions has developed separately, usually with reference to the Environmental Kuznets Curve (EKC) hypothesis and the environment, economy and energy (3E) nexus (Ang, 2007; Grossman and Krueger, 1991; Soytas et al., 2007) . The application to CO 2 emissions spurred a considerable volume of literature (see e.g., Acaravci and Ozturk, 2010; Dinda, 2004; Pao and Tsai, 2011; Sari and Soytas, 2009; Stern 2004) . These studies, however, do not explicitly consider the impact of energy efficiency on CO 2 emissions. Some existing studies interpret their results within the context of income, efficiency and composition effects but they rarely provide separate estimates for the magnitudes of these effects (Antweiler et al., 2001) . Consequently, there is a research void with regard to both the
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4 analytics and the empirics of the extent in which energy efficiency improvement can help mitigate CO 2 emissions at the macro level. An improved understanding is also of practical importance. Energy efficiency improvement is one of the most cost-effective and most readily scalable options to support sustainable growth and reduce further damage to the climate system and world governments are encouraged to exploit it as a first choice in their energy strategy (e.g., EGEE, 2007) .
Our paper contributes to the literature in several ways. Firstly, we integrate insight from two strands of literature; one strand on index number decomposition and another strand on energy and environmental economics on the EKC and the energy-income nexus. Based on these insights we propose a two-step empirical approach to allow for an improved empirical understanding of the impact of energy efficiency on CO 2 emissions at country and group levels. In the first step, we undertake detailed energy intensity decomposition to separate the contribution of fundamental improvements in energy efficiency and structural shifts in economic activity to changes in energy intensity. To accomplish this, we employ an index decomposition analysis (IDA) based on the Fisher Ideal Index (Fisher, 1921) . In the second step, we use econometric models of a modified dynamic 3E framework to analyse the impact of the energy efficiency and structural shifts on CO 2 emissions controlling for other factors.
Secondly, in order to explore significant heterogeneity among countries, our study employs both structural time series modelling (STSM) developed by Harvey (1989) and panel data modelling, the bias-corrected least square dummy variable (LSDVC) estimator in the second step. Countries are likely to possess (substantial) peculiarity in terms of energy efficiency developments and panel data alone may not appropriately account for the possible energy efficiency heterogeneity among the countries. This may hinder proper inference with regards to the impact of energy efficiency improvement on CO 2 emissions. The choice of data approach is also a major source of contention among studies that have examined the EKC hypothesis and the 3E nexus, especially studies that have focused on a group of countries. The different choices may partly account for the inconsistency of the results in the existing literature. Therefore, combining both time series and panel data methods in the same study could offer advantages over a single method, by minimising variations in results and ensuring more reliable policy recommendations.
Thirdly, our approach offers further improvement on the existing literature by clearly indicating not only the impact of key economic drivers on CO 2 emissions, but also the impact of exogenous noneconomic factors (ExNEF) such as consumers' tastes, lifestyle, values and preferences, increasing desire and attitude to protect the environment factors. This follows
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5 from the growing call and attempt to consider the impact of noneconomic factors for a better and clearer understanding of future sustainable consumption and CO 2 emissions emanating from energy consumption. Moreover, it has been underscored in a separate strand of literature that the noneconomic factors would be likely to have a significant influence on energy demand and hence, on CO 2 emissions (see e.g. Chitnis and Hunt, 2012; Martiskainen, 2008) .
The STSM allows for the estimation of a stochastic rather that a deterministic underlying carbon emissions trend (UCET). 4 The UCET is likely to be strongly affected by changes in technology and energy efficiency (if there are no proxies for them in the model) and ExNEF factors, which are not easily measured, but could be influencing CO 2 emissions. To the authors' knowledge, there are no such stochastic components developed into a panel data model. Consequently, we follow Adeyemi et al. (2010) , Adeyemi and Hunt (2007) and Griffin and Schulman (2005) submission to use time dummies in a panel data model such as the bias-corrected LSDV to effectively capture technical change and other ExNEF.
Lastly, the further aim of this paper is attempt to quantify the relative contributions of the drivers (including ExNEF) of annual changes in CO 2 emissions using the preferred models from the econometrics analysis. Some other studies have instead applied decomposition techniques directly to CO 2 emissions (or CO 2 intensity) to obtain the income, technique (efficiency) and composition (structural) contributions (see e.g. Diakoulaki et al., 2006; Hatzigeorgiou et al., 2008) . Although these are worthy early attempts, the approach is purely descriptive. It requires large amount of data and is restrictive concerning the quantification of the contribution of technical progress and behavioural factors (such as ExNEF) to changes in CO 2 emissions. Our study, which combines both decomposition and econometric approaches, improves on these earlier attempts.
As far as we know, this study is the first to use these approaches to estimate and quantify the impacts of energy efficiency on CO 2 emissions controlling for other key factors including the ExNEF. Through the empirical assessment undertaken, therefore, the three following sub-questions are addressed. What is the true level of energy efficiency across countries? Do energy efficiency and economic factors have long term effects on CO 2 emissions when accounting for non-economic factors? To what extent does energy efficiency mitigate the level of CO 2 emissions?
We illustrate our approach and answer the questions for the case of the Organization for Economic Co-operation and Development (OECD) and our application is for 1971-2013. 4 Studies that adopt STSM for analysing energy demand models named the stochastic trend as underlying energy demand trend (UEDT) (see e.g. Adeyemi et al., 2010; Hunt et al., 2003) . Accordingly, we refer to it as underlying carbon emission trend (UCET). , 2016) . Analysing the main drivers of the changes in energy intensity and the impact of these drivers on CO 2 emissions will be instructive for energy policymaker aiming to improve the environmental sustainability of energy use.
We continue as follows. Sections 2 and 3 present the methodology and data sources respectively. The empirical results are in section 4. Section 5 offers concluding remarks.
Methodology
This section gives details of a two-step estimation procedure used in this study. The first step uses an index decomposition analysis based on the Fisher Ideal index to decompose the changes in energy intensity index into structural shift index and energy efficiency index. The second step uses both time series and panel data econometric models of a modified 3E framework to determine and quantify the impact of energy efficiency improvement on CO 2 emissions in the light of the economic and other exogenous noneconomic factors.
Energy intensity decomposition analysis
Several decomposition methods have served as useful tools for identifying the contributions from different underlying factors to changes in energy intensity. Hoekstra and Van der Berg (2003) distinguished these methods in two categories -the structural decomposition analysis (SDA) and the index decomposition analysis (IDA). The SDA makes use of the input-output method to decompose improvements in energy intensity, whereas IDA (also known as the disaggregation technique) can be applied to data available at any level of aggregation or/and available in time series format. In other words, the major difference between these two methods is the type of data that are used. Although SDA has a major advantage over IDA for distinguishing indirect effects, such as technical effects, from direct effects, it requires more disaggregated data. Owing to the lack of energy data in an input-output format, researchers often use the IDA methods (Inglesi-Lotz and Pouris, 2012).
5 The Kyoto protocol targets commit developed countries (as a group) to curb domestic emissions by 5% relative to the 1990 level in the 1 st commitment period 2008 -2012 . A second commitment period, the Doha Amendment to the Kyoto protocol, was agreed on in 2012 and parties committed to reduce GHG emissions by at least 18% below 1990 levels in the 8 years period 2013-2020 but the composition of parties in the second commitment period is different from the first. (UNFCC, available at: www.unfccc.int). 6 The Paris Agreement (PA), starting in the year 2020, aims to strengthen the global response to the threat of climate change by keeping a global temperature rise to well below 2ºC above pre-industrial levels and to pursue efforts to limit the temperature increase even further to 1.5ºC. The PA went into effect on 4 November 2016 after the threshold for entry into force was achieved on 5 October 2016. As of March 2017, 194 members have signed the treaty, 143 of which have ratified it (UNFCC, available at: www.unfccc.int).
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Within the IDA approach, the Fisher Ideal Index (Fisher, 1921) and Logarithmic Average Divisia Index (LMDI) are usually preferred for their desirable properties such as the ability to give perfect decomposition without unexplained residuals, consistency in aggregation and satisfying the basic index theory properties such as the time reversal and proportionality (Boyd and Roop, 2004) . Following Metcalf (2008) , this study decomposes energy intensity using IDA that is based on the Fisher Ideal Index (FII) as follows.
Denoting as the total energy consumption; as the total output; and are the total energy consumption and measure of economic activity (e.g. value added to output) for sector in year repectively. Aggregate energy intensity ( ) can be written as the weighted average of sectoral energy intensity, where weights are output share of the sectors. Explicitly,
Eq.
(1) shows that aggregate energy intensity is equal to the sum of the products of energy intensity within a given sector ( ) and changes in the structure of the economy ( ) across sectors. The energy intensity index ( ) is then constructed by dividing the energy intensity in year ( ) by the energy intensity in a base year ( 0 ) as
Following Diewert (2001) , if we can distinguish sectors that account for all of the energy use in the economy (without overlap) and there exists a set of economic activities measures ( ) with which to create a measure of sectoral energy intensity ( ), then we can decompose the energy intensity index ( ) into an efficiency index ( ) and an activity index ( ). The efficiency index therefore attributes energy intensity to efficiency change holding the economic activity constant, and the activity index attributes energy intensity to structural changes in economic activities holding efficiency within a sector constant (Moshiri and Duah, 2016) . Specifically,
To arrive at the decomposed intensity index (Eq. 2), the below Laspeyres and Paasche indices that use a base period fixed weight and an end period fixed weight respectively can be used. The two indices however might give different decompositions as they use different base year (Moshiri and Duah, 2016) and/or give residual terms which could account for a considerable degree of the variability in the underlying index of energy intensity change (Metcalf, 2008) .
The Fisher Ideal Index (Fisher, 1921) and Log Mean Divisia index (Ang, 2004) are developed to overcome the underlined setbacks by decomposing the energy intensity perfectly into an efficiency index and activity index with no unexplained residuals.
Specifically, the Fisher Ideal Index uses the weighted average of the Laspeyres and Paasche indices to derive the efficiency index and activity index as follows:
As in Eq. (2), the energy intensity index is then given as the product of the two indices as:
Using Eq. (3) and denoting energy savings (∆ ) in year due to an improvement in energy intensity as ∆ = −̂, we can also separate changes in energy savings resulting from improvements in energy efficiency and structural shifts in the economy as:
where is the actual energy use and ̂ is the energy that would have been used had energy intensity remained at a base-year level.
Using more disaggregated data that accounts for all of the likely changes in economic activities helps to improve the reliability of the decomposition analysis. Many studies that have applied this method, however, are constrained by data limitations. 8 This study will decompose along 7 key sectors -mining, manufacturing, construction, transport, agriculture, commercial, and residential that account for all of the energy use in the OECD countries with average shares of 11.5%, 30.5%, 0.7%, 23.7, 3%, 9.9% and 20.8% respectively.
Determinants of the changes in CO 2 emissions
The decomposition analysis above is purely a descriptive exercise. Although it shows how energy intensity has changed over time and the share of the changes attributed to energy efficiency improvements, it does not show the impact of the efficiency improvement on CO 2 emissions. To study this impact, we next present an analysis of the impact of the decomposed indexes on CO 2 emissions, exploring the link between (energy demand and efficiency) and (energy demand and emissions) in a time series and panel data framework.
7 Similarly, the Log Mean Divisia Index uses a log mean weight function to derive the efficiency and activity indices as
] respectively, where function ( , ) is the logarithmic average of two positive numbers and given by the expression: Metcalf (2008) and Oseni (2011) decomposed along 4 sectors for 46 US states and 16 OECD countries respectively; Moshiri and Duah (2016) decomposed along 7 sectors for 10 Canadian provinces.
Time series model
The link between energy efficiency and energy consumption can be established directly but the link between energy efficiency and CO 2 emissions can only be mediated through changes in energy consumption. Thus, we derive the framework for analysing the impact of energy efficiency improvements on CO 2 emissions by combining the two following links.
First, following Adetutu et al. (2016) and Broadstock and Hunt (2010) Broadstock and Hunt, 2010; Chitnis and Hunt, 2012) . Considering all these factors together, we therefore restate Eq. (7) as follows:
10 We proxy changes in the structural composition of the economy by activity index derived from Eq. (3), cleaner energy substitution by alternative and nuclear energy as % of total energy use (see also footnote 22) and trade openness by trade (export + import) as % of GDP.
11 If follows that, if a country is having a declining energy efficiency index and we found 0 >0 and 0 <0 in Eq. (7), then energy efficiency index forms a -shape relationship with CO2 emissions after a given minimum. In contrast, if the country is having an increasing energy efficiency index and we found 0 >0 and 0 <0, then the non-linear effect forms an inverted U-shape after a given threshold. 12 Given the length of our data, the lags are limited to two to avoid losing many degrees of freedom.
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All the variables are in natural log, with the exception of the cleaner energy substitution and trade openness, which are in percentages. (Amarawickrama and Hunt, 2008) .
With the STSM, the trend is assumed to have the following stochastic process:
The trend includes a level (Eq. 9), defined as the trend in past period plus a growth term; a slope (Eq. 10) generated by a random walk; and are white noise disturbance term. 14 The hyperparameters (i.e., 2 and 2 ) values determine the nature of the stochastic trend. Thus, this gives a number of alternative forms of the stochastic trend and in the limiting case 2 = 2 = 0, the model collapses to a conventional deterministic time trend regression. 15 The likelihood ratio (LR) test can be used to determine whether the hyperparameters are actually equal to zero. 16 Also the inclusion of irregular, level and slope interventions in gives information about possible structural breaks at certain periods of the estimation (Harvey and Koopman, 1992; Hunt et al., 2003, Broadstock and .
17
The Maximum Likelihood procedure in conjunction with the Kalman filter is used to estimate the general STSM-ARDL (2, 2) function, consisting of Eqs (8) - (10) in STAMP 8.2
software (Koopman et al., 2009 ). The general model is considered initially and the preferred parsimonious specification of the model found by testing down and eliminating insignificant variables while ensuring that the model passes a range of diagnostic tests.
13 E.g., the short-and long-run income elasticities are given as 0 and ∑ 2 =0
(1 − ∑ 2 =1 ⁄ ) respectively 14 An important assumption for these models is that the three error terms , are independent and uncorrelated. 15 I.e., the UCET component in Eq. (8) collapses to = 0 + ; where 0 is the constant in Eq. (7) and t is a linear time trend 16 Given that the restriction is on the hyper-parameters, an LR test expressed as ( ) = −2( − )~ 2 is suitable to test the validity of the restriction. Where , is the log-likelihood value for the unrestricted model; is the log-likelihood value for the restricted model and is the number of restrictions imposed on the hyper-parameters. 17 The in this case is given as = + level interventions + slope interventions + irregular interventions. If none of the interventions are significant then = .
Panel data model
Using exposition similar to that for deriving the time series model Eq. (7), we present the panel data model as follows:
where = 1, 2, … , is each country in the panel; = 1, 2, … , refers to the period; the composite error = + Ω where is the unobservable country-specific effects; Ω is the idiosyncratic error term and the definitions of other variables are as above.
Several facts are noteworthy of Eq. (11). First, as mentioned in Section 1, we include time dummies to capture the impact of ExNEF in line with Adeyemi et al. (2010) , Adeyemi and Hunt (2007) and Griffin and Schulman (2005) that time dummies are a good proxy for ExNEF in a panel model. Secondly, since 2 is a function of , which is time invariant, it follows that the inclusion of 2 −1 as one of the regressors in Eq. (11) will correlate with which contains rendering an ordinary least square (OLS) biased and inconsistent. The fixed effect or least square dummy variable (LSDV) estimator which eliminates through within transformation does not completely solve the problem.
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A common method to solve this problem is to take the first difference of Eq. (11) to eliminate via either an instrumental variable approach (e.g., Anderson and Hsiao, 1982) or a generalized method of moments (GMM) estimator (e.g., Arellano and Bond, 1991; Arellano and Bover, 1995; Blundell and Bover, 1998) . However, the basic properties of GMM estimators hold for small T, large N panels. The number of instruments in GMM tends to explode with T and biases the estimates towards those of the OLS (Roodman, 2009 ).
Consequently, the application of the GMM estimators to a small cross-section or large T, as in the present study, may bias the estimated parameters and standard errors. Kiviet (1995) proposes an alternative approach that directly corrects the bias of LSDV. The study uses dynamic panel data with ≤ 20 and ≤ 50 in a Monte Carlo analysis to show that the Anderson-Hsiao and the Kiviet -corrected LSDV estimator (LSDVC) are better than the GMM estimator in this circumstance. Judson and Owen (1999) use a similar method to Kiviet (1995) to simulate data with qualities normally encountered by macroeconomists, a large time dimension. Their results show that in a balanced long panel, the LSDVC is the best option, and Anderson and Hsiao's approach performs well too.
Following the exposition from these studies and the nature of our panel data (i.e. large T and small N), our preferred estimator for the determinants of CO 2 emissions in a dynamic panel model is the LSDVC estimator. Prior to this estimation, we estimate the static model (Eq. 11) using either LSDV or RE as a benchmark for the dynamic model. Besides, since the LSDVC is designed for a dynamic panel model with one lagged-dependent variable, the dynamic version of Eq. (11) to be estimated is stated as follows:
where 2 −1 is the first lag of CO 2 emissions, and the definitions of other variables are as in Eq. (11). The panel models specified in Eqs (11) and (12) may be prone to other econometric issues (such as endogeneity and cross-section dependence), we discuss and test for these issues in subsection 4.3. The estimations are conducted in STATA 14 software.
Contributions of the drivers to annual changes in CO 2 emissions
As mentioned in section 1, we aim to examine not only the link between the regressors (including energy efficiency improvements) and CO 2 emissions, but to quantify their relative contributions to the annual change in CO 2 emissions. The first aim is achieved by estimating the coefficients of Eqs (8) and (12) for the time series and panel data respectively. For the second aim, if the preferred parsimonious model does not include any lags, the relative contributions are easily calculated using the procedure in Broadstock and Hunt (2010) as:
where ̂0,̂0 * ,̂0 * ,̂0, and ̂0 are the estimated impacts from income, efficiency, structural shift, cleaner energy substitution and openness respectively, and ̂ is the estimated UCET.
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Thus, ̂0Δ ,̂0 * Δ ,̂0 * Δ ,̂0Δ ,̂0Δ and ∆̂ represent the estimated relative contributions to changes in CO 2 emissions from the corresponding variables respectively.
20
However, if the lagged terms in Eqs 8 and 12 are significant, it is tedious to calculate the relative contributions of the regressors to changes in CO 2 emissions Δ 2 . In this case, Chitnis and Hunt (2012) suggested that the estimated lagged-dependent variable (e.g., ̂′ ( ) 2 for the time series; where the polynomial lag operator ̂′ ( ) =̂1 +̂2 2 ) should be continually substituted by a lagged estimated version of Eq. (8) until ̂′ ( ) is sufficiently close to zero, and hence ignorable. This may not be easy to follow through in the case on 19 Given that energy efficiency and structural shift indices are hypothesized to have nonlinear effects, the marginal impacts are calculated ̂0 * = (̂0 + 2̂0 ̅̅̅̅̅ ) and ̂0 * = (̂0 + 2Φ 0 ̅̅̅̅ ) respectively. 20 Given the model is in logs the change approximates the percentage change hand. As an alternative, we estimate the long-run elasticities of the variables, which incorporate the lags in the estimated model, and use it alongside changes in the corresponding variables to arrive at their relative contributions to the changes in CO 2 emissions Δ̂2 . For the time series model, this is stated as follows:
where ̂ * , ̂ * , ̂ * , ̂ * , and ̂ * are the long-run elasticities of the explanatory variables. 21 Thus, ̂ * Δ , ̂ * Δ , ̂ * Δ ,̂ * ΔC , ̂ * Δ and ∆̂ are the estimated relative contributions of income, efficiency, structural shift, cleaner energy substitution, trade openness and ExNEF respectively to the annual change in CO 2 emissions.
For the panel data model, we adopt a similar method as in Eq. (14) and focus on changes in CO 2 emissions for the aggregate countries (∆ 2 ). We use , , , for the aggregate countries 22 to replace the country level variables , ,
respectively. We also use the panel long run elasticities and derive the contribution for ExNEF using ∆(̂/1 −̂0), where (̂/1 −̂0) denotes the long run UCET; 23 ̂ and ̂0 are the coefficients of the time dummies and 2 −1 respectively in the panel model Eq. (12).
Data
For the estimations, we use annual data over the period 1971-2015 for 30 OECD countries.
24
The period and countries are selected based on data availability. For the energy intensity decomposition analysis, data on the whole economy output ( ) and energy consumption ( ), 
and are in log, we derive 2 and by aggregating the variables across the countries, divide by the combined population and then take the log; and are the log of the resulting efficiency and activity indices from the decomposed energy intensity for the aggregated countries; and are the cleaner energy share and trade openness (both in %) for the combined countries. 23 Griffin and Schulman (2005) demand and we prefer this measure to personal income as part of the latter goes to savings, which may not have a major impact on residential energy consumption. We use the contribution of a given sector to final production, i.e. sectoral value added (at constant 2005 prices in US$) taken from UNSD as a proxy for economic output for the remaining 6 sectors.
For the analysis of the determinants of CO 2 emissions, in addition to the energy efficiency and structural shift indices obtained from the energy intensity decomposition, we use data on CO 2 emissions in tonne per capita ( 2) 
Empirical results
Empirical results of energy intensity decomposition
We first use the 25 Alternative energy is non-carbohydrate energy produced without the undesirable consequences of the burning of fossil fuels, such as high carbon dioxide emissions, which is considered to be the major contributing factor of global warming. It includes hydropower, geothermal, wind and solar power, among other renewable energy (World Bank, 2015) . 26 Thus, improvements are used interchangeably for declining indices while deterioration is used for increasing indices. The findings attribute 103% of the 4496Mtoe of energy saved to improvements in energy efficiency while structural changes in favour of energy-intensive sectors amount to 3% energy dissaving. The area graph in Fig. 1 shows the trend of the energy saving due to improvements in energy efficiency and compositional changes over the entire period.
Throughout the period under consideration, energy saving can be attributed almost entirely to improvements in energy efficiency. Structural shift contributes only a small portion of energy savings and after 2003, it starts moving in a negative direction, with energy dissaving.
The results in Fig. 1 are at group level; improving (or deteriorating) energy efficiency at a group level does not mean that all countries within the group are efficient (or inefficient).
A brief description of the decomposition results at the country level shows significant variations for the three energy indices across countries and across time. The coefficients of variation for intensity, efficiency and activity indices increased more than triple across OECD countries between 1971 and 2015, and the increases were more rapid when moving from 1971-82 to 1983-93. This indicates that some countries may have decreased their energy intensity by improvement in energy efficiency while others may not have been able to achieve this. These variations, thus, buttress the need to further analyse the three indices at the individual country level. E.g., the UK's average energy intensity index is 65% of its 1971 level; structural activity and energy efficiency indices are 97% and 67% respectively of their 1971 levels. Consequently, had the composition of economic activity remained constant between 1971 and 2015, energy intensity would have been 67% of its 1971 level. Consequently, 92% of the decline in energy intensity is due to a decline in energy efficiency while the remaining 8% is due to structural shifts. For some other countries, the decline in their energy intensity index is predominantly due to a decline in energy efficiency index. The size of the decline in efficiency index dominates the increase in structural shift index such that the net impact decreased the intensity index. 14 countries (Australia, Austria, Belgium, Chile, Denmark, Finland, France, Hungary, Italy, Korea, Norway, Poland, Sweden and Switzerland) are in this set. For Israel only, the decline in its average energy intensity is solely due to structural shifts to less energy-intensive activities while energy efficiency deteriorated.
Country level results of decomposed energy indices
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For the remaining 6 OECD countries, their average energy intensity index increased relative to its 1970 level. Two of these countries (New Zealand and Portugal) have an increased energy intensity index due to deteriorations in their energy efficiency and a structural shift leading to energy dissaving. E.g., the average intensity, efficiency and activity indices for New Zealand were 118%, 111% and 106% respectively of their 1971 levels. Thus, 65% of the increase in energy intensity index was due to shifts toward energy intensive activity while the remaining 35% increase was due to energy inefficiency. Spain achieved favourable shifts in economic activity but failed to improve on its energy efficiency, which eventually led to an increase in its energy intensity index. Finally, Greece, Mexico and Turkey, achieved improvements in their energy efficiency but the dominance of their adverse structural shifts led to an increase in their energy intensity index. As with the aggregate OECD, we use Eq. (4) to measure the total energy (dis)saved (relative to the amount that would have been consumed had energy intensity remained unchanged and the relative amount attributed to improved efficiency and structural change.
The last three columns of Table 2 show that 24 OECD countries saved energy -the largest saving of 1349.6 Mtoe is from US. Mexico, followed by Greece, has the largest energy dissaving of 4.6 Mtoe and 3.8 Mtoe respectively.
Further energy decomposition analysis at the individual country was conducted by estimating the average and change in the energy indices, energy savings and share attributed to energy efficiency and structural shift at different time intervals. The results in Table A 
Empirical results of the determinants of CO 2 emissions
As discussed in section 2.2, the variables for the econometric analysis include CO 2 emissions per capita, GDP per capita, energy efficiency and structural activity indices (derived from intensity decomposition) and their squared terms to account for a possible non-linear response of CO 2 emissions. We control for cleaner energy substitution and trade openness.
All of the variables are in natural log, with the exception of the two control variables, which are in percentages. The summary statistics are in Table A .2 of the Appendix.
We estimate both time series and panel data models as specified in Eqs (8) and (12) respectively. Moreover, since we found Israel, New Zealand, Portugal and Spain to have
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20 become more energy inefficient from the index decomposition analysis, to ensure that the impact of energy efficiency improvements on CO 2 emissions is well estimated in the panel model, we conduct the panel data analysis with (and without) those four countries.
Time series results
The general STSM model combining Eqs (8) - (10) With the general-to-specific principle adopted, the preferred models given in Table 3 Consistent with the results in the existing literature, income generally has a positive significant impact on CO 2 emissions, with some variations in the magnitude -ranging from 0.346 (for Austria) to 1.397 (for Sweden). That is, a 1% increase in income will increase CO 2 emissions by 0.35% and 1.40% for Austria and Sweden respectively. Structural shifts in economic activity likewise have a significant positive impact on CO 2 emissions. 27 27 We drop the squared term of the structural shift from the model because it was always found to be insignificant. (q, d) 3.754 (6,4) 2.826 (5, 4) 3.581 (6, 4) 3.924 (7, 5) 4.139 (6, 4) 2.247 (7, 5) 5.715 (6, 4) 2.411 (6, 4) 5.719 (6, 4) 5.052 (6, 5) 6.163 (6, 4) 6.153 (6, 4) 4.694 (6, 4) (q, d) 6.270 (6, 5) 10.489 ** (6, 5) 7.245 (5, 4) 8.152 (5, 4) 6.663 (6, 4) 6.289 (6, 4) 6.849 (6, 4) (1) 12.65*** 46.71*** 12.64*** 10.82*** 26.01*** -4.82**
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This means for the OECD countries whose economy compositions were found shifting towards less energy-intensive sectors (i.e. declining activity index), their CO 2 emissions decrease and vice versa. The coefficients vary from 0.610 (Australia) to 2.895 (for Finland).
Similarly, the energy efficiency index generally has a significant positive impact on CO 2 emissions. A positive relationship with CO 2 emissions implies that as the energy efficiency index decreases (i.e. energy efficiency improvement) CO 2 emissions decreases.
The coefficients vary from 0.468 (Netherlands) to 1.942 (Norway). Also, the squared term of the efficiency index for 10 OECD countries was also found to be significant and 5 of the square-terms (for Denmark, Japan, Luxembourg, Turkey and US) have a negative sign. Since these 5 countries have declining energy efficiency index from the start, the nonlinear effect of energy efficiency on CO 2 emission forms a U-shape, i.e., the declining energy efficiency index decreases CO 2 emissions to a certain minimum after which it starts to increase CO 2 emissions. Thus, there is a declining return to energy efficiency (in terms of marginal reduction in CO 2 emission over time). In contrast, the other 5 countries (Australia, Hungary, Norway, Switzerland and UK) with positive sign indicate an increasing return to their energy efficiency in terms of reduction in CO 2 emission over time. For the remaining 20 countries, the energy efficiency index has precisely a linear positive impact of CO 2 emissions.
Lastly, the control variables (cleaner energy substitution and trade openness) included in the model also have significant impacts on CO 2 emissions. As expected, cleaner energy substitution has a negative impact on CO 2 emissions. Also, for Chile, Denmark and Norway the lagged terms of cleaner energy substitution have significant impacts on CO 2 emissions.
Thus, cleaner energy substitution is an important factor that has to be accounted for in a model of this nature. The impacts of trade openness on CO 2 emissions confirm the mixed evidence in the literature on whether trade openness is good for the environment.
With some dynamics in the preferred models, we are able to separate the short run (SR) from the long run (LR) elasticities (also reported in Table 3) . 28 There are variations in the LR income-, efficiency-, structural shift-, cleaner energy substitution-, and trade openness -elasticities of CO 2 emissions. Structural shift in the composition of the economy has the highest LR elasticities ranging from 0.610 (Australia) to 2.895 (Finland). Next is energy efficiency with LR elasticities varying from 0.092 (Netherlands) to 1.954 (Sweden). Trade openness and cleaner energy substitution have the least absolute LR elasticities ranging from 0.076 (Italy) to 0.615 (Finland), and 0.026 (Poland) to 0.853 (Iceland) respectively. 28 We derive LR elasticities using the formula stated in footnote 18; SR elasticities are the coefficients of the variables at levels and the marginal effect of energy efficiency.
Of interest also is the difference between the SR and LR energy efficiency elasticities.
Of the 4 countries that we separated their SR from LR energy efficiency effects (due to the significance of the dynamic terms), 3 have a SR > LR and 1 has a SR < LR. Perhaps it is reflecting the time-lag taken for CO 2 emissions to fully respond to improvement in energy efficiency. It may also be linked to possible impacts of (indirect) rebound effects of energy efficiency on CO 2 emissions. Energy efficiency improvement may lead to rebound effects that could potentially results in the total or partial erosion of energy savings, thereby reducing CO 2 emissions with a lesser proportion. As such, for Belgium, New Zealand and UK with a SR > LR, the improvement in their energy efficiency, which is very significant in reducing CO 2 emissions in the SR, may have resulted in rebound effects that reduce energy savings in the LR, thereby reducing CO 2 emissions with a lesser proportion. For Sweden with a SR < LR suggests that its energy efficiency gains in the SR may have, through learning, continuous awareness and policy, resulted in more energy savings in the LR, thereby reducing CO 2 emissions with a higher proportion. In all, taking into account the possible (indirect) rebound effects, energy efficiency improvement is still very important for protecting the environment.
Apart from the heterogeneity in the estimated elasticities, it is pertinent to emphasize the various estimated UCETs given in Fig. 2 . Notably, the LR test for all the preferred models shows that setting the hyperparameters to zero for a deterministic trend is rejected so that the (14); we derive fitted changes in CO2 emissions (∆co2 ) by adding the estimated contributions from the variables; actual change in CO2 emissions (∆co2) is from the original data.
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For the remaining 20 countries, the general trends are downward sloping over time,
showing exogenous 'carbon mitigating' behaviour and lifestyle. That is, there are improving behaviours, values and lifestyle to conserve the environment in these countries. This confirms the findings in Broadstock and Hunt (2010) and Chitnis and Hunt (2012) , and underscore the need to also consider exogenous noneconomic factors such as tastes and lifestyles in energy and environmental models. This is particularly important as there are growing needs for potentially effective regulations or policies to mitigate CO 2 emissions.
To shed more light on the importance of energy efficiency improvement and the noneconomic factors, we estimate Eq. (14) to derive the relative contributions of the drivers to the annual change in CO 2 emissions. The estimated relative contributions of income, efficiency, structural shift, cleaner energy substitution, trade openness and ExNEF over the period 1971-2013 are summarised in Table 4 . For most of the OECD countries considered, income has the largest positive contribution driving up the average per annum change in CO 2 emissions. Improving energy efficiency has the biggest contribution in driving down the changes in CO 2 emissions during this period so that despite the relatively strong positive contribution from income, the growth in CO 2 emissions is slowed down considerably.
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Although structural shift contributes to the reduction in growth of CO 2 emissions for some countries, its contribution to increasing CO 2 emissions for others is relatively greater.
For 21 OECD countries, ExNEF contributes considerably to the decline in growth of CO 2 emissions relative to trade openness and cleaner energy substitution. This implies that the effect of ExNEF, in particular, on CO 2 emissions should not be ignored. Moreover, the fitted average annual change in CO 2 emissions is positive (i.e. increasing) for 17 OECD countries, while the remaining 13 OECD countries have negative change (i.e. decreasing).
Finally, for a robustness check, we compare the fitted average annual change in CO 2 emissions (∆ 2 ) to the actual average annual change in CO 2 emissions (∆ 2). The last two columns of Table 4 show that the two estimates are very close in value and identical in sign.
Also, the fitted changes are in line with the actual changes over the long periods (the graphs are available upon request from authors) indicating strong evidence that our estimates of relative contributions to annual change in CO 2 emissions are reliable for policy formulation.
Panel data results
To complement 
Notes of the table:
1. All estimations are undertaken in STATA; ***, ** and * denote 99%, 95% and 90% significance levels respectively; 2. Driscoll-Kraay standard errors and bootstrapped standard errors are in parenthesis for FE and LSDVC respectively; 3. All variables in small letters are in log form and variables in capital letters are in levels; 4. Models I & III correspond to Eqs (11) & (12) respectively and both models are estimated using panel data of 30 OECD countries. 5. Models II & IV also correspond to Eqs (11) & (12) respectively but the data exclude the 4 OECD countries (Israel, New Zealand, Portugal and Spain) that we found to be energy inefficient; 6. F-test is test for the joint significant of the parameters; 7. Hausman 2 is a specification test for correlated fixed effects; 8. Restriction test I is the F-statistic from the F-test of no fixed time effects restriction; 9. The long run (LR) elasticities for models III and IV are estimated as Γ /(1 −̂1) where Γ and ̂1 are the estimated parameter for variable i and the lagged CO2 emissions respectively; 10. The relative contributions of the variables to changes in CO2 emission is based on the panel data version of Eq. (14).
However, FE results may be biased in the presence of cross-sectional correlation.
Although OECD is made up sovereign countries with each country having a great deal of autonomy, it is still likely that the countries respond similarly to common shocks implying that their economic performance, energy consumption and hence energy efficiency and CO 2 emissions may be correlated (Moshiri and Duah, 2016) . We conduct a test for cross-sectional correlation using Pesaran (2004) test, which follows a standard normal distribution and handles balanced panel as in this case. The Pesaran test values -3.00 (pvalue=0.00) and -3.46 (pvalue=0.00) for panels I and II respectively reject the null of cross-sectional independency.
Consequently, for the FE, we report the Driscoll and Kraay (1998) standard error, which is robust to very general forms of cross sectional and temporal dependence. Finally, the estimates of the standard F-test reported in Table 5 clearly reject the null hypothesis that the time dummies are jointly equal to zero for panels I and II implying that time dummies are a significant proxy for UCETs in these panels. Table 5 shows that the estimated coefficients of the variables are significant and have the expected signs for panel I. Energy efficiency has a nonlinear effect on CO 2 emissions and the marginal effect is computed at the mean value. The degrees of the impact of structural shift and energy efficiency indices on CO 2 emissions are 1.331 and 1.037 respectively. That is, a 1% decrease in efficiency index will reduce CO 2 emissions by 1.037%. Trade openness has the least effect and shows that trade is good for the environment, which slightly deviates from the mixed evidence from the time series model, and the effect is statistically significant. Also, the entire coefficient estimates of the dynamic panel model (panel III) including the lagged dependent variable are significant with the expected signs.
Using 26 OECD countries, which exclude the 4 countries that we found to be energy inefficient, to estimate the static model (panel II) and dynamic model (panel IV) leads to changes in the estimated parameters. The exceptions being the coefficients of trade openness and cleaner energy substitute that are unchanged. Also, the lagged CO 2 emissions for both panels III and IV shows a positive impact on the current level of CO 2 emissions indicating that, if the existing environmental policies have not been effective to abate CO 2 emissions in the previous year, it will lead to a spillover effect that will increase current CO 2 emissions.
There are variations in the elasticities obtained from the dynamic model via LSDVC (reported in Table 5 ). Specifically, the LR elasticities are about four times the corresponding SR elasticities for panel III, indicating that the variables are more effective in influencing CO 2 emissions in the LR than they do in the SR. With more time, energy efficiency improvements become more significant in mitigating CO 2 emissions. Lastly, using the panel data version of Eq. (14), we quantify the contributions of the drivers to the annual change in CO 2 emissions. This is shown in Fig. 4 and summarised at the end of Table 5 . The results further highlight the importance of the improvement in energy efficiency and ExNEF (captured by UCET) to the environment. It is clear from Fig. 4 that the relative contributions of the variables driving the annual change in CO 2 emissions are relatively stable over the period. Income and structural shift towards energy-intensive industries remain significant positive drivers for most of the period. Increasing income makes the largest positive contribution, on average 1.826% per annum followed by structural shift with about 0.057% per annum as in the end of Table 5 (panel III (LR (III)) ). In contrast, improved energy efficiency, trade openness, cleaner energy substitution and ExNEF are driving down the growth in CO 2 emissions. Among these drivers, energy efficiency improvement constitutes the largest share, on average 1.731% per annum. Thus, despite the relatively strong positive contributions from income and structural shift, the annual growth in CO 2 emissions slowed down significantly, driven primarily by energy efficiency and the relatively small contributions from ExNEF, trade openness and cleaner energy substitution. These results are broadly consistent with the time series results reported in Table 3 .
Concluding remarks
This paper develops a two-step method to examine the effect of energy efficiency improvement on CO 2 emissions at the macro level for 30 OECD countries. First, an index decomposition analysis is used to derive energy efficiency from energy intensity. Secondly, we use STSM and LSDVC models in a modified dynamic 3E framework to examine and quantify the impact of energy efficiency improvement on CO 2 emissions controlling for other factors including the exogenous noneconomic factors (ExNEF) such as taste, lifestyle etc.
Our findings of the first step, the decomposition results for the OECD as a group, indicate that most of the decreases (i.e. progressions) in energy intensity between 1971 and 2015 occur due to improvements in energy efficiency while structural shift was found to be driving up energy intensity in recent time. At the country level, the decomposition results
shows that the average share of improvements in energy efficiency in the overall decline in energy intensity ranges from 32.1% (for Iceland) to 94.5% (for US) and more than 100% for Australia, Austria, Belgium, Chile, Denmark, Finland, France, Hungary, Italy, Korea, Norway, Poland, Sweden and Switzerland (as the share of structural shift index in the decline in energy intensity in these countries are negative). Only 4 countries, Israel, New
Zealand, Portugal and Spain, were found to be having deteriorating energy efficiency indices.
These results are generally similar to the findings of Oseni (2011) for 16 OECD countries.
In the second step, the econometric analysis highlights some important results. For OECD as a group, improvements in energy efficiency reduce CO 2 emissions and with a higher reduction in the long run. Energy efficiency improvement presents the biggest contribution to driving down CO 2 emissions, on average 1.731% per annum, so that despite the relatively strong positive contribution from income, the growth in CO 2 emissions slows down considerably. The impacts of trade openness on the environment are mixed for the individual countries but they are found to be good for the environment at the group level.
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Cleaner energy substitution (i.e., renewable and nuclear energy share) contributes to driving down CO 2 emissions but is not as important as energy efficiency improvement.
More importantly, the UCET, which captures the non-economic factors is downward A C C E P T E D M A N U S C R I P T A C C E P T E D M A N U S C R I P T CO2 emissions per capita is sourced from IEA database via http://stats.ukdataservice.ac.uk; trade openness is proxy by trade (import plus export) as a % share of GDP. Both total export, import and GDP data for estimating trade openness are sourced from UN statistical division database via http://data.un.org/; cleaner energy substitute is proxy by alternative and nuclear energy as a % share of total energy use and sourced alongside the population data used to derive income per capita (Y) from the World Bank database -world development indicators via http://databank.worldbank.org; EFF and ACT are energy efficiency index and structural shifts index respectively derived from energy intensity decomposition • We use econometric models to examine the impact of energy efficiency on CO 2 emissions
• We account for both economic and noneconomic factors such as lifestyle and behaviour
• Energy efficiency makes a relative bigger contribution to driving down CO 2 emissions
• Noneconomic factors also exert a non-trivial influence on CO 2 emissions
