ABSTRACT Vascular image registration is an essential approach to combine the advantages of preoperative 3D computed tomography angiography images and intraoperative 2D X-ray/digital subtraction angiography (DSA) images together. Cardiovascular deformation caused by heartbeat and respiration is one of the most vital factors that affect vascular image registration accuracy. Traditional optimized-based registration methods suffer severely from high computational complexity, which hinders the clinical applications of these methods seriously. To overcome these challenges, we developed a novel multi-channel convolutional neural network (MCNN) that combines a CNN with a periodic vascular diameter variation model. Our method is capable of registering simulated DSA images or real DSA images with their corresponding 3D models in a matter of milliseconds. Our presented MCNN model achieves excellent registration results of three different kinds of cardiovascular patients. The mean absolute error of all six transformation parameters of the MCNN model presented in this paper is less than 1 mm or 1ř. The improvement to our MCNN model in registration accuracy is larger than 75% over a single-channel CNN model. Our MCNN method performs more effectively and stable than the state-of-the-art intensity-based methods, especially when vascular deformations occur.
I. INTRODUCTION
Aortic disease (AD) is one of the severe causes of death globally and the number of cases suffering from aortic disease is on the rise. Minimally invasive vascular intervention (MIVI), which is safe and easy for recovery, has been the state-of-the-art therapy for ADs. Enhancing interventional visualization by integrating information extracted from intra-operative and pre-operative images of various modalities into one single coordinate frame is an essential part of image-guided interventions [1] . In MIVI, the pre-operative data are often three dimensional (3D) CTA images, while the intra-operative data are mostly two dimensional (2D) X-ray (fluoroscopy) images. Consequently, 2D/3D medical image registration [2] is a significant approach to take advantages of both the ability to display vessels in real time of 2D X-ray images and the complete vascular spatial topology of 3D CT images. 2D/3D registration is usually to match the pre-operative 3D data and the intra-operative 2D data by finding an optimal transformation that best aligns these two modality images.
Optimization-based registration methods including featurebased and intensity-based approaches are initially proposed for registration between 3D CTA and 2D X-ray images of vessels. Feature-based methods are commonly based on anatomical structures or fiducial markers attached to patients or frames [3] - [5] . Feature-based vascular registration relies mainly on the topological structure of the vessels, i.e. centerlines and bifurcations. It is hard for feature-based methods to take both vascular diameter variations and topology deformations into consideration. Intensity-based methods usually employ the intensity or gradient information about both the projection of CTA models and the DSA/X-ray images to register two different modal images [6] - [13] . Although these intensity-based image registration methods have achieved great success in medical image registration, their computational efficiency is difficult to fulfill the needs of clinical surgery. Most of these traditional 2D/3D registration methods of vasculature image registration find transformation parameters by iteratively optimizing a target function reflecting the similarity between the input CTA and X-ray images [14] - [17] . Feature-based or intensitybased approaches suffer a lot from computational efficiency and vascular deformation. There are few optimization-based methods for rapid registration in the presence of vascular deformations.
The efficiency of machine learning in image processing has been proved in recent years [18] , [19] . Machine learning methods are gradually being used for registration of medical images [20] . Several researchers proposed a new direction that treats 2D/3D registration as a regression problem in which a network was trained by using intensity or structural features from X-ray images to estimate the 3D transformation parameters directly. The principal challenges to regression-based method are how to improve registration accuracy through effective training. Manual initialization is one of the approaches for these regression-based methods to obtain more accurate solutions citeGouveia2015Registration. Chou et al. [21] trained linear regressors by using the residual between the DRR and X-ray images as a feature to estimate the transformation parameters. However, linear regression tends to yield unreliable results when the mapping from residuals to transformation parameters is highly nonlinear. Many researchers have made some explorations on the application of highly nonlinear convolutional neural networks in registration [22] , [23] . Most of these machine learning and deep learning methods are used for rigid medical image registration. Deformation is hard to handle in training of these machine learning methods.
In this paper, a multi channel CNN regression model based on vascular deformation model is presented for real-time 2D/3D registration. We explore the non-linear mapping capabilities of the CNN to directly regress the transformation parameters from images. Vascular deformation is also assessed in this paper through a periodic vascular diameter variation model. Compared with previous CNN based methods, our proposed method performs better in efficiency and accuracy to predict the transformation parameters especially when there are vascular deformations.
II. MATERIALS AND METHODS
In this paper, we propose an MCNN model that combines a CNN with a periodic vascular diameter variation model to directly regress and predict transformation parameters t = {t x , t y , t z , r x , r y , r z }, where t i and r i represent the translation and rotation components of t separately. Our MCNN model consists of three important steps: establishing a model of periodic vessel diameter changes, designing a suitable CNN structure, and selecting the appropriate channels of MCNN based on the vessel diameter change model. Firstly, according to the influence of the periodic propagation of the heartbeat wave on the diameter change of the vessel, we established a periodic variation model of the vessel diameters and fitted the parameters in the model by measuring the vascular diameter variations of real DSA sequences. Then, a CNN model modified from VGG network performed as the basic channel of MCNN. Finally, images of different channels were selected from simulated DSA images of different phases of the periodic vascular diameter variation cycle. Consequently, the pipeline of our method consists of three vital components: 2D-3D registration framework, architecture of MCNN model and multi channel selection for CNN regression.
A. 2D/3D REGISTRATION FRAMEWORK
The purpose of 2D/3D vascular image registration is to find the optimal transformation parameters from a pre-operative 3D vascular model to an intra-operative 2D DSA images by comparing the similarity between the DSA image and 2D projections, often digitally reconstructed radiograph images (DRR), of the 3D model(see Fig. 1 ). Accordingly, the inputs of our 2D/3D registration framework include: 1) a 3D vascular model I CT transformation parameters t, and 3) initial transformation parameters t init . The 2D/3D registration procedure can be formulated as a regression problem:
where δ t is the difference between t and t init , f (·) is a trained regressor to reveal the mapping δ t from the intra-operative image I DSA t to an initiated DRR I DRR t init , η is the capture range of regressors which is equivalent to the capture range of optimization-based registration methods. In this paper, we set the t init to zero, therefore I DRR t init is a constant image. Therefore, 2D/3D vascular image registration of this paper can be expressed as training a regressor:
In the next section, we will discuss in detail how to design, train, and apply the regressor f (·).
B. ARCHITECTURE OF OUR MCNN REGRESSION MODEL
As shown in Fig. 2 A single channel of MCNN as shown in Fig. 3 consists of 9 convolution layers followed by 2 fully connected layers. The convolutional layers use 32, 32, 64, 128, 128, 128, 128, 256 , 256 filters, with 5 × 5 kernel size for first convolutional layer and 3 × 3 for the rest convolutional layers. All pooling layers are max pooling with 2 × 2 kernel size and stride 2. The two fully-connected layers have 2048 or 6 activation neurons separately, and the output layer has 6 nodes corresponding to 6 transformation parameters. Each convolutional layer and fully-connected layer is followed by a rectified linear unit (ReLU) activation layer except for the last output fully-connected layer. To prevent overfitting, we added drop out layers on the last two pooling layers with a dropout-ratio of 0.2. Applying batch normalization to each convolutional layer speeds up the convergence of regressors and improves the robustness of parameter initialization [24] .We define Euclidean loss as the objective function that is minimized in training:
(4)
where N is the number of training samples, X n is the n-th input DRR image, t n gt is the ground truth transformation parameters for X n ,t n is the transform parameters predicted by regressors, W is the weights matrix to be learned. In each training, W is updated by the following two equations:
where i is the iteration index, V is the momentum variable, d represents the weight decay, α i is the learning rate of the i-th iteration and
is the derivative of the objective function on i-th batch evaluated by W i . W is renewed by the stochastic gradient descent (SGD) method, with the momentum of m = 0.9, the batch size of 32 and the weight decay of d = 0.0001. Multi-step learning rate decay strategy is adopted in our model with the base learning rate base_lr of 0.0065, γ of 0.1 and the max iteration epochs of 40. The learning rate decay strategy can be formulated as:
Xavier method [25] was employed to initialize the weights of fully connected layers. The convolutional layer weights were initialized by Gaussian method with a mean of zero and a standard deviation of 0.01.
C. MULTI CHANNEL SELECTION FOR MCNN 1) VASCULAR DIAMETER VARIATION MODEL
Vasculature, especially cardiovascular system, undergoes severe deformations with breathing and heartbeat of patients. Consequently, vascular image registration is a complicated problem which must consider the deformation of vessels. Variation in vascular diameter is one of the two main factors that effect vascular deformation, and the other is the vascular displacement. For aortic disease, changes in vessel diameter are a major factor influencing surgical accuracy. This paper investigates the effects of changes in vessel diameter in vascular image registration and attempts to obtain accurate registration results of the presence of vascular deformation.
The periodic variation in vascular diameters can be modeled as follows :
where d expresses the minimum value of cyclical changing vascular diameter, y(·) describes the variation of vascular diameter with time. The main three factors influencing the variation on y(·), as shown in Fig.6 , are the heart beating p(·), the vascular resistance ξ (·) and the reflex wave at bifurcations and walls of vessels ref (·). Accordingly, the periodic variation of the vessel diameter is positively correlated with the propagation of the pulse wave on the vessel wall and can be expressed as follows [26] :
2) PARAMETER DETERMINATION OF DIAMETER VARIATION MODEL
In order to simplify the calculation of y(·) without inflecting the wave form of the variation in vessel diameter, we ignore the effect of m 0 and m 1 and assume that there is a linear correlation between a 1 , a 2 and the vessel diameter d. T represents the vascular deformation cycle. The parameters of our proposed vessel diameter variation model were determined by observing vessel diameter changes in the real intraoperative DSA sequence. As shown in Fig.4 , the actual value of the vessel diameter d was measured in proportion to the distance l of two adjacent guide wire markers. According to the specifications of the guide wire, the distance between two adjacent markers is 10 mm, i.e., l = 10 mm. Therefore, the vascular diameter can be measured by d /l = d/l, where d and l represent the measured pixel value in a frame of DSA sequences. Finally, we obtained the periodic variation in vessel diameter by measuring the diameters of vessels in each frame of the DSA sequence, and fitted the parameters in our proposed vascular diameter variation model by the measured vessel diameter changes in Matlab R2014a. Fig.5 shows that our proposed diameter variation model coordinates with the change of vessel diameters observed in the real DSA sequences.
3) MULTI CHANNELS SELECTION
In each cardiac cycle, the diameter of the blood vessel changes regularly with the heartbeat. Accordingly, as long as no large mutation occurs to vessels, the diameter variation on blood vessels in one cardiac cycle is sufficient to represent periodic blood vessel changes. Usually patients vessels do not have large mutations from hospitalization to surgery. Therefore, we select different phases from one vessel diameter change cycle as inputs to multiple channels. We mainly select the phases that can represent the variation characteristics of blood vessel diameter. The selection of discretization phase directly affects the number of channels in the model. To verify the effect of vessel diameter changes and channel number on registration results, the channels number is set to 1, 2, · · · , 6, as shown in Fig.6 representing as red dot and black triangles. The red dot indicates that blood vessel images of these phases are selected as the training set, while the black triangle phase are selected as the testing set. 
D. DATASETS AND EXPERIMENT ENVIRONMENT 1) SIMULATED DSA GENERATION
A rigid 6DOF transformation consists of 3 translations (t x , t y , t z ) and 3 rotations (r x , r y , r z ) defining the pose of the 3D vascular model in the 3D CT volume. A projective transformation matrix T 3×4 obtained from the six rigid transformation parameters is defined to map a position in the CT coordinated system (x, y, z) to its projected position in the DRR coordinate system (u, v) according to the following equation [27] :
where c is a constant to normalize the third element of the 2D position vector and (x s , y s , z s ) represents the light source position. According to this formula, we obtain a series of DRR projections of the vascular model by ray casting method. The synthetic DSA images are obtained by mixing the obtained DRR images with backgrounds stripped from real DSA images as described in the following formula:
where I BG is the background from real DSA images before injecting contrast agent, I DRR represents the DRR image, G σ denotes a Gaussian smoothing kernel with a standard deviation σ simulating the noises caused by the patients' breathing and heartbeat, * represents the convolution procedure, and N (a, b) is a random noise uniformly distributed between [a, b] . The empirical parameters (γ , σ, a, b) of each patient are adjusted to make the appearance of the synthetic DSA images as realistic as the real DSA images. Fig.7 shows three synthetic DSA images compared with three real DSA images. Simulated DSA images of three patients with different aorta diseases, i.e., aortic dissection (AD), thoracic aortic aneurysm (TAA) and abdominal aortic aneurysm (AAA) as shown in Fig.7 , are selected to validate the correctness and robustness of our method at different stages. DRRs generated to simulate the real DSA images are all with the dimension of 1024×1024 consistent with the size of a real DSA image, and the pixel spacing of 0.5 mm. Transformation parameters for generating these DRRs are randomly and uniformly sampled in the extent of ±20 mm and ±5 • . Datasets of each channel for training consists of 2.0 × 10 4 images with labels representing their transformation parameters. The number of images for testing set is 2.0 × 10 3 .
2) EXPERIMENTAL ENVIRONMENT
We conducted the regression experiments on a workstation with Intel Core i7-4790 CPU 3.6GHz×8, 8GB RAM and Nvidia GeForce GTX 980 GPU. An open-source deep learning framework is used to implement the neural network with cuDNN acceleration, Caffe [28] . For traditional methods, the similarity measures are implemented using Matlab 2014a, while the computational DRR rendered processes are implemented in C++ and executed in a single CPU core. All the intensity-based methods are conducted on a PC with Intel(R) Core(TM) i7-6820HQ CPU @ 2.70GHz, 16GB RAM.
E. EVALUATION OF IMAGE REGISTRATION ACCURACY
Target registration error (TRE) is a widely used evaluation criteria of 2D-3D registration accuracy [29] . A mean target registration error (mTRE) as described in (14) is a gold standard used to measure the quality of registration results.
mTRE(P, T reg , T gold , T proj
As shown in Eq. (14), T gold is a 4×4 gold standard transformation matrix representing the 3D vascular model transformation from the initial position to the final position aligned with 2D DSA images exactly; T reg represents the transformation parameters that is obtained from our 2D/3D CNN regression model; T proj indicates the projective matrix from a 3D volume space to a 2D image space. P stands for a fixed feature point set containing k feature points extracted from 3D volume. The mean absolute error (MAE) of six transformation parameters is another criterion to assess errors between the ground truth t gold and the predicted registration resultt. MAE among M test images can be expressed as:
F. OPTIMAL CHANNEL NUMBER SELECTION
Our proposed MCNN method, as shown in Fig.2 , employs CNN regressors to directly estimate the transformation parameters of deformable vascular images in only one shot. We conducted the following experiments for detailed influence analysis of channel number on registration results. Experiments of single and multi channel CNN were conducted on a cardiovascular patient with aortic dissection (AD). Data sets used for training and testing the CNN model are all simulated DSA images acquired from 3D reconstructed CT model of this patient. Image data sets of different channels were selected from a specific segment of aorta with the same position and posture parameters at different phase of a cardiac cycle. Phases selection for training and testing are discussed in II.C.3. Registration accuracy was assessed by mTRE together with MAE of six transformation parameters. Optimal channel number was selected to get the most satisfactory registration result.
G. COMPARISON WITH SINGLE CHANNEL CNN ON DIFFERENT CARDIOVASCULAR PATIENTS
Experiments among different patients were conducted to confirm that our MCNN model were more robust and extensible to different kinds of cardiovascular diseases, i.e. abdominal aortic aneurysm (AAA), thoracic aortic aneurysm (TAA) and AD, than single channel CNN. Simulated DSA images of three patients with different aorta diseases, as shown in Fig.7 , are fed to single and multi channel CNN regression model separately. Real DSA images were included in the test set to verify that our MCNN models trained by simulating DSA images performed excellently on real DSA images.
H. COMPARISON WITH TRADITIONAL METHODS
We compared our proposed method with several state-of-theart intensity based 2D-3D registration methods. An intensitybased method consists of two core components, a similarity measure and an optimizer. Two popular similarity measures, i.e., mutual information (MI) and normalized mutual information (NMI), are implemented in this paper as comparisons to our proposed method. Traditional MI [30] computes the independent entropy and joint entropy of the two images to be registered, and is widely used in multi-modal medical image registration. NMI [31] is an advanced MI based method that considers the effect of overlapping parts of the two images on mutual information. As for the optimization method, researchers conclude that Powell's method achieves the best performance over other four popular optimizers (Powell's method, Nelder-Mead, BFGS, CMA-ES) in a recent study [32] . Therefore, we used Powell's method as the optimizer for intensity-based methods. Experiments were conducted on simulated DSA images of three different cardiovascular patients denoted as A, B and C. Table 1 and Fig.8 shows the experiment result of single and multi channels CNN-based regression. The value of T z 48.051 in single channel experiment is an abnormal value demonstrating that single channel CNN model is extremely sensitive to the deformation of vessels. Table 1 and Fig.8 demonstrates that the MAEs of six transformation parameters decrease as channel number increases. However when the number of channels is greater than 4, there is no significant decrease of MAE due to overfitting. Therefore, the optimal number of channels is set to 4 in the following experiment. Fig.9 shows that if testing data is contained in training sets, both single and multi channels CNN can obtain accurate ) and (e) were tested at time point A where testing data is absorbed into the training set, (c) and (f) were tested at time point B where testing data is beyond the training set.
III. RESULT A. ANALYSIS OF SINGLE AND MULTI CHANNEL CNN REGRESSION
registration results. However, if the testing data is not contained in training sets, for example at time B, MCNN performs extremely better than single channel CNN.
B. ROBUSTNESS ANALYSIS OF MCNN
The experiment results of MCNN on different patients are shown in Table 2 and Fig.10 . The experiment result of 4-channel CNN regression model is more accurate than that of 1-channel CNN regression model especially for the regression result of T z . The mTRE improvement of MCNN over single channel CNN is greater than 75% on all three experiments. The MAEs of 4-channel MCNN conducted on three different patients are all less than 1mm, demonstrating that our MCNN method is robust and extensible to patients with different vascular lesions and deformations. Fig.11 shows that our proposed method can not only satisfy registration between simulated DSA images but real DSA images. The top two rows of Fig.11 were trained and tested on simulated DSA images, while the bottom two row of Fig.11 were trained by simulated DSA images but tested on real DSA images. The registration results of real DSA images are not as excellent as that of simulated DSA images due to complex background, local vascular absence and poor image quality. Although the registration result of the real DSA image is not as satisfactory as the registration result of the simulated DSA image, the registration result of the real DSA image proves that our proposed method has clinical application prospects. 
C. COMPARISON WITH THE STATE-OF-THE-ART METHODS
As shown in Table 3 , A NDF means experiments conducted on patient A without vascular deformation while A DF means experiments conducted on patient A with vascular deformation. B NDF , B DF , C NDF and C DF maintain the similar meaning. MI and NMI were superior to MCNN on experiments of patient A and B when vascular deformation was not absorbed into images data sets. However, the registration accuracy of MI and NMI decreased dramatically when vascular deformation were absorbed into testing images. MI and NMI performed extremely bad in experiments conducted on data set of patient C. These two intensity-based methods fell into local minimums and did not converge to the global optimal value. Consequently, MAEs and TREs of MI and NMI on C NDF and C DF were extraordinarily greater than other groups. However, our proposed MCNN method can achieve accurate registration results regardless of whether the image data set includes vascular deformation or not. Moreover, the registration time, i.e. 4 millisecond, of our method was extremely short compared with the intensity-based methods.
IV. DISCUSSION
In this paper, we have reported an MCNN registration method for mapping preoperative 3D CT models to intraoperative 2D The effectiveness together with robustness of our method has been evaluated on patients with different vascular lesions by aligning both simulated DSA images and real DSA images with preoperative 3D CTA models. Our proposed MCNN model achieves better performances on all data sets presented in this paper than single channel CNN model in registration accuracy. The MAEs of both six transformation parameters are less than 1 mm or less than 1 degree as shown Fig.10 . Larger than 75% improvement of mTRE demonstrates the excellent registration results of MCNN over Traditional intensity-based methods, such as MI and NMI, are prone to obtain accurate results with strict initialization. For rigid registration, i.e. without deformations, registration results of these traditional methods are superior to our proposed MCNN method like result of A NDF and B NDF in Table3. However, our MCNN method performs more satisfactorily than MI and NMI proved by experiments on A DF and B DF when there are vascular deformations. MI and NMI suffer seriously from demands of relatively accurate initialization in the experiments of patient C. Accordingly neither the registration results of C NDF nor the results of C DF converge to the global optimal value. Real-time registration, as the essential demand of vascular surgery, is hard to be implemented in traditional iterative optimization methods which suffer a lot from high computational complexity. Our MCNN method requires only 4 milliseconds of registration meeting the real-time requirements of clinical surgery.
V. CONCLUSION
A multi channel CNN model for deformable cardiovascular image registration is demonstrated and tested in this paper. When combined with vascular diameter variation model, MCNN performs better than not only single channel CNN model, but also the state-of-the-art intensity-based methods. Also, MCNN shows competitive performance in the registration of real DSA sequences, which demonstrates the clinical application of our proposed method. In our future work, we will model the displacement, which is the other important factor affecting vascular deformation, of the cardiovascular system and combine the vessel diameter variation and displacement models to achieve more accurate results in real DSA sequence registration. 
