Reversible computing is a paradigm of computation that extends the standard forward-only programming to reversible programming, so that programs can be executed both in the standard, forward direction, and backward, going back to past states. In this paper we present novel quantitative stochastic models for concurrent and cooperating reversible computations. More precisely, we introduce the class of ρ-reversible stochastic automata and define a semantics for the synchronization ensuring that this class of models is closed under composition. For this class of automata we give an efficient way of deriving the equilibrium distribution. Moreover, we prove that the equilibrium distribution of the composition of reversible automata can be derived as the product of the equilibrium distributions of each automaton in isolation.
Introduction
Reversible computing is a paradigm of computation which relies on the idea that programs can be executed both in the standard, forward direction, and backward. In contrast to traditional forward-only computations, reversible executions may restore a past state by undoing, one by one, all the previously performed operations. According to [26] a bi-directional execution is any program execution that carries with it the notion of a runtime choice between forward and backward execution, regardless of the granularity of the execution unit. Although still not widely used, reversible computing has a growing number of promising applications. For instance, it has been shown in [4, 5] that ideally reversible computations can be performed without loss of energy. Another application scenario is the improvement of the performance in parallel computations. Indeed, by assuming the reversibility of the computations we may increase the concurrency of the systems by allowing the local processors to execute their jobs asynchronously. In case of data dependence violations, the backward execution rolls back the processor to the execution point where the dependency violation occurred. A practical application of this idea is the popular "time warp" mechanism proposed by Jefferson in [17, 18] . Other applications include processors with speculative executions [11] , debugging [8, 22] , fault detection [7] and tolerance [27] , database transaction rollbacks and quantum computing [25, 30] (see [26] for a survey of these application scenarios). Reversible computing can be implemented in essentially two ways: the first consists in recording a set of checkpoints that store the state of the processor at some epochs of the computation, the second in implementing fully reversible programs where each step of the computation may be inverted. Janus [34, 33] is an example of a timereversible programming language and many research efforts have been devoted to the construction of reversible hardware components.
While the functional analysis of reversible computations has been widely explored in previous works (see [4, 28, 9, 20] ), the quantitative analysis is a topic that has still to be addressed. For forward-only computations, time-based quantitative analysis has been deeply studied especially in the context of systems in which some aspects are abstracted out and assumed to have a probabilistic nature (see, e.g., [2] ).
In this paper we focus on the problem of defining quantitative stochastic models for concurrent and cooperating reversible computations. The stochastic processes underlying our models are continuous-time Markov processes with a discrete-state space (i.e., Continuous Time Markov Chains, CTMCs) which is a common framework for the formal specification and evaluation of quantitative properties of systems [29, 15, 13] . We focus on the derivation of the equilibrium (or steady-state) performance indices, i.e., we aim at computing the probability of observing the system in a certain state when the time elapsed since the beginning of the computation is long enough (ideally infinite). Indeed, we can imagine to repeat the computation infinite times, and the equilibrium distribution represents the probability of observing a certain state under this assumption. For models with an underlying CTMC the necessary and sufficient condition for the existence of a unique equilibrium distribution is that the chain is ergodic, i.e., its reachability graph is irreducible and the expected time elapsed from a visit to any state until the next visit to the same state is finite.
Contribution. In this paper we use stochastic automata in the style of [29] to model reversible processes. We introduce the class of ρ-reversible stochastic automata and define a semantics for the synchronisation of reversible automata that ensures that this class of models is closed under composition. For simplicity, we introduce the synchronisation semantics for pairs of automata and then we discuss how it is possible to extend it to an arbitrary number of automata. We also address the problem of the computation of the equilibrium distribution. Indeed, for general Markovian models, the derivation of the equilibrium distribution is known to be time expensive (O(n 3 ) with n being the number of model states) and prone to numerical stability problems [31] since it requires the numerical solution of a linear system of equations. For the class of reversible automata we give an efficient way of deriving the steady-state distribution which is also numerically stable since it involves only the product of floating point numbers. Even more interestingly, we prove that the equilibrium distribution of the composition of reversible automata can be derived as the product of the equilibrium distributions of each automaton in isolation. In the literature, this property is known as product-form [19, 3] .
Related work. Formalisms for the description and the analysis of reversible computations have been proposed in [10, 21] and the references therein. The behavioural analysis of reversible computations has been studied in [28, 9, 20] where the authors address the problem of reachability and system equivalences via bisimulation. In [1] and subsequent papers, the authors propose a quantitative evaluation of the energy costs required to allow the system to reach a steady-state behaviour. Our contribution is more related to formal methods for the quantitative analysis of reversible computations and the computation of the equilibrium distribution that, to the best of our knowledge, has still to be explored. From a theoretical point of view, time-reversibility in CTMCs is mainly studied in [19] where the author introduces also a class of product-form models. In [23, 24] the authors introduce novel reversibility-based definitions for Markov chains but, differently from the present work, there is not any notion of compositionality. With respect to the above mentioned works, here we consider interacting labelled automata representing reversible computations and define a synchronisation semantics that is closed with respect to this class of computations. Moreover, we study their equilibrium distribution which, surprisingly, is proved to exhibit an unconditional product-form. This is different from the well-known quasi-reversibility based product-forms studied in [19, 12] .
Plan of the paper. The paper is organized as follows. Section 2 introduces the fundamental notions of Markov chain and reversibility. In Section 3 we introduce the definition of stochastic automaton and provide the synchronization semantics. In Section 4 we present our main theoretical results about reversible automata, their closure under synchronization and their product-form solution. Section 5 concludes the paper.
Continuous-Time Markov Chains
Let X(t) be a stochastic process taking values into a state space S for t ∈ R + . X(t) is stationary if (X(t 1 ), X(t 2 ), . . . , X(t n )) has the same distribution as (X(t 1 + τ ), X(t 2 + τ ), . . . , X(t n + τ )) for all t 1 , t 2 , . . . , t n , τ ∈ R + . X(t) satisfies the Markov property and is called Markov process if the conditional (on both past and present states) probability distribution of its future behaviour is independent of its past evolution until the present state.
A Continuous-Time Markov Chain (CTMC) is a Markov process with a discrete state space. A CTMC X(t) is time homogeneous if the conditional probability P (X(t + τ ) = s | X(t) = s ) does not depend upon t, and is irreducible if every state in S can be reached from every other state. A state in a CTMC is called recurrent if the probability that the process will eventually return to the same state is one. A recurrent state is called positive-recurrent if the expected number of steps until the process returns to it is finite. A CTMC is ergodic if it is irreducible and all its states are positive-recurrent. We assume that any CTMC which we deal with is ergodic. A process satisfying all these assumptions possesses an equilibrium (or steady-state) distribution, that is the unique collection of pos-itive numbers π(s) with s ∈ S such that lim t→∞ P (X(t) = s | X(0) = s ) = π(s) for all s ∈ S.
The transition rate between two states s and s is denoted by q(s, s ), with s = s . The infinitesimal generator matrix Q of a Markov process is such that the q(s, s )'s are the off-diagonal elements while the diagonal elements are formed as the negative sum of the non-diagonal elements of each row. The equilibrium distribution π is the unique row vector of positive numbers π(s) with s ∈ S, summing to unit and satisfying the system of global balance equations (GBEs):
The solution of system (1) is often unfeasible due to the large number of states of the CTMC. The analysis of an ergodic CTMC in equilibrium can be greatly simplified if it satisfies the property that when the direction of time is reversed the behaviour of the process remains the same.
Given a stationary CTMC, X(t) with t ∈ R + , we call X(τ − t) its reversed process. We denote by X R (t) the reversed process of X(t). It can be shown that X R (t) is also a stationary CTMC. We say that X(t) is reversible if it is stochastically identical to X R (t), i.e., the process (X(t 1 ), . . . , X(t n )) has the same distribution as (X(τ − t 1 ), . . . , X(τ − t n )) for all t 1 , . . . , t n , τ ∈ R + [19] .
For a stationary Markov process there exists a necessary and sufficient condition for reversibility expressed in terms of the equilibrium distribution π and the transition rates. A reversible CTMC X(t) and its dual X R (t) have the same equilibrium distribution.
The reversed process X R (t) of a Markov process X(t) can always be defined even when X(t) is not reversible. In [12] the author shows that X R (t) is a CTMC and its transition rates are defined according to the following proposition. Proposition 2. (Transition rates of reversed process [12] ) Given the stationary CTMC X(t) with state space S and infinitesimal generator Q, the transition rates of the reversed process X R (t), forming its infinitesimal generator Q R , are defined as follows: for all s, s ∈ S,
where q R (s , s) denotes the transition rate from s to s in the reversed process.
The equilibrium distribution π is the same for both the forward and the reversed process.
Many high-level specification languages for stochastic discrete-event systems are based on Markovian process algebras [15, 6, 14] that naturally supply powerful composition operators and timed actions whose delay is governed by independent random variables with a continuous-time exponential distribution. The expressivity of such languages allows the development of well-structured specifications and efficient analyses of both qualitative and quantitative properties in a single framework. Their semantics is given in terms of stochastic automata, an extension of labelled automata with clocks that are exponentially distributed random variables.
In this paper we consider stochastic concurrent automata with an underlying continuous-time Markov chain as common denominator of a wide class of Markovian stochastic process algebra. Stochastic automata are equipped with a composition operator which allows a complex automaton to be constructed from simpler components. Our model draws a distinction between active and passive action types, and in forming the composition of automata only active/passive synchronisations are permitted.
and for all s ∈ S P , (s, s, τ ) / ∈; P 1 q P is a function from ; P to R + such that ∀s 1 ∈ S P and ∀a ∈ P P , s2:(s1,s2,a)∈; P q P (s 1 , s 2 , a) ≤ 1.
In the following we denote by → P the relation containing all the tuples of the form (s 1 , s 2 , a, q) where (s 1 , s 2 , a) ∈; P and q = q P (s 1 , s 2 , a). We say that q P (s, s , a) ∈ R + is the rate of the transition from state s to s with type a if a ∈ A P ∪ {τ }. Notice that this is indeed the apparent transition rate from s to s relative to a [15] . If a is passive then q P (s, s , a) ∈ (0, 1] denotes the probability that the automaton synchronises on type a with a transition from s to s . Hereafter, we assume that q P (s, s , a) = 0 whenever there are no transitions with type a from s to s . If s ∈ S P , then for all a ∈ T P we write q P (s, a) = s ∈S P q P (s, s , a). We say that P is closed if P P = ∅. We use the notation s 1 a ; P s 2 to denote the tuple (s 1 , s 2 , a) ∈; P ; we denote by s 1 (a,r) − −− → P s 2 (resp., 
We say that a closed automaton P is ergodic ( irreducible) if its underlying CTMC is ergodic (irreducible). We denote the equilibrium distribution of the CTMC underlying P by π P .
The synchronisation operator between two stochastic automata P and Q is defined in the style of master/slave synchronisation of SANs [29] based on the Kronecker's algebra and the active/passive cooperation used in Markovian process algebra such as PEPA [15, 16] .
Definition 3. (SA synchronisation) Given two automata P and Q such that A P = P Q and A Q = P P we define the automaton P ⊗ Q as follows:
is the unknown type -; P ⊗Q and q P ⊗Q are defined according to the rules for − → P ⊗Q depicted in Table 1 
Notice that although we define a semantics for pairwise SA synchronisations, this can be easily extended in order to include an arbitrary finite number of pairwise cooperating automata as discussed in Section 4.1. We point out that the assumption that an automaton obtained by a cooperation does not have passive types ensures that the resulting automaton has an underlying CTMC and then we can study its equilibrium distribution.
In this section we introduce the notion of ρ-reversibility for stochastic automata. This is defined in the style of the Kolmogorov's criteria presented in [19] . We assume that for each forward action type a there is a corresponding backward type a with τ = τ . Formally · is a bijection (renaming) from T P to T P . In most of practical cases, · is an involution, i.e., a = a for all a ∈ T P , and hence the semantics becomes similar to the one proposed in [10] . We say that · respects the active/passive types of an automaton P if τ = τ and for all a ∈ T P \{τ } we have that a ∈ A P ⇔ a ∈ A P (or equivalently a ∈ P P ⇔ a ∈ P P ). 
We say that Ψ is the inverse of cycle Ψ . If ρ is the identity function we simply say that P is reversible.
Observe that the cycle Ψ is unique. This follows from the fact that, by Definition 1 of stochastic automaton, there exists at most one transition between any pair of states with a certain type a ∈ T P . We stress on the fact that this class of models does not belong to any well-known class of compositional reversible models including those studied in [19, 12] .
Example 1. (Reversible Random Number Generators)
In the context of concurrent simulations, the Time Warp mechanism [17, 18] is an optimistic synchronisation protocol which is used to synchronize parallel discrete event simulations allowing a process to roll back when an event occuring in another process invalidates part of its computation. The state of the process depends on a set of random numbers that are generated by a pseudo Random Number Generator (RNG). Reversible RNGs allow their state to move both forward and backward so that if the simulation process is itself reversible, the rollback can be performed without storing the process state in memory [26] . We can model a reversible RNG by a simple sequential reversible automaton as shown in Fig. 1 (a) . The model consists of a denumerable set of states s 1 , s 2 , . . .. From each state s i a random number is generated causing a synchronising label a i and a transition to state s i+1 with rate r f . In the backward flow, the transition occurs from state s i+1 to s i with type b i . Although it must be the case that the pseudo random number Fig. 1 : Models for RNGs generated by type a i is the same generated in the backward transition typed b i , the use of two different types allows the synchronising process to drive the RNG in the forward or in the backward direction. Conversely, the use of the same type would have led to a situation in which the simulator process is executing in the forward direction while the RNG process draws pseudo random numbers in the backward direction, hence introducing an undesired behaviour. The automaton is ρ-reversible with ρ being the identity function and a i = b i , b i = a i . Let us now consider a cyclic RNG in which, in the forward computation, the state that follows s n is s 1 for a given n > 2 as depicted in Fig. 1 (b) . In this case, we have also to consider the cycle s 1
In order for the rate condition of Definition 4 to be satisfied, equation r n f = r n b must hold, i.e., r f = r b is required. In other words, the automaton is reversible if the rate of generation of random numbers is the same in the forward and backward flow.
Example 2. (Reversible computations with checkpoints)
Traditional means for restoring a computation to a previous state involve checkpoints, that are fixed conditions such that when a checkpoint is reached the computation may decide to proceed forward to the next checkpoint or backward to the previous one. In these cases, differently from the model studied in Example 1, the decision about moving forward or backward is not taken in each model state but only at the fixed checkpoints. Fig. 2 shows the stochastic automaton underlying such computations. From checkpoint CK 1 the computation proceeds forward to states s 1 , s 2 , . . . s n and then reaches checkpoint CK 2 . At checkpoint CK 2 the computation can move backward to s n , . . . , s 2 , s 1 and then to CK 1 . We can show that the computation is ρ-reversible with ρ( In order for the rate condition of Definition 4 to be satisfied, the following cycle has to be considered:
The condition is trivially satisfied since the inverse cycle Ψ , under the renaming function ρ, coincides with Ψ . Moreover, for all s i we have q(s i , τ ) = q(s i , τ ).
The following theorem provides a necessary condition for ρ-reversibility expressed in terms of the equilibrium distribution π P and the transition rates. It is worth of notice the analogies between Theorem 1 and Propositions 1 and 2. Notice that Theorem 1 differs from those proposed in [32, 19] in the sense that in our theorem action types are taken into account.
The next proposition says that the states of an ergodic ρ-reversible automaton have the same equilibrium probability of the corresponding image under ρ. Proposition 3. (Equilibrium probability of the renaming of a state) Let P be an ergodic ρ-reversible automaton. Then for all s ∈ S P , π P (s) = π P (ρ(s)) .
The class of ρ-reversible automata satisfies the property that any ρ-reversible automaton can be rescaled allowing one to close the automaton by assigning the same rate to each passive action with a certain label weighted on its probability, while maintaining the equilibrium distribution.
Definition 5. (Scaled automaton) Let P be an automaton, a ∈ T P and k ∈ R + . The automaton S = P {a · k} is defined as follows:
Intuitively, the rescaling of a passive type a with a factor k a should be interpreted as if the automaton is synchronising with an event that occurs according to an independent homogeneous Poisson process with rate k a and hence can be seen as a way to close an open automaton. The rescaling of an active type b by a factor k b ≤ 1 should be interpreted as the reduction of the rates of the transitions with type b due to the fact that a cooperating automaton is ready to synchronise on b with a state independent probability k b . If k b > 1 we interpret this as a speed up of the active transitions, e.g., because the synchronising automaton models the fact that one component performs part of the work that is associated with the synchronising transition.
Since · is a permutation of the labels, we denote by [a] the orbit of type a, According to Proposition 4 the ergodicity and the equilibrium distribution of a ρ-reversible automaton does not depend on the rescaling of all the types belonging to an orbit of · . As a consequence, if the automaton is open and we close it by rescaling, its equilibrium distribution and ergodicity does not change with the rescaling factor. Henceforth, we will talk about equilibrium distribution and ergodicity of open automata in the sense that they are the same for any closure obtained by rescaling.
The following relationship states that ρ-reversibility for stochastic automata implies the reversibility of the underlying CTMC when the renaming function ρ is the identity.
Proposition 5. (CTMC-reversibility) Let P be an ergodic automaton. If P is ρ-reversible and ρ is the identity function then its underlying CTMC is reversible.
The opposite is, in general, not true. Fig. 3 (a) . Since it has only one active type a (indeed, in this case, a = a), the underlying CTMC can be trivially derived and it is identical to the model in Fig. 3 (a) where the action type a is not present. Since the CTMC underling the automaton is ergodic, we may construct the time-reversed CTMC displayed in Fig. 3 (b) . We notice that the two CTMCs are different and hence the automaton is not reversible, however we can prove that under the renaming ρ = {1 → 2, 2 → 1, 3 → 4, 4 → 3} the labelled automaton in Fig. 3 (a) satisfies the conditions of Definition 4, i.e., it is ρ-reversible.
The following theorems are important to tackle the state space explosion when studying a network of synchronising automata. Theorem 2 states that the synchronisation of ρ-reversible automata is still ρ-reversible and therefore networks of more than two automata can be defined by combining pairs of automata. Notice that operator ⊗ among ρ-reversible automata inherits the associativity from Kronecker's operator of the Stochastic Automata [29] or from the synchronisation operator of PEPA [15] . Theorem 3 states that the composition of two ρ-reversible automata has an equilibrium distribution that can be derived by the analysis of the isolated cooperating automata (i.e., without generating the joint state space and solving the system of global balance equations). Notice that this analysis, differently from those based on the concepts of quasi-reversibility [19, 12] and reversibility, does not require a re-parameterisation of the cooperating automata, i.e., the expressions of the equilibrium distributions of the isolated automata are as if their behaviours are stochastically independent although they are clearly not.
Theorem 2. (Closure under ρ-reversibility) Let P and Q be two ρ P -and ρ Qreversible automata with respect to the same function · on the action types. Then, the automaton P ⊗Q is ρ P ⊗Q -reversible with respect to the same · , where, for all (s 1 , s 2 ) ∈ S P × S Q ,
Theorem 3 plays a pivotal role in the theory developed in this paper. Indeed, if we have a set of M cooperating automata the cardinality of the state space may have the size of the Cartesian product of the state space of each single automaton. Assuming that each automaton has a finite state space of cardinality N , the joint state space has, in the worst case, a cardinality of N M . Since the computation of the equilibrium distribution of a CTMC requires the solution of the linear system of global balance equations, its complexity is O(N 3M ). In case of ρreversible automata, the steady-state distribution can be computed efficiently by means of Theorem 1 in linear time on the cardinality of the state space for each automaton, and hence by Theorem 3 the complexity of the computation of the joint equilibrium distribution is O(N M ).
Theorem 3. (Product-form solution) Let P and Q be two ergodic ρ P -and ρ Qreversible automata with respect to the same function · on the action types, and let π P and π Q be the equilibrium distributions of the CTMCs underlying P and Q, respectively. If S = P ⊗ Q is ergodic on the state space given by the Cartesian product of the state spaces of P and Q, then for all (s p , s q ) ∈ S P × S Q , π S (s p , s q ) = π P (s p )π Q (s q ) .
(4)
In this case we say that the composed automaton S exhibits a product-form solution.
It is worth of stressing on the fact that the cooperating automata are not stochastically independent. Indeed Theorem 3 holds only for the equilibrium distribution of the joint model, i.e., when t → ∞. This is coherent with the literature on product-forms of stochastic models, i.e., stochastic independence clearly implies product-form but the opposite in not true.
Example 4. We consider the model for a reversible computation shown in Fig. 4 . P and Q communicate on an unreliable channel, i.e., a packet sent from P to Q is recevied by Q with probability p and lost with probability 1 − p. P executes its computation in the forward (s 0 → s 1 → s 2 → s 3 → s 4 → s 5 ) or backward (s 5 → s 4 → s 3 → s 2 → s 1 → s 0 ) direction. It has two checkpoints modelled by states s 1 and s 4 and the synchronisations with Q occur on the transitions from s 0 to s 1 (and its dual from s 1 to s 0 ) and from s 4 to s 5 (and its dual from s 5 to s 4 ). Q moves from s 0 to s 1 or s 2 with a probabilistic choice upon the synchronisation with type a. Notice that when P is executing in the backward direction also Q is rolling back because of the synchronising type a. Assume that the model encodes the result of the computation in state (s 5 , s 4 ) or (s 5 , s 5 ) (where the first component of the state is associated with P and the second with Q). We aim to compute the equilibrium probability of these two states that represents the fraction of time that the process spends in the states that encode the desired result. Notice that a, b, a, b ∈ A P = P Q . Let us define the involution · as: a = a, b = b. Moreover, let ρ P (s i ) = s i for i = 0, 1, 4, 5 and ρ P (s i ) = s i and ρ P (s i ) = s i for i = 2, 3, while ρ Q (s i ) is the identity for all i = 0, . . . , 5. We can prove that P and Q are ρ-reversible with respect to ρ P and ρ Q , respectively, and · . Now we use Theorem 1 to derive the equilibrium distribution of the isolated automata. Let us consider an abitrary state in P , say s 0 . We can immediately derive π P (s 1 ) by using the detail balance equation and we obtain: Fig. 4 : A model for two communicating programs which gives π P (s 1 ) = π P (s 0 )λ/µ. Then, we derive π P (s 2 ) using the detailed balance equation with s 1 and obtain: π P (s 2 ) = π P (s 0 )λγ 1 /(µγ 2 ). By Proposition 3 we immediately have π P (s 2 ) = π P (s 2 ). Then we derive π P (s 3 ) = π P (s 3 ) = π P (s 0 )λγ 1 /(µγ 3 ), π P (s 4 ) = π P (s 0 )λγ 1 /(µγ 4 ) and π P (s 5 ) = π P (s 0 )λγ 1 β/(µγ 4 η).
Notice that there may be more than one candidate detailed balance equation that can be applied to derive the equilibrium distribution of a state, but Theorem 1 ensures that this can be arbitrarly chosen. It remains to derive π P (s 0 ) that is computed by normalising the probabilities, i.e.:
.
We can apply the same approach to derive the equilibrium distribution of Q, obtaining:
and by normalising the probabilities π Q (s 0 ) = 2α 2 /(2α 1 + 5α 2 ). By Theorem 3 we have:
π P ⊗Q (s 5 , s 4 ) + π P ⊗Q (s 5 , s 5 ) = π P (s 5 )π Q (s 4 ) + π P (s 5 )π Q (s 5 ) .
Notice that we have not build the joint state space and also that the automata P and Q are not independent. For example, when Q is in state s 2 and P is in checkpoint s 4 , Q moves to s 5 only if P decides not to roll back to checkpoint s 1 and the communication between P and Q is succesfull.
Synchronisation of an arbitrary number of automata
Since Definition 3 considers only cooperations of two stochastic automata, in this section we discuss how it is possible to define networks with an arbitrary number of synchronising ρ-reversible automata. The semantics we refer to when we deal with multi-way synchronisations is an instance of that presented in [29, 15] . Informally, the automata synchronise on a set of types L, i.e., the activities with type in L are carried out only jointly, while those outside are carried out independently. It is well-known that this synchronisation semantics is associative. It remains to prove that the results on ρ-reversible automata proposed here, are applicable also for this multi-way synchronisation semantics.
Let P be a ρ-reversible automaton, and a / ∈ T P , then also the automaton P +a (P −a ) is ρ-reversible where P +a (P −a ) is identical to P but has active (passive) type a as self-loop in each state with rate (probability) 1. Moreover, let b ∈ A P , and let P * b be identical to P with the exception that label b is passive (we are assuming that for all s 1 ∈ S P we have s1∈S P q P (s 1 , s 2 , b) ≤ 1). Then, assume we want to define a network of ρ Pi −reversible automata P 1 , . . . , P M . Let · be defined on all the types in ∪ M i=1 T Pi , then we can proceed as follows. Consider the automata P 1 and P 2 and define the automata P +ai−aj 1
where a i ∈ P P2 \A P1 , a j ∈ A P2 \P P1 and P +a k −a h 2 , where a k and a h are defined analogously. Then, the automaton P 12 = P +ai−aj 1 ⊗ P +a k −a h 2 is well-defined according to Definition 3, is ρ-reversible and by Theorem 3 its steady-state probability is in product-form. In order to make P 12 synchronise with P 3 we define P * b 12 , for all b ∈ (P P1 \ A P2 ) ∪ (P P2 \ A P1 ) and repeat the procedure for the synchronisation of P * b 12 with P 3 . Notice that this procedure gives the same semantics of the master/slave synchronisation of SAN. Here, the advantage of proceeding pairwise is that we can iteratively apply Theorem 3 to derive the equilibrium distribution of the joint process very efficiently.
Conclusion
In this paper we studied a class of stochastic models, named ρ-reversible automata, as a novel formalism for the quantitative analysis of reversible computations. Similarly to reversible processes [19] , ρ-reversible automata satisfy a system of detailed balance equations which provide an efficient technique for the computation of their equilibrium distribution. ρ-reversible automata are equipped with a synchronisation operator similar to that of [29, 15] which is associative and the class of ρ-reversible automata is closed under the synchronising operator. Moreover, ρ-reversible automata always exhibit a product-form solution (which is in general different from those known from the literature) allowing one to compute the joint equilibrium distribution as the product of the equilibrium distributions of the synchronising sub-components considered in isolation. We prove that the equilibrium distribution of any ρ-reversible stochastic automaton is insensitive to any ρ-reversible context. Therefore, our theory allows for the definition of system components whose equilibrium performance indices are independent of their context.
