Current dosimetry protocols (AAPM, IAEA, IPEM, DIN) recommend parallelplate ionization chambers for dose measurements in clinical electron beams. This study presents detailed Monte Carlo simulations of beam quality correction factors for four different types of parallel-plate chambers: NACP-02, Markus, Advanced Markus and Roos. These chambers differ in constructive details which should have notable impact on the resulting perturbation corrections, hence on the beam quality corrections. The results reveal deviations to the recommended beam quality corrections given in the IAEA TRS-398 protocol in the range of 0%-2% depending on energy and chamber type. For well-guarded chambers, these deviations could be traced back to a non-unity and energydependent wall perturbation correction. In the case of the guardless Markus chamber, a nearly energy-independent beam quality correction is resulting as the effects of wall and cavity perturbation compensate each other. For this chamber, the deviations to the recommended values are the largest and may exceed 2%. From calculations of type-B uncertainties including effects due to uncertainties of the underlying cross-sectional data as well as uncertainties due to the chamber material composition and chamber geometry, the overall uncertainty of calculated beam quality correction factors was estimated to be <0.7%. Due to different chamber positioning recommendations given in the national and international dosimetry protocols, an additional uncertainty in the range of 0.2%-0.6% is present. According to the IAEA TRS-398 protocol, the uncertainty in clinical electron dosimetry using parallel-plate ion chambers is 1.7%. This study may help to reduce this uncertainty significantly.
Introduction
The use of parallel-plate ionization chambers in clinical electron dosimetry is highly recommended according to all national and international dosimetry protocols (IAEA 2000 , Almond et al 1999 , DIN6800-2 2008 , Thwaites et al 2003 . They are constructed to allow high resolution for depth-dose measurements and to minimize possible electron fluence perturbations due to the presence of the entrance window, the rear wall and the air-filled cavity itself. The entrance windows are made up of thin foils; therefore, the wall correction factor p wall is assumed to be unity in all current dosimetry protocols independent of electron energy and depth. Moreover, chambers of modern design possess a guard ring surrounding the active volume of the chamber to largely eliminate the effect of electron in-scattering. As a result, the fluence perturbation correction p cav is also assumed to be unity for this chamber type in all dosimetry protocols. It has been shown experimentally (Kuchnir and Reft 1992 , van der Plaetsen et al 1994 , Nilsson et al 1996 , McEwen et al 2006 as well as by Monte Carlo simulations (Buckley and Rogers 2006 , Sempau et al 2004 , Verhaegen et al 2006 , Araki 2008 ) that this assumption may be invalid.
In a previous study, we presented Monte Carlo simulations for the beam quality correction factor k Q in clinical electron beams for the Roos chamber (PTW 34001) . In particular, at low electron energies the results showed clear deviations from the recommended values given in the IAEA TRS-398 protocol, which could be ascribed to an energy-dependent and non-unity wall perturbation of the Roos chamber. Against this background, it is of interest to compare different parallel-plate chamber designs. Therefore, in this study detailed Monte Carlo simulations for three other types of parallel-plate chambers are presented: the Advanced Markus chamber (PTW 34045), the older Markus chamber (PTW 23343) and the NACP-02 (IBA) chamber. They differ in constructive details which should have a notable impact on the resulting beam quality corrections. While the rear walls of the Markus, Advanced Markus and the NACP chamber are quite massive, the thickness of the Roos chamber's rear wall is small to minimize potential perturbations due to backscattered electrons. All chambers except the Markus chamber are built with a guard ring, which should result in quite different p cav values for the Markus chamber. Our former results for the Roos chamber have been re-calculated to achieve better statistical uncertainties and are included in this study for comparison.
Besides the perturbation and beam quality corrections of the ion chambers, comprehensive data regarding their uncertainties are presented. Uncertainties arising from the underlying cross-sectional data as well as uncertainties due to the chamber material composition and geometrical and positioning uncertainties were investigated in detail.
Material and method

Beam quality correction factor k Q in clinical electron beams
All modern dosimetry protocols for clinical radiation sources are based on the absorbed dose to water standards (IAEA 2000 , DIN6800-2 2008 , Almond et al 1999 , Thwaites et al 2003 . Furthermore, they recommend to use ionization chambers which are calibrated in terms of the absorbed dose to water in a 60 Co beam. Within this procedure, the dose to water D w under reference conditions is related to the corrected dosimeter reading M by applying the calibration coefficient N w in a 60 Co beam. Beam qualities other than 60 Co require the application of a beam quality correction factor k Q , correcting the change in response of the different ionization chambers due to the change of beam quality Q:
By definition, k Q may be written as
where D det is the dose to the detector, averaged over the active volume and D w is the dose to water. Using Spencer-Attix cavity theory Attix 1955a, 1955b) , the beam quality correction k Q may be traced back to the restricted stopping power ratios s w,air , the mean energy (W/e) air to produce an ion pair and a chamber-dependent perturbation correction p: 
The average energy lost per charge released by electrons in air (W/e) air cancels out, as it is usually assumed as independent of beam quality (IAEA 1987) . The general assumption in cavity theory is that the overall perturbation correction p may be factorized. For plane-parallel chambers, only two perturbation corrections are necessary, the wall perturbation factor p wall correcting the fluence perturbation due to the chamber walls and the fluence perturbation p cav , accounting for scattering differences between air and water. So, p may be written as p = p wall · p cav , resulting in k Q as .
Note that the perturbation correction p cav corresponds to p fl according to the notation used in the TG-51 protocol. To distinguish between chamber-dependent (ratio of perturbation corrections) and chamber-independent corrections (ratio of stopping power ratios), the quantities k Q and k Q are introduced according to the nomenclature of the German protocol DIN 6800-2. Using Monte Carlo simulations, the perturbation corrections p may be calculated as follows (Verhaegen et al 2006) :
Within this equation, D cav is the dose to the active volume of the chamber with walls entirely made up of water. As mentioned, the wall perturbation correction (p wall ) Q in clinical electron beams is assumed to be unity in all current dosimetry protocols for all parallel-plate chambers investigated here. If the parallel-plate chambers are well guarded, the same holds for the cavity perturbation factor p cav , i.e. for these chambers, the correction k Q is independent of electron energy and simply given as (IAEA 2000)
The guard ring of the Markus chamber is not wide enough to prevent the in-scattering of electrons, especially at low electron energies. Within the TRS-398 protocol, a cavity perturbation correction p cav is given for this chamber, which is based on experimental data (van der Plaetsen et al 1994) : From equation (7), R 50 is the half-value depth of the per cent depth-dose curve in water measured in g cm −2 , which serves as a beam quality specifier (Burns et al 1996) . Applying the fluence perturbation correction, the beam quality correction k Q for the Markus chamber is
Monte Carlo simulations
The absorbed dose values necessary to calculate k Q and p according to equations (2) and (5) were calculated with the Monte Carlo code system EGSnrc (Kawrakow 2000a applying the user code egs_chamber . The geometries of the four different parallel-plate chambers were modeled with the egs++ geometry package (Kawrakow et al 2009) . The dose scoring volume to calculate D det corresponds to the active volume of the chamber, i.e. air-filled regions excluding the guard ring volume. The quantity D cav was determined within the same geometry, but all chamber walls were entirely replaced by water. A thin layer of water centered around the depth of interest with a diameter of 0.5 cm and a thickness of 0.02 cm were used to determine the dose to water D w . This voxel size is in a good approximation for the necessary point dose defined in equation (2), i.e. a further reduction of voxel size did not change the calculated dose value D w . For all dose calculations, a divergent beam was incident on a cubic water phantom (30 × 30 × 30 cm 3 ). The depth of the chambers within the water phantom and the field size were chosen according to the reference conditions given in the IAEA TRS-398 protocol, i.e. for electron beams, the chambers were positioned at the energy-dependent reference depth z ref (see table 1 ); the field size was 10 × 10 cm 2 at the source-to-surface distance 100 cm. For the 60 Co beam, the depth of measurement within the water phantom was 5 cm and the field size was 10 × 10 cm 2 at the chamber's position with a source-to-surface distance of 95 cm, i.e. for the 60 Co calculations, a SAD geometry was applied. For the electron source, several spectra from clinical accelerators covering the whole energy range of clinical applications were used (Ding et al 1995) (see table 1 ). The simulations within the reference beam 60 Co were performed with a tabulated spectrum which is part of the EGSnrc distribution and is based on a clinical treatment unit (Mora et al 1999) . To improve the efficiency of the Monte Carlo simulations, several variance reduction methods were used: Russian roulette, intermediate phase-space storing and correlated sampling for all simulations and cross-sectional enhancement for the simulations in 60 Co beams. The Spencer-Attix mean-restricted mass collision stopping power ratios s w,a necessary to calculate the perturbation correction p cav (see equation (5)) were calculated within a 20 μm thick slab of water centered around the reference depth within a water phantom applying the user-code SPRRZnrc (Rogers et al 2005) . As this code can handle rotationally symmetric geometries only, a circular field size at the surface of the water phantom of r = 5.6 cm was chosen (Wang and Rogers 2008) . This field has the same area as the square field of 10 × 10 cm 2 . Preliminary calculations have shown that for radii larger than 5 cm, there is only a very small variation of stopping power ratios with field size. Even for the largest electron energy used in this study (21 MeV), the variation of s w,a is no more than 0.05% for radii between 5 and 10 cm, i.e. the replacement of the square field by a circular field of same area should have no impact on the resulting stopping power ratios.
Parallel-plate chambers
The four chambers included in this study were modeled in detail according to the information provided by the manufacturer and given in the literature (IAEA 2000 , Chin et al 2008 . Essential geometrical data and material compositions are summarized in table 2. Regarding the NACP-02 chamber, several geometry specifications can be found in the literature: the specifications according to the IAEA protocol (NACP-IAEA) and a geometry published by Chin et al (NACP-Chin) . The two models differ by the entrance window thickness and their material composition, respectively. This study is confined on the calculation of beam quality correction factors k Q in clinical electron beams under reference conditions, i.e. the depth of the parallel-plate chambers in the water phantom corresponds to the reference depth z ref = 0.6 · R 50 − 0.1 (Burns et al 1996) . Unfortunately, the interpretation of the reference depth is different in different dosimetry protocols. According to the TG-51 protocol, the chamber's reference point is positioned at the geometrical depth z ref , independent of the thickness and material composition of the entrance window. The IAEA TRS-398 as well as the German and the IPEM protocols interpret the reference depth z ref as the water equivalent depth given in g cm −2 , i.e. the non-water equivalence of the entrance window has to be accounted for. This positioning shall ensure that the primary electrons traveling from the surface of the water phantom through the entrance window to the reference point sustain the same energy loss as in the undisturbed phantom. That means, the chamber's reference point, which is defined as the center of the front face of the air cavity inside the chamber, has to be shifted by an amount z, i.e. the effective point of measurement (EPOM) will not coincide with the chamber's reference point. Hence, the chamber's reference point is not positioned at the geometrical depth z ref .
In order to calculate the shift z, IAEA and the German protocol give slightly different recommendations. While the IAEA protocol defines this quantity as the product of the wall thickness and the material density, the DIN protocol recommends to use the electron density for this calculation. As can be seen in table 2, both recommendations result in slightly different EPOMs. In a recent publication, Lacroix et al (2010) used the mass density weighted by the mass stopping power ratios of the different entrance window materials and their thickness to calculate the water equivalent thickness of the entrance window. The resulting values from Table 2 . Geometry and material composition of all chambers used for the simulations. The materials of the entrance window and the rear wall are given in downstream order. The data for the EPOM are given in relation to the chamber's reference point. A positive value denotes a descending shift of the EPOM away from the focus, i.e. the EPOM lies within the cavity. For the NACP-02 chamber, two different geometries are given: the model described within the IAEA TRS-398 protocol (NACP-IAEA) and the model given by Chin et al (2008) this recommendation are in close agreement to the German approach. Independent of the way how to calculate the non-water equivalence of the entrance window, the resulting shifts are in the range of tenth of millimeters only. In previous studies Wulff 2009, 2011) , we investigated the impact of different positioning recommendations on the fluence inside the chambers and the resulting perturbation corrections. The Monte Carlo simulations for the investigated Roos and NACP chamber showed that the positioning according to the German recommendation minimizes the influence of the entrance window. Therefore, this recommendation was applied for most simulations within this study. The impact of the application of different positioning recommendations on k Q was investigated in additional simulations for the Roos and NACP chamber. These simulations allow a better comparison with the literature data. To calculate the cavity perturbation correction p cav (see equation (5)), the front face of the air-filled cavity was positioned at the depth of measurement in all cases.
For calibration in 60 Co beams, parallel-plate chambers are positioned with their reference point at the reference depth of 5 cm, i.e. the non-water equivalence of the entrance window is ignored. Therefore, all simulations in 60 Co beams within this study were performed with this positioning.
Experimental data concerning the wall perturbation correction were published by McEwen et al (2006) for the NACP chamber. The authors determined the contribution of the rear wall to the wall perturbation correction of the chamber. To allow a direct comparison, the impact of each chamber wall on the total wall perturbation correction was investigated in separate simulations.
Type-B uncertainties
The uncertainty of Monte Carlo results is not only given by statistical or type-A uncertainties, which can simply be decreased not only by increasing the number of histories in particle transport, but also by type-B uncertainties (ISO 1995) . Regarding the calculation of beam quality corrections in clinical electron beams, there are several sources of type-B uncertainties: (i) the geometry and material composition of the ionization chambers; (ii) the cross sections and stopping powers of the different materials; (iii) the radiation source, i.e. the difference if a simple electron spectrum is used for simulation or a complete accelerator head model and (iv) the particle transport options offered in the Monte Carlo code. For the EGSnrc code itself, it has been shown that it is accurate to within 0.1% with respect to its own cross sections (Kawrakow 2000b) .
To calculate type-B uncertainties, we used the same approach as already applied by and Muir and Rogers (2010) . The combined uncertainty u for a given quantity f depending on n independent variables x is calculated by the following equation:
On the right-hand side of equation (9), the common approximation ∂ f /∂x i ≈ f / x i is applied. In our case, f is the beam quality correction k Q and x i represent different inputs to the simulations. So, to calculate the overall uncertainty of the beam correction factor, the sensitivity coefficient k Q / x i for all parameters x i influencing k Q has to be calculated in independent simulations. In some cases the impact of the influencing variable on the resulting beam quality correction may be quite small, i.e. in the same range as the statistical uncertainty of the Monte Carlo simulation. In these cases the interesting variable was varied by a large (and unrealistic) amount to calculate k Q / x i . All simulations were performed with low statistical uncertainties ( 0.02%), resulting in a combined statistical uncertainty k Q / x i 0.05%.
EGS transport options.
In preliminary simulations, the influence of different cutoff/threshold energies for the photon and electron transport and different cross-sectional data were investigated for one of the chamber models included in this study (NACP-Chin). The impact of decreasing the cut-off energy from 10 keV for photons and electrons to 1 keV is within 0.1% for the simulation of primary electrons and less than 0.2% for the 60 Co beam, but the simulation times are increasing by a factor of about 4. The influence of the different cross-sectional data sets (XCOM photon and NIST bremsstrahlung cross sections against Storm-Israel photon and Bethe-Heitler bremssrahlungs cross sections (see for details) is also within 0.1%. As a result of these preliminary simulations, the calculations for the 60 Co beam were performed with cut-off/threshold energies of 1 keV for photons and electrons, and those for the electron beams with cut-off energies of 10 keV for both particle types. All other transport options were left to defaults.
Chamber geometry.
Early experimental investigations have shown that there are large chamber-to-chamber variations of the perturbation factors (up to 3%-4%) for planeparallel chambers (Kosunen et al 1994, Burns and which are traced back to manufacturing processes. It was shown that especially the perturbation factor for wall effects is very sensitive to minor differences in the construction of the chamber and the materials used (Mattsson et al 1981 , Rogers 1992 , Andreo et al 1992 . More recent studies (Palm et al 2000 , Christ et al 2002 , Kapsch et al 2007 , Kapsch and Gomola 2010 found much smaller variations of the perturbation correction in 60 Co beams for chambers of modern design (Roos-, Markus-and Advanced Markus-type chambers) indicating an improvement in the manufacturing process of these chambers.
Nevertheless, the geometry and material composition of parallel-plate chambers, especially concerning the entrance window, is still a source of uncertainty. Recently, Chin et al (2008) re-investigated the NACP-02 chamber, concluding that the entrance window thickness deviates from the manufacturer's data by more than 30%.
To estimate the impact of construction details of parallel-plate chambers on the beam correction factor k Q , several geometrical parameters of the three chamber types Roos, Markus/Advanced Markus and NACP were varied in separate simulations: (i) cavity height; (ii) thickness of the different entrance window layers; (iii) thickness of the back wall and (iv) density of the graphite layers. For these simulations the position of the chamber's front face (not the chamber's reference point) within the water phantom was kept constant. As variations of constructive details have the largest impact at low electron energies, the simulations were performed at the energy of 5 MeV and within the 60 Co beam (see equation (2)). For most variables the sensitivity coefficient k Q / x i was calculated from a ±30% variation of the interesting variable x i ; for the entrance window layers, the variation was even larger (factors 2-3).
The type-B uncertainties k Q /k Q were calculated assuming manufacturing tolerances of 5% except for the thin entrance window layers. Based on Chin et al's study (Chin et al 2008) concerning the NACP chamber, a 30% variation was assumed for this purpose.
Radiation source model.
Concerning the influence of the source model (complete accelerator head, phase-space file and tabulated spectrum) on calculated dose ratios, several studies may already be found in the literature. In this study , we compared the ratio D w /D det for an NACP chamber using a complete phase space of a clinical 60 Co treatment unit and a tabulated spectrum as radiation source. Using the complete phase space instead of its spectrum did not influence the result beyond the statistical uncertainty of 0.1%. Similar results have been published by Panettieri et al (2008) .
For clinical electron beams the impact of using a full phase-space source model or a simple spectrum source on calculated dose ratios was investigated by Wang and Rogers (2008) . For both source models they found no difference within the calculation uncertainty of about 0.1%. Against this background all simulations in this study were performed with tabulated spectra and the uncertainty resulting from the radiation source model was assumed to be <0.2%.
Cross sections and stopping powers.
The photon cross-sectional data were varied using the option 'scale photon x-sections' within the egs_chamber code. Preliminary simulations have shown that the impact of a variation of pair production cross sections on k Q is negligible; hence, only the photo-effect and Compton cross sections were altered. The simulations were performed for 60 Co and the highest energy electron beam (21 MeV). As already discussed by and Muir and Rogers (2010) , there are two approaches to estimate the uncertainty due to uncertainties in photon cross sections. First, it may be assumed that the cross-sectional uncertainties for the different materials are completely uncorrelated. But, as the calculations of photon cross sections for each interacting channel (photo-effect, Compton scattering) are based on the same theoretical model for all low-Z materials, this approach is less reasonable. The second approach, assuming correlated uncertainties for the different materials seems to be more probable, i.e. if the theory is wrong by a certain amount, all photon cross sections will change in the same direction and the effect will cancel for dose ratios. To calculate the uncertainty of k Q in that case, the photon cross sections for all materials for the interaction under consideration have been scaled by the same amount in one simulation.
To determine the difference of both estimations, the uncorrelated approach was applied to two chambers (Roos, NACP), whereas the correlated approach was applied to all chamber types. The type-B uncertainties k Q /k Q were calculated assuming a 1% uncertainty for the cross sections of Compton scattering and 2% for the photo-effect, respectively. More details may be found in .
Concerning the electron transport, the largest source of uncertainty is the mean ionization energy I, which is in the range of 1%-10% for materials appearing in ionization chambers (ICRU 1984) . Using the ESTAR program, the density correction for all ionization chamber materials was calculated for a changed I value and a new data set of different collision stopping powers was generated with the PEGS program from the EGSnrc system. To calculate the sensitivity coefficient k Q / x i , the ionization energy for the different materials was varied by −50% . The resulting contribution of uncertainty to k Q was calculated according to the I value uncertainty given in the ICRU-37 report. These calculations have been performed for 60 Co and the largest electron energy (21 MeV). In preliminary simulations it has been verified that uncertainties in I have the largest impact on k Q for the highest electron energy.
An additional source of uncertainty in k Q values is the quantity (W/e) occurring in equation (3), the average energy lost per charge released by electrons in air. In general, it is assumed that this term is energy independent and therefore cancels out in equation (3) (IAEA 1987) . Comparing experimental and Monte Carlo-based k Q data, Muir et al (2011) were able to evaluate the upper bound on the uncertainty in k Q values. From their data, they did estimate a maximum variation of (W/e) with beam quality for photon beams in the range 60 Co to 25 MV of 0.29% (68% confidence). This value is utilized to the uncertainty estimation in this study.
Results and discussion
Perturbation corrections in 60 Co beams
The perturbation corrections concerning the 60 Co beam quality were calculated according to equation (5), applying a value (s w,a ) Co−60 = 1.133 (IAEA 2000) . The data are summarized in table 3 together with data taken from the literature.
Comparing the data for both models of the NACP chamber, it can be seen that the difference in entrance wall thickness of both models (104 versus 143 mg cm −2 (see table 2) has (see table 3 ), a value p Co = 1.027(1) results, which is in good agreement with the value published here and also in good agreement with our findings in .
Regarding the Roos chamber, there is also a small deviation between EGSnrc-and PENELOPE-based p Co data obvious, but it cannot be excluded that this deviation may be traced back to slightly different chamber geometries. The simulations performed by Panettieri et al are based on the PPC-40 chamber manufactured by IBA which should be very similar to the Roos chamber from PTW. The entrance window thickness of the PPC-40 chamber is given by Panettieri et al as 118 mg cm −2 instead of 133 mg cm −2 for the Roos chamber in this study. According to the calculations for the NACP chamber, an increase in entrance window mass thickness should result in a decreased p Co value. Hence, the results for the same entrance window thicknesses might deviate even more.
The reason for the discrepancy between the results of both Monte Carlo codes, resulting in an additionally uncertainty in the range of 0.3%-0.5%, is still questionable, although both codes have been demonstrated to yield artifact-free ion chamber simulations (Kawrakow 2000b, Sempau and Andreo 2006) . A more detailed discussion about this problem may be found in , but this topic still deserves further investigation. All experimental data given in table 3 are based on cross-calibration procedures, i.e. a comparison of the reading of the parallel-plate chamber with the reading of a calibrated cylindrical chamber in an electron beam of high energy (Kapsch et al 2007) . The result of this cross-calibration procedure is in general interpreted as the wall perturbation correction (p wall ) Co−60 as the cavity perturbation p cav is assumed to be unity in a 60 Co beam. As already mentioned in our previous study about the Roos chamber, this assumption is not valid . Therefore, we interpret the experimental (p wall ) Co−60 data given in the literature and also given in all dosimetry protocols as the combined effect of both perturbations.
With the exception of the (p) Co−60 value for the Roos chamber given in the IAEA protocol, the experimental values for the perturbation correction are somewhat larger than the Monte Carlo data, but most of them agree within the given experimental uncertainties. A reason for a systematic deviation between the Monte Carlo-based and experimental data may be a further assumption within the cross-calibration procedure. It is generally assumed and part of the cross-calibration procedure that for well-guarded parallel-plate chambers in high-energy electron beams, there is no perturbation at all (see e.g. Kapsch et al (2007) ). This assumption is not valid as will be shown in the next subsection.
Beam quality correction factors
The beam quality correction factors k Q calculated according to equation (2) for the investigated parallel-plate chambers are shown in figure 1 together with the data tabulated in the IAEA TRS-398 protocol. The chamber positioning was performed according to the IAEA or the German protocol, respectively, i.e. the non-water equivalence of the entrance window was accounted for by applying the EPOMs given in table 2.
The calculated k Q data for the Roos chamber are in excellent agreement with the TRS-398 data except for low electron energies (R 50 < 3 g cm −2 ). For these energies a deviation of about 0.4% can be observed. This result is in good agreement with previous Monte Carlo studies Wulff 2008, Sempau et al 2004) as well as with previous experimental results . For the NACP-02 chamber the deviations are between 1% for low (4)). The dotted lines are polynomial fits to the data points. The statistical uncertainty is <0.1% for all data points. The full and dashed lines represent the k Q values recommended by the IAEA and the German dosimetry protocol, respectively. energies and 0.5% for high electron energies. The largest deviations occur for the guardless Markus chamber. They are in the range of 2% for low electron energies and about 0.4% for the highest energy used in this study, i.e. the deviation is partially larger than the k Q uncertainty given in the TRS protocol, which is stated to be 1.7%. Data for the Advanced Markus chamber are not available in the TRS-398 protocol.
More information about the individual chamber response as a function of electron beam energy may be derived from the ratio of the perturbation corrections according to equation (2) figure 2 ). According to all present dosimetry protocols, this value should be independent of electron energy for well-guarded parallel-plate ionization chambers. Only the older Markus chamber, which differs from the other chambers by the missing guard ring, reveals a more or less energy-independent correction k Q . For this chamber, the dosimetry protocols recommend to apply the energy-dependent correction given in equation (8), which is also shown in the corresponding diagram. The chamber's positioning in figure 2 is the same as in figure 1 . For the IAEA model of the NACP chamber, additionally the k Q data for the non-shifted chamber are shown, i.e. the non-water equivalence of the entrance window is neglected. The impact of different positioning on k Q for this chamber is in the range of 0.2%-0.3%.
The difference of the calculated k Q values to the recommended values given in the IAEA TRS-398 protocol varies in the range of 0.5% up to more than 2%. With the exception of 1,0 2,0 3,0 4,0 5,0 6,0 7,0 8,0 9,0 R 50 in g*cm The dashed-dotted line represents the p cav value for the Markus chamber according to IAEA TRS-398 (see equation (7)). For all data points the relative standard uncertainty arising from random effects is <0.1%.
the Roos chamber, even at the highest electron energy used in this study, the deviation to the recommended TRS-398 value is about 0.5%.
Perturbation corrections in electron beams
In order to further investigate the energy dependence of k Q , the perturbation corrections p wall and p cav were calculated for all chambers according to equation (5) at the reference depth z ref .
The calculated restricted stopping power ratios s =10 keV w,a necessary to determine p cav are given in table 1. These data are in excellent agreement with the data resulting from the numerical fit given by Burns et al (1996) ; the largest deviation occurring at low electron energies is 0.17%. The calculated perturbation corrections as a function of the beam quality specifier R 50 are given in figure 3 .
The calculated cavity perturbations for all chambers are in excellent agreement with the results recently published by Wang and Rogers (2010) . The Roos chamber fulfils the requirements of a well-guarded parallel-plate chamber best; the fluence perturbation correction p cav is independent of energy and very close to unity. The data for the NACP and Advanced Markus chamber are quite similar and deviate from unity at lower electron energies in the range of −0.2%, i.e. for these chambers, the guard ring width is obviously too small. As to be expected, the p cav value for the Markus chamber shows the largest deviation from unity as there is no guard ring at all. For comparison, the recommended fluence perturbation correction p cav (IAEA 2000) for the Markus chamber according to equation (7) is also given in the figure. As can be seen, this recommendation clearly overestimates the fluence perturbation.
The wall perturbation correction is assumed to be unity in all dosimetry protocols and it is worth noting that the uncertainty in k Q data tabulated in the IAEA TRS-398 protocol is mainly due to the limited knowledge about the wall perturbation of parallel-plate chambers. This perturbation contributes 1.5% to the overall uncertainty of 1.7%. The calculated p wall data shown in figure 3 a deviation from unity of about 1.2% to 1.8% for the lowest electron energy included in this study. For the Roos chamber this result was already published in our previous study . The data for the Roos chamber given in figure 3 are re-calculated to achieve a lower statistical uncertainty. The comparison of the p wall data of the four different chambers show that the wall perturbations for the Advanced Markus, Markus and NACP chamber are very similar and for all electron energies somewhat larger than the value for the Roos chamber.
The theoretical explanation for a wall perturbation correction larger than unity is the electron backscatter deficiency of the wall materials in comparison to water (Hunt et al 1988 , Klevenhagen 1991 . According to Klevenhagen, the electron backscatter is proportional to the effective atomic number of the scatterer and inversely proportional to the electron energy. The rear wall, which gives the largest contribution to the wall perturbation (McEwen et al 2006) , is quite massive in the case of the three chamber types NACP, Markus and Advanced Markus (see table 2) and consists of graphite or PMMA. Both materials have an atomic number which is smaller than the effective atomic number of water. Hence, the backscatter deficiency could explain the energy-dependent wall perturbations for these chambers. The thickness of the rear wall of the Roos chamber is much smaller in comparison to the other chamber types and the wall thickness is too small to allow backscatter equilibrium. Therefore, electrons backscattered in water are still reaching the air-filled cavity through the rear wall, resulting in a wall perturbation correction which is smaller than the corresponding value of the other chambers. This assumption was proved by simulations varying the thickness of the PMMA layer in the rear wall of the Roos chamber. As can be seen in figure 4 , the thickness to reach an equilibrium value of electron backscatter for PMMA is around 6 mm. For this thickness, p wall reaches a value of about 1.013 for the electron energy quality R 50 = 2.63 cm, which complies very well with the corresponding value of the Advanced Markus chamber, where the rear wall also consists of PMMA. It is worth noting that there is a non-unity wall perturbation even when there is no rear wall at all, i.e. the residual perturbation of about 0.3% is due to the side wall and/or the entrance window. This will be further discussed in next subsections. Regarding the Markus chamber, the backscatter deficiency of the chamber walls is just balanced by electrons which are scattered into the active volume through the side walls as there is no guard ring. Therefore, the overall perturbation p = p wall · p cav for this chamber nearly equals unity and is more or less energy independent. So the general assumption that the use of guardless parallel-plate chambers in clinical electron dosimetry is disadvantageous may be wrong. But further investigations especially concerning the depth dependence of the perturbation corrections are necessary.
Uncertainties of calculated beam quality corrections
3.4.1. Chamber positioning. The impact of the different positioning recommendations on the beam quality correction k Q for two chambers is shown in figure 5 . For the Roos chamber the impact is about 0.2%; for the NACP chamber it is in the range of 0.4%-0.6% depending on the entrance window thickness and the resulting chamber shift z. The variation simply reflects the variation of the depth-dose curve around the reference depth z ref (see equation (2)), i.e. the same for all chambers but depends on the electron energy. It is worth noting that this influence is much larger at depths around R 50 (Verhaegen et al 2006 , Zink and Wulff 2009 , Lacroix et al 2010 . Table 4 . Uncertainties of beam quality correction k Q for the NACP-Chin chamber due to given uncertainties of the influencing variables. Due to the small magnitude of influence, no single sensitivities for the materials are shown for the photo effect, rather the combined sensitivity summed in quadrature is shown. Table 5 . Uncertainties of beam quality correction k Q for the Roos chamber due to given uncertainties of the influencing variables. Due to the small magnitude of influence, no single sensitivities for the materials are shown for the photo effect, rather the combined sensitivity summed in quadrature is shown. 
Cross sections and stopping powers.
The k Q -uncertainties due to the uncertainties in the cross-sectional data of the different materials and the corresponding sensitivity coefficients for the three chamber types are given in tables 4-6; a summary is presented in table 7. Under Table 6 . Uncertainties of beam quality correction k Q for the Markus chamber due to given uncertainties of the influencing variables. Due to the small magnitude of influence, no single sensitivities for the materials are shown for the photo effect, rather the combined sensitivity summed in quadrature is shown. the assumption of completely uncorrelated uncertainties in the Compton cross sections, this is the largest contribution to k Q . But, as mentioned before, this will strongly overestimate the uncertainty. Much more realistic is the estimation of correlated uncertainties in the Compton cross sections Zink 2010, Muir and ; in that case the impact of a ±1% uncertainty in cross-sectional data on the beam quality corrections is negligible. The influence of uncertainties in photo-effect cross-sectional data on the calculated k Q data is negligible ( k Q < 0.05%) even if the conservative estimation of uncorrelated uncertainties is assumed. A further source of uncertainty are the mean ionization energies of the different materials. The k Q data given in tables 4-6 are calculated for the I values given in ICRU-37 (ICRU 1984) (68% confidence of ICRU37 values). As can be seen, the uncertainties in k Q are dominated by the material graphite and PMMA and, since the NACP chamber is predominantly made up of graphite, the impact is the largest for this chamber. The graphite fraction within the Roos and Markus chamber is quite small; therefore, the impact on k Q is negligible. For these chambers the uncertainty in I PMMA has the largest impact, but altogether the influence of the uncertainty of the mean ionization energy I for these two chamber types is smaller by a factor of 2-3 in comparison to the NACP chamber.
Chamber geometry and material composition.
The impact of geometry variations and that of variations of some material components of the three chamber types on the beam quality correction k Q are also given in tables (4)-(6) and summarized in table 7. As can be seen, the resulting variations in k Q are moderate, except for the entrance window thickness. The assumed variation of 30% for the entrance window thickness is taken from Chin et al's study regarding the NACP chamber (Chin et al 2008) and maybe, this overestimates the manufacturer tolerances for the other chambers. Summing up the calculated k Q values in quadrature, the resulting type-B uncertainty is within 0.2% for the Roos and the Advanced Markus/Markus chamber and within 0.4% for the NACP chamber.
Due to the small thickness of the rear wall for the Roos chamber, there is no full backscatter equilibrium (see figure 4) , i.e. one could assume that manufacturer tolerances regarding the 
Overall uncertainty.
A compilation of total uncertainties is given in table 7. As can be seen, it is the largest for the NACP chamber, due to the large uncertainty of the mean ionization energy I for the material graphite and the uncertainty of the entrance wall thickness. As the graphite fraction of the other chamber types is quite small, the uncertainty in mean ionization energy I has nearly no impact on the resulting beam correction factor k Q . A large uncertainty contribution for all chambers results from the uncertainty in W/e. Adding up all uncertainty contributions in table 7 under the realistic assumption of correlated uncertainties of the photon cross sections, a value k Q /k Q = 0.4%-0.7% is resulting, which is much smaller than the value of 1.7% given in the IAEA TRS-398 protocol. But it should be noted that the mentioned uncertainty value from this study does not include the uncertainties due to different positioning recommendations given in different dosimetry protocols. This additional and avoidable uncertainty is chamber dependent and in the range of 0.2%-0.6%.
Comparison with literature data
The discussion about perturbation corrections for parallel-plate chambers in clinical electron beams has a long history. More than 20 years ago, the electron backscatter from different materials and the implication for electron dosimetry was investigated byKlevenhagen et al (1982) , Klevenhagen (1990 Klevenhagen ( ), (1991 and Hunt et al (1988) . From their backscatter measurements using different materials, they concluded that there is an energy dependence under response of parallel-plate chambers in the range of 1%-2% due to a backscatter deficiency of the chambers rear wall in comparison to water. As already mentioned in section 3.3, McEwen et al (2006) developed an empirical method based on backscatter experiments to calculate the wall perturbation correction for parallel-plate chambers as a function of the rear wall thickness and the rear wall material composition. The good agreement between Monte Carlo results presented here and the data resulting from McEwen et al's model shown in figure 4 is a strong hint for the correctness of our wall perturbation calculations.
More than ten years ago, the National Physical Laboratory (NPL), UK developed an absorbed dose calibration service for electron beam radiotherapy, which is based on a primary standard electron-beam graphite calorimeter and yields a direct calibration of reference ionization chambers in terms of the absorbed dose to water in clinical electron beams (McEwen et al 1998a) . In several papers from the NPL, the energy-dependent response of different chamber types was compared with the response of these reference chambers, which are predominantly the NACP chambers. For the Advanced Markus chambers, Pearce et al (2006) have found a constant ratio of the energy response of the Advanced Markus chamber relative to the NACP reference chambers; McEwen et al (2001) and Bass et al (2009) also determined a constant ratio for the energy response of Roos chambers relative to the NACP reference chambers. The response of two chambers is given by the relative ratio of the correction factors k Q or k Q (see equation (4)). The Monte Carlo-based data are given in figure 2. As can be estimated from these data, the ratio of k Q values for the Roos and the Advanced Markus chamber in relation to the NACP chamber is independent from electron energy, i.e. for these chamber types, the Monte Carlo data are in good agreement with the experimental results mentioned above. But unfortunately this is not a real proof of the correctness concerning the calculated perturbation corrections given in figure 2.
An equivalent comparison was performed by McEwen et al (2001) for the Markus chamber. According to the Monte Carlo data presented here, the beam quality correction k Q is independent of electron energy due to the combined influence of the wall and fluence perturbation ( figure 3) . Therefore, the ratio of the relative energy response of the Markus chamber and the NACP chamber is not constant with electron energy. This ratio is shown in figure 6 together with the ratio calculated from the tabulated k Q values given in the IAEA TRS-398 protocol and the experimental data from McEwen et al. The IAEA data are based on the application of equation (4) assuming a wall perturbation of unity for both chambers and a fluence perturbation of unity for the NACP chamber, i.e. the IAEA data in figure 6 just reflect the fluence perturbation expressed by equation (7) which gives a larger variation with energy than the Monte Carlo data.
As can be seen in figure 6 , the experimental data published by McEwen et al are in better agreement with the IAEA data than with our Monte Carlo data. Following McEwen et al (1998a McEwen et al ( ), (1998b , the authors applied a water to graphite perturbation correction of unity for the calibration of the NACP reference chambers in the graphite calorimeter. In a previous NPL-report, Williams et al (1998) published results of Monte Carlo simulations for the NACP chamber in water and graphite to determine this perturbation correction. According to their results, the graphite to water correction decreases in the range of 1% changing the electron energy from 8 to 4 MeV. Due to the uncertainties in the Monte Carlo-based correction of Williams et al, calculated with EGS4, it was however not included in the calibration procedure of the NPL. Including the correction would yield a better agreement with our calculated data. On the other hand, the measured ratio in response between Roos/NACP or Advanced Markus/NACP chamber would not be constant with energy anymore, which is also in contradiction with the results presented in this work. Hence, the deviation between our Monte Carlo results and the experimental data concerning the Markus chamber is still an open issue. One needs to keep in mind however that the uncertainty for the experimental factors is about 1.5% (95% confidence level) (McEwen et al 2001) .
A direct proof of the Monte Carlo data presented here was recently published by Cojocaru et al (2010) . Comparable to the UK, in Swiss a primary standard for electron beams based on a water calorimeter-Fricke solution hybrid dosimetry system was established over the last years. As a first result, Cojocaru et al published the energy response of a Roos chamber in electron beams. While for energies larger than 12 MeV the measured response was in good agreement with the predictions of the IAEA TRS-398 protocol, the authors observed clear deviations for lower electron energies. For the lowest electron energy (4 MeV), the deviation was about 1% which is in quite good agreement with the Monte Carlo data presented here (see figure 1) .
Most data for parallel-plate chambers in the literature are available for the NACP chamber. The most precise experimental results were published by McEwen et al (2006) , who specifies the overall uncertainty for the given wall perturbation correction with 0.4%. Due to the experimental setup, the measured p wall data represent the impact of the chamber's rear wall only. As can be seen in figure 7, these data are smaller than all other published data. From this result, McEwen et al concluded that the side wall must have a non-negligible impact on the wall perturbation. The positioning of the NACP chamber during these experiments was the same as in this study, i.e. the non-water equivalence of the entrance window was accounted for by shifting the chamber toward the focus.
To allow a comparison with these data, additional Monte Carlo simulations were performed, where the impact of each single wall on p wall was investigated. As can be seen in the left part of figure 7, our Monte Carlo simulations confirm the conclusion made by McEwen, that the side wall contributes to a quite large amount of the wall perturbation correction. Moreover the data show that due to the chamber's positioning, the impact of the entrance window is quite small. From the data given in this figure, two things may be concluded: (i) there is a clear energy dependence of the wall perturbation correction, confirmed by Monte Carlo simulations and experimental data and (ii) in particular at low electron energies also, the side wall of the NACP chamber has a remarkable impact on p wall , which is contrary to earlier assumptions, but also verified by other studies (Wang and Rogers 2010) .
In the right part of figure 7, a compilation of published p wall data for the NACP chamber according to Benmakhlouf and Andreo is given (Benmakhlouf and Andreo 2010) . As can be seen, there is a scatter of about ±0.3%-0.5% for the different published data sets. The lower 1,0 2,0 3,0 4,0 5,0 6,0 7,0 8,0 9,0 R 50 in g*cm The geometry of the NACP chamber investigated by Buckley et al corresponds to the IAEA model, the EPOM coincided with the chamber's reference point (EPOM: 0.0 mm). As can be seen, there is an excellent agreement between the data from Buckley and Rogers and this study. Araki also used the IAEA geometry of the NACP chamber and the same EPOM as Buckley and Rogers but a somewhat different field size (15 × 15 cm 2 ). According to preliminary calculations performed in the context of this study, there is a small impact of the field size on the resulting k Q data, but this is detectable at higher electron energies only. For an electron energy of 21 MeV, the variation of field size from 10 × 10 cm 2 to 20 × 20 cm 2 did result in a decrease of k Q of about 0.2%. Within the given uncertainty of Araki's data (0.3%-0.4%), they coincide very well with the results from Buckley and Rogers and our data. Based on backscatter measurements and simulations, Chin et al tuned their Monte Carlo NACP model with the result of a 35% increase in the chambers front window mass thickness (see table 2-NACP-Chin). In figure 7, the data sets for both EPOMs (0.0 and 0.6 mm) taken from their publication are reproduced. As can be seen, these data are about 0.3% smaller than our data for the same chamber geometry. Surprisingly, there is no clear trend visible in Chin's data comparing the shifted and unshifted chambers. According to our data, a chamber shift of 0.6 mm results in a change of 0.6% in the appropriate p wall data at low electron energies (figure 5). This variation is simply given by the variation of the depth-dose curve at the reference depth and should be detectable within the given uncertainties of Chin's data.
Conclusion
Within this study, detailed EGSnrc-based Monte Carlo simulations for four different types of parallel-plate chambers in clinical electron reference dosimetry were performed. The resulting beam quality corrections k Q deviate from values tabulated in the IAEA TRS-398 protocol up to 2%, comparing the results with the German dosimetry protocol; the deviations are even larger. The reason for these deviations could be traced back to the wall perturbation, which is energy dependent and larger than unity, the recommended value given in present dosimetry protocols for all chamber types. A special case is the Markus chamber, which in contrast to the other chamber types has no guard ring. For this chamber, the in-scattering of low energy electrons (cavity perturbation) is just compensating the wall perturbation and therefore this chamber type reveals a nearly energy-independent perturbation correction.
Based on detailed investigations of type-B uncertainties, the total uncertainty of calculated k Q data was estimated to be <0.7% for all chambers. This conservative estimation is about 1% smaller than the appropriate uncertainty given in the IAEA TRS-398 protocol, i.e. the presented data may help to reduce the uncertainty in clinical electron dosimetry significantly.
A marked contribution to the uncertainty in k Q is due to the uncertainties in mass thickness of the entrance window. The impact is the largest if the front wall is made up of graphite as in the case of the NACP chamber. So, to further reduce the uncertainty in electron dosimetry, the manufacturers should supply the user with more information about the geometry and material composition of their chambers, especially concerning the entrance wall. An avoidable source of uncertainty are the different positioning recommendations given in the present dosimetry protocols. At the reference depth, these uncertainties are in the range of 0.2%-0.6%, depending on chamber type. A simple, unified recommendation concerning the positioning of parallelplate chambers could be a further step toward a more precise dosimetry of clinical electron beams.
