ABSTRACT An accurate recognition of a dimensional variation pattern is very important for producing highquality body-in-white (BIW). The wide application of optical coordination measurement machines (OCMM) in vehicle factory provided massive online dimensional data for the variation pattern recognition. However, the massive serially correlated or autocorrelated and 100% measurement data generated from the OCMM challenge the traditional statistical process control (SPC) technology and the common variation recognition approaches. This paper presents a novel deep-learning method, long short-term memory neural network (LSTM NN), to recognize the variation pattern of the BIW OCMM online measurement data. A comparative study between the backpropagation neural network (BP NN) and the LSTM NN was implemented, and the practicability of the proposed intelligent method was demonstrated by a case study. With the efficient use of time series information, the LSTM NN has a good performance in variation patterns' recognition and high practicability in improving the quality of the BIW.
I. INTRODUCTION
Body-in-white (BIW) is the main component of an automobile, which dimensional accuracy directly affects the quality of the whole vehicle. While the dimensional variation reduction of the BIW is always a tough task for the vehicle factory due to its complex assembly, which involves 100 to 150 sheet metal parts and 80-120 assembly stations [1] . Any deviations introduced by incoming parts or any failures occur at these stations would be finally accumulated to the BIW.
In order to monitor the final quality of BIW, online optical coordination measurement machines (OCMM) are widely applied in the vehicle factory [2] . They are installed at the end of each assembly line and use more than 100 optical laser sensors to measure the key measurement points (MPs) set at the final BIW. With its non-contact, high efficiency and full sample measurement, a tremendous amount of serially correlated and 100% sampled online dimensional data are obtained (approximately 1 min per BIW and 500 vehicles per day). However, the massive dimensional data generated from the OCMM is not fully utilized by the manufacturers.
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These OCMM data are usually used to recognize the variation patterns only by manual analysis in many vehicle factories [2] .
The conventional control charts, as one of the most important statistical process control (SPC) tools for quality control and improvement, has been widely used in the vehicle factory. The effectiveness of using control charts largely depends on the correct recognition for different kinds of variation patterns, which named as control chart pattern (CCP) [3] , [4] . Eight types of CCPs are summarized by Gauri [5] and Gauri and Chakraborty [6] , and the common variation patterns for BIW are normal (NOR), upward shift (US), downward shift (DS), increasing trend (IT), and decreasing trend (DT). In practice, quality engineers usually use the coordination measurement machine (CMM) to sample the deviation of the BIW and keep the data are uncorrelated. Then the quality monitoring and the CCP recognition can be implemented based on the SPC techniques and their engineering experience. Nevertheless, the serially correlated or autocorrelated 100% measurement data generated from the OCMM challenges the SPC control technologies [7] . The SPC for the BIW OCMM data has the following limitations:
(1) The SPC is a time-consuming procedure for the fast data processing and information extraction in the high rate online measurement system. It is to plot quality observations vs. sample sequences with specific control limits. If there are points exceed control limits or some nonrandom variation patterns happened the process is estimated as out-of-control. The assignable causes for the out-of-control should be identified and removed so that the process is able to back to normal. While reacting to these out-of-control conditions is not easy applying SPC techniques alone. (2) Control charts are based on the assumption of independent data. However, the BIW OCMM data are a complex time-varying signal with complex correlations at a range of different timescales. The assumption of independent data may not only result in the loss of information of the process which may be quite useful for studying the process and identifying the assignable cause but also lead to high-frequency false alarms, such as alarms indicating process out of control when the process is actually in control. From the quality control viewpoint, the impact of OCMM data on the quality engineering function is a requirement for a faster and higher accuracy CCP recognition can be implemented so that the feedback loop between the fault diagnosis and corrective action can be closed within a sufficiently small-time frame to avoid or minimize defective products. Therefore, more accurate, effective, automatic and intelligent variation pattern recognition methods are needed to address this challenging problem in the BIW assembly.
Generally, the common CCP recognition approaches can be subsumed under just two broad categories: run-rule-based Expert Systems (ESs) [8] and machine learning methods including the support vector machine (SVM) [9] and artificial neural networks (ANNs) [10] . The comparison of these three methods is summarized in Table 1 . According to the comparison, we know that each method has its advantages and disadvantages. Even though the largest problem the ANNs encountered in the modeling process is the requirement for a large amount of training data, whereas it is exactly what online OCMM measurement data can provide in the recognition of dimensional variation pattern of BIW. In order to overcome the corresponding shortcomings of each method, a lot of improvement models have been proposed, especially for the ANNs. However, for its actual application in the recognition of dimensional variation pattern for BIW the ANNs still must face the problem that how to process and utilize the serially correlated or autocorrelated OCMM data effectively.
With the development of deep learning algorithm, a lot of deep artificial neural networks have been proposed and have won numerous contests in pattern recognition [22] . Long Short-Term Memory Neural Network (LSTM NN), as a special recurrent neural network (RNN) structure, is designed to model temporal sequences and their long-term dependencies [23] , [24] . In other words, the LSTM NN is very suitable for dealing with the serially correlated or autocorrelated data. It has been successfully applied to various sequence recognition and sequence prediction tasks, such as handwriting recognition [25] , [26] , large-scale acoustic modeling and vocabulary speech recognition [27] - [29] , document analysis and recognition [30] , [31] , image recognition [32] , [33] , machine translation [34] , traffic speed prediction [35] , realtime safety monitoring in the induction motor [36] , and so on. To the best of our knowledge, there is no application of LSTM NN in the domain of the variation pattern recognition for the BIW OCMM data.
In order to address the drawbacks of the conventional ANNs brought by the complex time-varying and serially correlated or autocorrelated data, we explore LSTM NN architectures for the variation pattern recognition of the large-scale BIW OCMM online measurement data. Based on the discussion above, the contribution of this paper mainly contains: (1) a novel recurrent neural network architecture: Long ShortTerm Memory Neural Network, is developed to capture the correlation or autocorrelation OCMM online measurement data for the variation pattern recognition of the BIW; (2) a comparative study between the Backpropagation Neural Network (BP NN) and the LSTM NN is implemented to provide a general guideline for selecting different ANN structures for the variation pattern recognition of the BIW; (3) an actual case is studied to demonstrate the practicability of the proposed intelligent method.
The remainder of the paper is organized as follows. In Section 2, an automatic and intelligent method to recognize the variation pattern of the BIW based on the LSTM NN is developed. Based on the proposed method, the experiment is carried out to verify the recognition accuracy, followed by a comparative study between the BP NN and the LSTM NN in Section 3. In Section 4, a case study will be implemented to demonstrate the practicability of the proposed intelligent method in the variation pattern recognition of the BIW. Finally, the conclusions and some future works are discussed in Section 5.
II. METHODOLOGIES A. OVER REVIEW OF THE INTELLIGENT METHOD
In this paper, an automatic and intelligent system for the variation pattern recognition of the BIW is proposed (see Fig. 1 ). First, the BIW OCMM online measurement data are input to the monitoring window, followed by the normalization preprocessing. Then a recognition process for the variation pattern based on the trained LSTM NN is proposed to implement. If the variation pattern output is an abnormal pattern, the alarm system will trigger the alarm and the quality engineer will diagnose the corresponding fault cause according to the type of abnormal pattern and the fault cause database. Otherwise, new BIW OCMM online measurement data will be input the monitoring window.
B. LSTM NN MODEL FOR VARIATION PATTERN RECOGNITION
In order to overcome the disadvantages of the traditional ANNs in dealing with the complex time-varying data, LSTM NN is developed in this paper to recognize the variation pattern of the serially correlated or autocorrelated OCMM online measurement data. The LSTM NN consists of one input layer, one recurrent hidden layer, and one output layer. The biggest structural difference from the traditional ANNs is that there is a set of interrelated recurrent subnetworks, named basic memory block, in the hidden layer. The memory block is controlled by some special adaptive gating units to save, write, and read the information. These gate units are essentially logical units which usually contain sigmoid functions and point multiplication operations and can selectively pass through information. There are three nonlinear gate units that responsible for activation. The input and output data are controlled by the input gate and the output gate respectively. The forget gate is added to prevent the internal cell values growing without bound. Three black nodes are directly connected to the corresponding activation functions. The core of the memory cell is a recurrently self-connected linear unit-Constant Error Carousel (CEC), which represents the memory of the neuron state and records the state by adjusting the parameter state. According to the state of CEC, the multiplication gates can learn to open and close, so the LSTM NN solves the problem of vanishing errors by keeping the network error constant. The dashed line represents the weight connection of the node to each gate at the previous moment, and the weight value of the other connections is a fixed constant of 1. And the only output of the neural network to the next time step is the transmission at the output gate.
Let w ij denote the connection weight between unit i and unit j of the LSTM NN, a t j and b t j denote the input and output of the unit j at time t. The input gate, forget gate and output gate are respectively corresponding to n, ϕ and ω. I , H and K represent the neurons number of the input layer, the hidden layer, and the output layer, respectively. C denotes the number of the memory cell. Then the input of the memory cell n is: The activation function can be denoted as:
where k can be written as n, ϕ and ω, denoting the input gate, forget gate and output gate, respectively. The output of the node corresponding to Eq. (3) is controlled by output gate, the output is also the input to the entire memory unit at the next moment. It can be represented as:
The activation function of the output gate is generally the logistic function or the softmax function. In order to facilitate the reverse transmission of the representation error, the following intermediate variables are defined by the chain rule:
where L denotes the loss function. It acts sequentially on the memory cell, the forget gate and the input gate: The partial derivative of weight w ij is obtained by using loss function:
The value of initial weights has a great influence on the training results of the LSTM NN model. The values of initial weights were calculated according to the activation function of the network nodes, the number of input and output nodes per layer. The parameter initialization formulas are as follows:
where fan in and fan out represent the number of the input and the number of the output for the network nodes, respectively. Uniform represents the uniform distribution. The value of weights can be selected in its interval.
III. EXPERIMENT A. EXPERIMENT ENVIRONMENT
In this paper, the experiment environment of LSTM NN is based on Python 3.6.0-0. Anaconda was used to write the program. It has a powerful and convenient function package management and environment management ability. A deep learning library, Keras, was applicated to construct the LSTM NN for parallel computing. The specific experiment environment is shown in Table 2 .
B. DATA PREPROCESSING
In this section, the actual OCMM online measurement data from July 2017 to July 2018 for a specific kind of BIW produced in a vehicle factory were collected and 1000 groups for each pattern including NOR, IT, DT, US, and DS were summarized. The length of data for each group was 60, which means each pattern was taken as a time series of 60 data points. Monte Carlo simulation method was used to generate similar data. The simulation equations for different various patterns were shown in Table 3 . The values of parameters were calculated based on the actual OCMM online measurement data. Based on these simulation equations, 4000 groups data for each variation pattern were generated so that there were 5000 groups data for each variation pattern including the actual data groups. These 5000 groups data were randomly distributed. After the min-max normalization (MMN) process was carried out, the data preprocessing was finished.
C. CONTRAST EXPERIMENT 1) THE SIMULATION OF LSTM NN
In this experiment, the LSTM NN was constructed according to reference [37] . There were one hidden layer and one output layer, and their corresponding numbers of units were 50 and 5, respectively. The 5 units of the output layer denote five different patterns including NOR, IT, DT, US, and DS. The Sequential, Dense andActivation in theKeras framework proceeded. The Softmax function acted as the activation function, and the corresponding categorical_crossentropy function was selected as the loss function. According to reference [38] , the advantage of matching the activation function with the loss function is that the derivative of the loss function of each output unit to the input is equal to the difference between the actual output and the ideal output in the process of error reverse transfer. The index list metrics selects the default accuracy. The optimizer parameter was set as RMSprop. The batch size was set to 20. The number of iterations was 50. The initialization of the LSTM NN is summarized in Table 4 . In the training and testing process, 70% of training samples and 30% of test samples were randomly selected from the whole data set, including 1000 groups of actual data and 4000 groups of simulation data for each pattern.
2) THE SIMULATION OF BP NN
In order to verify the superiority of the LSTM NN in variation pattern recognition of the serially correlated or autocorrelated OCMM online measurement data, a similar BP NN architecture in reference [39] was also applied. There were 2 hidden layers and the neuron number for the 1 st and 2 nd hidden layer was 10 and 7, respectively. The combination of statistical features (including mean, standard deviation, mean square value, skewness, and kurtosis [40] ) and shape features (including SB, AASL, SRANGE, and REAE [6] ) was chosen as the input. The initialization of BP NN is summarized in Table 5 . Then the training and the testing of the BP NN were performed using the data set mentioned above.
D. RESULT ANALYSIS AND COMPARISON
In order to prove the superiority of the LSTM NN model in identifying abnormal deviation pattern of BIW OCMM online measurement data, the LSTM NN model was established according to the above procedure. Finally, compared with the traditional BP NN, the recognition accuracy is shown in Table 6 . It can be found that, with its efficient use of time series information of online measurement data, the overall average recognition accuracy for the five quality patterns can reach 99.78% by using LSTM NN, which is 5.34% higher than that of BP NN. Moreover, the recognition accuracy of LSTM for each variation pattern is more consistent. Especially, its recognition accuracy of DT and that of NOR can reach 100%. It is fully demonstrated that the LSTM NN can effectively eliminate the confusion between different patterns and accurately identify all kinds of abnormal variation patterns of BIW based on the online measurement data. In order to evaluate the robustness of recognition ability, 15 repeated experiments were implemented. The average recognition accuracy of LSTM NN and that of BP NN are shown in Fig. 3 . The recognition accuracy of LSTM NN is higher and more stable than that of BP NN because the average recognition accuracies of LSTM NN in these 15 repeated experiments closed to 100%, while that of BP NN in these 15 repeated experiments varied in the range of 93.89% and 95.56%. The same result can also be summarized according to Table 7 . In Table 7 , the mean value of average recognition accuracy for these 15 repeated experiments is calculated and make a comparison between LSTM NN and BP NN. The mean value of average recognition accuracy of LSTM NN and BP NN is 99.98% and 94.62% respectively, which means the average recognition accuracy of LSTM NN is higher than that of BP NN. The standard deviation of average recognition accuracy of LSTM NN and BP NN are 0.01 and 0.64 respectively, which means the performance of LSTM NN is more stable than that of BP NN.
IV. CASE STUDY
The shape of taillight has said goodbye to the simple plane and straight-line structure. The complex surface and curve of taillights make the matching gap control among the taillight, the out plate of the side wall and the welded part of D-pillar in the assembly process to be one of the most difficult works in the of vehicle quality control. So, it is necessary to monitor the taillight installation area in the actual BIW assembly process and some MPs are set in this area (see Fig. 4 ).
The actual OCMM online measurement data of MPs in the taillight area on March 4, 2018, were selected, which was a total of 500 vehicle samples. The proposed intelligent method was used to recognize the variation pattern. The monitoring window for data number was 60 and the trained LSTM NN in the above experiment was applied. When the data were read, the recognition process was performed as shown in Fig.1 . Taking the y-direction measurement data of the NO.14 MP as an example, all the measurement value of NO.14 MP in the y-direction are shown in Fig. 5(a) and the corresponding recognition results were shown in Fig. 5(b) .
From Fig. 5(a) we know that when the monitoring window moved to the 218th sample a DS happened, and the alarm system triggered the alarm. The quality engineer responded in time and the diagnosis was carried out based on the fault cause database and a site investigation for the assembly process of the right-side wall was also conducted (see Fig. 6(a) ). The final diagnosis result was that the resin block of the elevator mechanism in the side wall assembly line and the outer plate of the side wall interfered with each other, which resulted in a 2-3mm gap between the positioning surface of the fixture and the side wall (see Fig. 6(b) ). So, the right-side wall of the taillight area will jump in a short period of time.
When the monitoring window moved to the 248th sample, the abnormal variation pattern was identified as a UT and continued to the 265th sample (see Fig. 5(b) ). This was due to the continuous wear of the resin block in contact with the outer plate of the side wall after interference. The stiffness of the resin block was relatively small, the wear process was very rapid, which led to a UT from the 248th to the 265th sample.
When the monitoring window moved to the 266th sample, the output result of recognition was a NOR, which indicated that the assembly process was in normal condition again. At this time, the resin block was worn to a certain extent, removing its own interference, and eliminating the gap between the positioning surface of the fixture and the side wall (see Fig. 6(c) ). The results of recognition were in good agreement with the cause of the investigation.
V. CONCLUSION
The dimensional variation pattern recognition for BIW plays a very important role in the quality improvement of the automotive body assembly. The wide application of OCMM provided a tremendous amount of online dimensional data. However, the massive serially correlated or autocorrelated and 100% measurement data generated from the OCMM challenges the traditional SPC technology and the common CCP recognition approaches. In this paper, we explore the LSTM NN for the variation pattern recognition of the large-scale OCMM online measurement data. In order to validate the effectiveness of the proposed LSTM NN, 1-year actual OCMM online measurement data for a specific kind of BIW produced in a vehicle factory were collected and a comparative experiment between the BP NN and the LSTM NN for variation pattern recognition is implemented based on these data. In addition, a case of the variation pattern recognition for an MP set in the taillight installation area was studied. According to the result analysis of the experiment and the case study, several useful findings can be summarized:
1) The LSTM NN can effectively eliminate the confusion between different patterns and accurately identify all kinds of abnormal variation patterns of the BIW OCMM online measurement data. With the efficient use of time series information, the LSTM NN has a higher overall average recognition accuracy for the five variation patterns, which can reach 99.78%. 2) The LSTM NN has a good robustness in the variation recognition of the BIW OCMM online measurement data. The average recognition accuracies of LSTM NN in 15 repeated experiments are close to 100%, and the corresponding standard deviation of average recognition accuracy of LSTM NN is just 0.01, which means it is more stable than that of BP NN.
3) The LSTM NN has a high practicability in improving the quality of BIW. A case study reveals that the intelligent system based on the LSTM NN can not only recognize the abnormal variation patterns with high accuracy but also help the quality engineer to improve the efficiency and the accuracy of fault diagnoses based on the fault cause database. Even though this paper mainly focuses on the automatic, intelligent and accurate variation pattern recognition method development for the BIW so that it can help the vehicle manufacturers make a full use of the OCMM online measurement data and improve the quality of BIW, the method proposed in this paper can also be used in the quality variation pattern recognition of the online detection data for other products. In this paper, in order to demonstrate the variation recognition accuracy and the practicability of the proposed method, a simple case with one-dimensional data was studied. While the fault diagnoses of dimensional variation in the BIW assembly process is a complex issue, future work can be conducted by considering the correlation between different MPs and using the massive multivariate online measurement data to develop an intelligent fault diagnose method based on the LSTM NN.
