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We compare the science capabilities of different eLISA mission designs, including four-link (two-
arm) and six-link (three-arm) configurations with different arm lengths, low-frequency noise sen-
sitivities and mission durations. For each of these configurations we consider a few representative
massive black hole formation scenarios. These scenarios are chosen to explore two physical mech-
anisms that greatly affect eLISA rates, namely (i) black hole seeding, and (ii) the delays between
the merger of two galaxies and the merger of the black holes hosted by those galaxies. We as-
sess the eLISA parameter estimation accuracy using a Fisher matrix analysis with spin-precessing,
inspiral-only waveforms. We quantify the information present in the merger and ringdown by rescal-
ing the inspiral-only Fisher matrix estimates using the signal-to-noise ratio from non-precessing
inspiral-merger-ringdown phenomenological waveforms, and from a reduced set of precessing nu-
merical relativity/post-Newtonian hybrid waveforms. We find that all of the eLISA configurations
considered in our study should detect some massive black hole binaries. However, configurations
with six links and better low-frequency noise will provide much more information on the origin of
black holes at high redshifts and on their accretion history, and they may allow the identification of
electromagnetic counterparts to massive black hole mergers.
PACS numbers: 04.70.-s, 04.30.-w, 04.80.Nn, 04.30.Tv
I. INTRODUCTION
Gravitational waves (GWs) are a generic prediction of
general relativity (GR) [1] and of other relativistic grav-
itational theories [2–4]. Indirect evidence for the exis-
tence of GWs comes from observations of binary systems
involving at least one pulsar [5], which allow us to track
the orbital period very accurately over long timescales
and to observe small secular changes due to the emission
of GWs. The observed damping is in sub percent-level
agreement with the predictions of GR’s quadrupole for-
mula for GW emission [6, 7], and overall the combined
measurements of secular changes are consistent with the
predictions of GR within 0.05% [8].
A world-wide experimental effort towards a direct de-
tection of GWs is also underway. Ground-based, km-
scale laser interferometers target the GW emission from
a variety of sources, including the late inspiral of neu-
tron star binaries; the inspiral, merger and ringdown of
systems comprised of two stellar-mass black holes, or a
neutron star and a stellar-mass black hole; supernova ex-
plosions and isolated pulsars. These ground-based in-
terferometers work as a network of “second-generation”
detectors, as opposed to the first generation of ground-
based interferometers (i.e., the initial LIGO and Virgo
experiments), which were active from 2002 to 2010. They
include the two Advanced LIGO [9] interferometers in the
US (which are currently taking data in science mode) and
the French-Italian detector Advanced Virgo [10] (which
will undergo commissioning in 2016). Within the next
few years the Japanese interferometer KAGRA [11] and
2a LIGO-type detector in India [12] will join this network.
At the same time, pulsar timing arrays [13] are tar-
geting the GW signal from binaries of massive black
holes (MBHs) with masses ∼ 108–1010M at separa-
tions of hundreds to thousands of gravitational radii.
Low-frequency GWs emitted by these systems passing
between a pulsar and the Earth leave a characteris-
tic imprint in the time of arrival of the radio pulses.
This signal can be disentangled from other sources of
noise and unambiguously identified by timing an en-
semble of ultra-stable millisecond pulsars (i.e., a pul-
sar timing array) [14]. The European Pulsar Timing
Array (EPTA) [15], the Parkes Pulsar Timing Array
(PPTA) [16] and the North American Nanohertz Obser-
vatory for Gravitational Waves (NANOGrav) [17], join-
ing together in the International Pulsar Timing Array
(IPTA) [18, 19], are constantly improving their sensitiv-
ity in the frequency range ∼ 10−9 − 10−6 Hz, and have
already significantly constrained the stochastic GW sig-
nal from the massive black hole binary (MBHB) popula-
tion [20–22].
A common feature of current ground-based interfer-
ometers and pulsar-timing arrays is that they primarily
probe the low-redshift Universe. For instance, pulsar-
timing arrays are mostly sensitive to MBHBs at 0.2 .
z . 1.5, while the range of ground-based detectors de-
pends on the particular family of sources being observed,
but never exceeds z ∼ 2 [23–25]. The two classes of ex-
periments explore hugely different frequency ranges for
the GW signal (f ∼ 10−9–10−6 Hz for pulsar-timing
array, and f ∼ 10 − 103 Hz for ground-based interfer-
ometers), and the GW frequency band in between these
widely separated bands is difficult to probe from the
ground. Pulsar-timing arrays are intrinsically limited
at the high-frequency end by the Nyquist frequency, set
by the typical interval between subsequent pulsar obser-
vation sessions (typically a few weeks, corresponding to
roughly 10−6 Hz). Second-generation ground-based de-
tectors are intrinsically limited at frequencies lower than
f ∼ 10 Hz by “seismic noise” (the main noise source
is actually given not by geological activity, but by vi-
brations due to surface events: human activity, waves,
wind, etc.). While third-generation ground-based inter-
ferometers (such as the Einstein Telescope [26]), which
have been proposed for construction in the next decade,
might abate seismic noise by going underground, they
will not be able to probe frequencies lower than f ∼ 0.1
Hz [27].
However the frequency window between 10−7 Hz and
∼ 1 Hz is expected to be populated by a rich variety of
astrophysical sources. For instance, our current under-
standing of galaxy formation and an increasing body of
observational evidence support the idea that MBHs (with
masses from 105M – or even lower – up to 109−1010M)
are hosted in the centers of almost all galaxies [28]. When
galaxies merge to form bigger systems [as predicted by
the Λ cold dark-matter (ΛCDM) model and supported
by observations], these MBHs are expected to form tight
binaries [29], inspiral and finally merge into a perturbed
black hole, which sheds away these perturbations in the
ringdown phase [30, 31]. The inspiral, merger and ring-
down phases are expected to be the main GW source in
the 10−8 − 1 Hz spectrum. Their detection will provide
precious information on the co-evolution between MBHs
and their host galaxies (and henceforth on the hierar-
chical formation of structures in the ΛCDM model), on
the very origin of MBHs at high redshift, on the dynam-
ics of gas and accretion onto MBHs, and on the strong-
field, highly relativistic dynamics of GR (see e.g. [32–
35], and [36] for a review of the science achievable with
GW observations of MBHBs). Moreover, if these sources
could also be identified in the electromagnetic band, they
may be used as “standard sirens” to probe the expansion
history of the Universe [37, 38].
Other sources that may populate this unprobed fre-
quency band include binary systems formed of a compact
object (i.e., a stellar-mass black hole, a neutron star or a
white dwarf) orbiting a MBH [39]. The observation of the
GW signal from these systems, known as extreme mass
ratio inspirals (EMRIs), would provide a way to test GR
and the geometry of MBHs with unprecedented accuracy,
as well as a way to understand the dynamics of stellar ob-
jects in galactic nuclei. Also present in this band will be
countless almost monochromatic sources from our own
Galaxy, e.g. neutron-star or white-dwarf binary systems
at wide separations. White-dwarf binary systems will
be particularly numerous, especially at f ∼ 10−4 − 10−5
Hz [40], and may give rise to a background GW signal
only partially resolvable as individual sources. Finally,
more exotic sources may also be present, for instance
stochastic background signals of cosmological origin, aris-
ing from new physics at the TeV energy scale or beyond,
such as cosmic strings or a first-order electroweak phase
transition [41].
Given its tremendous potential for fundamental
physics and astrophysics, the European Space Agency
(ESA) has selected the observation of the Universe at
GW frequencies around one mHz as one of the three main
science themes of the “Cosmic Vision Program” [42]. In-
deed, a call for mission proposals for the “Gravitational
Universe” science theme is expected for late 2016, and the
L3 launch slot in 2034 has been reserved for the selected
mission. The main candidate mission for this call (for
which a decision will be made by 2018-19, so as to allow
sufficient time for industrial production before the nom-
inal 2034 launch date) is the evolving Laser Interferom-
eter Space Antenna (eLISA) [43], named after the “clas-
sic LISA” concept of the late 90’s and early 2000s [44].
The eLISA mission concept consists of a constellation of
three spacecraft, trailing the Earth around the Sun at a
distance of about fifteen degrees. Each spacecraft will
contain one or two test masses in almost perfect free fall,
and laser transponders which will allow measurements of
the relative proper distances of the test masses in differ-
ent spacecraft via laser interferometry. This will allow
the detection of the effect of possible GW signals (which
3would change the distance between the test masses). The
most technically challenging aspect of the mission will be
to maintain the test masses in almost perfect free fall.
For this reason, a scaled-down version of one of eLISA’s
laser links will be tested by the “LISA Pathfinder” mis-
sion. Pathfinder was launched by ESA in December 2015,
and it will provide crucial tests of how well eLISA’s low-
frequency acceleration noise can be suppressed.
There are, however, other aspects to the eLISA mis-
sion that are yet to be evaluated and decided upon
by ESA, within the constraints imposed by the allo-
cated budget for the “Gravitational Universe” science
theme. A “Gravitational Observatory Advisory Team”
(GOAT) [45] has been established by ESA to advise on
the scientific and technological issues pertaining to an
eLISA-like mission. Variables that affect the cost of the
mission include: (i) the already mentioned low-frequency
acceleration noise; (ii) the mission lifetime, which is ex-
pected to range between one and several years, with
longer durations involving higher costs because each com-
ponent has to be thoroughly tested for the minimum du-
ration of the mission, and may also require higher fuel
consumption, since the orbital stability of the triangular
constellation sets an upper limit on the mission duration
and therefore achieving a longer mission may require the
constellation to be further from the Earth; (iii) the length
L of the constellation arms, which may range from one
to several million km, with longer arms involving higher
costs to put the constellation into place and to maintain
a stable orbit and slowly varying distances between the
spacecraft; (iv) the number of laser links between the
spacecraft, i.e., the number of “arms” of the interferome-
ter (with four links corresponding to two arms, i.e., only
one interferometer, and six links to three arms, i.e., two
independent interferometers at low frequencies [46]): giv-
ing up the third arm would cut costs (mainly laser power,
industrial production costs), while possibly hurting sci-
ence capabilities (especially source localization) and al-
lowing for no redundancy in case of technical faults in
one of the laser links.
This paper is the first in a series that will evaluate
the impact of these four key design choices on the scien-
tific performance of eLISA. Here we focus on the main
scientific target of eLISA, namely the inspiral, merger
and ringdown of MBHBs. We assess how the number of
observed sources, their distance, and the accuracy with
which their parameters can be extracted from the data
change under different design choices. In subsequent pa-
pers in this series we will repeat this exercise for other
sources/science capabilities of eLISA, namely (a) EMRIs
and their science impact; (b) the measurement of the
expansion history of the Universe (“cosmography”); (c)
Galactic white-dwarf binaries and their science impact;
(d) the stochastic background from a first order phase
transition in the early universe.
The plan of the paper is as follows. In Sec. II we re-
view the different mission designs used in our analysis,
and how the corresponding noise curves are produced.
In Sec. III we describe our MBH evolution models. In
Sec. IV we review the gravitational waveforms, instru-
ment response model and data analysis tools used in the
present work. In Sec. V we present the results of the
parameter estimation study in detail. Some conclusions
and a discussion of possible directions for future work are
given in Sec. VI. Appendix A describes the construction
of the precessing-binary hybrid waveforms that we used
to extrapolate our inspiral-only error estimates on sky
location and distance determination. In Appendix B we
give a simple analytical prescription to estimate the error
on the remnant spin from the ringdown radiation. Un-
less otherwise specified, throughout this paper we adopt
geometrical units (G = c = 1).
II. ELISA MISSION DESIGNS
We investigated six detector noise curves by varying
two key parameters characterizing the noise, namely: (1)
the arm length L, chosen to be either 1, 2 or 5× 106 km
(A1, A2 and A5, respectively); (2) the low-frequency ac-
celeration, that is either projected from the expected per-
formance of LISA Pathfinder (N2) or 10 times worse,
assuming a very pessimistic outcome of LISA Pathfinder
(N1). The laser power and diameter of the telescope have
been adjusted based on the interferometer arm length to
get similar sensitivities at high frequencies. We consid-
ered a laser power of 0.7 W for configuration A1 and 2 W
for configurations A2 and A5; the telescope mirror size
has been chosen to be 25 cm for A1, 28 cm for A2, 40 cm
for A5. Note that fixing a 2 W laser and 40 cm telescope
improves the high-frequency performance of some config-
urations, but this only affects the high-frequency noise,
and it has a very mild impact on the study presented
here.
Analytic fits to the six sky-averaged sensitivity curves
obtained in this way are of the form
Sn(f) =
20
3
4Sn,acc(f) + Sn,sn(f) + Sn,omn(f)
L2
×
[
1 +
(
f
0.41 c2L
)2]
. (1)
Here L is the arm length in meters, and Sn,acc(f),
Sn,sn(f) and Sn,omn denote the noise components due
to low-frequency acceleration, shot noise and other mea-
surement noise, respectively. We use the following values:
Sn,acc(f) =9× 10
−28 1
(2pif)4
(
1 + 10
−4Hz
f
)
m2 Hz−1 for N1,
9× 10−30 1(2pif)4
(
1 + 10
−4Hz
f
)
m2 Hz−1 for N2,
Sn,sn(f) =

1.98× 10−23m2 Hz−1 for A1,
2.22× 10−23m2 Hz−1 for A2,
2.96× 10−23m2 Hz−1 for A5,
4Sn,omn(f) = 2.65× 10−23m2 Hz−1 for all configurations.
Here Sn,omn – for “other measurement noise,” as esti-
mated in the eLISA study of [43] – might vary across
configurations, however we keep it fixed according to the
most conservative choice. The noise curves obtained in
this way are shown in Fig. 1.
Each analytic curve was compared to its numerical
counterpart generated by the LISACode simulator. We
found very good agreement in all cases, the only differ-
ence being that the analytic fit does not reproduce the
high-frequency oscillatory behavior. This is because the
analytic fit assumes the long-wavelength approximation,
which breaks down at f = c/(2piL) ≈ 0.05(1Gm/L) Hz.
Still, the analytic approximation is sufficient for our pur-
poses, since most of the relevant sources emit radiation
at f . 0.05 Hz.
In addition to the instrumental noise, we expect an as-
trophysical foreground coming from the compact white
dwarf (CWD) binaries in our Galaxy. Millions of galactic
binaries emit almost monochromatic GW signals which
superpose with random phase, creating an unresolved
stochastic foreground above a few mHz. Sufficiently loud
signals (standing above the background) and all individ-
ual signals at high frequencies can be identified and re-
moved from the data [47–49]. Based on the population
synthesis model of [50], we can estimate the unresolvable
(stochastic) part of the GW signal generated by the pop-
ulation of galactic white dwarf binaries and produce a
piecewise analytic fit of this signal, which is given below
for each configuration1:
Sgal,N2A1(f) =

f−2.1 × 1.55206× 10−43 10−5 ≤ f < 5.3× 10−4,
f−3.235 × 2.9714× 10−47 5.3× 10−4 ≤ f < 2.2× 10−3,
f−4.85 × 1.517× 10−51 2.2× 10−3 ≤ f < 4× 10−3,
f−7.5 × 6.706× 10−58 4× 10−3 ≤ f < 5.3× 10−3,
f−20.0 × 2.39835× 10−86 5.3× 10−3 ≤ f ≤ 10−2
Sgal,N2A2(f) =

f−2.1 × 1.3516× 10−43 10−5 ≤ f < 5.01× 10−4,
f−3.3 × 1.4813× 10−47 5.01× 10−4 ≤ f < 2.07× 10−3,
f−5.2 × 1.17757× 10−52 2.07× 10−3 ≤ f < 3.4× 10−3,
f−9.1 × 2.7781× 10−62 3.4× 10−3 ≤ f < 5.2× 10−3,
f−20.0 × 3.5333× 10−87 5.2× 10−3 ≤ f ≤ 10−2
Sgal,N2A5(f) =
20
3

f−2.3 × 10−44.62 10−5 ≤ f < 10−3,
f−4.4 × 10−50.92 10−3 ≤ f < 10−2.7,
f−8.8 × 10−62.8 10−2.7 ≤ f < 10−2.4,
f−20.0 × 10−89.68 10−2.4 ≤ f ≤ 10−2
(2)
The fit for the LISA-like configuration Sgal,A5(f) is taken
from [51]. This astrophysical stochastic GW foreground
is added to the instrumental noise in quadrature2, and
the resulting curves are also shown in Figure 1. Note that
the GW foreground is below the instrumental nose for
N1 configurations. For each acceleration noise (N1/N2)
we consider either four or six laser links (L4/L6), and
we assume a mission lifetime of either two or five years
1 We provide here fits for the N2 configurations only, since the
CWD background was found to give negligible contribution to
the noise budget in all N1 baselines.
2 The CWD unresolved background depends on the mission dura-
tion: as the observation time increases, more individual CWDs
can be identified and subtracted. The fits of Eq. (2) were derived
for a two-year mission lifetime (M2). We expect the background
to be slightly lower for a five-year mission (M5), but for sim-
plicity we omit this effect and use Eq. (2) for both M2 and M5
configurations.
(M2/M5). This amounts to a total of 24 mission configu-
rations, labeled as NiAjMkLl (where i = 1, 2, j = 1, 2, 5,
k = 2, 5, l = 4, 6).
The configuration N2A5M5L6 corresponds to Classic
LISA. Configuration N2A1M2L4 corresponds approxi-
mately to the New Gravitational Observatory (NGO) [52]
concept, which was proposed to ESA during the selection
process for the L1 large satellite mission. and which was
also used to illustrate the science case in The Gravita-
tional Universe [43]. Figure 1 shows that configuration
N2A1M2L4 differs from NGO only in a multiplicative fac-
tor 1/0.65, which was included in the NGO design as a
safety margin. In Sec. V we will therefore use N2A1MxL4
as a proxy for NGO, and “normalize” our science perfor-
mance results to this configuration.
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FIG. 1. Analytic fits to the sensitivity curves for different configurations investigated in this paper. In both panels the curves
running from the top down are for A1 (blue), A2 (green) and A5 (red) configurations, and all curves have the same high-
frequency noise by design. The (black) curve with wiggles at high frequency is the numerical sensitivity for eLISA/NGO,
which is shown in both panels for reference. Dashed curves include only instrumental noise, while solid lines represent the total
noise (including the contribution from CWD confusion noise). The left panel shows all configurations with pessimistic (N1)
acceleration noise levels; the right panel assumes optimistic (N2) acceleration noise levels.
III. SUPERMASSIVE BLACK HOLE
EVOLUTION
Sound observational evidence [53] as well as theoret-
ical considerations (see e.g. [54, 55]) suggest that the
evolution of MBHs on cosmological timescales is inex-
tricably coupled to the evolution of their host galaxies.
Methods to follow this MBH-galaxy coevolution include
Eulerian and smoothed-particle hydrodynamics simula-
tions, as well as semianalytical galaxy formation models
(see [54, 55] for recent reviews of the theory of galaxy
formation with an overview of these techniques). While
hydrodynamical simulations have a better handle of the
small-scale physics, subgrid dissipative phenomena such
as star formation and feedback are not yet treatable self-
consistently by simulations, and it is unlikely that they
will be in the near future. The same is true for the scale
of the horizon of MBHs, on which key phenomena for the
cosmological evolution of these objects, such as mergers
and accretion, take place.
Clearly, the same drawback applies to semianalytical
models, in which not only the subgrid physics, but also
the scales that would be within reach of hydrodynami-
cal simulations are treated with simplified prescriptions
depending on a (limited) number of free parameters that
are calibrated against observations. For our purposes,
semianalytical models have the advantage of being com-
putationally more convenient, which allows us to explore
the parameter space of galaxy formation and MBH evo-
lution with large statistics.
Here we adopt the semianalytical model of [56], which
was later improved in [57] (where the prescriptions for
the MBH spin evolution and the star formation were
improved) and [58, 59] (which implemented the cosmo-
logical evolution of nuclear star clusters, and accounted
for the delay between a galaxy merger and that of the
MBHs hosted by the two galaxies). Our model follows
the evolution of baryonic structures along a dark-matter
merger tree produced by an extended Press-Schechter
formalism, suitably modified to reproduce the results of
N-body simulations following [60]. The model evolves the
hot unprocessed inter-galactic medium; the cold, metal-
enriched inter-stellar medium (in both its galactic disk
and bulge components); the stellar galactic disk and the
stellar spheroid; the nuclear gas and the nuclear star clus-
ter; and, of course, the MBHs. These components are
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FIG. 2. Schematic summary of the model of [56], with the improvements of [57–59]. Red boxes on the left highlight the
elements that heavily affect rates (black hole seeding and delays), for which we consider multiple options in this paper.
linked by a number of gravitational and non-gravitational
interactions, which are summarized graphically in Fig. 2.
We refer to [56, 57, 59] for detailed descriptions of our
implementation of the various processes represented in
this diagram. Highlighted in red are the key assump-
tions that we will vary in this paper, and that we discuss
below: black hole seeding and delays.
A. Black hole seeding
One of the crucial uncertainties in rate predictions is
the birth mechanism of MBHs, that are thought to grow
from high-redshift “seeds” whose exact nature is still de-
bated.
The “light-seed” scenario assumes that these seeds may
be the remnants of population III (popIII) stars form-
ing in the low-metallicity environments characterizing the
Universe at z ≈ 15 − 20 [61]. While the mass of these
first stars (and therefore that of their remnants) is un-
certain, it can be of the order of a few hundred M [62]
(although recent simulations favor more fragmentation
and lower masses, see e.g. [63]). In this “light-seed” sce-
nario, we draw the popIII star mass from a log-normal
distribution centered at 300M with a rms of 0.2 dex
and an exclusion region between 140 and 260 M: in
this mass range popIII stars explode as supernovae due
to the electron-positron pair instability, without forming
a black hole [62]. Outside this mass range, a black hole
will generally form at the end of the popIII star’s evolu-
tion. We assume that the mass of this black hole is about
2/3 the mass of the initial star [62]. Also, because active
star formation at z ≈ 15 − 20 is only expected in the
deepest potential wells, we place a black hole seed only
7in the rare massive halos collapsing from the 3.5σ peaks
of the primordial density field [61, 64], between z = 15
and z = 20 (this latter being the initial redshift of our
merger trees). Because in light-seed scenarios it is diffi-
cult to reproduce the active galactic nuclei (AGN) lumi-
nosity function at high redshifts unless super-Eddington
accretion is allowed [65], we assume the maximum MBH
accretion rate to be M˙ = AEddM˙Edd, with AEdd a free
parameter that we set to ≈ 2.2 as in [57–59].
In the “heavy-seed” scenario, MBHs already have
masses ∼ 105M at high redshifts z ∼ 15 − 20. These
seeds may arise from the collapse (due e.g. to bar insta-
bilities) of protogalactic disks. This would funnel large
quantities of cold gas to the nuclear region, where a black
hole seed might then form. Several flavors of this scenario
have been proposed (see e.g. [66–69]). In this paper we
adopt a particular model, namely that of [69]. Like in the
light-seed model, we start our evolutions at z = 20 and
stop seed formation at z = 15, where we assume that the
Universe has been metal enriched by the first generation
of stars, which results in quenching of the seed formation
due to the enhanced radiative cooling. The model of [69]
has a free parameter, the critical Toomre parameter Qc
at which the protogalactic disks are assumed to become
unstable. By changing Qc one varies the probability that
a halo hosts a black hole seed (i.e., the halo occupation
number). Plausible values of Qc range from 1.5 to 3,
with larger values corresponding to larger halo occupa-
tion numbers, but one must have Qc & 2 to ensure that
a significant fraction of massive galaxies host a MBH at
z = 0 [69].
B. Delays
Another ingredient that is particularly important for
calculating MBH merger rates is the delay between MBH
mergers and galaxy mergers. When two dark-matter ha-
los coalesce, the galaxies that they host initially main-
tain their identity, because they are smaller and more
compact than the halos. The galaxies are then brought
together by dynamical friction on typical timescales of a
few Gyr. During this time, environmental effects such as
tidal stripping and tidal evaporation remove mass from
the smaller galaxy, which in turn affects the dynamical
evolution of the system: see [56] for more details about
our treatment of dynamical friction, tidal stripping and
evaporation.
After the two galaxies have merged, the MBHs they
host are slowly brought to the center of the newly formed
galaxy by dynamical friction against the stellar back-
ground. As a result, the MBHs eventually form a bound
system (a “hard” binary), i.e., one such that their rela-
tive velocity exceeds the velocity dispersion of the stellar
background. From this moment on, the MBHB will fur-
ther harden by three-body interactions with stars. It is
unclear if this mechanism alone can bring the binary to
the small separations (. 10−3 pc) where GW emission
can drive the system to merger within a Hubble time.
This is known as the “last parsec problem” [70]. Re-
cently, however, it has been suggested that triaxiality of
the galaxy potential (resulting e.g. from a recent galaxy
merger) would allow three-body stellar interactions to
harden the binary to the GW-dominated regime on a
typical timescale of a few Gyr [71–75]. Galaxy rotation
has also been suggested as a possible mechanism helping
the binary reach GW-dominated separations [76]. More-
over, if the nuclear region contains a significant amount of
gas in a disk geometry, planet-like migration might drive
the binary to merger on significantly shorter timescales,
typically of ∼ 107 − 108 yr [77, 78] (but see e.g. [79]
for possible complications arising in this scenario). Fi-
nally, if an MBHB stalls and in the meantime another
galaxy merger happens, a third MBH may be added to
the system. Triple interactions are expected to trigger
the merger of the two most massive MBHs and ejection
of the lightest one on timescales ∼ 108 yr [80]. Neverthe-
less, this process is likely to be effective at inducing coa-
lescence of the inner binary only for systems with masses
& 106−107M. Below that threshold, the lightest MBH
may be ejected before the triple interactions trigger the
merger of the inner binary, especially if its mass is much
lower than that of the inner binary [59, 80].
We refer to [59] for a detailed description of our im-
plementation of these delays. To highlight their impact
on our results for MBH merger rates, we consider both
models where the delays are included, and models where
no delays are present (i.e., the MBHs merge at the same
time as their host galaxies).
C. Population models used in our study
We have generated possible realizations of the MBH
population based on this semianalytical galaxy-formation
model. We present results for variants of the model which
are representative of the possible combinations that can
be obtained by varying the prescriptions for seeding and
delays presented above. More specifically, we focus on
three models:
(1) Model popIII: This model assumes light MBH seeds
from popIII stars, while accounting for the delays
between MBH and galaxy mergers (cf. Sec. III B).
The inclusion of these delays makes the model more
realistic, and certainly more conservative. We ver-
ified that typical eLISA event rates change by less
than a factor of two when setting the delays to zero,
hence we decided to omit the variant of this light-
seed model in which delays are not present.
(2) Model Q3-d: This assumes heavy MBH seeds from
the collapse of protogalactic disks, while accounting
for the delays between MBH and galaxy mergers.
The halo occupation fraction of the seeds at high
redshifts is determined by the critical Toomre pa-
rameter for disk instability, which we set to Qc = 3
8FIG. 3. Predicted merger rates per unit redshift (left panel) and per unit total redshifted mass Mz = (m1 +m2)(1 + z) (right
panel) for the three models described in the text.
(cf. Sec. III A). Note however that setting Qc = 2
only decreases the merger rates by a factor ∼ 2.
As in the case of the popIII model, the inclusion
of delays makes this model more “realistic” (and
conservative).
(3) Model Q3-nod: This is the same as model Q3-
d, but without accounting for the delays between
galaxy and MBH mergers. For this reason, this
model should be considered an “optimistic” (upper
bound) scenario for eLISA event rates.
For each of the three models above we simulate about
1300 galaxies/galaxy clusters, with dark-matter masses
ranging from 1010M to 1016M. By tracking self-
consistently the mass and spin evolution of MBHs and
their interaction (e.g. via feedback and accretion) with
the galactic host, our model allows us to predict the
masses, spin magnitudes and spin orientations of the
MBHs when they form a GW-driven binary system. As
such, while MBHBs often present partially aligned, high
spins in our simulations, systems with low and/or mis-
aligned spins are also possible in the three models listed
above
The merger rates for popIII models are rather insensi-
tive to the inclusion of delays, but this is not true for the
heavy-seed models. This is illustrated in Fig. 3, which
shows the predicted MBH merger rates as a function of
mass and redshift in the three models considered above.
Note that while the popIII and Q3-nod models predict a
high merger rate up to z > 15, very few or no events at
z > 10 are expected in the Q3-d model.
The difference in merger rates among the various seed
models is due to two factors. First, different models have
different mass functions and occupation numbers at high
z. Second, whether a MBHB stalls or merges depends
on the details of its interactions with the stars, nuclear
gas, and other MBHs, which depend critically on the
MBH masses (cf. [59] for more details on our assump-
tions regarding these interactions). The different MBH
mass functions at high redshifts in the light- and heavy-
seed models imply that many more binaries can “stall” at
high redshifts in the heavy-seed scenarios. Nevertheless,
since our treatment of the delays is quite simplified (in
particular when it comes to modeling triple MBH sys-
tems and the interaction with nuclear gas), models Q3-d
and Q3-nod can be thought of as bracketing the possible
range of merger rates.
D. Population completeness
Because our models follow the coevolution of MBHs
with galaxies including both their dark-matter and bary-
onic constituents (cf. Fig. 2), at fixed resolution for the
dark-matter merger trees our simulations become com-
putationally expensive for high redshifts and very mas-
sive galaxies. For galaxies with dark-matter halo masses
MH > 10
13M at z = 0, we find that it becomes diffi-
cult to resolve the halos where MBHs form at high red-
shifts within acceptable computational times. Therefore
it is possible that we may “miss” merging binaries at
high redshift, when simulating the most massive halos at
z = 0.
We quantify this effect in Figure 4, which shows the
number of MBH mergers as a function of halo mass. The
linear trend seen at MH < 10
13M is easily explained.
9Model Total rate Extrapolated rate Ratio
popIII 175.36 332.65 1.89
Q3-d 8.18 14.06 1.72
Q3-nod 121.80 240.96 1.98
TABLE I. MBHB merger rates (total number of mergers per
year) along the cosmic history predicted by our population
models. The second column reports the rates found in the
simulations, the third column reports the rate corrected as
described in the text and in Fig. 4, and the fourth column is
the ratio of the two (i.e., the expected level of incompleteness
of the populations adopted in this study).
Suppose that seeds form in halos of mass MS . A halo of
mass M0 has formed from roughly N = M0/MS halos of
mass MS . This implies a number of seeds proportional
to M0. Suppose for simplicity that we start off with 2
n
seeds. If we consider a perfect hierarchy in which two
remnants of a previous round of mergers keep merging
with each other until there is only one MBH left, the
number of mergers is
∑n−1
i=0 2
i = 2n − 1, which approxi-
mately matches the number of seeds (i.e., 2n), and which
is therefore proportional to M0. Although simplistic, this
argument highlights the reason why the trend shown in
Fig. 4 may hint at a lack of resolution in our simulations
for MH > 10
13M.
To assess the impact of this issue on our results, we
computed the MBH merger rate per unit (dark matter)
mass in the low-mass halos, and used it to correct the
merger rates at larger halo masses (cf. the thick lines in
Fig. 4). The results of this exercise (reported in Table I)
suggest that this lack of resolution may lead to our sim-
ulations missing up to a factor of two in terms of merger
events. In this sense, the event rates in our study are
therefore conservative. To further confirm this finding,
we also ran a few test simulations with increased halo
resolution. These higher-resolution runs show that the
number of mergers is essentially resolution-independent
at MH < 10
13M, but that MBH mergers are much more
numerous for MH > 10
13M, in line with the expected
linear trend with MH . We also confirmed the expecta-
tion that the missing events are mostly seed-mass, high-z
MBHBs. This does not make a large difference for eLISA
rates in the popIII model, but it may increase more signif-
icantly the number of detections in the Q3-nod and Q3-d
scenarios, where the MBH seeds are massive enough to
be within the instrument’s sensitivity range.
IV. GRAVITATIONAL WAVEFORMS AND
DATA ANALYSIS
An accurate waveform model, encapsulating the com-
plexity produced by a potentially precessing spinning
MBHB, is required in order to make a realistic assess-
ment of eLISA’s capabilities. Since many MBHBs merge
FIG. 4. Contribution of each halo mass to the total merger
rate for models popIII (long-dashed brown lines), Q3-nod
(short-dashed green lines) and Q3-d (solid orange lines). Lines
in the top panel are proportional to the number of mergers per
halo (i.e., removing the Press & Schechter weights), whereas
lines in the bottom panel represent the halo contribution to
the cosmic merger rate dN/dlogMH . In both panels, thin lines
are the results of our MBH population models; thick lines are
extrapolations assuming a linear relation between the number
of mergers and the halo mass.
within the detector band, including merger and ring-
down in the computation is also crucial. Unfortunately,
inspiral-merger-ringdown (IMR) waveform models for
precessing-spinning binaries suitable for efficient parame-
ter estimation are still under active development [81–83].
We therefore employ the following strategy:
(a) our core analysis is based on a generic precessing
inspiral-only gravitational waveform [the shifted
uniform asymptotics (SUA) waveform described in
[84], see next section], with the detector response
modeled as in [46] (see also [85–87] for similar stud-
ies in the context of LISA);
(b) since the signal-to-noise ratio (SNR) ρ of the inspi-
ral phase depends only mildly on spins, we com-
pared our precessing waveforms to the restricted
second order post-Newtonian (2PN) waveform de-
scribed in [88, 89], ensuring that they yield compa-
rable SNR distributions and detection rates;
(c) results are then rescaled with the aid of the spin-
aligned IMR waveform family of [90] (commonly
referred to as “PhenomC”) in combination with
a restricted set of dedicated precessing IMR hy-
brid waveforms, which are constructed from nu-
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merical relativity (NR) simulations stitched to a
post-Newtonian (PN) model of the early inspiral.
In the following, we first describe our core inspiral pre-
cessing waveform model (Section IV A). Then we briefly
summarize the basics of the adopted Fisher matrix anal-
ysis (Section IV B) and our IMR rescaling (Section IV C).
A. Inspiral-precessing waveform model
The spacecraft in all eLISA configurations considered
in this study share the same orbits, modulo a rescaling
proportional to the detector arm length. If we choose an
orthogonal reference system (xˆ, yˆ) in the orbital plane
tied to the detector arms, in a fixed Solar System frame
(xˆ′, yˆ′, zˆ′) tied to the ecliptic (with zˆ′ perpendicular to
the ecliptic) we can write [46, 52]
xˆ =
(
3
4
− 1
4
cos 2Φ
)
xˆ′ − 1
4
sin 2Φyˆ′ +
√
3
2
cos Φzˆ′, (3)
yˆ = −1
4
sin 2Φxˆ′ +
(
3
4
+
1
4
cos 2Φ
)
yˆ′ +
√
3
2
sin Φzˆ′.
(4)
A third vector zˆ = xˆ×yˆ completes the three-dimensional
orthogonal reference system. The constellation drifts
away from the Earth at the rate of 7.5 degrees per year,
so that Φ˙ = 2pi(352.5/360)/yr.
Consider a binary with orbital angular momentum di-
rection Lˆ, located in a direction specified by the unit
vector Nˆ in the Solar System frame. The response of a
single (four-link) detector to the GWs emitted by such a
binary can be described as [46]
h =
√
3
2
(F+h+ + F×h×) , (5)
where
F+(θ, φ, ψ) =
1
2
(
1 + cos2 θ
)
cos 2φ cos 2ψ
− cos θ sin 2φ sin 2ψ, (6)
F×(θ, φ, ψ) = F+(θ, φ, ψ − pi/4), (7)
cos θ = Nˆ · zˆ, (8)
tanφ =
Nˆ · yˆ
Nˆ · xˆ , (9)
tanψ =
[
Lˆ−
(
Lˆ · Nˆ
)
Nˆ
]
· zˆ(
Nˆ × Lˆ
)
· zˆ
. (10)
In the six-link case, we model the response of a second
independent detector as
h(II) =
√
3
2
(
F
(II)
+ h+ + F
(II)
× h×
)
, (11)
F
(II)
+,×(θ, φ, ψ) = F+,×(θ, φ− pi/4, ψ). (12)
In addition, we have to take into account the fact that
the barycenter of eLISA is traveling around the Sun. In-
stead of modeling this using a Doppler phase as in [46],
we prefer to time shift the waveform accordingly:
h(t) = F+(t)h+(t− tD) + F×(t)h×(t− tD), (13)
tD =
R
c
sin θ′ cos(Φ− φ′), (14)
where R = 1 AU, and (θ′, φ′) are the spherical angles
of Nˆ in the Solar System frame. The two descriptions
are equivalent in the limit where the orbital frequency
varies slowly with respect to the light-travel time across
the orbit of the constellation: ω˙/ω  c/R. While this
condition is satisfied in the early inspiral, it breaks down
near merger.
We decompose the time-domain waveform h(t) into a
sum of orbital harmonics as
h+,× =
∑
n
A
(n)
+,×(ι)e
inϕ, (15)
cos ι = −Lˆ · Nˆ , (16)
ϕ = φC + φT , (17)
φC = φorb − 3v3
(
2− v2) log v, (18)
where ι is the inclination angle (defined with a minus
sign to agree with the common convention in the liter-
ature), A
(n)
+,×(ι) can be found at 2.5PN in [91] and at
3PN in [92, 93], φorb is the orbital phase of the binary,
v = (Mω)1/3 (with M the total binary mass) is a post-
Newtonian parameter, φC is the carrier phase and φT is
the Thomas phase, taking into account the fact that the
orbital plane is precessing [94] and satisfying
φ˙T = − cos ι
1− cos2 ι
(
Lˆ× Nˆ
)
· ˙ˆL. (19)
We use a signal h(t) in the so-called TaylorT4-form at
3.5PN order, i.e., we integrate the following equations of
motion:
Mφ˙orb = v
3, (20)
Mv˙ = v9
7∑
n=0
anv
n, (21)
together with the equations of precession at 3.5PN spin-
orbit [95] and 2PN spin-spin orders [96]
M
˙ˆ
L = −v6 (Ω1 + Ω2) , (22)
M s˙A = µBv
5ΩA, (23)
ΩA =
(
CA,0 + CA,2v
2 + CA,4v
4 +Dv
)
Lˆ× sA
+
1
2
v sB × sA. (24)
Here sA = SA/mAM are the dimensionless reduced
spins, µA = mA/M are the dimensionless individual
masses, and the couplings are
CA,0 = 2µA +
3
2
µB , (25)
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CA,2 = 3µ
3
A +
35
6
µ2AµB + 4µAµ
2
B +
9
8
µ3B , (26)
CA,4 =
27
4
µ5A +
31
2
µ4AµB +
137
12
µ3Aµ
2
B
+
19
4
µ2Aµ
3
B +
15
4
µAµ
4
B +
27
16
µ5B , (27)
D = −3
2
Lˆ · (s1 + s2) . (28)
To compute the Fourier transform of the waveform,
we use a SUA transformation [84]. We first separate
each harmonic of the waveform into parts varying on
the orbital timescale and parts varying on the precession
timescale:
h(n)(t) = h(n)prec(t)h
(n)
orb(t), (29)
h(n)prec(t) =
{
F+(t)A
(n)
+ (t− tD)
+ F×(t)A
(n)
× (t− tD)
}
einφT (t−tD), (30)
h
(n)
orb(t) = e
inφC(t−tD). (31)
The Fourier transform of the signal is then given by
h˜(f) =
∑
n
h˜(n)(f), (32)
h˜(n)(f) =
√
2piTei[2pift0−nφC(t0−tD)−pi/4]
×
kmax∑
k=0
ak
2
[
h(n)prec(t0 + kT ) + h
(n)
prec(t0 − kT )
]
,
(33)
where ak are constants satisfying the system
(−i)p
2pp!
=
kmax∑
k=0
ak
k2p
(2p)!
(34)
for p ∈ {0, . . . , kmax}, and t0 and T are defined through
2pif = nφ˙orb(t0 − tD), (35)
T =
√
1
nφ¨orb(t0 − tD)
. (36)
In our simulations we used the value kmax = 3 as a
good compromise between computational efficiency and
waveform accuracy [84].
B. Fisher matrix analysis
A careful estimate of the likely errors in eLISA mea-
surements of MBHB parameters will ultimately require
numerical simulations and full evaluations of the multi-
dimensional posterior probability distributions, (see e.g.
[97]), but these techniques are computationally expen-
sive. The simple Fisher matrix analysis described in this
section allows us to efficiently estimate errors on ensem-
bles of thousands of systems in different MBHB popula-
tion scenarios, and it is expected to be sufficiently accu-
rate in the high SNR regime.
We first define the detector-dependent inner product
(a|b) = 4Re
∫ ∞
0
a˜(f)b˜∗(f)
Sn(f)
df, (37)
where a tilde denotes Fourier transform, a star denotes
complex conjugation, and Sn(f) is the one-sided noise
power spectral density of the detector, equal to 3/20
times the sky-averaged sensitivity for each configuration
given in Eq. (1) [30]. The SNR of the signal h is given
by
ρ2 = (h|h). (38)
The Fisher information matrix Γ for the signal h has
elements
Γij =
(
∂h
∂θi
∣∣∣∣ ∂h∂θj
)
, (39)
where θ is the vector of source parameters. The combined
Fisher matrix for several independent detectors is the
sum of the single-detector Fisher matrices, Γ =
∑
i Γ
(i),
and the combined squared SNR is the sum of the indi-
vidual squared SNR ρi: ρ
2 =
∑
i ρ
2
i .
The correlation matrix Σ is the inverse of the Fisher
matrix, Σ = Γ−1. The estimated expectation of the sta-
tistical error on a parameter ∆θi is given by the cor-
responding diagonal element of the correlation matrix,
(∆θi)2 = Σii. The estimated error in some function of
the parameters is obtained by linear propagation of er-
rors:
(∆α)2 =
∑
i,j
∂α
∂θi
∂α
∂θj
Σij . (40)
The signal from a MBHB in a quasi-circular orbit is
described by fifteen parameters: the sky location of the
source in ecliptic coordinates (co-latitude, θ, and longi-
tude, φ), the luminosity distance, Dl, the time at coa-
lescence, tc, the total redshifted mass, Mz = m1z +m2z,
the symmetric mass ratio, η ≡ m1zm2z/M2z , the initial
phase, φ0, the dimensionless spin parameters, χ1 and χ2,
the direction of the spins (two polar angles, θχ1 and θχ2
and two azimuthal angles, φχ1 and φχ2), the inclination,
ι, of the orbital angular momentum with respect to the
line of sight, and the polarization angle, Ψ. Because the
system is precessing, the latter six parameters must be
specified at some reference time t0.
In this study we focus in particular on
(a) the errors in the two redshifted masses
(∆m1z,∆m2z);
(b) the error in the sky location, related to the
errors on the θ and φ angles via ∆Ω =
2pi sin θ
√
∆θ∆φ− (Σθφ)2;
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FIG. 5. SNR gain R(ρ) as a function of redshifted total mass
Mz. PhenomC waveforms applied to one realization of the
Q3-nod population model are represented by black (0.5 <
m2z/m1z < 1) and blue (0 < m2z/m1z < 0.5) dots. The red
and green dots are computed using non-spinning PhenomC
waveforms at a fixed Mz for decreasing values of m2z/m1z
(from top to bottom); red dots are for m2z/m1z > 0.5 and
green dots are for m2z/m1z < 0.5. This calculation refers to
the detector configuration that we labeled N2A1M2L6.
(c) the error in the luminosity distance, ∆Dl;
(d) the errors in the magnitudes of the two individual
spins (∆χ1, ∆χ2) and the errors on their misalign-
ment angles relative to the orbital angular momen-
tum at the innermost stable circular orbit (∆θχ1 ,
∆θχ2).
Additionally, we use simple analytical expressions (de-
scribed in Appendix B) to estimate the accuracy in mea-
suring the spin of the MBH remnant ∆χr from the radi-
ation emitted in the ringdown phase.
We compute the Fisher matrices using the SUA wave-
form model, but we additionally model the effect of
merger and ringdown by rescaling the errors as described
in the next section. The rescaling cannot take into ac-
count the fact that the eigenvectors of the Fisher matrix
are different in the merger-ringdown part and in the in-
spiral part, so we expect the results of this calculation to
be generally conservative.
C. Inspiral-merger-ringdown rescaling
There is a very limited literature trying to estimate
the effect of merger and ringdown on parameter estima-
tion for space-based detectors [98–100]. These works fo-
cused on specific choices for the intrinsic parameters of
the binary, which makes it hard to use their conclusions
in population studies. Babak et al. [98] first claimed
that adding merger and ringdown can provide roughly
FIG. 6. Median improvement in sky localizationR(∆Ω) (solid
lines) and luminosity distance errors R(∆Dl/Dl) (dashed
lines) as a function of the SNR gain R(ρ). Black and red
lines are for a six-link and four-link detector configuration,
respectively, as indicated in figure. Dotted lines represent
linear and quadratic scalings to guide the eye.
an order-of-magnitude improvement in angular resolu-
tion. McWilliams et al. [99] studied the improvement
in the estimation of various parameters as a function of
time as one transitions from the innermost stable circu-
lar orbit to the post-merger phase. They found negligible
improvement in the determination of the system’s mass,
but their Figure 1 shows that angular accuracy improves
by a factor ∼ 4 for a four-link configuration, and by a
factor ∼ 5 − 6 for a six-link configuration, hinting that
the inclusion of merger and ringdown may have a greater
impact on angular resolution for six-link configurations.
Their Figure 5 claims “two to three orders of magnitude
improvement in a mix of the five angular parameters and
in ln(Dl)” when the SNR improves by a factor ∼ 10 due
to the inclusion of merger and ringdown.
Here we estimate the impact of merger and ringdown
by extrapolating our results using spin-aligned PhenomC
IMR waveforms [90] in combination with a restricted
set of dedicated precessing IMR hybrid waveforms, con-
structed from NR simulations stitched to a PN model of
the early inspiral.
We first use the IMR PhenomC waveform model to
rescale the SUA waveform SNR as follows. For each
MBHB in our catalog, we construct the PhenomC wave-
form corresponding to the given MBHB parameters.
Since the PhenomC model is valid for systems with spins
(anti-)aligned with the orbital angular momentum, this
requires computing an “effective spin” obtained by pro-
jecting the two individual spins along the orbital angu-
lar momentum. Note that the SNR produced by Phe-
nomC is a very good proxy (i) when spins are partially
(anti)aligned with the orbital momentum and (ii) for sys-
tems with low spin magnitude. The population of MB-
HBs considered here usually have nearly aligned spins,
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especially in the small-seed scenario. From the Phe-
nomC waveform, we compute (for each detector config-
uration) the SNR produced by the inspiral portion of
the waveform alone (ρPhenC,I) and by considering also
merger and ringdown (ρPhenC,IMR). The ratio of the
two, R(ρ) = ρPhenC,IMR/ρPhenC,I, defines the gain due
to the inclusion of merger and ringdown. This quan-
tity is shown in Fig. 5 for the Q3-nod model and the
N2A1M2L6 configuration. Note that R(ρ)→ 1 for total
redshifted masses Mz < 3 × 105M, but the gain be-
comes much larger (ranging between ∼ 4 and ∼ 20) for
Mz > 3×106M: at these redshifted masses the inspiral
is out of band, and the merger-ringdown contribution to
the signal is dominant. The plot also shows R(ρ) for a
family of nonspinning PhenomC waveforms. Although
the trend is the same, the average gain is smaller in this
case, because highly spinning MBHBs are louder GW
sources in the merger-ringdown phase.
Next, we need to check how the parameter estimation
accuracy scales with R(ρ). To this end we constructed a
set of six analytic IMR precessing waveforms by “stitch-
ing” NR simulations to PN approximations of the early
inspiral phase (see Appendix A for details). Each wave-
form is constructed for fixed values of the symmetric mass
ratio η, of the initial phase φ0 and of the six parameters
defining the spin magnitudes and orientations. We are
therefore left with seven free parameters determining the
response of the detector to a given waveform:
C = {θ, φ,Mz, tc, Dl, ι,Ψ}. (41)
We perform 104 Monte-carlo drawings of C by assum-
ing isotropic distributions in all angles, a flat distribu-
tion in tc between one week and two years, a flat-in-
log distribution in Mz between 10
5M and 7 × 107M,
and a flat distribution in Dl between 1 Gpc and 250
Gpc. We then perform an error analysis using the sub-
matrix of the “complete” Fisher matrix that corresponds
to these parameters. For each event, we first compute
parameter errors for the inspiral portion of the waveform
(∆CI), and then for the full hybrid precessing waveform
(∆CIMR). The ratio R(∆C) = ∆CIMR/∆CI is then com-
pared to the ratio R(ρ) = ρIMR/ρI. For a fixed R(ρ)
we find a fairly wide range R(∆C), depending on the
parameters of the system (i.e., sky location, inclination,
etc.), and we consider the median of the distribution of
R(∆C) as a function of R(ρ). The results for the me-
dian ∆Ω and ∆Dl/Dl are shown in Fig. 6 for the de-
tector configurations N2A1M2L4 and N2A1M2L6, and
for the waveform Q2 in Table VII. The figure indicates
that: (i) for a six-link detector, R(∆Ω) ∝ [R(ρ)]−2 and
R(∆Dl/Dl) ∝ [R(ρ)]−1, as one would expect from an-
alytical scalings; (ii) for a four-link detector, R(∆Ω) ∝
[R(ρ)]−1 and R(∆Dl/Dl) ≈ 0.5. This latter result is in-
dicative of parameter degeneracy preventing an optimal
scaling. Since mass ratios and spins have been fixed, we
cannot use this model to scale errors on these parameters.
However, we notice that in the merger-ringdown phase,
the waveform is characterized by the mass and spin of
the MBH remnant (and not of the individual progeni-
tors). It is therefore unlikely that a full error analysis on
IMR waveforms would lead to significant improvements
in the errors ∆m1z,∆m2z, ∆χ1, ∆χ2.
Based on these scaling estimates, we tentatively ex-
trapolate the results obtained by from the precessing
inspiral-only waveforms as follows:
1. For each MBHB we compute the ratio R(ρ) =
ρPhenC,IMR/ρPhenC,I using a PhenomC waveform;
2. We rescale the SNR computed using SUA wave-
forms by the factor R(ρ);
3. We finally rescale the errors ∆Ω and ∆Dl/Dl as
described above (but we do not apply any correc-
tion to the mass and spin determination errors), to
get what we refer to as an “SUA IMR” estimate.
We caution that the scaling is based on the analysis of
a seven-parameter Fisher sub-matrix using a restricted
number of selected waveforms, and we could not check
whether it holds when the full set of 15 parameters is
considered. As such, the IMR results presented below
should only be taken as roughly indicative of the effect
of adding merger and ringdown. A more rigorous and
comprehensive study taking into account the impact of
systematic errors is a topic for future work, and it will
be crucial to assess the accuracy of our rough estimates
and to improve upon them.
V. RESULTS
The models presented in Section III were used to gener-
ate Monte Carlo catalogs of the population of coalescing
MBHBs, for a total observation time of 50 years (i.e., in
terms of plausible eLISA lifetimes, 10 realizations of five-
year catalogs, or 25 realizations of two-year catalogs).
The MBH masses, redshifts, spin orientations and mag-
nitudes were chosen according to the output of our semi-
analytical galaxy formation model, by using appropri-
ate smoothing kernels. The other “extrinsic” parameters
(sky location, inclination, polarization angles, time and
GW phase at merger), which are not provided by our
model, are randomized by assuming either uniform dis-
tributions or isotropic angular distributions.
The gravitational waveforms used to model the signal
of each merger event in the catalogs were described in
Section IV. Our parameter estimation analysis is based
on the SUA model introduced in Section IV A, which
includes precession and higher harmonics, taking advan-
tage of the information on the spin magnitudes and ori-
entations provided by our galaxy formation model. The
implementation of precession makes it necessary to ta-
per the waveform toward merger by introducing a win-
dow function. This causes a partial damping of the SUA
waveform amplitude close to merger. To quantify how
this affects the detection rates, we compared with a 2PN
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Config ID
SUA (IMR) restricted 2PN
popIII Q3-nod Q3-d popIII Q3-nod Q3-d
all z > 7 all z > 7 all z > 7 all z > 7 all z > 7 all z > 7
N2A5M5L6 659.7(660.4) 401.1(401.1) 595.6(611.8) 342.6(358.0) 40.4(40.8) 3.6(3.6) 665.8 402.7 610.2 357.0 40.4 3.6
N2A5M5L4 510.7(511.8) 277.5(277.5) 555.6(608.7) 306.4(355.0) 40.2(40.8) 3.4(3.6) 507.6 278.5 602.4 349.8 40.4 3.6
N2A2M5L6 356.8(357.9) 160.1(160.1) 558.8(609.4) 307.6(355.9) 40.2(40.8) 3.6(3.6) 359.3 162.6 593.8 341.8 40.4 3.6
N2A2M5L4 233.1(235.0) 78.8(78.8) 495.9(598.1) 253.2(346.1) 39.8(40.8) 3.4(3.6) 223.4 76.8 557.5 309.6 39.9 3.6
N2A1M5L6 157.6(159.5) 34.9(34.9) 498.1(602.9) 251.6(350.0) 39.1(40.8) 3.1(3.6) 152.4 34.6 570.5 320.0 40.4 3.6
N2A1M5L4 97.2(99.9) 16.4(16.4) 417.9(574.1) 186.8(327.5) 37.9(40.6) 2.8(3.4) 96.3 14.9 519.1 278.2 39.1 3.3
N1A5M5L6 246.6(249.3) 86.8(86.8) 416.2(598.3) 177.5(345.5) 37.5(40.8) 2.5(3.6) 245.9 87.0 533.0 283.9 39.9 3.6
N1A5M5L4 153.9(158.7) 36.1(36.1) 342.9(565.4) 125.6(317.7) 33.7(40.7) 2.0(3.5) 149.1 35.6 470.8 231.6 38.7 3.4
N1A2M5L6 118.7(122.1) 22.5(22.5) 255.7(554.2) 66.5(305.0) 27.8(40.8) 1.1(3.6) 120.3 21.9 398.2 167.5 36.8 2.4
N1A2M5L4 70.6(78.0) 8.0(8.1) 189.7(484.1) 37.3(249.0) 22.4(40.6) 0.7(3.4) 69.5 7.8 316.7 113.4 31.1 1.8
N1A1M5L6 48.8(58.6) 3.9(4.1) 142.1(456.4) 17.0(223.0) 16.8(40.1) 0.5(3.4) 56.1 4.1 262.0 69.6 29.2 1.1
N1A1M5L4 28.4(38.2) 1.3(1.5) 95.3(371.4) 6.1(161.5) 11.7(38.5) 0.3(2.9) 35.4 1.4 193.5 39.3 24.0 0.7
TABLE II. Number of detected MBH mergers for the three MBH population models discussed in the text, using the two
different waveform models (SUA and restricted 2PN) discussed in the text. Numbers in parentheses (IMR) are for SUA
waveforms, with the SNR rescaled to account for the contribution of merger and ringdown as described in Section IV. For each
model we report both the overall number of detections and only those at z > 7, assuming a five-year mission lifetime and a
detection threshold ρ = 8 on the SNR. Approximate rates for a two-year mission can be obtained by multiplying entry by 0.4.
Config ID
∆m1z,2z/m1z,2z < 0.01 ∆χ1 < 0.01 ∆χ2 < 0.1 ∆θχ1,2 < 10 deg ∆χr < 0.1
popIII Q3-nod Q3-d popIII Q3-nod Q3-d popIII Q3-nod Q3-d popIII Q3-nod Q3-d popIII Q3-nod Q3-d
N2A5M2L6 146.6 141.8 13.3 45.3 76.8 2.6 41.8 44.7 3.9 21.0 40.9 9.4 3.5 31.4 10.9
N2A5M2L4 94.6 108.5 11.3 32.4 60.5 2.1 21.2 27.2 2.5 11.5 19.1 4.8 3.0 18.5 10.7
N2A2M2L6 71.4 99.6 10.9 28.3 54.4 2.0 17.1 22.2 2.1 11.7 18.9 5.1 3.3 27.0 10.5
N2A2M2L4 40.7 69.1 8.4 19.6 40.8 1.5 8.2 11.1 1.1 6.0 7.7 2.3 2.9 17.0 10.2
N2A1M2L6 30.4 66.4 8.5 18.7 39.3 1.5 7.4 10.8 1.0 6.1 9.2 2.9 3.1 21.3 9.5
N2A1M2L4 15.3 41.2 6.3 13.4 27.6 1.0 3.8 4.9 0.6 3.1 3.0 1.0 2.9 12.3 9.3
N1A5M2L6 40.7 49.3 7.0 20.5 29.8 0.9 7.3 8.0 0.6 5.7 6.8 1.9 3.0 22.1 10.5
N1A5M2L4 18.7 29.8 4.7 14.6 20.3 0.6 3.6 3.7 0.4 2.5 2.2 0.6 2.7 16.5 10.3
N1A2M2L6 11.6 20.4 3.2 12.6 12.6 0.2 2.2 2.4 0.2 1.8 2.2 0.6 2.7 15.0 9.2
N1A2M2L4 4.4 10.1 2.3 7.5 8.2 0.1 1.1 1.0 0.1 0.8 0.6 0.2 2.6 12.1 9.2
N1A1M2L6 3.3 8.7 2.4 4.8 5.7 0.1 0.6 0.6 0.1 0.7 0.6 0.2 2.2 9.1 6.6
N1A1M2L4 1.6 3.8 1.0 2.4 3.3 0.0 0.3 0.4 0.1 0.3 0.2 0.1 2.1 7.8 6.4
TABLE III. Number of MBHBs detected with specific values of the mass and spin errors. ∆m1z,2z/m1z,2z is the relative error
on each of the MBH masses, ∆χ1 and ∆χ2 are the absolute errors on the individual spin magnitudes, ∆θχ1,2 is the absolute
error on each of the spin misalignment angles with respect to the orbital angular momentum at the innermost stable circular
orbit, and ∆χr is the error on the magnitude on the remnant MBH spin. Numbers are for a two-year mission lifetime.
model [88, 89] that has no spins and no higher harmon-
ics. The 2PN waveform does not carry any information
related to spin precession, and it was not used in our pa-
rameter estimation calculations. The impact of merger
and ringdown was quantified by the extended SUA IMR
model, constructed as detailed in Section IV C. Recall
that the SUA IMR model is only used to rescale errors
in the sky location and luminosity distance.
In the following we compare the performance of all 12
eLISA baselines described in Section II for mission du-
rations of two and five years. As already mentioned, a
longer integration time allows the resolution and subtrac-
tion of more individual CWDs. This effect is expected
to have an impact on the recovery of MBHB signals, but
we neglect it here and use Eq. (2) for the CWD noise
for both two- and five-year mission lifetimes. Note that
even with this approximation, the performance of the in-
strument does not always scale trivially with the mission
lifetime. This is because signals are long-lasting in the de-
tector band (especially for massive nearby sources), and
longer observations lead to a slightly better-than-linear
improvement in the detector performance. This is es-
pecially true for the most sensitive baselines, for which
several sources generate detectable GWs in the detector
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Config ID
∆m1z,2z/m1z,2z < 0.01 ∆χ1 < 0.01 ∆χ2 < 0.1 ∆θχ1,2 < 10 deg ∆χr < 0.1
popIII Q3-nod Q3-d popIII Q3-nod Q3-d popIII Q3-nod Q3-d popIII Q3-nod Q3-d popIII Q3-nod Q3-d
N2A5M5L6 510.5 406.6 33.5 114.4 199.5 6.9 153.1 130.2 10.4 63.7 111.6 24.2 8.8 78.3 27.2
N2A5M5L4 366.8 328.5 28.7 89.1 160.0 5.4 81.2 82.7 7.4 35.6 56.8 12.1 7.4 46.8 26.1
N2A2M5L6 255.6 300.0 27.4 73.6 140.5 4.7 61.4 66.2 6.0 34.7 53.6 13.2 8.2 67.4 26.2
N2A2M5L4 157.0 219.6 21.0 52.0 106.3 3.7 30.3 34.8 3.6 16.3 22.1 5.8 7.4 40.4 25.4
N2A1M5L6 101.4 214.0 20.7 46.1 101.3 3.3 24.5 32.8 3.4 16.9 24.7 7.1 7.8 52.9 24.0
N2A1M5L4 53.3 142.4 16.0 32.8 69.9 2.3 11.1 16.5 1.9 7.4 8.1 2.6 7.2 30.8 23.1
N1A5M5L6 148.7 164.6 15.5 52.1 73.8 2.2 25.3 23.3 1.9 15.3 17.7 4.7 7.5 55.0 26.3
N1A5M5L4 79.0 104.9 10.7 36.0 53.2 1.5 10.1 11.6 1.0 6.3 5.8 1.4 6.9 37.3 24.7
N1A2M5L6 52.9 75.8 8.4 31.1 33.4 0.6 6.0 5.7 0.6 4.8 4.5 1.7 6.9 38.2 23.3
N1A2M5L4 25.5 43.9 4.9 22.5 20.9 0.5 2.4 3.2 0.3 1.8 1.7 0.3 6.5 26.3 19.1
N1A1M5L6 14.3 34.4 4.0 15.1 13.0 0.4 1.6 2.3 0.2 1.8 1.1 0.4 5.5 23.1 16.6
N1A1M5L4 7.7 16.7 1.9 6.5 8.0 0.2 0.4 1.3 0.1 0.5 0.4 0.0 5.5 14.2 13.9
TABLE IV. Same as Table III, but for a five-year mission lifetime.
Config ID
∆Ω < 10 deg2 & ∆Dl/Dl < 0.1 & z < 5 z > 7 & ∆Dl/Dl < 0.3
SUA SUA IMR SUA SUA IMR
popIII Q3-nod Q3-d popIII Q3-nod Q3-d popIII Q3-nod Q3-d popIII Q3-nod Q3-d
N2A5M2L6 14.5 34.8 6.0 16.1 47.4 10.1 71.6 117.2 1.2 71.6 141.1 1.4
N2A5M2L4 3.2 8.7 1.1 4.8 16.0 4.9 10.2 54.4 0.6 30.4 96.8 1.0
N2A2M2L6 6.8 23.2 3.8 9.2 35.2 9.5 20.8 82.6 0.9 20.8 134.4 1.4
N2A2M2L4 1.6 4.2 0.4 2.6 5.8 1.6 2.8 18.0 0.2 10.1 54.0 0.7
N2A1M2L6 3.4 14.9 2.5 5.7 26.4 7.8 3.9 50.9 0.6 3.9 120.1 1.3
N2A1M2L4 0.6 1.7 0.1 1.0 2.6 0.5 0.5 0.8 0.0 2.6 41.8 0.2
N1A5M2L6 4.0 13.7 1.9 7.0 27.3 7.5 9.8 30.5 0.4 9.9 111.9 1.2
N1A5M2L4 0.7 1.6 0.0 1.2 2.6 0.2 1.3 2.2 0.0 5.2 9.0 0.2
N1A2M2L6 1.9 5.1 0.8 4.4 18.0 5.5 2.3 6.6 0.2 2.4 77.7 1.0
N1A2M2L4 0.4 0.5 0.0 0.6 1.0 0.1 0.2 0.4 0.0 1.0 2.0 0.0
N1A1M2L6 0.7 1.5 0.2 2.7 9.8 3.9 0.2 0.1 0.0 0.5 0.4 0.6
N1A1M2L4 0.2 0.2 0.0 0.2 0.3 0.0 0.0 0.0 0.0 0.0 0.0 0.0
TABLE V. Number of MBHBs detected within specific values of the sky location and luminosity distance errors, as reported
in the table headers. A mission lifetime of two years is assumed.
Config ID
∆Ω < 10 deg2 & ∆Dl/Dl < 0.1 & z < 5 z > 7 & ∆Dl/Dl < 0.3
SUA SUA IMR SUA SUA IMR
popIII Q3-nod Q3-d popIII Q3-nod Q3-d popIII Q3-nod Q3-d popIII Q3-nod Q3-d
N2A5M5L6 41.0 90.6 14.8 45.0 119.6 26.1 207.1 299.4 3.4 207.1 352.4 3.6
N2A5M5L4 10.5 23.9 3.5 15.7 43.9 13.4 35.3 147.6 1.6 100.6 258.8 2.7
N2A2M5L6 21.0 62.9 9.3 26.4 94.2 23.1 60.6 210.0 2.3 60.6 338.4 3.6
N2A2M5L4 3.9 11.0 1.4 6.4 16.4 3.7 9.7 53.1 0.9 31.4 147.4 1.7
N2A1M5L6 10.7 37.5 6.0 15.2 68.4 19.2 12.1 134.1 1.6 12.1 306.0 3.4
N2A1M5L4 1.9 4.6 0.4 3.0 7.8 1.4 1.9 13.4 0.1 6.3 64.6 0.9
N1A5M5L6 12.3 34.3 4.4 18.9 72.2 18.0 26.9 79.1 1.3 26.9 286.7 3.4
N1A5M5L4 1.9 4.5 0.3 3.4 6.4 1.0 4.2 5.8 0.1 14.4 26.8 0.3
N1A2M5L6 5.5 14.3 2.4 12.0 45.8 13.5 6.1 17.2 0.5 6.3 197.7 2.4
N1A2M5L4 0.8 1.2 0.0 1.2 2.0 0.1 1.3 0.4 0.0 2.7 4.9 0.1
N1A1M5L6 2.0 4.6 0.9 7.9 24.9 9.0 1.0 2.1 0.1 1.3 110.8 1.7
N1A1M5L4 0.2 0.5 0.0 0.7 0.8 0.0 0.1 0.0 0.0 0.6 0.6 0.0
TABLE VI. Same as Table V, but for a five-year mission lifetime.
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band for more than two years. As already mentioned, in
the discussion of the results we average over 10 indepen-
dent realizations of the eLISA MBHB data stream in the
case of a five-year mission, and over 25 realizations in the
case of a two-year mission. Therefore all of our results
should be understood as accurate within some Poissonian
noise, which we omit in all figures and tables to improve
readability.
A. Detection rates
The number of events that would be observed (with
a threshold ρ = 8 on the SNR) by different eLISA con-
figurations in a five-year mission (averaged over the 10
catalog realizations), as well as the number of events
with z > 7 (roughly corresponding to the furthest ob-
served quasar at the moment of writing [101]), are pre-
sented in Table II. These numbers are calculated by us-
ing three models: the inspiral-only restricted 2PN wave-
form model, the (inspiral-only) SUA model, and the SUA
model with the merger-ringdown correction (SUA IMR).
Detection rates scale linearly with the mission duration,
well within the Poissonian error due to the stochastic na-
ture of our cosmological models. Therefore, to a very
good approximation, a two-year mission would observe
a number of events that can be obtained by multiplying
the values in Table II by a factor of 0.4.
In the popIII scenario, Table II shows that both the
overall detection rates and the detection rates at z > 7
are remarkably similar for all waveform models. This
is because detectable mergers in the popIII scenario are
dominated by low-mass systems (cf. Fig. 3), and there-
fore neither the tapering of the SUA waveform caused
by the window function nor the addition of the merger
and ringdown makes a significant difference in the SNR,
compared to a simple 2PN waveform.
In the heavy-seed scenarios (Q3-d and Q3-nod) the
number of detections is instead waveform-dependent, es-
pecially as the detector becomes less sensitive. This is
also to be expected, because most detectable events have
total MBHB redshifted mass 105 < Mz < 10
6. These
binaries merge well inside the eLISA band, so the SNR
is very sensitive to the final portion of the inspiral (and
to whether we include merger or not). For SUA wave-
forms the tapering at the end of the inspiral tends to sup-
press the SNR, resulting in fewer detections than with re-
stricted 2PN waveforms, which have a hard cutoff at the
innermost stable circular orbit. On the contrary, adding
merger to the SUA waveforms significantly boosts the
SNR, resulting in more detections than with restricted
2PN waveforms. The inclusion of the merger is espe-
cially important for events with z > 7 and less sen-
sitive detector configurations – particularly those with
high low-frequency noise (N1) and/or short arm length
(A1, A2), for which the SNR is dominated by the high-
frequency part of the waveform. This consideration high-
lights the importance of having accurate IMR waveform
models even for detection, and not just for parameter
estimation.
A comparative view of the performance of the dif-
ferent designs is given in the left panel of Fig. 7. In
this figure (and in the following ones) thick lines with
filled triangles refer to six-link configurations (L6), while
thin lines with open triangles refer to four-link configu-
rations (L4). Long-dashed brown lines refer to model
popIII, solid orange lines to model Q3-d, and short-
dashed green lines to model Q3-nod. The bottom panels
represent the absolute number of detections as a function
of the eLISA configuration, while the top panels repre-
sent the gain/loss of a given configuration with respect
to the standard NGO design [52], i.e., the ratio [num-
ber of sources for (NiAjMkLm)]/[number of sources for
(N2A1MkL4)]. The figure shows that in terms of event
rates alone, four- or six-link configurations yield rela-
tively similar results: roughly speaking, the SNR of an
event only increases by a factor of
√
2 as we move from
a four-link (single-detector) configuration to a six-link
(two-detector) configuration. However, the arm length
(A1, A2 or A5) and the level of the low-frequency noise
(either N1 or N2) are of key importance. Either of these
factors can modify the event rates by more than a factor
of ten, depending on the MBH population scenario. For
instance, the N1A1 configurations are likely to see just
a few tens of MBHBs in a five-year mission in the “con-
servative/realistic” popIII and Q3-d models. Even more
dramatically, as can be seen from Table II, these same
configurations are likely to see at most a handful of bina-
ries at z > 7 in the popIII and Q3-d models. This could
severely jeopardize the mission’s potential to investigate
the origin of MBH seeds at high redshifts.
The right panel of Fig. 7 shows an example of the po-
tential advantages of a six-link configuration in terms of
science return. We compare the number of sources that
can be localized in the sky within 10 square degrees, a
figure of merit indicative of how many detections can
be used for electromagnetic follow-up observations (a 10
deg2 error box is comparable to the SKA and LSST fields
of view). On average, six-link configurations perform
about ten times better than their four-link counterparts.
The difference is even larger when the SUA IMR scaling
is adopted, because the improvement in parameter esti-
mation is more prominent for six links (cf. Section IV C).
Note that any six-link configuration performs better than
NGO for all the considered MBHB population models,
highlighting the importance of adopting this feature in
the mission design. Including merger somewhat miti-
gates the difference across designs for six-link configura-
tions, but a factor ∼ 10 difference still persists between
the best and the worst configuration (see e.g. the top-
right plot in the right panel of Fig. 7).
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FIG. 7. Total number of detections (i.e., sources with ρ > 8, left plot) and total number of detections with ∆Ω < 10 deg2 (right
plot) assuming a five year mission (M5). In each plot, the left and right panels are for inspiral and IMR-rescaled waveforms,
respectively. The bottom panels represent the absolute number of detections for different eLISA configurations, while the top
panels represent the gain/loss of a given configuration with respect to the standard NGO design, i.e., the ratio [number of
sources for (NiAjMkL`)]/[number of sources with (N2A1MkL4)]. Long-dashed brown lines are for model popIII, solid orange
lines for model Q3-d, and short-dashed green lines for model Q3-nod. Thick lines with filled triangles are for six links (L6),
while thin lines with open triangles are for four links (L4).
B. Parameter estimation
We assess the accuracy with which various eLISA con-
figurations can estimate MBHB parameters using the
Fisher matrix approach described in Sec. IV B, either
with inspiral-only SUA waveforms or including a merger-
ringdown correction as described in Sec. IV C. As a san-
ity check, we verified that qualitatively similar trends for
the parameter estimation errors are found with an inde-
pendent Fisher matrix code employing restricted 2PN,
non-spinning waveforms [88] (although the absolute er-
rors are typically larger for the 2PN models, which omit
spin precession information).
Our main goal is to assess the scientific return of the
mission, so we report mostly the number of systems for
which selected parameters can be measured within a cer-
tain error, rather than the average (or median) absolute
errors on those parameters. This representation is more
directly linked to the mission’s science goal of testing the
formation and evolution of the MBH population, which
requires parameters to be measured with reasonable pre-
cision for a large sample of the astrophysical MBH popu-
lation. For other mission goals, it might be more appro-
priate to quote the absolute errors: for instance, in order
to test the black hole no-hair theorem of GR using MBH
mergers, a single MBHB with very well determined pa-
rameters (remnant spin and dominant quasinormal mode
frequencies [30, 102]) might be enough. We will keep this
in mind below (e.g. when we report the absolute error
with which the final remnant spin can be measured), but
we defer a more complete analysis of absolute errors and
tests of GR to future work.
Our “success metrics” to assess the science capabilities
of various mission designs are the expected number of
observed binaries that meet one or more of the following
conditions:
(i) Both redshifted masses (m1z and m2z) are mea-
sured with a relative statistical error of 1% or better:
∆m1z/m1z < 0.01 and ∆m2z/m2z < 0.01. This metric
is useful to gauge the mission’s capability to probe MBH
growth across cosmic history.
(ii) Spin magnitudes and directions are measured accu-
rately. For the spin magnitude, we require that either the
spin parameter χ1 of the more massive black hole (the
“primary”) be measured with absolute statistical error of
0.01 or better, or that the spin parameter χ2 of the less
massive black hole (the “secondary”) be measured with
absolute statistical error of 0.1 or better. Note that we
use different thresholds because the secondary’s spin is
typically harder to measure. As for the spin direction,
we require that the angles of both spins with respect to
the orbital angular momentum of the system (θχ1 , θχ2)
be determined to within an error of 10 degrees or less.
Spin magnitudes and directions are related to the global
accretion history and to the local dynamics of the accre-
tion flow [56, 57, 103], as well as to the interaction be-
tween the MBHs and the gas in the nuclear region via the
Bardeen-Petterson effect [104–106]. Therefore this met-
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FIG. 8. Number of detections with fractional errors of less
than 0.01 for both redshifted masses. Left and right panels
are for a mission lifetime of two years and five years, respec-
tively. Inspiral-only waveforms have been used in all cases.
The bottom panels represent the number of sources as a func-
tion of the eLISA configuration, while the top panels represent
the gain/loss of a given configuration with respect to NGO,
i.e., the ratio [number of sources for (NiAjMkL`)]/[number of
sources with (N2A1MkL4)]. Long-dashed brown lines are for
model popIII, solid orange lines for model Q3-d, and short-
dashed green lines for model Q3-nod. Thick lines with filled
triangles are for six links (L6), while thin lines with open
triangles are for four links (L4).
ric is useful to gauge the mission’s capability to probe
the nature of MBH feeding by discriminating the role
of various growth mechanisms (coherent vs chaotic gas
accretion, mergers, etc.).
(iii) The remnant spin parameter χr is measured with
(statistical) absolute precision of 0.1 or better. This is
particularly useful for tests of GR and tests of the black
hole no-hair theorem.
(iv) The statistical sky position error is ∆Ω < 10 deg2,
the statistical relative error on the luminosity distance is
of 10% or better (∆Dl/Dl < 0.1) and z < 5. These
systems have sky localization error comparable to (or
smaller than) the SKA and LSST fields of view, and they
are close enough that a possible transient electromagnetic
counterpart might be identified, thus allowing us to mea-
sure their redshift and potentially test the cosmological
Dl(z) relation (and therefore the Hubble parameter, the
composition of the Universe, and the equation of state of
dark energy).
(v) The statistical error on the luminosity distance is
∆Dl/Dl < 0.3 and z > 7. These are the systems that
will provide the most information on the formation of
MBH seeds at high z. Clearly, in order to test compet-
ing scenarios for MBH seeds we should be able to detect
MBHBs at high redshift, but we should also be able to
ascertain that they are indeed at high redshift (hence the
requirement on ∆Dl/Dl, which can be translated into a
requirement on the redshift error by assuming a standard
ΛCDM cosmology).
The results for these figures of merit are reported for
all configurations in Tables III and V (for a two-year
mission) and in Tables IV and VI (for a five-year mis-
sion). The same results are also represented graphically
in Figs. 7–12, and are briefly described below.
(i) All configurations allow the precise measurement of
MBHB masses for at least a few systems (see Figure 8).
Note, however, that these numbers get dangerously close
to one for the worst performing mission designs. The
number of links does not have a strong impact on this
metric. However it is essential to accumulate cycles in
band, either with a long arm length (A5) or by preserving
the target low-frequency noise (N2).
(ii) Similar considerations apply to spin measurements.
In order to determine the spin magnitude (Figure 9),
it is essential to achieve the target low-frequency noise
(N2), since we typically predict less than a single good
spin measurement (especially of the secondary χ2) for
some population models and baselines with sub-optimal
low-frequency noise (N1). Spin directions (Figure 10)
are also much better determined using N2A5MkL6 base-
lines, for which we have more than 10 satisfactory mea-
surements for all MBHB population models considered
in this study. The errors are generally a factor of ≈ 2
worse for 4 links (L4), and quickly deteriorate by short-
ening the arm length, if sub-optimal low-frequency noise
(N1) is assumed.
(iii) Measurements of the remnant spin χr are quite in-
sensitive to the details of the detector, as shown in Fig-
ure 11. This is because the individual spins before merger
are measured from their imprint on the adiabatic inspi-
ral, and those measurements are sensitive to the detec-
tor’s arm length and low-frequency noise. Conversely,
the post-coalescence MBH mass and spin is measured
from the quasinormal modes of the remnant, which lie at
higher frequencies, where differences between the various
configurations are smaller (cf. Fig. 1).
(iv) The identification of systems suitable for electromag-
netic follow-up is heavily dependent on the number of
links, as clearly shown in the left panel of Figure 12. No-
tice that any six-link configuration (even with pessimistic
low-frequency noise N1) performs better than NGO. We
also notice that adding merger and ringdown (SUA IMR)
mitigates the gap across designs in the six-link case only.
In the four-link case, the availability of a more complete
waveform model does not significantly improve the per-
formance of the modestly performing baselines with re-
spect to this particular metric.
(v) Similar arguments apply to the identification of high-
redshift systems (right panel of Figure 12). As before,
adding merger and ringdown (SUA IMR) partially im-
proves the capability of the worst performing six-link de-
signs, but it does not have as much of an impact on the
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FIG. 9. Number of detections with absolute error on the primary MBH spin smaller than 0.01 (left plot), and with absolute
error on the secondary MBH spin smaller than 0.1. In each plot, left and right panels are for a mission lifetime of two years and
five years, respectively; inspiral-only waveforms have been used in all cases. The bottom panels represent the number of sources
as a function of the eLISA configuration, while the top panels represent the gain/loss of a given configuration with respect to
NGO, i.e. the ratio [number of sources for (NiAjMkL`)]/[number of sources with (N2A1MkL4)]. Long-dashed brown lines are
for model popIII, solid orange lines for model Q3-d, and short-dashed green lines for model Q3-nod. Thick lines with filled
triangles are for six links (L6), while thin lines with open triangles are for four links (L4).
performance of the four-link designs.
From these results we can draw several conclusions
about the benefits/drawbacks of specific design choices
with respect to concrete science goals. Configurations
N1A1M2L4 and N1A1M2L6 will only detect a few sys-
tems with mass estimates that are precise at the 1% level
or better. Their performance is even worse for the MBH
spins. The number of systems with precise measurements
of the individual MBH redshifted masses (m1z,m2z), spin
magnitudes (χ1, χ2) and spin orientation angles at the
innermost stable circular orbit (θχ1 , θχ1) varies by a fac-
tor ∼ 30–100 across different configurations. However,
this is not true for the remnant spin χr, for the reasons
explained above. This means that our ability to probe
fundamental physics (e.g. black hole horizons, no hair
theorem, etc.) by measuring ringdown modes of merg-
ing MBHBs is more intimately related to an adequate
knowledge of the waveform and to the intrinsic rate of
MBHB mergers in the Universe. The specific detector
baseline (at least in the range considered in this study)
will affect the results by less than a factor of four. Only
some of the six-link configurations ensure localization of a
sufficient number of sources to allow for electromagnetic
follow-ups and hence either multimessenger astronomy or
(potentially) studies of the dark-energy equation of state,
for which & 10 sources would be required. Finally, six-
link configurations with good low-frequency noise (N2)
are necessary to detect high-redshift systems with a rela-
tively small distance error, thus probing the early epoch
of MBH formation. In general, configurations with worse
low-frequency noise (N1) and short arm length are ex-
pected to provide very few detections at high redshifts.
The ability to detect high-redshift MBHs and to localize
systems for systematic electromagnetic follow-up are of
crucial importance for the “traditional” astronomy com-
munity. Our results suggest that six links are a firm
requirement to achieve these goals. On the other hand,
precise mass and spin measurements are not so sensitive
to the number of links, and part of the scientific potential
of the mission is preserved even in a four-link scenario.
A different way of comparing instrument performance
for different design choices is presented in Fig. 13. Here
we have quantified the impact of each single baseline el-
ement on selected figures of merit. We generated this
figure as follows. For each of the three MBHB popu-
lation models we considered all pairs of eLISA config-
urations that differ only by a specific element (number
of links, arm length, low frequency noise) and compared
the results of the respective analyses, focusing for sim-
plicity on five-year missions (M5). For example, in as-
sessing the impact of four vs six links (upper-right panel
in Fig. 13), we compared the results of our Fisher ma-
trix analysis for each of the three MBHB models (popIII,
Q2-nod Q2d) using the six detector pairs NiAjM5L4 and
NiAjM5L6 (i.e., N1A1M5L4 vs N1A1M5L6, N1A2M5L4
vs N1A2M5L6, etc.), for a total of 18 comparisons. This
procedure yielded 18 comparisons of L4 vs L6 and N1
vs N2, and 12 comparisons of A2 vs A5 and A1 vs A5.
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FIG. 10. Number of detections such that the absolute error
in the measurement of both misalignment angles θχ1 and θχ2
at the innermost stable circular orbit is less than 10 degrees.
Left and right panels are for a mission lifetime of two years and
five years, respectively. Inspiral-only waveforms have been
used in all cases. The bottom panels represent the number
of sources as a function of the eLISA configuration, while the
top panels represent the gain/loss of a given configuration
with respect to NGO, i.e., the ratio [number of sources for
(NiAjMkL`)]/[number of sources with (N2A1MkL4)]. Long-
dashed brown lines are for model popIII, solid orange lines for
model Q3-d, and short-dashed green lines for model Q3-nod.
Thick lines with filled triangles are for six links (L6), while
thin lines with open triangles are for four links (L4).
FIG. 11. Same as Fig. 9, but for the remnant spin χr.
For each metric we plotted a histogram of the ratio of
the number of sources satisfying that particular metric
across the comparisons. Note that we always take the
ratio of the worse over the better configuration (L4/L6,
N1/N2, A2/A5, A1/A5), i.e., we quantify the “science
loss” related to a specific descoping option. The two top
panels show that either dropping the third arm (L6→ L4,
top-left panel) or not meeting the target low frequency
sensitivity (N2→ N1, top-right panel) can seriously jeop-
ardize the mission potential. Indeed, the average number
(blue triangle) of high-redshift detections and potential
electromagnetic follow-up targets might drop by a fac-
tor 10, harming the astrophysical impact of the mission.
On the other hand, shortening the arm length to 2 Gm
(A5 → A2, bottom-left panel) seems to preserve most of
the performance metrics within a factor of two. Further
shortening the arm length to 1 Gm (A2 → A1, bottom-
right panel), however, is potentially damaging. Note that
these average figures of merit are somewhat waveform-
dependent. As mentioned above, adding merger and
ringdown tends to reduce the gap between different de-
signs, mitigating the average science loss for several of
the figures of merit
VI. CONCLUSIONS
We have investigated the relative performance of dif-
ferent eLISA designs for the study of the formation and
growth of MBHs throughout the Universe. We have ex-
plored the complex aspects of this problem to the best
of our current capabilities, which are necessarily limited
by our incomplete knowledge of MBH astrophysics and
waveform models. For example, work by Littenberg et
al. [100] using effective-one-body models to improve on
the parameter estimation findings of [98, 99] found that
systematic errors on NR waveforms were too large to
draw any conclusions. It is therefore urgent and impor-
tant to revisit our study using state-of-the-art waveforms
and models for detector design when these are available.
In particular, our assessment of the impact of merger and
ringdown should be seen as a preliminary estimate.
For the reader’s convenience, we summarize here the
main science questions that we have addressed (and the
figures and tables that summarize our findings):
(i) Can we measure MBH masses and probe the growth
of MBHs across cosmic history? (Figure 8, Tables III and
IV.)
(ii) Can we measure the pre-merger spins and probe the
nature of MBH feeding? (Figures 9 and 10, Tables III
and IV.)
(iii) Can we measure the remnant spin (which allows fur-
ther tests on MBH feeding, as well as potential tests of
the black hole no-hair theorem)? (Figure 11, Tables III
and IV.)
(iv) Is the sky localization error small enough for close
sources that possible transient electromagnetic counter-
parts might be identified, thus allowing us to measure
the source redshift and potentially test the cosmological
Dl(z) relation? (Left panel of Figure 12 , Tables V and
VI.)
(v) Can we test seed formation scenarios by detecting
MBHBs at high redshift and ascertain that they are in-
deed at high redshift? (Right panel of Figure 12, Ta-
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FIG. 12. Left plot: total number of detections at z < 5 with ∆Ω < 10 deg2 and ∆Dl/Dl < 0.1; right plot: total number
of detections at z > 7 with ∆Dl/Dl < 0.3. In each plot, left and right panels are for inspiral and IMR rescaled waveform,
respectively; five years of observations are assumed. The bottom panels represent the number of sources as a function of the
eLISA configuration, while the top panels represent the gain/loss of a given configuration with respect to NGO, i.e., the ratio
[number of sources for (NiAjMkL`)]/[number of sources with (N2A1MkL4)]. Long-dashed brown lines are for model popIII,
solid orange lines for model Q3-d, and short-dashed green lines for model Q3-nod. Thick lines with filled triangles are for six
links (L6), while thin lines with open triangles are for four links (L4).
bles V and VI.)
Our study is somewhat similar in spirit (but differ-
ent in many details, ranging from instrumental design to
MBH modeling and waveforms) to a similar investiga-
tion that was carried out in 2012 in the US by the NASA
Physics of the Cosmos (PCOS) Gravitational-Wave Mis-
sion Concept Study, whose final report is available on-
line [107]. The PCOS report considered several mission
concepts, including “SGO High” (essentially the LISA
concept modified to include all known cost savings, but
with the same science performance); “SGO Mid,” where
the scalable parameters – the arm length, distance from
the Earth, telescope diameter, laser power, and duration
of science operations – were all reduced for near maxi-
mum cost savings; and “SGO Low,” which eliminates one
of the measurement arms, giving a similar performance
to ESA’s NGO concept.
Here we have adopted the NGO concept as a base-
line (N2A1M2L4) and investigated how different “science
metrics” vary as we tune different variables in the mission
design. We broadly agree with some of the main conclu-
sions of the PCOS study, namely that: (i) scientifically
compelling mission concepts exist that have worse sensi-
tivity than the “classic LISA” design; (ii) scaling down
the three-arm LISA architecture by shortening the mea-
surement baseline and the mission lifetime (“SGO Mid”
in the PCOS report terminology) preserves compelling
science – provided the low-frequency target sensitivity
can be achieved (N2 in our notation) – and does not in-
crease risk; (iii) eliminating a measurement arm reduces
the science return, as well as increasing mission risk.
In Figure 13 we have also quantified the impact of each
single baseline element on selected figures of merit. Our
studies suggest that the cost-saving intervention that pre-
serves the most science is shortening the arm length from
5 Gm to 2 Gm (A5→ A2). In this case, the detector per-
formance in each specific figure of merit is degraded by at
most a factor of two. On the other hand, either dropping
the third arm (L6 → L4) or not meeting the target low
frequency sensitivity (N2→ N1) can seriously jeopardize
the mission potential. High-redshift detections and po-
tential electromagnetic follow-up targets might drop by a
factor ∼ 5–10, correspondingly reducing the likelihood of
coincident observations with “traditional” astronomical
instruments. Further shortening the arm length to 1Gm
(A2 → A1) is also potentially damaging. Our results in-
dicate that compromising on arm length might be the
best way to save on mission costs while preserving most
of the original LISA MBHB science.
Our study also suggests that in order to achieve the
mission’s science goals while cutting cost, a significant
effort must be put into modeling the merger and ring-
down of the MBHB waveforms: a complete knowledge of
the MBHB IMR waveforms can compensate, at least par-
tially, for cost reductions in detector design, but only for
six-link configurations. Our study is incomplete in this
respect, since we have included the merger/ringdown by
simply rescaling the angular resolution and distance de-
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FIG. 13. Science loss as a function of specific design choices. In each plot, we compare the results of simulations that only differ
by a specific design element (see description in the main text). Those are: number of links L4/L6 (18 simulations, upper left);
low frequency noise N1/N2 (18 simulations, upper right); arm length A2/A5 (12 simulations, lower left); arm length A1/A5
(12 simulations, lower right). Each of the four plots visualizes the science loss for specific design choices according to four
different indicators: total number of detections (upper left quadrant), median SNR of detected sources (upper right quadrant),
number of low z sources with good enough sky localization for counterpart searches and good distance determination (lower
left quadrant), and number of high z sources with good distance measurement (lower right quadrant). In each panel we plot
the histograms of the indicators over all the simulations, and the mean value (triangles). Blue is for inspiral waveforms only,
orange is for IMR-rescaled waveforms.
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termination errors by appropriate powers of the SNR, so
further investigations in this direction will be particularly
valuable.
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Appendix A: Precessing black hole binary hybrid
waveforms
Our study makes use of a set of complete inspiral-
merger-ringdown waveforms, each constituting a “hy-
brid” of an analytical PN prediction and the result of
a fully relativistic NR simulation. In this appendix we
shall briefly outline their construction.
Our waveforms are computed from numerical solutions
of the full Einstein equations in which binary black hole
initial data is evolved using a 3+1 approach through
inspiral, merger and ringdown. The initial data is of
Bowen-York type [108, 109], and the initial parameters
are chosen (i) for minimal eccentricity (e . 10−4), us-
ing a variation of the method presented in [110], and
(ii) for maximal precession, with the spin directions cho-
sen to maximize the angle between the orbital and total
angular momentum, using an iterative effective-one-body
method. See Table VII for a summary of the physical pa-
rameters of the configurations studied. The initial data
is evolved using the BSSN formulation of the Einstein
equations with 8th order finite-differencing using compo-
nents of the Einstein Toolkit [111–118] in combination
with the Llama multipatch code [119]. In comparison to
purely Cartesian numerical grids, the use of constant an-
gular resolution grids leads to high accuracy in the wave
zone for not only the dominant ` = 2,m = ±2 modes, but
Config D/M mh1 [S
x
1 , S
y
1 , S
z
1 ] m
h
2 [S
x
2 , S
y
2 , S
z
2 ]
Q1 9 0.5 [−0.02,−0.01, 0.15] 0.5 [−0.01,−0.01, 0.14]
Q2 9 0.67 [−0.02,−0.01, 0.27] 0.33 [−0.00, 0.01, 0.06]
Q4 9 0.8 [−0.02, 0.02, 0.38] 0.2 [0.00, 0.00, 0.02]
Q2a 9 0.67 [0, 0, 0.27] 0.33 [0, 0, 0.06]
Q2HP 9 0.67 [0.07,−0.18, 0.11] 0.33 [−0.01, 0.02,−0.05]
Q4HP 9 0.8 [−0.24,−0.30,−0.01] 0.2 [0.00,−0.00,−0.00]
TABLE VII. Summary of the configurations studied. All
quantities are measured at the point where the NR wave-
form begins and are given in units where they have been
a-dimensionalized by M , the sum of the initial irreducible
masses of the black holes. D/M is the separation, mhi is the
irreducible mass, and [Sxi , S
y
i , S
z
i ] are the spin vectors.
also the higher modes which are important for precessing
systems.
The waveforms, consisting of 10–16 GW cycles, are
constructed in terms of the standard complex Newman-
Penrose scalar
Ψ4(t) =
∂2
∂t2
[h+(t)− ih×(t)] = |Ψ4(t)|eiφ(t) , (A1)
where h+ and h× are the GW polarizations in the source
frame, which is determined by our numerical simulations.
The waveforms are measured on coordinate spheres at fi-
nite radius, and extrapolated to future null infinity using
standard methods. The simulations were all performed
at several numerical resolutions to measure the effect of
numerical truncation error.
The “stitching” of a numerically obtained signal ΨNR4
to inspiral data of a particular PN approximant is a
well studied procedure commonly applied to nonprecess-
ing signals [120–128]. However, combining multiple har-
monic modes of precessing signals presents additional
challenges, and rapid progress in using precessing hybrids
as well as comparing analytical and numerical waveforms
has been reported recently [81–83, 129–133].
Here, we follow an approach that is close in spirit to
the treatment of nonprecessing binaries [128], with the
additional complication that in the presence of preces-
sion we have to track more than just the evolution of
the binary’s orbital frequency. The black hole spins and
the orbital plane constantly change direction, which leads
to an extended set of PN equations that have to be in-
tegrated. We choose to employ the adiabatic TaylorT4
approximant (see Section IV A for details).
Apart from the number of equations to integrate, there
is the further difficulty of finding appropriate PN initial
data. The spins and the orbital plane constantly change
their orientation, and it is not clear a priori which PN
initial conditions evolve to the same setup as assumed by
the respective NR simulation. One could of course ap-
proach the problem the other way around, namely start
with some PN initial data, evolve the system up to a
smaller separation and let the NR code “take over” by
feeding in the appropriate quantities from the end of the
PN evolution. This idea was explored already by Cam-
panelli et al. [130], who found that although the results
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from PN and NR agree reasonably in the early inspiral,
they quickly differ considerably with progressing simula-
tion time. The cause of this disagreement is manifold.
Apart from the fact that a truncated PN series will al-
ways deteriorate close to the merger, the disagreement
potentially stems from the different frameworks used in
PN and NR to define physical quantities, and in par-
ticular from the transition from Bowen-York initial data
[108, 109] to the actually modeled system in the NR sim-
ulation.
We overcome this issue here by reading the “initial”
values Si(tini), L(tini) and ωorb(tini) off the NR simula-
tion, at a time tini when the junk radiation has left the
system and we observe a reasonably clean evolution of the
numerical solution. Together with the time-independent
mass ratio, these quantities complete the set of param-
eters we need to specify in order to integrate the PN
equations both forward and backward in time. Note that
both mass and spin measures in NR typically employ
the formalism of quasilocal horizons [134], and determin-
ing the spin direction is a coordinate-dependent process
[135, 136]. When combining PN and NR descriptions
for precessing binaries, however, we are anyway forced
to relate different coordinate systems with each other. If
the black holes are still far enough separated in the sim-
ulation, we can hope to sensibly identify the NR mea-
surements with PN parameters, in due consideration of
the appropriate spin supplementary condition in PN that
ensures constant spin magnitudes [137, 138]. The orbital
frequency as well as the direction of the Newtonian or-
bital angular momentum are estimated simply through
the coordinate motion of the punctures and the Euclidean
vector product of the separation and the relative velocity.
Again, this is a coordinate-dependent measure, but we
merely extract from the NR simulation that the modeled
system is (approximately) characterized at some instant
by the specified values. We also tested the idea of op-
timizing the initial orbital frequency by a least-squares
fit, and found slightly better agreement between the PN
and NR evolutions (of all relevant quantities) when we
set ωorb(tini) = ωˆorb, with ωˆorb determined in turn by
minimizing the PN-NR difference of, e.g., the spin of the
heavier black hole over a few hundred M of evolution
time.
Having calculated the PN evolution of ωorb(t), L(t)
and Si(t), we obtain the GW strain h = h+ − ih×
by applying the explicit expressions provided in the ap-
pendix of [139]. The Newman-Penrose scalar ΨPN4 follows
through two numerical time derivatives. However, even
assuming that we have modeled the same system ana-
lytically and numerically, we cannot immediately com-
bine the two waveform parts due to additional subtleties.
Firstly, there is another initial parameter, the initial
phase, which does not enter the waveform simply as eiφ0
(this is just the lowest order effect); there are higher-order
amplitude corrections that depend on φ0 [139]. Knowing
them analytically, however, we can still fit for an opti-
mal φ0 between the PN and NR parts of the waveform.
Secondly, although finding the initial parameters also re-
lates the time between the PN and NR evolution, there
is the problem that the physical quantities affect the PN
waveform immediately, whereas if we consider a waveform
extracted at some finite radius in NR, there is a time lag
between the spin evolution and the observed GW signal.
As already discussed in [130], this time lag approximately
corresponds to the travel time between source and ob-
server, but gauge effects will spoil this relation, and we
shall determine both φ0 and t0 by an additional least-
squares fit of the GW phase, just as in the nonprecessing
case.
In short, we (1) make sure to simulate the same phys-
ical system numerically and analytically by reading the
PN parameters off the NR simulation, and then (2) com-
bine the NR and PN parts of the waveform by minimizing
the phase difference in Ψ4 over a certain length of evo-
lution time. The choice of this interval would ideally be
based on considerations concerning the hybridization ac-
curacy (see e.g. [123, 125]). Our goal, however, is not to
produce highly accurate template waveforms to be even-
tually used in GW searches; we merely want to complete
the PN description in a reasonably well motivated and
robust way. Hence, we simply overlay the PN and NR
waveforms in a region of approximately 250M length,
as early as the NR simulation permits. Within this in-
terval, the GW frequency ω(t) = dφ(t)/dt evolves from
Mω ≈ 0.065 to Mω ≈ 0.08, which is more than the min-
imal frequency evolution suggested in [125] to ensure an
unambiguous matching.
Once we have matched the dominant spherical har-
monic ` = 2,m = 2 mode, all other modes are aligned
as well. There is no additional freedom left to apply
any time or phase shift to individual modes. We can
only check that the agreement is similar to the dominant
mode, and indeed, we find that the phase difference be-
tween PN and NR in the matching region is comparable
(< 0.1 rad) for all spherical harmonic modes. The ac-
curacy of the PN amplitude, however, degrades towards
higher modes (higher spherical harmonic modes enter at
different PN orders and are thus determined to lower rel-
ative expansion order [139, 140]), which effectively lim-
its our matching procedure to modes with ` ≤ 4 and
m = ±`.
The final hybrid waveform is now constructed mode by
mode as a smooth connection of the PN and NR parts of
the signal,∣∣∣Ψhyb4 (t)∣∣∣ = ∣∣ΨPN4 (t)∣∣ [1− T (t)]+ ∣∣ΨNR4 (t)∣∣ T (t) . (A2)
An equivalent transition is also used separately for the
phase φ(t), and T is a blending function. We employ a
form of the Planck taper function,
T (t) =

0, t ≤ t1[
exp
(
t2−t1
t−t1 +
t2−t1
t−t2
)
+ 1
]−1
, t1 < t < t2
1, t > t2
(A3)
25
as suggested by [141]. The parameters t1 and t2 used for
constructing the phase are defined by the matching in-
terval that determined the optimal time and phase shift
between the PN and NR parts of the waveform. How-
ever, we find that a slightly larger value of t2 results in a
smoother amplitude transition, which in turn avoids ar-
tifacts in the transformation from Ψhyb4 to h
hyb. Finally,
we obtain hhyb by two time integrations in the Fourier
domain, as suggested by [123, 142]. A comparison with
the original PN waveform hPN ensures that the transfor-
mation is accurate, and we generally find∣∣∣∣hPN(t)− hhyb(t)hhyb(t)
∣∣∣∣ < 1% (A4)
for the dominant mode. This is not merely a statement
about the amplitude accuracy, it also confirms that the
phases agree very accurately over thousands of M in evo-
lution time. We further confirmed the robustness of our
hybrids by producing NR data at three different resolu-
tions for each configuration. The hybrids we obtain are
consistent among all NR resolutions, and we used the
highest resolution for the results presented here.
Appendix B: Estimate of the error on the remnant
spin
To estimate the errors on the remnant mass and spin
we follow [30]. The post-merger waveform is dominated
by quasinormal ringing. The dominant oscillation modes
have large quality factor, so one can use an approxima-
tion where each mode is replaced by a δ-function at the
appropriate oscillation frequency and compute the SNR
as in Eq. (3.16) of [30], where we include redshift factors
and substitute the Euclidean distance r by the luminosity
distance Dl as appropriate:
ρFH =
(
2
5
)1/2(
1
piFlmnDl
)(
rd
SNSAh (flmn)
)1/2
× [M(1 + z)]3/2 2Qlmn√
1 + 4Q2lmn
. (B1)
Here M is the remnant mass in the source frame, Flmn =
Mωlmn is the dimensionless oscillation frequency, and
Qlmn is the quality factor of a quasinormal mode with
angular indices (l,m) and overtone number n. Note
that this expression involves the non-sky-averaged noise
curve: see [30] for details. For the fundamental mode
with l = m = 2, the frequency and damping time of the
oscillations are well fitted by (cf. Table VIII of [30])
Flmn = f1 + f2(1− χr)f3 , (B2)
Qlmn = q1 + q2(1− χr)q3 , (B3)
where f1 = 1.5251, f2 = −1.1568, f3 = 0.1292, q1 =
0.7000, q2 = 1.4187, q3 = −0.4990, and χr is the dimen-
sionless spin of the final black hole. Then the errors on
mass and spin, in the Flanagan-Hughes convention [143],
can be estimated as in Eqs. (4.12a) and (4.12b) of [30]:
∆χr =
1
ρFH
∣∣∣∣2QlmnQ′lmn
(
1 +
1 + 4β
16Q2lmn
)∣∣∣∣ , (B4a)
∆M
M
=
1
ρFH
∣∣∣∣2Qlmnf ′lmnflmnQ′lmn
(
1 +
1 + 4β
16Q2lmn
)∣∣∣∣ , (B4b)
where a prime denotes a derivative with respect to χr.
In general we would have
β = sin2 ψ cos 2φ×lmn − cos2 ψ cos 2φ+lmn (B5)
with cosψ ≡ (1+N2×)−1/2, sinψ ≡ N×(1+N2×)−1/2. The
parameter N× is the ratio between plus and cross polar-
ization amplitudes. Following Flanagan and Hughes [143]
we set N× = 1, φ+ = φ× = 0, and therefore β = 0, which
simplifies the expressions even further.
As an estimate of the ringdown efficiency rd we use the
“matched-filtering based” estimate of Eq. (4.17) in [144]:
rd = 0.44
q2
(1 + q)4
, (B6)
where q = m1/m2 > 1 is the mass ratio of the binary (see
also [145–147] for similar scalings). This estimate is con-
servative, in the sense that it is appropriate for nonspin-
ning binary mergers. Spin corrections should modify the
efficiency by an amount which is roughly proportional to
the sum of the components of the binary spins along the
orbital angular momentum [148]. These spin-dependent
corrections will change rd by at most a factor ≈ 2, which
is within the scope of our order-of-magnitude calculation.
We plan to improve the accuracy of these estimates in fu-
ture work.
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