In Adv. Geom. 3 (2003) 245, a class of d-dimensional dual hyperovals is constructed starting from a subset X of PG(d, 2) with certain properties. In this paper, a criterion for X to provide a d-dimensional dual hyperoval is given in terms of some functions. Based on this, we describe such subsets, and show that there are exactly two isomorphism classes of d-dimensional dual hyperovals arising from those subsets and that a similar statement holds for those of the associated Steiner systems S(3, 4, 2 d+1 ).
Introduction
Convention and definitions. In this paper, the following convention is used to describe elements of a vector space W over the two-element field GF(2) with a specified basis B. For a vector w of W , its support, denoted as Supp B (w), is the subset S of B for which w = x∈S x. The weight of w (with respect to B) is the cardinality of its support: wt B (w) = |Supp B (w)|. When the basis B is clearly understood, we suppress the suffix B. We use the symbol J (w) to denote Supp(w) or {0} ∪Supp(w) according to whether wt (w) is odd or even.
Throughout the paper, d denotes a positive integer greater than 2, and the letter U denotes a vector space over GF (2) of rank d + 2. Furthermore, the letter H denotes a hyperplane of U and the letter V denotes a hyperplane of H . Then V is a vector space of rank d. We fix a vector e ∞ of U outside H , and a vector e 0 of H outside V . For a basis B of V , we writeB := {e 0 } ∪ B, a basis of H .
For a subset Y of U and a vector u ∈ U , the symbol u + Y denotes the subset {u + y | y ∈ Y } of U .
Function ξ X,B . Let X be a subset of V − {0} and ξ X its characteristic function; that is, ξ X is a map from V to GF(2) defined by ξ X (v) = 1 or 0 according to whether v ∈ X or not.
With X, we associate a subsetX of H − {0, e 0 } byX := X ∪ (e 0 + X). Observe that X has the following property: for h ∈ H , h ∈X if and only if h + e 0 ∈X . Conversely, ifX is a subset of H − {0, e 0 } with this property, then it can be associated with the subset X =X ∩ V of V − {0}. Thus the map sending a subset X toX gives a bijection from the subsets of V − {0} to the subsets of H − {0, e 0 } with the property above. The characteristic function ξX of the subsetX is a function on H given by ξX (ε v e 0 + v) = ξ X (v), where ε v ∈ GF(2) and v ∈ V . Thus ξX is uniquely determined by its restriction ξ X on V .
With the above convention, we now consider the following functionχ :=χ [X,B] from H × H to GF (2) 
In particular, the functionχ is uniquely determined by its restriction on V × V . We denote this restriction by χ = χ [X,B] :=χ [X,B] | V × V . The importance of the function χ (orχ) lies in its close relation with a class of dimensional dual hyperovals, so called characteristic dimensional dual hyperovals [1, Section 2] . Recall first a definition of a dimensional dual hyperoval, where q is a power of a prime:
Definition. A family S of d-dimensional subspaces of PG(n, q) is called a d-dimensional dual hyperoval in PG(n, q) if it satisfies the following conditions:
(1) any two distinct members of S intersect in a projective point, (2) any three mutually distinct members of S intersect in the empty projective set, (3) all members of S generate PG(n, q), and (4) there are exactly ((q d+1 − 1)/(q − 1)) + 1 members of S.
In this paper, all d-dimensional dual hyperovals that we consider are in PG(n, 2). Then condition (4) above allows us to take the vector space H of rank d + 1 over GF (2) as an index set of the members of a d-dimensional dual hyperoval S. We will do so from now on, and write S = {S u } u∈H .
Definition. Let S = {S u } u∈H be a d-dimensional dual hyperoval in PG(n, 2), and let X be a subset of V − {0}. The d-dimensional dual hyperoval S is called characteristic with respect to (e 0 , X) if the following holds for every three mutually distinct vectors u, v 1 , v 2 of H , where we denote by a(u, v) the unique nonzero vector of a projective point S u ∩ S v (over GF (2) ) for distinct u, v ∈ H and ξX is the characteristic function of the subsetX of H − {0, e 0 }:
where
The above condition implies that the index set H has a structure of the Steiner system S(3, 4, 2 d+1 ): for each triple {u, v 1 Note also that the symbol a(u, u) does not make sense. However, if we try to extend formula (2) in the definition above even when some of u, v 1 , and v 2 coincide, we have to require a(u, u) = 0 for all u ∈ H . This is verified as follows: for example, assume u = v 1 ; then we have ξX (
and hence a(u, u) = 0. Conversely, we can easily see that, setting a(u, u) = 0 for all u ∈ H , formula (2) above holds for every u,
With this convention a(u, u) = 0 for all u ∈ H , Buratti and del Fra show the following [1, Section 2, formula (16)], which motivates the study of the functionX (or equivalently χ) in this paper. Proposition 1. Let X be a subset of V − {0}, and assume that S = {S v | v ∈ H } is a characteristic dual hyperoval in PG(n, 2) indexed by H with respect to (e 0 , X). We choose an arbitrary basis B of V , and consider the functionχ =χ [X,B] determined by X and B defined above. Then, with the above notation a(u, v) for u, v ∈ H together with the convention a(u, u) = 0, the following holds for all u, v ∈ H (allowing u = v), where
+χ (u, v) w∈J (u) (a(0, w) + a(e 0 , w)).
In particular, the underlying space of PG(n, 2) is spanned by
, and if the equality holds, the vectors a(w, w ) for w = w ∈ {0} ∪B form a basis of the underlying space.
On the basis of expression (3), Buratti and del Fra [1] showed that for the extremal case
characteristic with respect to (e 0 , X). The one for X = ∅ coincides with the d-dimensional dual hyperoval originally constructed by Huybrechts [4] . The other one for
This paper first derives in Section 2 a criterion for an arbitrary subset
, which is given in terms of the function χ [X,B] (see Lemma 7). Here we trace the arguments in [1] inside the exterior product U ∧ U . On the basis of this criterion, in Section 4 we can give a precise description of a subset X of V − {0} affording a d-dimensional dual hyperoval (Theorem 13). Namely, such a subset X is completely determined by the triple Section 2) .
Then S(X) is either S(∅) or S(V − {0}), according to whether |X| is even or odd.
Remark that the two Steiner systems (H, B ∅ ) and (H, B V −{0} ) are not isomorphic. This was shown in [3] but is remarked on again in [2] . This implies that the two characteristic d-dimensional dual hyperovals S(∅) and S(V − {0}) are not isomorphic, for otherwise, an isomorphism between them would induce an isomorphism between the associated Steiner systems (H, B ∅ ) and (H, B V −{0} ).
In fact, we can show something somewhat stronger: namely, two characteristic dual hyperovals are isomorphic if and only if the associated Steiner systems are isomorphic (Proposition 8). In Section 3, Theorems 2 and 3 are simultaneously verified, on the basis of this proposition. That proposition is also used to determine the automorphism group of a characteristic dual hyperoval (Proposition 10). This gives an alternative proof of the fact that S(∅) is not isomorphic to S(V − {0}), as well as the similar statement for the associated Steiner systems.
Conditions to afford dual hyperovals
To analyze effectively the case n = d(d + 3)/2 in Proposition 1, we adopt the exterior square U ∧U as the underlying space of PG(d(d +3)/2, 2) (observe that the rank of U ∧U is
, 2) with respect to (e 0 , X), there exists a linear bijection ρ ba of U ∧U sending a(w, w ) to b(w, w ) := (e ∞ +w)∧(e ∞ +w ) for each w = w ∈ {0} ∪B, because both {a(w, w ) | w = w ∈ {0} ∪B} and {b(w, w ) | w = w ∈ {0} ∪B} are bases of U ∧ U . Applying the linear isomorphism ρ ab to a(u, v) for arbitrary u, v ∈ H , we have the following expression from the expression of a(u, v) (formula (3) in Proposition 1) with a little manipulation in
Thus we may neglect all contributions of the term e 0 in the expression of f (u, v), namely, we have f (u, v) ∧ e 0 = f (ū,v) ∧ e 0 , wherex is the projection of x ∈ H in V (that is, x = ε x e 0 +x, ε x ∈ GF(2)).
Thus the member
This observation motivates the following notation: S(X, B). Let X be a subset of V −{0} and B a basis of V . Extend X to the subsetX of H −{0, e 0 } and define the functionχ :=χ [X,B] as above. For a pair (u, v) ∈ H × H , consider the following vector f (u, v) (or f [X,B] (u, v) where we stress its dependence on X and B) of U , where
and then define the vector 
In particular, under the same assumption as above, S(X, B) is isomorphic to S(X, B ) for any other basis B of V . Hence up to isomorphism there exists at most one characteristic It is natural to ask whether the converse holds in Proposition 4. This was not considered in [1] . Buratti and del Fra only show that if X = ∅ or X = V − {0}, then the family corresponding to our family S(X, B) is in fact a dual hyperoval [1, Theorem 2.5]. In fact, the converse of Proposition 4 is true. We can show a somewhat stronger result. 
For this purpose, we will check that the following equation holds for every u, v ∈ H (note that this is Eq. (26) in [1] ):
Observe that Eq. (7) is referred to as Eq. (26) in the proof of [1, Theorem 2.5]. We also have Eq. (21) in [1] : b(u, u) = 0 for all u ∈ H , as it is one of our assumptions. Hence the arguments in the proof of [1, Theorem 2.5] show that we have Eq. (32) in [1] , which is the desired Eq. (6).
Eq. (6) shows that for each u ∈ H , the subset
We have to show that S(X, B) u is of rank d + 1 over GF (2) and that two distinct subspaces S(X, B) u and S(X, B) v (u = v ∈ H ) intersect in a projective point. For those purposes, it suffices to show that b(u, v) = 0 for every distinct u, v ∈ H , and that if Before proving the remaining claims, we note the following formulas:
for u, v ∈ H and α, β ∈ GF(2). To see those formulas, recall thatχ(u
Thus Eq. (8) is verified. Similarly, using the above property ofχ, we can easily see Eq. (9). Thus we have
. From these two equations Eq. (10) easily follows. We will show that 
To verify this, we denote byū the projection of u into V , that is, u = ε u e 0 +ū for some ε u ∈ GF(2). Similarly, we definev,ū andv .
with coefficient 1) is given by (e ∞ +ū) ∧ (e ∞ +v). Comparing with the similar expression for b(u , v ), we conclude that (e ∞ +ū) ∧ (e ∞ +v) = (e ∞ +ū ) ∧ (e ∞ +v ).
If both sides of this equation are 0, then e ∞ +ū and e ∞ +v are dependent, and hence one of e ∞ +ū, e ∞ +v andū +v is 0. As e ∞ is not contained in e j | j = 1, . . . , d = V , we haveū +v = 0. Similarly,ū +v = 0. If both sides of the equation above are not zero, then the rank-2 spaces e ∞ +ū, e ∞ +v and e ∞ +ū , e ∞ +v are identical. Then we haveū +v =ū +v ( =0) and {e ∞ +ū, e ∞ +v} = {e ∞ +ū , e ∞ +v }, as e ∞ / ∈ V . Thus {ū,v} = {ū ,v }. Replacing u and v if necessary, we may assumeū =ū andv =v . Summarizing, one of the following holds:
In the case (a) above, we may assume that v = u + e 0 with e 0 / ∈ Supp(u) and v = u + e 0 with e 0 / ∈ Supp(u ), as u = v and u = v . Then it follows from Eq. (10) and our assumption b (u, u 
As u, u are contained in e 1 , . . . , e d , this implies that u = u and hence v = v . Thus we verified the desired claim in the case (a).
In the case (b), we write u = u + αe 0 and v = v + βe 0 for some α, β ∈ GF(2). The 
Proof. For elementsũ,ṽ of H , we writeũ = ε u e 0 +u with ε u ∈ GF(2) and similarly forṽ. We can easily see that JB(ṽ) is the symmetric difference of J B (v) and {0, e 0 }. Thus the sum χ(w ,ũ) taken over w ∈ JB(ṽ) coincides with χ(w ,ũ) +χ(0,ũ) +χ(e 0 ,ũ), in which the first sum takes over J B (v). As we observed in the introduction,χ(w ,ũ) = χ(w , u) for w ∈ J B (u) andχ(0,ũ) =χ(e 0 ,ũ). Thus
Asχ(ũ,ṽ) = χ(u, v) by Eqs. (1) and (4) is written as 
To handle Eq.
which is equivalent to requiring the following:
and χ(v, u) = χ(w , u) for every w ∈ A and w ∈ B.
(These conditions correspond to conditions (C2) and (C1) in lemma.)
Now we turn to Eq. (12), which is obtained by comparing the coefficients of e ∞ . Remark that χ(w, u) . Now, taking the sum of condition (C2) over C, we have |C|χ(u, v)+ w∈C χ(w, v) = |C|χ(v, u) + w∈C χ (w, u) . Adding this to the last equation, we obtain 
Isomorphisms and automorphisms
In this section, we prove Theorems 2 and 3, and then determine the automorphism groups Aut(S(∅) 
of a characteristic dual hyperoval (see Eq. (2) in Introduction), where
for u, v, w ∈ H with the characteristic function ξỸ ofỸ . Applying the linear map Φ to Equality (15) and using the similar equation for 
(v), ρ(w)} = ρ(u)+ρ(v)+ρ(w)+α X {ρ(u), ρ(v), ρ(w)}e 0 . Thus the above equation holds if and only if ρ(q Y {u, v, w}) = q X {ρ(u), ρ(v), ρ(w)} for every mutually distinct u, v, w ∈ H , that is, ρ sends the block in B Y containing u, v, w to the block in B X containing ρ(u), ρ(v), ρ(w). Hence the above equality holds for every u, v, w ∈ H if and only if ρ induces an isomorphism from the Steiner system (H, B Y ) to (H, B X ).
The converse of the above holds as well.
Proposition 8. Let Y and X be subsets of V − {0} affording dual hyperovals. Choose any bases B and B of V . Then the following conditions are equivalent for a bijection ρ on H . (i) ρ induces an isomorphism between the Steiner systems associated with S(Y, B) and S(X, B ); that is, for every u, v, w ∈ H we have
(
ii) There exists an isomorphism Φ from S(Y, B) to S(X, B ) with ρ as the associated bijection on H .

Proof. We already saw above that condition (ii) implies condition (i). We will show the converse. Let ρ be a bijection on H satisfying Eq. (16). Recall that the vectors b [Y,B] (w, w )
for w = w ∈ {0, e 0 } ∪ B form a basis of U ∧ U . We define a map Φ from U ∧ U to itself as follows on this basis:
This map is uniquely extended to a linear map on U ∧ U , which we also denote by Φ. We will show that
for every u, v ∈ H . To prove this, we introduce some terminology. As formula ( 
by Eq. (15), defining a characteristic dual hyperoval. In particular, Since ρ is a bijection on H , the vectors c(ρ(u), ρ(v)) for u, v ∈ H generate U ∧ U . Thus claim (17) implies that the linear map Φ is surjective, and hence bijective on U ∧ U . Furthermore, claim (17) 
shows that Φ maps each member S(Y, B) u of S(Y, B) isomorphically onto a member S(X, B ) ρ(u) of S(X, B ). Thus we conclude that Φ is an isomorphism from S(Y, B) to S(X, B ) with the associated bijection ρ.
Using Lemma 7, we now establish the following lemma. It is not only used to verify condition (16) in the proofs of Theorems 2 and 3, but also it gives a starting point for determining subsets affording dimensional dual hyperovals in the last section. 
Proof of Theorems 2 and 3.
A vectorx of H = e 0 , V is uniquely written asx = ε x e 0 + x for ε x ∈ GF(2) and x ∈ V (that is, x is the projection ofx onto V ). In the following, we use this convention to denote a vector of H . (However, remark thatx is not uniquely determined by x.) For three mutually distinct vectorsã,b,c of H and a subset X of V − {0}, we have
For the two extremal cases where X = ∅ and V − {0}, we have
where δ := ξ {0} denotes the characteristic function of the set {0}, which takes the value 1 or 0 at x ∈ V according to whether
Let X be a subset of V − {0} affording a dimensional dual hyperoval, and set Y := ∅ or V − {0} according to whether |X| is even or odd. Proposition 8 shows that Theorems 2 and 3 are simultaneously verified if we construct a map ρ satisfying condition (16).
We define a map ρ from H to itself by
Thus ρ(h) = h + (ε h + ξ X (h))e 0 if h = 0, and ρ(0) = 0 and ρ(e 0 ) = e 0 (resp. ρ(0) = e 0 and ρ(e 0 ) = 0) if |X| is even (resp. odd). It is immediate that ρ is bijective. We check condition (16). Using the above formulas, the left hand side of condition (16) is calculated to be as follows, where we use the abbreviation ξ := ξ X :
On the other hand, the right hand side of condition (16) is given by
Comparing those values, in order to verify condition (16) it suffices to show the following equations according as the parity of |X|:
if |X| is even, and
if |X| is odd. When |X| is even, this immediately follows from Lemma 9. Assume that |X| is odd. Note that the value 1 + δ(a
is the number of ways in which the null vector can be expressed as a linear combination of a, b and c, and hence it is 1 or a proper power of 2 (and so 0 in GF (2)). The former case holds if and only if a, b, c are linearly independent. Thus if a, b, c are dependent, the desired equality holds from the above remark and the latter part of Lemma 9. If a, b, c are independent, the desired equality holds from the former part of Lemma 9.
Next we determine the automorphism group of the characteristic dual hyperoval S(X, B). Recall that Aut(S (X, B) ) is a subgroup of GL(U ∧ U ) of linear bijections on U ∧ U with respect to the composition, each element Φ of which satisfies Φ(S(X, B) u ) = S(X, B) ρ(u) for some bijection ρ = ρ(Φ) on H . One can easily verify that the group Aut(S (X, B) ) is isomorphic to the subgroup {ρ(Φ) | Φ ∈ Aut(S (X, B) )} of the symmetric group on H . From Theorem 3, we may assume that X = ∅ or X = V − {0}.
First, observe that the translation τ h defined by τ h (x) := x + h (x ∈ H ) is a bijection on H for every h ∈ H . The bijection τ h satisfies condition (16) for every (X, B) ) isomorphic to the additive group of H , as T h T h = T h+h for h, h ∈ H . In particular, S(X, B) is transitive, that is, Aut(S (X, B) ) is transitive on its members.
w}e 0 ). Thus there exists an isomorphism T h of S(X, B) such that
Proposition 10. The structures of Aut(S (X, B) ) for X = ∅ or V −{0} are given as follows. In particular, S(∅, B) is not isomorphic to S (V − {0}, B) , and the Steiner system (H, B ∅ ) associated with S (∅, B) is not isomorphic to the Steiner system (H, B V −{0} ) associated with S (V − {0}, B) .
(1) The automorphism group S (∅, B) is the semidirect product of a normal subgroup T ∼ = 2 d+1 with a subgroup isomorphic to − {0}, B) is the semidirect product of a normal subgroup T ∼ = 2 d+1 with the stabilizer of e 0 in GL(H ), which is isomorphic to
Aut(S(∅, B)) is doubly transitive on the members of S(∅, B). (2) The automorphism group S(V
2 d GL(d, 2). Moreover, Aut(S(V − {0}, B
)) is transitive but not primitive on the members of S(∅, B). The pairs {S(
Proof. Once the structures of Aut(S(X, B)) for X = ∅ and V − {0} are determined as described in claims (1) and (2) 
for every v ∈ V . Now we will remark the following. In the following paragraphs, we derive a contradiction, assuming that ρ(v 1 ) + ρ(v 1 + e 0 ) = e 0 for some v 1 ∈ V . It follows from the remark above that the assumption implies 
for every v ∈ V − {0, v 0 }. 
However, the equations in the last two paragraphs are not compatible. Hence we have the desired contradiction, and conclude that
for every v ∈ V . In particular, ρ(e 0 ) = e 0 . Now, taking u = 0, v = w ∈ V − {0} in Eq. (18), we have 
for every v = w ∈ V . As ρ(0) = 0, this holds for v = w as well. Thus we conclude that ρ is linear on V . As ρ(v + e 0 ) = ρ(v) + e 0 for every v ∈ V , it is now immediate that ρ is a linear bijection on H = V ∪ (V + e 0 ) fixing e 0 . Hence Φ(ρ) ∈ S, and this completes the proof for Aut(S(V − {0}, B)) = T : S. Claim (2) is proved.
Subsets affording dual hyperovals
In this section, we determine subsets X of V − {0} affording d-dimensional dual hyperovals (Theorem 13). This is obtained as a corollary of two lemmas which are verified by straightforward but lengthy calculations on the functions ξ X and χ [X,B] . Henceforth B is a given basis of V . We use the notation Supp(v) = Supp B (v) and W t (v) = W t B (v) for short. We just give outlines of proofs of lemmas, and omit the details. It is now straightforward to verify that the function χ given by the three formulas in Lemma 12 satisfies conditions (C1)-(C5) in Lemma 7. Thus any subset X whose characteristic function ξ = ξ X satisfies Eq. (23) in Lemma 11 does in fact afford a d-dimensional dual hyperoval. This implies that the converse of the comment after Lemma 11 holds.
Summarizing, we have the following. Thus for v ∈ V (m) with m ≥ 3, we have v ∈ X if and only if v / ∈ X . As this trivially holds for m = 1, 2, we have X = X c .
The above proof also shows that the formula for χ [X c ,B] is given by Lemma 12, with ξ(w) (w ∈ B) and |X| replaced by ξ(w) + 1 (w ∈ B) and |X| + 1, respectively.
