Spanning avalanches in the 3D Gaussian Random Field Ising Model (3D-GRFIM) with metastable dynamics at T = 0 have been studied. Statistical analysis of the field values for which avalanches occur has enabled a Finite-Size Scaling (FSS) study of the avalanche density to be performed. Furthermore, a direct measurement of the geometrical properties of the avalanches has confirmed an earlier hypothesis that several types of spanning avalanches with two different fractal dimensions coexist at the critical point. We finally compare the phase diagram of the 3D-GRFIM with metastable dynamics with the same model in equilibrium at T =0.
I. INTRODUCTION
According to classical equilibrium thermodynamics, firstorder phase transitions occur on a transition line on the temperature-field phase diagram. The field here is generic and represents the conjugated intensive force of the relevant extensive order parameter that displays a macroscopic discontinuity when the transition line is crossed. In real systems with intrinsic disorder, however, first-order phase transitions do not really obey such a paradigm. First of all, due to the existence of metastability, the transition line splits into two transition lines corresponding to the forward and reverse transitions. This hysteresis, which may extend over many degrees in temperature, is sometimes caused by the fact that the system is driven too fast and equilibrium cannot be reached. In other cases, nevertheless, hysteresis cannot be avoided (rate-independent hysteresis) indicating the existence of enormous energy barriers in the system usually caused by the interplay of disorder and long-range forces (elastic, dipolar, etc.). Besides hysteresis, a second interesting phenomenon is the fact that the metastable transition in some cases splits into many consecutive small jumps that occur over a broad region (and not a line) on the phase diagram. Such steps, which correspond to changes from one metastable state to another, are often called avalanches. 1 In many cases the avalanches do not show any characteristic size (energy, duration, etc.) but range from microscopic to macroscopic scales, distributed according to a power law. The exponents characterizing such distributions have been called critical exponents given the parallelism with standard equilibrium critical phenomena.
This out-of-equilibrium phenomenon has been found to be associated with magnetic transitions, 2-4 ferroelectric transitions, 5 capillary condensation, 6 ,7 martensitic transformations, 8 and others. 9 A crucial ingredient in order to observe such avalanches is that thermal fluctuations are very small compared with the energy barriers that separate transformed and untransformed domains. For this reason, such first-order phase transitions have been called "athermal" 10 or "fluctuation-less." 11, 12 Within this context the 3D-GRFIM with metastable dynamics is a prototype model: the complexity of what we call a "disorder" in a real system is simplified into a series of quenched random fields, Gaussian distributed with zero mean and standard deviation , which act on every spin of a 3D Ising model. In addition, one assumes that temperature is zero ͑T =0͒ and provides the model with a particular metastable dynamics in order to study the evolution of the magnetization m when the external field H is swept. The details of dynamics of these systems were introduced a decade ago. [13] [14] [15] The basic assumption is that the driving field rate is slow enough so that system relaxation can be considered instantaneous (adiabatic driving). Such relaxations are the so-called magnetization avalanches.
After the introduction of the model, several works [16] [17] [18] [19] [20] [21] described the basic associated phenomenology: (a) the existence of a disorder-induced critical point at = c associated with the change from a continuous to a discontinuous hysteresis loop and (b) the fact that within a large region around the critical point the distribution of avalanche sizes D͑s͒ exhibits almost power-law behavior. Nevertheless, several questions remain unsolved, mostly related to the properties of the spanning avalanches which are responsible for the observed macroscopic discontinuities in the H-m hysteresis loop and in the -H phase diagram.
More recently, a FSS analysis of the number of avalanches and avalanche size distribution 22 has revealed that the scenario is quite complex. This study was restricted to the statistical analysis of the full set of avalanches recorded in a half loop, irrespective of the field values H where such avalanches occur. (The obtained statistical distributions are often called integrated distributions). A detailed study as a function of H has not been done before. An initial attempt was presented 19 but any dependence on system size was neglected.
Let us summarize here the main results presented in Ref. 22 , in order to introduce the notation. By numerically simulating systems of size L ϫ L ϫ L, avalanches were recorded over the half loops by sweeping the field from ϱ to − ϱ. Classification of the avalanches starts by checking whether the avalanches span the system in 1, 2, or 3 spatial directions. 23 The three types of spanning avalanches are indicated by the subscript ␣ =1,2,3, respectively and nonspan-ning avalanches are indicated by ␣ = ns. The finite-size scaling analysis was performed by measuring two basic quantities as a function of : the average number of avalanches N ␣ ͑ , L͒ and the integrated size distribution D ␣ ͑s ; , L͒. Table I shows the scaling hypothesis of these two quantities for the different kinds of avalanches. The data collapses in order to check such a hypothesis were obtained by choosing an appropriate scaling variable u which measures the distance to the critical value of the disorder c = 2.21± 0.02. Its precise definition is given as a second-order expansion:
with A = −0.2. This expression was found to be the best choice for the collapse of the data corresponding to different L. The values of the critical exponents are summarized in Table II , together with the new exponents that will be computed in the present work.
To obtain good scaling collapses of the 3D-spanning avalanches, an extra hypothesis was introduced: they can be separated into two subcategories, subcritical ͑␣ =3−͒ and critical ͑␣ =3c͒ that scale with different exponents. In particular, this assumption indirectly leads to the conclusion that they must have different fractal dimensions d 3− and d f . Moreover, nonspanning avalanches ͑␣ = ns͒ should also be separated into two subcategories: noncritical ͑␣ = ns0͒ and critical ͑␣ = nsc͒, depending on whether their number and size distribution scales with distance to the critical point u or not. Figure 1 presents a summary 24 of the scaling functions Ñ ␣ according to the results in Ref. 22 . From the behavior of such scaling functions when uL 1/ → ± ϱ one can sketch out the scenario in the thermodynamic limit. Below c one subcritical 3D-spanning avalanche exists, which is responsible for the observed discontinuity of the magnetization in the thermodynamic limit. Such a discontinuity is the order parameter and vanishes when approaching c − according to ⌬m ϰ ͑ c − ͒ ␤ 3− , with an exponent ␤ 3− = ͑3−d 3− ͒ = 0.024± 0.012. Nevertheless, it is difficult to find this critical behavior from simulations of finite systems since the contributions from critical spanning avalanches (␣ =1,2 and 3c) may lead to quite good (but incorrect) scaling collapses of the order parameter using ␤ c = ͑3
A large number of noncritical nonspanning avalanches exist for the whole range of . They cannot contribute to any observed macroscopic jump since their size is vanishingly small in the thermodynamic limit. At = c the 6 categories of avalanches exist. On average, one finds 0.79± 0.02 subcritical 3D-spanning avalanches and an infinite number of the five other types of avalanches. At the critical point (or close enough to it), the distribution of avalanche sizes is dominated by critical nonspanning avalanches and exhibits an approximate power-law behavior with an exponent ef f = nsc + ͑3− nsc ͒ / d f = 2.00± 0.06. This power law behavior is restricted to the central part of the avalanche size distribution 1 Ӷ s Ӷ L 3 . In the present paper we will concentrate on the 4 different types of spanning avalanches, extending the finite-size scaling analysis and focusing on (i) the study of the values of the external field for which the spanning avalanches occur and (ii) the direct measurement of the geometrical properties of the avalanches. This will enable the critical exponent , related to the renormalization group (RG) flow along the field direction, to be found and to have a direct test of the FSS hypothesis that leads to the separation of the two types of 3D-spanning avalanches (critical and subcritical) with different fractal dimensions: d f = 2.78± 0.05 and d 3− = 2.98± 0.02.
In Sec. II we summarize the 3D-GRFIM and the details of our numerical simulations. In Sec. III raw numerical results are presented. In Sec. IV we discuss the main FSS hypothesis, as an extension of those presented previously. These hypotheses are checked in Sec. V. In Sec. VI we determine the geometrical properties of the avalanches. In Sec. VII we discuss the consequences of the present study and, finally, in Sec. VIII we summarize and conclude our findings.
II. MODEL
The 3D-GRFIM is defined on a cubic lattice of size L ϫ L ϫ L with periodic boundary conditions. On each lattice site ͑i =1, ... ,L 3 ͒ there is a spin variable S i taking values ±1. The Hamiltonian is
where the first sum extends over all nearest-neighbor (n.n.) pairs, H is the external applied field and h i are quenched random fields, which are independent and are distributed according to a Gaussian probability density with zero mean and standard deviation . The equilibrium ground state ͑T =0͒ of this Hamiltonian has been recently studied. 25 In this work we focus on the metastable version of the 3D-GRFIM proposed for the analysis of the behavior at T = 0 when the system is driven by the external field H. For H = +ϱ the state of the system which minimizes H is the state with maximum magnetization m
When the external field H is decreased, the system evolves following local relaxation dynamics. The spins flip according to the sign of the local field:
where the sum extends over the 6 nearest-neighboring spins of s i . Avalanches occur when a spin flip changes the sign of the local field of some of the neighbors. This may start a sequence of spin flips which occur at a fixed value of the external field H, until a new stable situation is reached. H is then decreased again. The size of the avalanche s corresponds to the number of spins flipped until a new stable situation is reached. Note that the corresponding magnetization change is ⌬m =2s / L 3 . The numerical algorithm we have used is the so-called brute force algorithm which propagates one avalanche at a time. 20 We have studied system sizes ranging from L =5͑L 3 = 125͒ to L = 180͑L 3 = 5832000͒. The measured properties are always averaged over a large number of realizations of the random field configuration for each value of , which ranges between more than 10 4 for L ഛ 80 to 300 for L = 180.
We have recorded the sequence of avalanche sizes during half a hysteresis loop, i.e. decreasing H from +ϱ to − ϱ. We have determined not only the size s of each individual avalanche, but also the field H at which each avalanche occurs. The avalanches have been classified as nonspanning, 1D-spanning, 2D-spanning, and 3D-spanning as explained in Ref. 22 .
By performing statistics, we obtain the average density of avalanches for each type occurring within an interval ͑H , H + dH͒. 26 We will call this quantity the number density n ␣ ͑H ; , L͒. It satisfies
where N ␣ ͑ , L͒ are the average number of avalanches of each type 22 defined in Table I . We have also measured the bivariate size distribution D ␣ ͑s , H ; , L͒. This probability density is normalized so that
Note that by projecting D ␣ we can obtain the two marginal distributions:
which represent the probability density of finding an avalanche of type ␣ within ͑H , H + dH͒ and the probability (integrated distribution) that an avalanche of type ␣ has a size s (after the half loop), respectively.
In the following sections bivariate distributions will be presented as point clouds and the marginal distributions as histograms. Point clouds provide qualitative understanding of the distributions. A quantitative analysis is much better performed from the marginal distributions and their moments. The average field where the different types of avalanches occur will be particularly interesting:
and its standard deviation:
In order to have a direct determination of the fractal dimension of the spanning avalanches we have performed a sand box counting analysis. 27 This is a standard method for the analysis of a random fractal that allows a statistical characterization of the spatial distribution of the mass (number of spins) of the avalanches. The method consists of considering boxes of linear size l [ranging from 1 ϫ 1 ϫ 1,3ϫ 3 ϫ 3,5 ϫ 5 ϫ 5,..., up to ͑L −1͒ ϫ ͑L −1͒ ϫ ͑L −1͒] centered near the spin that triggered each spanning avalanche. We determine the number of spins that belong to the avalanche for each box. By averaging over all the avalanches of the same type (occurring during a half loop) and over many disorder realizations, we obtain the average mass M ␣ ͑l ; , L͒ as a function of the box length l for different values of and L. Figure 2 shows a point cloud corresponding to D 3 ͑s , H ; , L͒ for L = 48 and different values of . As can be seen, below c 3D-spanning avalanches are large, close to s = L 3 and exhibit a certain spread around a value of H which shifts upwards when c is approached from below. At = c the avalanches concentrate around a critical field value H c Ӎ −1.42 and span almost all possible sizes. Above c the few existing 3D-spanning avalanches are small. In fact, they are smaller than the mean size of a percolating cluster in a 3D cubic lattice ͑s = 0.311L
III. NUMERICAL RESULTS
3 ͒. Figure 3 shows the point clouds corresponding to nonspanning, 1D-, 2D-, and 3D-spanning avalanches at = c . Nonspanning avalanches are suppressed from the main plot, but are shown in the inset on a log-linear scale. As expected, spanning avalanches concentrate around H c . 3D-spanning avalanches exhibit a larger size than 2D-spanning avalanches and the latter show a size larger than 1D-spanning avalanches. Moreover, one can see that 3D-spanning avalanches are distributed in a double cloud. As will be seen, these two clouds correspond to the two types of 3D-spanning avalanches predicted in Ref. 22 .
The dependence on the system size L is illustrated in Fig plots correspond to (a) 1D-, (b) 2D-, and (c) 3D-spanning avalanches. The dashed line corresponds to our estimated value of H c = −1.425 that will be obtained from the fit below. Note that all types of spanning avalanches tend to concentrate around such a field value for increasing system sizes. The shape of the cloud corresponding to 3D-spanning avalanches remains asymmetric, while L grows.
To obtain a quantitative measure of H c , we have computed the field averages ͗H͘ 1 , ͗H͘ 2 , and ͗H͘ 3 . Their behavior as a function of L at = c is plotted in Fig. 5(a) . In the next sections an FSS analysis will be formally proposed. Nevertheless, from the behavior in Fig. 5 (a) one can already guess the following scaling hypothesis:
where will be the exponent governing the divergence of the correlation length when the field H approaches H c at = c . A first check of this hypothesis is performed in Fig 
IV. FINITE-SIZE SCALING HYPOTHESIS

A. Scaling of distributions
To proceed with the analysis of the numerical data one must postulate the ad-hoc FSS hypothesis. As done in Ref. 22 , we follow standard RG arguments. The distance to the critical point ͑ c , H c ͒ is measured with two scaling variables u͑ , H͒ and v͑ , H͒, which depend on the externally tunable parameters and H. After a renormalization step that transforms the system size L as
u, v, and the size s of an avalanche of type ␣ will behave as
where d ␣ are the fractal dimensions of the avalanches and the exponents and control the divergence of the correlation length when approaching the critical point along the two directions u and v. Consequently, in order to formulate the FSS hypothesis, we will consider the following three main RG invariants:
Therefore, close enough to the critical point the bivariate distributions D ␣ ͑s , H ; , L͒ will behave as
where d ␣ is d f = 2.78 for the 1D-, 2D-, and critical 3D-spanning avalanches and d 3− = 2.98 for the subcritical 3D-spanning avalanches, as found in Ref. 22 . The number densities n ␣ ͑H ; , L͒ will behave as
where ␣ is c = 0.1 for the 1D-, 2D-, and critical 3D-spanning avalanches and ␣ = 0 for the subcritical 3D-spanning avalanches. The FSS hypothesis (16) and (17) extend the hypothesis presented in Table I including the dependence on the external field H.
B. Detailed scaling variables
The proper dependence of the scaling variables u and v on the tunable model parameters and H is unknown, but it should be analytic. 28, 29 Keeping this in mind, we consider the following second-order expansion around = c and H = H c :
where choice to measure the distance to the critical point. Now we want to check which corrections to the first-order scaling variables are really important for large system sizes. Consider a function F͑H ; , L͒ that can be written as
when the correct scaling variables are considered. In the case in which we try to obtain scaling collapses with two incorrect scaling variables uЈ and vЈ, an explicit dependence on L may appear, which makes the collapse L −a F impossible for different system sizes. In such a situation,
where we have introduced a "non"-scaling function Ĝ that depends explicitly on L. From (20) and (21), for a given value of and L:
The effective scaling variables uЈ and vЈ can be expanded up to second order:
The difference between F ͑uЈL 1/ , vЈL 1/ ͒ and Ĝ ͑uЈL 1/ , vЈL 1/ , L͒ can be obtained using (22) and a second order Taylor expansion. The result is
where the subindex 1 and 2 in the scaling functions F indicate the partial derivatives with respect to uL 1/ and vL 1/ , respectively. Introducing the expansions (18), (19) , (23), and (24) in Eq. (25), defining an appropriate set of eleven functions f i ͑uL 1/ , vL 1/ ͒ from the derivatives of F , and reordering the terms in (25) we can write
͑26͒
where the dependence of the functions f i on uL 1/ and vL 1/ is not written for simplicity.
Given that 1 / = 0.8 (Table II ) and 1 / = 1.5 (Fig. 5) , and noting that only the terms multiplying positive powers of L will be important in the thermodynamic limit, we conclude that only terms in which BЈ − BЈ appears represent an explicit dependence of Ĝ ͑uЈL 1/ , vЈL 1/ , L͒ on L. Therefore, only the BЈ term is relevant in the thermodynamic limit and thus must be considered in the expansions (23) and (24) . The remaining coefficients may be neglected. In particular, a term proportional to u 1 2 is not necessary if we consider large system sizes. Such an irrelevance was in fact observed in Fig. 8 of Ref. 22 . Nevertheless, we will retain the quadratic correction Au 1 2 in order to compare appropriately with previous results. 22 In summary, we will use the following approximations for the scaling variables:
The correction (28) associated with the distance to H c was first introduced in Ref. 30 where the parameter analogous to BЈ was called the "tilting" constant. We should mention that the authors demonstrate the importance of such a correction with arguments that are slightly different to those proposed here.
C. Scaling of the field averages and standard deviations
One is now ready to deduce the scaling behavior corresponding to the field averages defined in Eq. (8) and to the standard deviations defined in Eq. (9). On the one hand, multiplying the marginal distribution n ␣ / N ␣ by H, integrating over the full H range, and using the relation (28), we find
It is useful to define an "effective" disorder-dependent critical field H c * ͑͒ as
For = c we recover the scaling hypothesis proposed in Eq. (10) with C ␣ = ĥ ␣ ͑0͒. In this case we obtain an estimate of 1 / that is unaffected by the tilting constant BЈ.
On the other hand, by performing similar calculations, it is easy to write ␣ H ͑ , L͒ as
Notice that this scaling expression is also unaffected by the tilting constant.
D. Separation of the two types of 3D-spanning avalanches
From the FSS analysis of the integrated distributions, it was suggested in Ref. 22 that two types of 3D-spanning avalanches exist with different fractal dimensions. This assumption allowed for excellent collapses of the scaling plots. Nevertheless, the separation of the scaling functions corresponding to the two types of avalanches was possible by using a double FSS technique involving the collapse of data corresponding to three or more different system sizes. The propagation of the statistical errors within such complicated computations rendered large error bars in the scaling functions and exponents.
Given the two different fractal dimensions, it would be desirable to be able to perform a direct classification of the 3− and 3c avalanches during simulations. Nevertheless, this desirable idea is not possible since, in a finite system, a good determination of a fractal dimension is only possible after performing statistics of many avalanches of the same type.
In this work we propose two separation methods that, although being approximate (a small fraction of avalanches are not well classified) give enough bias to the statistical analysis to allow for a determination of the different properties of subcritical and critical 3D-spanning avalanches.
The idea behind the methods is that for a finite system that is below c , one basically finds one subcritical 3D-spanning avalanche. The other types of spanning avalanches may occur only close to c . Moreover, given their different fractal dimension, we expect subcritical 3D-spanning avalanches to be larger. Thus, we propose the following two methods, which will be applied only below c .
Method 1:
The larger 3D-spanning avalanche in a half loop is classified as subcritical. The other 3D-spanning avalanches will be considered critical 3D-spanning avalanches.
(We have checked that the larger 3D-spanning avalanche is also the last 3D-spanning avalanche found when decreasing the field from H = +ϱ to H =−ϱ in almost all the studied cases.)
Method 2: We classify a 3D-spanning avalanche as subcritical only when no other spanning avalanches occur during the half loop. If other spanning avalanches occur, we classify them as critical 3D spanning. The idea behind this method (which we will discuss in Sec. VII) is the conjecture that the subcritical 3D-spanning avalanche, close to, but below c , fills a large fraction of the system and does not allow other spanning avalanches to exist. Table III shows how the two methods classify a certain 3D-spanning avalanche depending on whether the other spanning avalanches found in the half loop are 1D, 2D or 3D spanning. In this latter case the fact that the other 3D-spanning avalanche(s) found are smaller or larger than the avalanche being classified must be taken into account. The two methods only differ in the case in which the 3D-spanning avalanche being classified is the largest, but other spanning avalanches (either 1D, 2D or smaller 3D) exist in the loop. Figure 6 shows an example of the separation of 3D-spanning avalanches into subcritical and critical, using the two methods. It corresponds to L = 48 and c = 2.21. One can appreciate that the original double-shaped cloud is separated into two. The cloud corresponding to critical 3D-spanning avalanches is similar in shape to the clouds corresponding to 1D-and 2D-spanning avalanches. Note that Method 2 classifies a certain number of large avalanches, occurring at very negative fields, as being critical that Method 1 classifies as being subcritical. The two separation methods will be used throughout the rest of the text to separately analyze the data corresponding to subcritical 3D-spanning avalanches and critical 3D-spanning avalanches. In some of the statistical analysis presented below we will consider only the 3D-spanning avalanches which are equally classified by the two methods and discard those which are classified differently from the analysis. Although this procedure reduces the size of the statistical sample, it ensures that we do not introduce any bias due to ill classification of some of the avalanches. Figure 7 presents the scaling collapses corresponding to the field averages for ഛ c . Data is presented on log-log scales in order to analyze the power-law behavior for ͉u͉L 1/ → ϱ. Figure 7(a) shows data corresponding to ͗H͘ 1 , ͗H͘ 2 , and ͗H͘ 3c , whereas Fig. 7(b) shows data corresponding to ͗H͘ 3− . We remark that only the 3D-spanning avalanches equally classified by Methods 1 and 2 have been used for computing the averages corresponding to ͗H͘ 3− and ͗H͘ 3c . By fixing 1 / = 1.5 and taking = 1.2 from Ref. 22 we get the best collapses for BЈ = 0.25± 0.10 (unique free parameter). We would like to emphasize that the four sets of data scale extremely well with the same values of , , and BЈ.
V. SCALING COLLAPSES
A. Field averages and standard deviations
The asymptotic behavior of ĥ 3− [the dotted line in Fig.  7 . The exponent 1.8 equals / within statistical error. This means that, in the thermodynamic limit, . This implies that in the thermodynamic limit,
for the 1D-, 2D-, and critical 3D-spanning avalanches. Similar finite-size scaling analysis can be done for the standard deviations of the marginal distributions n ␣ / N ␣ according to Eq. (31) . 
B. Number density
The number density corresponding to the 1D-spanning avalanches at the critical amount of disorder n 1 ͑H ; c , L͒ is shown in Fig. 9(a) as a function of the applied field for different system sizes. The number density shows a peak that increases and shifts for increasing L. Similar behavior is observed for n 2 ͑H ; c , L͒ [ Fig. 10(a) ]. An FSS analysis is performed using the scaling assumption for the number densities [Eq. → ± ϱ both scaling functions go exponentially to zero. This behavior indicates that, in the thermodynamic limit for = c , 1D-and 2D-spanning avalanches only exist at H = H c . Figure 11 shows several cuts corresponding to the scaling surface n 1 ͑uL 1/ , vL 1/ ͒. From the collapses we confirm BЈ = 0.25± 0.10 in total agreement with previous estimates. From a qualitative point of view, the collapses indicate that the scaling surface shows a crest with amplitude depending on uL 1/ . More quantitatively, the scaling collapses for each cut can be well approximated by Gaussian functions, whose amplitude, peak position, and width depend on uL 1/ . Furthermore, the dependence on uL 1/ of the fitted amplitudes also adjusts very well to a Gaussian function that follows the profile of the crest (a continuous line on the back plane in Fig. 11 ). The dashed line on the bottom plane indicates the position of the crest ͗vL 1/ ͘ 1 ͑uL 1/ ͒ = ĥ 1 ͑uL 1/ ͒ / H c , which has already been shown in Fig. 7(a) .
All these considerations imply that, for any value of H, the scaling function n 1 decays exponentially when uL 1/ → ± ϱ. This indicates that, in the thermodynamic limit, irrespective of the value of H, n 1 is zero for c . In contrast, when = c , n 1 diverges at H = H c and is zero for other values of the field. This scenario for n 1 is also applicable to n 2 .
To obtain n 3c and n 3− we have used Method 2 of separation described in Sec. IV D. The results for = c are presented in Figs. 12 and 13 for n 3c ͑H ; c , L͒ and n 3− ͑H ; c , L͒, respectively. We have also tried to separate the two types of avalanches by Method 1, but the collapses are not as good as those obtained with Method 2. This result indicates that in the set of avalanches nonequally classified by the two methods, there are more critical 3D-spanning avalanches than subcritical 3D-spanning avalanches.
As in the case of n 1 and n 2 at = c , the behavior of the scaling functions in Figs. 12(b) and 13(b) indicate that both n 3c and n 3− diverge at H = H c and are zero for fields different to H c . The detailed study of the bivariate collapses corresponding to n 3c ͑H ; , L͒ and n 3− ͑H ; , L͒ for c is difficult and tedious. In particular, for Ͼ c we do not expect the separation methods to work and for Ͻ c , the analysis would require a lot of statistics.
VI. DIRECT DETERMINATION OF THE FRACTAL DIMENSIONS
In the thermodynamic limit we assume the standard fractal behavior, i.e. that the average mass belonging to a certain avalanche type inside a box of linear size l is given by
in the limit l Ӷ , where is the correlation length. The prefactor M ␣ * ͑͒ is related to the concept of lacunarity. 31 In general there can be fractals sharing the same fractal dimension, but with different lacunarities. The fractal dimension is related to the rate of change of the average mass when the size of the box is changed. In contrast, the lacunarity is related to the size of the gaps of the fractal and is independent of the fractal dimension. In this way, the larger the typical size of the gaps, the higher the lacunarity. For many fractals, 31, 32 as lacunarity increases, the prefactor M ␣ * , decreases since the average mass inside a box of linear size l decreases.
For finite systems it is necessary to translate the law (34) into a finite-size scaling hypothesis. As usually done, we propose the following:
where the condition Շ L stands for the fact that scaling only holds in the critical zone. Equation (35) allows the data corresponding to the average masses M ␣ to be collapsed and, in this way, to obtain the fractal dimensions d ␣ . We can predict the shape of M ␣ in two limiting cases: on the one hand, the scaling function M ␣ ͑uL 1/ , l / L͒ should behave as
in the limit l / L Ӷ / L Շ 1 to recover the expression (34) from (35) . On the other hand, in the limit l / L ӷ / L, the scaling function corresponding to the subcritical 3D-spanning avalanche should behave as
if this avalanche fills a finite fraction ͉u͉ ␤ 3− of the system for Ͻ c in the thermodynamic limit 23 in such a way that 
Such behavior can be obtained from Eqs. (37) and (35) using the hyperscaling relation ␤ 3− = ͑3−d 3− ͒. Figure 14 shows the scaled average mass for all types of spanning avalanches from simulations performed at = c . We have only considered the average mass of those 3D-spanning avalanches that are equally classified by the two proposed methods. Note that collapses are performed with a single free parameter (which is the corresponding fractal dimension). The best collapses give d f = 2.78± 0.05 for the 1D-, 2D-, and critical 3D-spanning avalanches and d 3− = 2.98± 0.02 for the subcritical 3D-spanning avalanches. Both values are in total agreement with those obtained independently in Ref. 22 . Moreover, the slope of each collapse in the limit l Ӷ L (left-hand side of the collapses) coincides with the fractal dimension used to obtain the collapses, so that the behavior (36) is confirmed. The prefactors are M 1 * ͑ c ͒ = 0.95± 0.07, M 2 * ͑ c ͒ = 0.93± 0.07, M 3c * ͑ c ͒ = 0.90± 0.07, and M 3− * ͑ c ͒ = 0.65± 0.07. The low value of the prefactor corresponding to the subcritical 3D-spanning avalanches indicates that the gaps of these avalanches are large. As a consequence, the space filled locally by these avalanches is not as high as one would a priori think given the proximity of d 3− to 3.
To study the behavior of M 3− for Ͻ c it is convenient to multiply the scaling function M 3− by the factor ͑l / L͒ −3 . From Eqs. (36) and (37), it should behave as
in such a way that, for a given value of uL 1/ Ͻ 0, the function ͑l / L͒ −3 M 3− approaches a constant value for large values of l / L if the correlation length is finite. Figure 15 shows the scaling collapses of ͑l / L͒ ) Therefore, one can deduce that / L is finite for Ͻ c and it decreases when uL 1/ becomes more negative. In addition, the results confirm the compact character of the subcritical 3D-spanning avalanche for length scales larger than , as proposed in Ref. 24 by a different method.
VII. DISCUSSION
The results presented so far together with the results obtained in Ref. 22 provide a clear scenario for the phase diagram of the T = 0 3D-GRFIM with metastable dynamics in the thermodynamic limit.
We have numerically deduced that the subcritical 3D-spanning avalanche occurring on the transition line given by Eq. (32) is compact and is thus responsible for the macroscopic jump of the magnetization. 22 Therefore we are facing a standard first-order phase transition scenario with no divergence of the correlation length for Ͻ c . At the critical point, this subcritical 3D-spanning avalanche becomes fractal at all length scales, and does not fill any finite fraction of the system. The end point ͑ c , H c ͒ is a standard critical point. Figure 16 (a) shows the obtained phase diagram. The dashed line represents the first-order transition line given by Eq. (32) and the large dot the critical point. Note that this transition line is only approximate because it has been deduced from scaling arguments close to the critical point. Nevertheless it is remarkable that Eq. (32) for = 0 renders ͗H͘ 3− ͑0͒ = −5.113 which is close to the value −4 which can be computed by a (not so) trivial analysis of the coercive field of the hysteresis loop of the Gaussian 3D-GRFIM with metastable dynamics corresponding to → 0 + . 33 In Fig. 16(b) we also show for comparison the phase diagram of the 3D-GRFIM model in equilibrium at T =0 (ground-state). 25 In addition, in Figs. 16(c) and 16(d) we show the mean field (MF) solutions corresponding to both the metastable 13 and equilibrium 34 cases.
The MF scenario indicates that the equilibrium and metastable critical points occur for the same value of c = z ͱ 2/ (Table IV) , where z is the coordination number. In particular, z = 6 renders c = 4.7873 for the 3D-GRFIM. Below c , nevertheless, the transition in equilibrium is a standard firstorder transition (at H =0), whereas it is a spinodal line H s ͑͒ in the metastable case. From the equations in Refs. 13 and 17 it can be found that the metastability limit is
when the external field is decreased. ⌽ err is the error function. 35 The continuous line in Fig. 16(c) corresponds to H s ͑͒ for z = 6. The spinodal transition is characterized by a divergence of the fluctuations and the correlation length on the line H s ͑͒ where the discontinuity of the order parameter ⌬m occurs.
In the present work we have shown that when comparing the exact solutions (non-MF) of both the equilibrium model and the metastable model, the character of the transition line does not change. In both cases the transitions are standard first-order transitions with order parameter discontinuities and finite correlation length. This result agrees with the prediction 17 that the transition is abrupt for d Ͻ 8 as deduced from an ⑀ expansion analysis around d =8.
As indicated in Fig. 16 and Table IV , c eq = 2.270± 0.004 in equilibrium and c met = 2.21± 0.02 in the metastable case. Regarding the value of the critical field, it is ͉H c ͉ = 1.425 in the exact metastable model and zero in the exact equilibrium model. Thus, when the exact 3D-GRFIM is studied, the critical point in equilibrium does not coincide with that corresponding to metastable dynamics. Nevertheless, the critical exponents are the same within statistical errors. The values are indicated in Table IV . 36 In fact, Dahmen et al. 17 have already pointed out this similitude between the critical exponents for both models. These authors argue that agreement between the two sets of exponents is rather unexpected since the two models are very different. Nevertheless, one can provide a plausible argument based on renormalization group theory that suggests that the critical points in the two models (3D-GRFIM in equilibrium and the 3D-GRFIM with metastable dynamics) correspond to the same fixed point in a more general parameter space. Within the framework of RG theory the critical surface (or critical line) is defined as the set of all points in the parameter space that flow to a certain critical fixed point when the renormalization group transformation is applied. The variation of the tunable parameters of a model describes a "physical" trajectory in the parameter space. According to these definitions, the critical point corresponds to the point where the "physical" trajectory intersects the critical surface. The two models discussed here can be considered as particular cases of a more general model with the same 3D-GRFIM Hamiltonian and the following T = 0 adiabatic dynamics: when H is varied, blocks of neighboring spins of size n ഛ n max flip when such a flip represents an energy decrease. The metastable dynamics introduced by Sethna corresponds to n max =1 (only single spin flips are considered) and the equilibrium model at T =0 (exact ground state) corresponds to n max = ϱ. The parameter n max is a new parameter that must be considered in the RG equations. Since a critical point (characterized with the same exponents within error bars) is found both with n max = 1 and n max = ϱ, it is plausible to assume that this is an irrelevant parameter. Thus, we propose the scenario presented in Fig. 17 . Changing n max alters the position of the critical point, but not the critical exponents which correspond to the same critical fixed point. Numerical simulations of the 3D-GRFIM with n max Ͼ 1 dynamics will help in clarifying this picture. At present we guess that the RG flow follows the arrows schematically indicated in Fig. 17 . Both the equilibrium critical point (ECP) and the metastable critical point (MCP) lie on the same critical surface (CS). In general a first-order phase transition occurs at the points in the parameter space that go towards a discontinuity fixed point when the RG transformation is applied. 37 We assume the existence of two discontinuity fixed points: the equilibrium discontinuity fixed point (EDFP) and the metastable discontinuity fixed point (MDFP). The EDFP controls the first-order phase transition in the equilibrium case (n max −1 = 0 and Ͻ c eq ) and the MDFP controls the first-order phase transition when n max −1 Ͼ 0. All the points that flow towards any of the discontinuity fixed points define the discontinuity surface (DS) where the first-order phase transition occurs.
Another interesting question to be discussed is the determination of the correlation length in the 3D-GRFIM with metastable dynamics. Avalanches can be understood as the zero temperature fluctuations in the driven system. Is their average linear size related to ? The first thing to note is that we have found that avalanches display two different fractal dimensions (and thus different associated ␤ exponents). The and exponents, nevertheless, are the same for all the scaling collapses. For instance, this is illustrated by Fig. 7 in this work and by Figs. 8-10 in Ref. 22 . Thus the behavior of the correlation length is unique:
with ⌶ ͑x͒ϳx + O͑x 2 ͒. The fluctuations then can "choose" between two different mechanisms for propagation either with fractal dimension d f = 2.78 or with fractal dimension d 3− = 2.98. The second point to be considered is that cannot be related to the size of the subcritical 3D-spanning avalanche since we have found that is finite below c . Keeping these two observations in mind we propose that the correlation length is related to the average radius of the largest nonspanning avalanche. Below = c the existence of a compact subcritical 3D-spanning avalanche does not allow for the nonspanning avalanches to overcome a certain finite length and thus is finite. Only at the critical point does the subcritical 3D-spanning avalanche become fractal and allows for other spanning avalanches to exist and becomes infinite. This behavior is much similar to what has been recently found in percolation. 38, 39 We conjecture that some of the theorems that have been rigorously proven concerning the uniqueness of the infinite percolating cluster should be applicable to our case concerning the compact subcritical 3D-spanning avalanche. The present results should be considered as an interesting stimulus to proceed with the analysis of percolation theory. For instance, we propose checking whether the fractal dimension of the spanning clusters is the same as that of the infinite cluster at distances lower than the correlation length at the percolation threshold.
VIII. SUMMARY AND CONCLUSIONS
The results presented in this paper are mainly related to two topics in the 3D-GRFIM: first, the field dependence of the spanning avalanches, and second, the geometrical properties of the avalanches. We have extended the FSS hypothesis proposed in Ref. 22 to properly take into account the field dependence of the number densities n ␣ ͑H , , L͒ and of the bivariate distributions D ␣ ͑s , H ; , L͒. When carrying out such an extension, it is necessary to introduce a new scaling variable v and a new exponent related to the divergence of the correlation length when H approaches H c ͑ ϳ͑H − H c ͒ − ͒. We have also introduced a scaling hypothesis for the field ͗H͘ ␣ ͑ , L͒ at which the different avalanches concentrate and their standard deviation ␣ H ͑ , L͒. From the scaling collapses corresponding to the 1D-and 2D-spanning avalanches we have found 1 / = 1.5. The study of the 3D-spanning avalanches is more intricate as already shown in Ref. 22 , where we propose the existence of two different types of 3D-spanning avalanches. In this paper we have proposed two approximate separation methods for classifying these avalanches as subcritical or critical. Using these methods we have found that 1 / = 1.5 for both cases. Scaling enables the following behavior to be sketched in the thermodynamic limit: The 1D-, 2D-, and critical 3D-spanning avalanches only exist at the critical point ͑ c , H c ͒ = ͑2.21, −1.425͒, where their number densities are infinite. In con- trast, one subcritical 3D-spanning avalanche exists below c and it occurs on the line ͗H͘ 3− ͑͒ [Eq. (32) ].
From the average mass M ␣ ͑l ; ͒ we have obtained the fractal dimensions corresponding to each of the types of spanning avalanches. This has allowed us to confirm independently the results in Ref. 22 : d f = 2.78± 0.05 for the 1D-, 2D-, and critical 3D-spanning avalanches and d 3− = 2.98± 0.02. Furthermore, the behavior for Ͻ c of the average mass corresponding to the subcritical 3D-spanning avalanches indicates that the correlation length is finite below c . As a consequence, we conclude that the line ͗H͘ 3− ͑͒, where the discontinuity in the order parameter occurs, corresponds to a standard first-order phase transition line and only diverges at the critical point.
