Abstract. In this note we consider s-chromatic polynomials of finite simplicial complexes. The s-chromatic polynomials of simplicial complexes are higher dimensional analogues of chromatic polynomials for graphs.
Introduction
Let K be a finite simplicial complex with vertex set V (K) = ∅ and let r ≥ 1 and s ≥ 1 be two natural numbers. A map col : V (K) → {1, 2, . . . , r} is an (r, s)-coloring of K if there are no monochrome s-simplices in K [5] . We write χ s (K, r) for the number of (r, s)-colorings of K. For s = 1, an (r, 1)-coloring of K is a usual graph coloring, χ 1 (K, r) is the usual chromatic polynomial, and chr 1 (K) the usual chromatic number of the 1-skeleton of K. In general, χ s (K, r) depends only on the s-skeleton of K. Although the higher s-chromatic polynomials for simplicial complexes are analogues of 1-chromatic polynomials for graphs we shall shortly see that there are structural differences between the cases s = and s > 1. The first author was supported by the Danish National Research Foundation (DNRF) through the Centre for Symmetry and Deformation.
We thank Eric Babson whose questions, in November 2011 at the WATACBA workshop in Buenos Aires, led to this note. 1 The computations behind the examples of this note were carried out in the computer algebra system Magma [3] .
1.1. Notation. We shall use the following notation throughout the paper: K: a finite simplicial complex In this section we present three different to approaches to the s-chromatic polynomial χ s (K, r):
• Theorem 2.5 via 1-chromatic polynomials of graphs;
• Theorem 2.25 via the Möbius function for the s-chromatic lattice;
• Theorem 1.2 via the simplicial s-Stirling numbers of the second kind.
2.1. Block-connected s-independent vertex partitions. Let s ≥ 1 be a natural number.
Definition 2.1. Let B ⊂ V (K) be a set of vertices of K. Then • B is s-independent if B contains no s-simplex of K;
is a connected simplicial complex;
• the connected components of B are the maximal connected subsets of B.
Definition 2.2. Let P be a partition of V (K).
• The graph G 0 (P ) of P is the simple graph whose vertices are the blocks of P and with two blocks connected by and edge if their union is connected; • The block-connected refinement P 0 of P is the refinement whose blocks are the connected components of the blocks of P ; • P is block-connected if the blocks of P are connected (ie if P = P 0 ). Lemma 2.3. Let P be a partition of V (K). If two different blocks of the block-connected refinement P 0 are connected by an edge in the graph G 0 (P 0 ) of P then they lie in different blocks of P .
Proof. The connected components of the blocks of P are maximal with respect to connectedness.
is the set of all block-connected s-independent partitions of V (K).
Recall that χ 1 (G 0 (P ), r) is the 1-chromatic polynomial of the simple graph G 0 (P ) of the partition P .
Theorem 2.5. The s-chromatic polynomial for K is the sum
of the 1-chromatic polynomials and the s-chromatic number of K is the minimum
of the 1-chromatic numbers for the graphs of all the block-connected s-independent partitions of V (K).
be an (r, s)-coloring of K. The monochrome partition P (col) of V (K) is the sindependent partition whose blocks are the nonempty monochrome sets of vertices {col = i} for i ∈ [r]. The block-connected refinement P (col) 0 of the monochrome partition is a block-connected s-independent partition of K. The original coloring col of K is also a coloring of the graph G 0 (P (col) 0 ) of P (col) 0 for, by Lemma 2.3, distinct vertices of 1-simplices of this graph have distinct colors. We have shown that any (r, s)-coloring col of K induces an (r, 1)-coloring col 0 of the graph G 0 (P (col) 0 ) of the block-connected refinement of the monochrome partition. Let P ∈ BCP s (K) be a block-connected s-independent partition of V (K) and col 0 : P → {1, . . . , r} an (r, 1)-coloring of its graph G 0 (P ). Then col 0 determines a map col : V (K) → [r] that is constant on the blocks of P . An s-simplex of K can not be monochrome under col as it intersects at least two different blocks of P connected by an edge of G 0 (P ). Thus col is an (r, s)-coloring of K.
These two constructions are inverses of each other.
Remark 2.6 (The minimal block-connected s-independent partition). Let C 0 = {{v} | v ∈ V (K)} be the blockconnected s-independent partition of V (K) whose blocks are singletons. The graph G 0 (C 0 ) = K 1 is the 1-skeleton of K. Thus the 1-chromatic polynomial of the 1-skeleton of K is always one of the polynomials in the sum of Theorem 2.5. If K is 1-dimensional, BCP 1 (K) consists only of the partition C 0 and Theorem 2.5 simply says that the 1-chromatic polynomial of a simplicial complex is the 1-chromatic polynomial of its 1-skeleton.
Example 2.7 (The block-connected 2-independent partitions for D [3] ). The 2-simplex D [3] has 4 block-connected 2-independent partitions C 0 , {{1}, {2, 3}}, {{2}, {1, 3}}, and {{3}, {1, 3}}. The graph of C 0 is the complete graph K 3 , the 1-skeleton of D [3] . The graphs of the other three partitions are all the complete graph K 2 . Thus the 2-chromatic polynomial of Example 2.9 (The (r, 2)-colorings of a simplicial complex K). Let K be the pure 2-dimensional complex with facets F 2 (K) = {{1, 2, 3}, {2, 3, 4}, {4, 5, 6}}. The picture shows a (2, 2)-coloring of K and the corresponding (2, 1)-coloring of the associated graph, G 0 (P 0 ), the block connected refinement of the monochrome partition P = {{1, 2, 5, 6}, {3, 4}}. Table 1 shows the graphs G 0 (P ) for all block connected partitions P ∈ BCP 2 (K). For each graph, the Remark 2.11 (The S-chromatic polynomial of K). Let S be a set of connected subcomplexes of K. A set B ⊂ V (K) of vertices is S-independent if B is not a superset of any member of S. Let BCP S (K) be the set of 
as one sees by an obvious generalization of Theorem 2.5. An (r, s)-coloring of K is an (r, S)-coloring of K where S = F s (K) is the set of s-simplices.
2.2.
The s-chromatic linear program. Read [9, §10] explains how to construct a linear program with minimal value equal to the s-chromatic number chr
is the set of all maximal s-independent subsets of V (K).
is the minimal value of the objective function
, taking values 0 or 1, and
2.3. The s-chromatic lattice. Our approach here simply follows Rota's classical method for computing chromatic polynomials from Möbius functions of lattices [10, §9] . We need some terminology in order to characterize the monochrome loci for colorings of K. Recall that F s (K) is the set of s-simplices of K.
Definition 2.13. Let S ⊂ F s (K) be a set of s-simplices of K.
• The equivalence relation ∼ is the smallest equivalence relation in S such that s 1 ∩ s 2 = ∅ =⇒ s 1 ∼ s 2 for all s 1 , s 2 ∈ S; • the connected components of S are the equivalence classes under ∼; • π 0 (S) is the set of connected components of S; • S is connected if it has at most one component; • V (S) = S is the vertex set of S • π(S) is the partition of V (K) whose blocks are the vertex sets of the connected components of S together with the singleton blocks {v}, v ∈ V (K) − V (S), of vertices not in any simplex in S;
• S is closed if S contains any s-simplex in K contained in the vertex set of S, ie if
• the closure of S is the smallest closed set of s-simplices containing S.
For instance, the empty set S = ∅ of 0 s-simplices is connected with 0 connected components. If K = D [4] , the set {{1, 2}, {2, 4}} of 1-simplices is connected while {{1, 2}, {3, 4}} has the two components {{1, 2}} and {{3, 4}}.
A set of s-simplices is closed if and only if it equals its closure. For instance in F 2 (D [5] ), the set {{1, 2, 3}, {3, 4, 5}} is not closed because its closure is the set of all 2-simplices in D [5] . The empty set of s-simplices, any set of just one s-simplex, and any set of disjoint s-simplices are closed.
In this picture the green set of 2-simplices is connected and not closed, closed and not connected, closed and connected, respectively.
Lemma 2.14. Let S be a set of s-simplices in K and S 0 a connected component of S. Then S 0 is closed if and
Proof. Since the condition is certainly necessary we only need to see that it is sufficient. Let σ be an s-simplex in K with all its vertices in V (S 0 ). Then σ lies in S by assumption. But σ is equivalent to all elements of the equivalence class S 0 . Thus σ ∈ S 0 .
Lemma 2.15. Let S and T be sets of s-simplices in K.
(1) If S and T are closed, so is S ∩ T .
(2) If S and T have closed connected components, so does S ∩ T Proof.
(1) Let σ be an s-simplex of K and suppose that σ ⊂ V (S ∩ T ). Then σ ⊂ V (S) an σ ⊂ V (T ) so that σ ∈ S and σ ∈ T as S and T are closed.
(2) Let R be a connected component of S ∩ T . Let S 0 be the connected component of S containing R and T 0 be the connected component of T containing R.
as the connected components S 0 and T 0 are assumed to be closed. In particular, σ ∈ S ∩ T . According to Lemma 2.14, the connected component R is closed.
The set L s (K) contains the empty set ∅ of s-simplices and the set F s (K) of all s-simplices. These two elements of L s (K) are distinct when K has dimension at least s.
by Lemma 2.15 and this is clearly the greatest lower bound of S and T . It is now a standard result that 
is not graded as it contains two maximal chains 0 = (1)(2)(3)(4)(5)(6) < (123)(4)(5)(6) < (1234)(5)(6) < (12345)(6) < (123456) = 1 0 = (1)(2)(3)(4)(5)(6) < (123)(4)(5)(6) < (123)(456) < (123456) = 1 of unequal length. In contrast, the 1-chromatic lattice of any finite simplicial complex is always graded and even geometric [10 
Assume that the partition τ has blocks τ j . Let σ j be the set of those blocks of σ that intersect the block τ j of τ . Let w(σ j ) be the restriction of w(σ) to σ j . Then the interval
and therefore the value of the Möbius function on the pair (σ, τ ) 
We shall determine the set of lattice elements x with x ∧ a m = 0. There is only one solution to this equation with x ≤ a m and that is x = 0. As the other solutions satisfy x a m , they must have a block that contains m and at least one other element. It follows that the solutions x = 0 are all elements of the form
where all blocks but the unique block containing m are singletons. There are t + 1 elements in the block containing m where t is some number in the range 1 ≤ t ≤ s. As 
so that µ We remind the reader of the well-known fact that µ s m (w) 
Proof. It is rather easy to get the recurrence relation
Since the sum of binomial coefficients has value (−1) s , we get the recurrence relation
for the reduced Euler characteristic. The claim of the lemma follows immediately. Define the s-monochrome set of a map col :
. . , r} to be the set
of all monochrome s-simplices in K. The map col is an (r, s)-coloring of K if and only if M s (col) = ∅.
Lemma 2.24. The s-monochrome set M s (col) of any map col :
Proof. Let S be a connected component of M s (col). Since S is connected, all vertices in S have the same color. Let σ ∈ F s (K) be an s-simplex of K such that σ ⊂ V (S). The σ is monochrome: σ ∈ M s (col). By Lemma 2.14, S is closed. Theorem 2.25. The number of (r, s)-colorings of K is
where µ the Möbius function for the s-chromatic lattice L s (K).
Proof. For any B ∈ L s (K), let χ(K, r, s, B) be the number of maps col : • µ(S, S) = 1 for all S ∈ L s (K) • R≤S≤T µ(R, S) = 0 when R T • µ(R, S) = 0 when R S imply that µ( 0, 0) = 1 and µ( 0, {σ}) = −1 for every s-simplex σ ∈ F s (K).
Corollary 2.26. The highest degree terms of the s-chromatic polynomial are
Thus the s-chromatic polynomial determines f 0 (K) and f s (K).
Proof. The s-chromatic polynomial is
where µ( 0, 0) = 1 and µ( 0, {σ}) = −1 for all s-simplices σ of K.
Example 2.27. Consider the 2-dimensional complex K from Example 2.9. The 2-chromatic lattice
consists of all subsets of F 2 (K). The 2-chromatic polynomial is Figure 1 has the following (reduced) 2-chromatic lattice 
In both cases, the 1-skeleton is the complete graph on the vertex set. The chromatic numbers are chr 1 (MT) = 7, chr 1 (P2) = 6, and chr 2 (MT) = 3 = chr 2 (P2).
The chromatic polynomials of simple graphs (the 1-chromatic polynomials of simplicial complexes) are known to have these properties:
• The coefficients are sign-alternating [10, §7, Corollary]
• The coefficients are log-concave (Definition 2.43) in absolute value [7] • There are no negative roots and no roots between 0 and 1 [14] In contrast, the coefficients of the 2-chromatic polynomial
are not sign-alternating, not log-concave in absolute value, and the polynomial has a negative root and a root between 0 and 1.
2.4.
The s-chromatic polynomial in falling factorial form. Theorem 1.2 provides an interpretation of the coefficients of the falling factorial [r] i in the s-chromatic polynomial of the simplicial complex K.
Definition 2.30. S(K, r, s) is the number of partitions of V (K) into r s-independent blocks.
We think of S(K, r, s) as an s-Stirling number of the second kind for the simplicial complex K. If s > dim(K), then there are no s-simplices in K and all partitions of V (K) are s-independent, so that S(K, r, s) is the Stirling number of the second kind S(m(K), r) [12, p 33] . We now explain the general relation between these simplicial Stirling numbers S(K, r, s) and the usual Stirling numbers of the second kind.
Define the s-monochrome set of a partition P of V (K) to be the set 
is the total number of (r, s)-colorings of K.
Corollary 2.32. The reduced Euler characteristic of the open interval
Proof. Equate the terms of degree 1 of the two expressions (2.33)
from Theorem 2.25 and Theorem 1.2 for the s-chromatic polynomial of K.
We observe that
so that Theorem 2.31 implies Theorem 1.2. The s-chromatic number of K is immediately visible with the s-chromatic polynomial in factorial form because
is the lowest degree of the nonzero terms. The positive integer sequence
has no internal zeros. (If there is a partition of V (K) into r blocks not containing any s-simplex of K and r < m(K), then split one of the blocks with more than one vertex into two sub-blocks to get a partition of V (K) into r + 1 blocks containing no s-simplices of K.) The simplicial Stirling numbers satisfy the recurrence relations
To see this, fix a vertex v 0 of K. Let P be partition of V (K) into r s-independent subsets. Let U 0 be the block containing v 0 . The other blocks in P form a partition
The familiar recurrence relation S(m, r) = S(m − 1, r − 1) + rS(m − 1, r) for Stirling numbers of the second kind does not readily apply to simplicial Stirling numbers. The closest analogue may be
where v 0 is a vertex of K and S(K ∩D[V (K)− {v 0 }, r, s) is the set of partitions P of the vertex set of K ∩D[V (K)− {v 0 } into r s-independent subsets. Proposition 2.34. Let K be a subcomplex of L and assume that V (K) = V (L). Proof. (1) Let V be the vertex set of K and L. Write S(K, r, s) and S(L, r, s) for the set of partitions of V into r blocks containing no s-simplex of K or L, respectively. Then S(L, r, s) ⊆ S(K, r, s) for all r and s. Thus S(L, r, s) ≤ S(K, r, s).
and thus S(K, r, s) is strictly greater than S(L, r, s) when can be used to compute these numbers. Table 2 Proposition 2.38.
Proof. The only partitions of the S(m, m − s) partitions of V (K) into m − s blocks that are not s-independent are those consisting of one s-simplex of K together with singleton blocks.
(This is a special case of Proposition 2.34.(2).) This means that row s in the chromatic table lists the coefficients of the s-chromatic polynomial. The chromatic table of a 3-dimensional simplicial complex K, for instance, looks like this The row numbers of the first nonzero term in each row tell us that chr 1 (AS3) = 10, chr 2 (AS3) = 4, and chr 3 (AS3) = 2. Observe that all the above chromatic tables have strictly log-concave rows.
Definition 2.43. [11] A finite sequence a 1 , a 2 , . . . , a N of N ≥ 3 nonnegative integers is strictly log-concave if
It has been conjectured that the sequence of coefficients of the 1-chromatic polynomial of a simple graph in falling factorial form, r → S(K, 1, r), 
log-concave for fixed K and s?
This seems to be the right question to ask as it may be true for all the chromatic polynomials of a simplicial complex and we have seen that the absolute value of the coefficients of the s-chromatic polynomial are simply not log-concave for s > 1.
Note that the Stirling numbers of the second kind, which are upper bounds for the simplicial Stirling numbers S(K, r, s) by the inequalities (2.37), are log-concave in r [11, Corollary 2] .
We shall now examine Question 2.44 on two spherical boundary complexes of cyclic n-polytopes. By Gale's Evenness Theorem [6] , the simplicial complex ∂CP(m, n) triangulates the boundary of the cyclic npolytope on m vertices. Thus ∂CP(m, n) is a simplicial (n − 1)-sphere on m vertices and it is ⌊n/2⌋-neighborly in the sense that ∂CP(m, n) has the same s-skeleton as the full simplex on its vertex set when s < ⌊n/2⌋. with the m(K) values χ s (K, i), 1 ≤ i ≤ m(K), of the s-chromatic polynomial in row s. This matrix of chromatic polynomial values appears also to have log-concave rows.
Chromatic uniqueness
In this section we briefly discuss to what extent simplicial complexes are determined by their chromatic polynomials. Proposition shows that the chromatic table of a simplicial complex determines its f -vector. Definition 3.1. K is chromatically unique if it is determined up to isomorphism by its chromatic table.
In Lemma 3.2 below, K ∐ L is the disjoint union and K ∨ L the one-point union of K and L. The proof is identical to the one for the similar statements about chromatic polynomials for simple graphs. On the other hand, Proposition 2.34. (2) immediately implies that the s-skeleton of a full simplex is chromatically unique (in a very strong sense). 2)).
