We present elPrep 4, a reimplementation from scratch of the elPrep framework for processing sequence alignment map files in the Go programming language. elPrep 4 includes multiple new features allowing us to process all of the preparation steps defined by the GATK Best Practice pipelines for variant calling. This includes new and improved functionality for sorting, (optical) duplicate marking, base quality score recalibration, BED and VCF parsing, and various filtering options. The implementations of these options in elPrep 4 faithfully reproduce the outcomes of their counterparts in GATK 4, SAMtools, and Picard, even though the underlying algorithms are redesigned to take advantage of elPrep's parallel execution framework to vastly improve the runtime and resource use compared to these tools. Our benchmarks show that elPrep executes the preparation steps of the GATK Best Practices up to 13x faster on WES data, and up to 7.4x faster for WGS data compared to running the same pipeline with GATK 4, while utilizing fewer compute resources. 2 preparing sequence alignment/map files (SAM/BAM) [2] for variant calling in DNA 3 sequencing pipelines. Which preparation steps are used in a pipeline depends on the 4 application, but, in general, they prepare the aligned read data in some way for 5 statistical analysis, and they may include steps for filtering out unmapped reads or 6 reads based on genomic regions of interest, sorting reads for coordinate order, marking 7 the reads that are optical or PCR duplicates, calculating and applying base quality 8 score recalibration, and so on. The GATK Best Practices [3] for example define a 4-step 9 pipeline -and a couple of variations-for preparing data for variant calling with 10 GATK [4], one of the most widely used variant callers. 11 elPrep differs from other tools for processing SAM/BAM files such as SAMtools [5], 12 Picard, and GATK 4 [4] 1 in terms of its software architecture that allows executing 13 sequencing pipelines by making only a single pass through the data, independent of the 14 number of steps specified in the pipeline description. This software architecture is 15 designed to avoid repeated file I/O by keeping data as long as possible in memory 16 during execution, to merge the computations of different preparation steps, and to avoid 17 1 The recent release of GATK 4 contains preparation tools subsuming the Picard software.
This elPrep command executes a pipeline that takes as input a BAM file and 114 performs (optical) duplicate marking, generates metrics, sorts the input by coordinate 115 order, and applies base quality score recalibration, producing a single output BAM file. 116 It is possible to specify further parameters for each option, but they are not listed here. 117 The order in which the steps are specified is irrelevant: The elPrep implementation 118 internally takes care of ordering the execution of the steps correctly, while also merging 119 and parallelizing their execution. Note that the VCF and FASTA files need to be 120 converted to an internal format beforehand, cf. the .elsites and .elfasta files in the 121 command. These can be generated by separate elPrep commands once from the original 122 FASTA and VCF files. The .elsites and .elfasta formats can be parsed significantly more 123 efficiently than the VCF and FASTA formats. For more details, please consult our 124 extensive documentation online (http://github.com/ExaScience/elprep). 125 The elPrep 4 framework 126 elPrep, from the beginning, has been designed as a modular plug-in architecture where 127 the implementation of SAM/BAM tools is separated from the engine that parallelizes 128 and merges their execution [1] . While many of the core ideas from the original elPrep 129 architecture remain unchanged, the elPrep 4 framework introduces a number of changes 130 that make it easier to implement more complex SAM/BAM tools. 131 A phased, filtering architecture 132 A key idea in elPrep is to distinguish between SAM/BAM tools that can be expressed 133 as operations on individual reads or filters, and operations such as sorting that operate 134 on the whole set of reads [1] . Examples of filters include operations to remove 135 unmapped reads, or remove reads based on genomic regions, but we have also shown 136 that more complex operations such as duplicate marking can be expressed as filters [1] . 137 Conceptually, elPrep distinguishes between three phases when executing pipelines: 138 The original elPrep framework only makes it easy to add new filter operations. Sorting was the only whole-set operation, and its implementation was integrated with the elPrep framework.
A modular plug-in architecture 149 The elPrep execution engine is designed as a collection of higher-order functions and 150 filters that are implemented using lambda expressions [1] . Lambda expressions are 151 anonymous, first-class functions, which allow functions to be treated as values that can 152 be used as input values to other functions or can be used as return values. This 153 mechanism is available in languages such as Common Lisp, C++11, Java 8, and our 154 implementation language Go.
155
Concretely, elPrep models filters using two layers of filtering functions (Listing 2).
156
The top level function receives a representation of the SAM header as an argument, so 157 one can modify it there. This function returns another function that has a single Next to the filter interface, one can also define tools that operate on the whole set of 169 reads. The elPrep framework provides a Sam data structure that represents a 170 SAM/BAM file in memory (Listing 3). The data structure provides access to the reads 171 from the SAM file in the form of an array (cf. Alignments), so that whole-set operations 172 can be expressed as parallel loops over that alignment array. We developed the framework, yet produce the same results as their counterparts in Picard/GATK 4. In 199 the S1 Appendix, we discuss our parallel algorithm for optical duplicate marking.
200
Similarly, in the S2 Appendix, we discuss our parallel algorithm for base quality score 201 recalibration and application in elPrep 4.
202

Results
203
To assess the efficiency of elPrep 4, we set up three different benchmarks where we 204 execute a 4-step preparation pipeline specified by the GATK Best Practices [3] . We The pipeline we benchmark contains the following steps (as specified by the GATK Best 210 Practices [3] ). We list the GATK 4 tool name for each step between brackets: . Applying base quality score recalibration (ApplyBQSR).
215
Data sets 216 We execute our benchmarks for both a whole-exome and whole-genome sequencing of 217 NA12878. We downloaded the FASTQ files from their respective public 218 repositories [10, 11] and aligned them using BWA mem [5] . The whole-exome sample 219 was aligned using hg19 4 Whole-exome results
230
The benchmark results for the whole-exome data are shown in Fig. 1 The runtime for GATK 4 is the runtimes of the individual pipeline steps added up, 239 as the execution of these steps effectively coincide with seperate GATK 4 command-line 240 invocations. In contrast, the results for elPrep 4 do not differentiate between the steps, 241 as the execution of all steps is merged. The minimum RAM use of GATK 4 is 242 determined by the peak RAM use of the individual steps, which is recorded here for the 243 MarkDuplicates step. The minimum disk use for GATK 4 is determined by looking at 244 the disk use of the individual steps and combining the two subsequent steps that 245 produce the largest sum. This is a good estimate of the minimum disk space since the 246 intermediate BAM files produced by the individual steps can be deleted once they have 247 been processed by the next step, but not before. Here we get a peak disk use for 248 combining the SortSam and MarkDuplicates steps. 249 We see that elPrep 4 (filter mode) is 13x faster, uses 2.6x more RAM, and uses only 250 0.15x of the disk space compared to GATK 4. Using elPrep 4 (sfm mode) we see that 251 elPrep 4 is 5.4x faster than GATK 4, using only 0.7x the RAM and 0.6x the peak disk 252 space that GATK 4 uses. Concretely, we go from a runtime of 58m31s using 31GB of 253 RAM and 26.34GB of disk in GATK 4 to a runtime of 4m35s using 80GB RAM and 254 4GB of disk for the elPrep 4 filter mode, or a runtime of 10m57s using 22GB RAM and 255 15.5GB of disk for the elPrep 4 sfm mode. 256 Overall, elPrep 4 executes the pipeline faster, while making more efficient use of the 257 compute resources (RAM/disk/threads) than GATK 4, in both filter and sfm modes.
258
Whole-genome results
259
The results for our whole-genome benchmark are shown in Fig. 2 , comparing runtimes, 260 RAM use and disk use for GATK 4 and elPrep 4 (sfm mode). We see that elPrep 4 261 executes the pipeline 7.4x faster than GATK 4, while using 0.84x of the RAM and just 262 0.7x of the disk space. The runtime goes down from almost 27h in GATK 4 to roughly 263 3h37m in elPrep 4, while RAM use goes down from roughly 229GB in GATK 4 to 264 192GB in elPrep 4, and the peak disk use goes down from 520GB in GATK 4 to 346GB 265 in elPrep 4. Again, elPrep 4 achieves these speedups while producing the same results 266 compared to the GATK 4 run. etc. of the original algorithms as much as possible, so that the outcomes are the same. 273 One challenge is that many of the algorithms are non-deterministic. MultiQC.
288
Similarly, we can show that the base quality score recalibration (BQSR) algorithm in 289 elPrep 4 produces the exact same result as GATK 4. We can verify this by comparing 290 the .recal files that contain the BQSR statistics and are generated by both tools using 291 Unix diff or MultiQC. The BQSR algorithm takes into account duplicated reads for 292 calculating these statistics, and since duplicate marking is non-deterministic, an exact 293 comparison between GATK 4 and elPrep 4 only makes sense when they are passed the 294 exact same input BAM for BQSR calculation. So when we call GATK 4 and elPrep 4 295 with a BAM file that is already coordinate sorted and marked for duplicates, we see 296 that the .recal files that are produced by both tools when performing BQSR are exactly 297 the same when doing a Unix diff command. We can also compare the BAMs produced 298 by GATK 4 and elPrep 4 using Unix diff, but it is important to first sort the optional 299 fields in each read, and sort the files using Unix sort. The latter are needed to handle 300 the non-deterministic order of the optional fields on the one hand (see SAM/BAM 301 specification [2] ), and the non-determinism of sorting for coordinate order -when 302 multiple reads have the same mapping positions. A recipe for comparing the execution 303 of GATK 4 and elPrep 4 is given below: The pipeline we benchmark for comparing the performance of elPrep 4 and GATK 3.8 is 320 the same pipeline as the one used for the comparison with GATK 4, but the difference 321 is that Picard tools are used for some of the steps. The functionality of Picard tools and 322 GATK is merged in GATK 4, but for earlier versions of GATK, Picard tools is the 323 standard tool for implementing some of the pipeline steps [3] .
324
Below we list the pipeline steps and the tool that is recommended for processing 325 them in the GATK Best Practices [3] for GATK versions predating GATK 4: . Applying base quality score recalibration (PrintReads from GATK).
330
Data sets 331 We benchmark the same whole-genome data set that we use in our benchmarks for 332 GATK 4, namely the Illumina Platinum whole-genome sequencing of NA12878 [11] . We 333 created the aligned BAM file from the original FASTQ files by aligning the data against 334 hg38 using bwa mem.
335
Server and software versions 336 We ran our benchmarks on the same 36-core server we use for our GATK 4 benchmarks. 337 We used elPrep 4.0.0 compiled with go1.10.3, gatk-3.8.0 using Java 1.8.0 144, 338 picard-tools-2.9.2, and bwa-0.7.17.
339
340
The benchmark results comparing GATK 3.8 and elPrep 4 are shown in Fig. 3 . They 341 compare runtime, RAM, and disk use. elPrep 4 executes the pipeline more than 18x 342 faster than GATK 3.8, while using only 0.85x of the peak RAM and 0.8x of the peak 343 disk space that GATK 3.8 uses. Concretely, the runtime goes down from almost 65h to 344 roughly 3h40m, while peak RAM use goes down from 225GB to 192GB, and peak disk 345 use from 442GB to 350GB. Note that the total runtime for GATK 3.8 is the sum of the 346 runtimes of the individual steps. The peak RAM use for GATK 3.8 is the largest RAM 347 use of the individual steps. We use the same whole-exome and whole-genome data sets that we use in the rest of the 368 benchmarks for comparing GATK 4 and elPrep 4. Hence, we use the genome-in-a-bottle 369 whole-exome for NA12878 aligned against hg19 [10] , and the Illumina Platinum 370 whole-genome for NA12878 aligned against hg38 [11] .
371
Server and software versions 372 We ran the pipeline for both whole-exome and whole-genome data sets on a wide range 373 of Amazon instances, as listed in Table 1 . The table lists the Whole-exome results
379
The results for running our whole-exome benchmark on AWS are shown in Fig. 4 because it is the only instance that satisfies the elPrep memory requirements for this 402 particular whole-genome data set. In contrast, the GATK 4 runs are able to execute on 403 Amazon instances ranging from m5.large to m5.24xlarge. 404 Fig 5. AWS WGS benchmarks. The dollar cost and runtime on Amazon Web Services for running a 4-step pipeline on a whole genome using GATK 4 versus elPrep 4. While GATK 4 is able to run on a wider range of Amazon instances, the overall runtime is much larger compared to elPrep 4. The fastest run with GATK 4 takes over 17.5 hours on m5.12xlarge and costs 48.71$, whereas the elPrep 4 run takes a bit less than 3 hours and costs only 16.25$ on m5.24xlarge, being almost 6x faster for 3x less money.
Similar to the whole-exome results, the overall cheapest run is for GATK 4 on 405 m5.large, costing 2.68$, but taking 23h17m. The elPrep 4 run on m5.24xlarge costs algorithms that reimplement the GATK 4 tools for optical duplicate marking and base 452 quality score recalibration in the elPrep 4 framework, greatly speeding up the execution 453 of these steps compared to GATK 4, while producing the same results.
454
In our benchmarks, we compare the raw performance of elPrep 4 to GATK 4 and
