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Abstract
We extend a recent investigation by Meehan et al. (2019) [20] regarding the global stability properties of
the general Kermack-McKendrick (renewal) model to the multi-strain case. We demonstrate that the basic
reproduction number of each strain R0j represents a sharp threshold parameter such that when R0j ≤ 1
for all j each strain dies out and the infection-free equilibrium is globally asymptotically stable, whereas
for R01 ≡ maxj R0j > 1 the endemic equilibrium point P¯
1, at which only the fittest strain (i.e. strain 1)
remains in circulation, becomes globally asymptotically stable.
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1. Introduction
The combination of genetic evolution and primary transmission has driven an explosion in the number
of phenotypically distinct lineages of infectious diseases (i.e. strains) circulating in the global population.
To simulate the dynamics of several co-circulating pathogen strains, several authors have developed multi-
strain extensions of canonical single-strain epidemic models [3, 5, 8, 4, 17, 1, 6]. Often, these models are
constructed by making n copies of the various infectious states considered for a single strain, with the
additional constraint that each of the n strains dips from a common susceptible pool. In this case, many
authors (e.g. [3, 5, 8]) have rediscovered the well-known competitive exclusion principle (first appearing
in the ecological literature [25, 15]) which asserts that when several species are competing over a shared
resource only one of them can survive indefinitely — namely, the one with the greatest reproductive capacity.
Although this result can often be deduced by investigating the asymptotic dynamics of each system, the
global stability of the various equilibria has often proven to be more difficult to establish (see for instance [8]).
Many of the multi-strain models investigated thus far have been of compartmental type for which infected
individuals have a fixed infectiousness for the duration of their infectious period (which may or may not
follow an exponentially distributed latency period). In this article we extend these approaches by adapting
the general Kermack-McKendrick renewal model to the multi-strain context (section 2) and apply the direct
Lyapunov method to establish the necessary and sufficient conditions for the global asymptotic stability
of the infection-free and endemic equilibrium points of our system (section 3). Importantly, since the
general Kermack-McKendrick model incorporates many of the familiar transmission dynamic models as
limiting cases (e.g. the SIR and SEIR models) [9, 21, 7], the analysis and results presented in this article
generalize a number of results derived in previous investigations [6]. (For applications of the direct Lyapunov
method to single-strain compartmental epidemic models see e.g. [14, 16, 12] and for renewal-type models
see e.g. [18, 19].)
2. Model description
The model we investigate in this article is a multi-strain extension of the general Kermack-McKendrick
model outlined in detail in [20] (see also [13, 18, 7]). In particular, we develop a model with n distinct,
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uncoupled pathogen strains which each dip from a common susceptible pool, S. We assume perfect cross-
immunity such that, once infected with strain j ∈ [1, n], individuals are immune to further infection with
an alternate strain. In the absence of cross-immunity it is possible that chaotic solutions may arise [2, 23].
Firstly, we introduce the force of infection of each strain j, Fj(t), which, by definition, is the per-capita
rate at which susceptibles are infected with strain j at time t. It follows then, that the incidence of strain j
at time t, which we denote vj(t), is given by
vj(t) = Fj(t)S(t)
where S(t) denotes the number of susceptibles. Here, we assume that the force of infection depends linearly
on the size of each infectious population, such that Fj(t) can be expressed in terms of a renewal equation:
Fj(t) =
∫ τ¯j
0
Aj(τ)Fj(t− τ)S(t− τ) dτ. (1)
The kernel Aj(τ) gives the expected contribution to the force of infection for an individual who has been
infected with strain j for τ units of time and τ¯j is the maximum infection-age at which an individual infected
with strain j contributes to the force of infection Fj(t):
τ¯j = sup {τ ≥ 0 : Aj(τ) > 0} <∞.
Note that in our analysis we assume τ¯j < ∞ for all j because the lack of compactness in the infinite case
makes the problem much more difficult [11, 10].
We also define
τ¯ = max
j
τ¯j .
Next, we assume that individuals are recruited (i.e. born) directly into the susceptible class at a constant
rate λ and that all individuals experience a constant per-capita natural death rate, µ. Therefore, if we
combine the demographic influences with the loss of susceptible individuals due to all types of infection, we
find that the susceptible population varies according to
dS(t)
dt
= λ− µS(t)−
n∑
j=1
Fj(t)S(t). (2)
Finally, if we integrate the expected contribution to the force of infection Aj(τ) over all possible infection
ages we find that the basic reproduction number for each strain, R0j , is given by
R0j = S
0
∫ τ¯j
0
Aj(τ) dτ (3)
where S0 = λ/µ is the steady-state susceptible population in the absence of infection. In the analysis that
follows, we assume that
R0i 6= R0j for i 6= j,
and, without loss of generality, we label the strain with the maximum reproduction number strain 1, such
that
R01 ≡ max
j
R0j .
Supplementing our model with appropriate initial conditions, S0 ∈ C
0
+([−τ¯ , 0]) and Fj,0 ∈ L
1
+(−τ¯j , 0), where
S0 and Fj,0 are the initial histories of the susceptible population and the force of infection of each strain j
respectively, we see that the phase-space of our system is given by the product topology
Ω = C0+([−τ¯ , 0])×
n∏
j=1
L1+(−τ¯j , 0)
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which is a Banach space with the natural norm
‖(S,F1,F2, . . . ,Fn)‖ = sup
s∈[−τ¯ ,0]
|S(s)|+
n∑
j=1
∫ 0
−τ¯j
|Fj(s)|ds.
With this choice of state space standard arguments show that the model (1)-(2) is well defined and induces
a continuous semi-flow Φt : Ω→ Ω. Importantly, by Lemma 1 of [20], which invokes the smoothing properties
of convolution integrals detailed in [22], it is straightforward to show that when the infectivity kernels Aj
are of bounded variation, i.e. Aj ∈ BV ([0, τ¯j ]), system trajectories generated by the continuous semiflow
Φt originating in Ω enter a bounded subset Ω
c ⊂ Ω that is relatively compact. In this case, which we shall
assume holds forthwith, the ω-limit set of the system (1)-(2) is non-empty such that the infinite-dimensional
form of LaSalle’s extension to Lyapunov’s global asymptotic stability theorem [24, Theorem 5.17] can be
applied.
As a useful shorthand, we introduce the notation F = (F1,F2, . . .) to denote the set of force of infection
states and observe that the system trajectory (St(·),Ft(·)) ∈ Ω with
St(s) = S(t+ s), Ft(s) = (F1,t(s),F2,t(s), . . .) = (F1(t+ s), F2(t+ s), . . .) , s ∈ [−τ¯ , 0].
Next, we discuss the equilibrium states of the system. We have already observed from equations (1)-(2)
that the trivial infection-free equilibrium solution P 0 is given by F 0 = 0 and S0 = S0 = λ/µ, where, in
general, P 0 belongs to the collection of infection-free states ∂Ω:
P 0 ∈ ∂Ω = {(S,F ) ∈ Ω |F = 0} .
Here we use the notation ∂Ω not in the strict topological sense, but rather in view of our application: ∂Ω
is the set of states for which the force of infection is vanishing and which therefore lead to trivial dynamics.
To determine the remaining (endemic) solutions, P¯ j = (S¯, F¯ j), we solve equation (1) to obtain
K[F¯ ] =
S¯
S0
F¯
where we introduce the next-generation operator K, defined as
K = diag
(
S0
∫ τ¯j
0
Aj(τ) dτ
)
= diag (R0j) .
Hence, the endemic solutions, P¯ j , are determined by the spectrum of the (diagonal) operator K:
S¯j =
S0
R0j
and F¯ ji =
{
µ(R0j − 1), i = j
0, otherwise
(4)
where the F¯ j have been calculated by substituting the solution for S¯j into (2) and rearranging.
From (4), we see that at each of the endemic equilibrium points P¯ j only strain j survives, i.e. we have
competitive exclusion. Moreover, P¯ j ∈ Ω if, and only if R0j ≥ 1.
In the following, we would like to consider the trajectories of the system (1)-(2) originating from a space
for which all strains j ∈ [1, n] are active — that is, the set of states, Ω̂, for which all strains have a non-zero
force of infection at some point over the interval [0, τ¯ ]. More formally, if we define the set of states for which
a subset A ⊆ {1, . . . , n} of strains are active as
Ω̂A =
{
(S,F ) ∈ Ω
∣∣∣∣ ∫ τ¯j
0
∫ τ¯j
0
Aj(τ + a)Fj(−τ)S(−τ) dτ da > 0 ⇐⇒ j ∈ A
}
,
we then have
Ω̂ = Ω̂{1,...,n}.
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Moreover, we see that each of the endemic equilibrium points P¯ j ∈ Ω̂j whilst, conversely, ∂Ω ⊂ Ω̂∅.
Given the parallel structure of the strains in our model, it is clear that once a strain becomes inactive
(i.e. j /∈ A), it remains so thereafter. Consequently, the number of active strains can only diminish as the
system evolves: Φt>0(Ω̂
A) ⊆ Ω̂A. Indeed, as we will show below, in the case of endemic infection, the system
evolves towards a state in which only the fittest strain (strain 1) survives, i.e. Φt→∞(Ω̂
{1,...,n}) ⊆ Ω̂1.
3. Global stability analysis
We now establish the stability properties of the equilibrium solutions of the system (1)-(2), for which we
recall the definition R01 ≡ maxj R0j to identify strain 1.
3.1. Infection-free equilibrium
Theorem 1. The infection-free equilibrium point P 0 is globally asymptotically stable in Ω if R01 ≤ 1.
However, if R01 > 1, solutions of (1)-(2) starting sufficiently close to P
0 in Ω̂ = Ω̂{1,...,n} move away from
P 0.1 In all cases, solutions starting in ∂Ω ⊂ Ω̂∅ approach P 0.
Proof. Recall that τ¯ = maxj τ¯j and consider the forward-invariant and attracting region D = Φτ¯ (Ω).
From (2) we observe S(0) > 0 for all (S,F ) ∈ D. Next we define U : D → R+ (c.f. [20]):
U(S,F ) = g
(
S(0)
S0
)
+
n∑
j=1
∫ τ¯j
0
ηj(τ)Fj(−τ)S(−τ) dτ (5)
where
g(x) = x− 1− log x and ηj(τ) =
∫ τ¯j
τ
Aj(s) ds. (6)
In particular we have ηj(τ¯j) = 0,
ηj(0) =
R0j
S0
and η′j(τ) = −Aj(τ) (7)
where a ′ denotes differentiation with respect to τ . Note, the functional U is positive, continuous and well
defined in D, and has a global minimum in Ω at P 0.
Using St(s) = S(t+ s) and Fj,t(s) = Fj(t+ s) and rewriting the integral in (5) we find that U , evaluated
along system trajectories, is given by
U(St(·),Ft(·)) = g
(
St(0)
S0
)
+
n∑
j=1
∫ τ¯j
0
ηj(τ)Fj,t(−τ)St(−τ) dτ,
= g
(
S(t)
S0
)
+
n∑
j=1
∫ t
t−τ¯j
ηj(t− s)Fj(s)S(s) ds. (8)
Taking the time derivative of each term in (8) separately, and substituting in the model equations (1) and (2),
1The extension to systems for which only a subset of strains are active initially, i.e. Ω̂A where A ⊆ {1, . . . , n}, is trivial,
provided R01 is redefined appropriately: R01 = maxj∈A R0j .
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we get
d
dt
g
(
S(t)
S0
)
=
(
1
S0
−
1
S(t)
)
dS(t)
dt
,
=
λ
S0
− µ
S(t)
S0
−
n∑
j=1
Fj(t)
S(t)
S0
−
λ
S(t)
+ µ+
n∑
j=1
Fj(t),
= µ
(
2−
S(t)
S0
−
S0
S(t)
)
−
n∑
j=1
Fj(t)
(
S(t)
S0
− 1
)
,
= −µ
S(t)
S0
(
1−
S0
S(t)
)2
−
n∑
j=1
Fj(t)
(
S(t)
S0
− 1
)
where in the second line we have substituted in the identity λ = µS0, and
d
dt
 n∑
j=1
∫ t
t−τ¯j
ηj(t− s)Fj(s)S(s) ds
 = n∑
j=1
[
ηj(0)Fj(t)S(t)− ηj(τ¯j)Fj(t− τ¯j)S(t− τ¯j)
+
∫ t
t−τ¯j
η′(t− s)Fj(s)S(s) ds
]
,
=
n∑
j=1
[
R0jFj(t)
S(t)
S0
−
∫ t
t−τ¯j
Aj(t− s)Fj(s)S(s) ds
]
,
=
n∑
j=1
Fj(t)
(
R0j
S(t)
S0
− 1
)
.
Combining these results we then have
d
dt
U(St,Ft) = −µ
St(0)
S0
(
1−
S0
St(0)
)2
−
n∑
j=1
(1−R0j)Fj,t(0)
St(0)
S0
≤ 0. (9)
For system trajectories (St,Ft) ∈ D ⊂ Ω equations (1) and (2) imply that Fj,t ∈ C
0([−τ¯j , 0]) for t > τ¯
(see [20]) such that (9) is well defined and U is a proper Lyapunov functional on the domain D.
We observe that the derivative U˙ = 0 if and only if St(0) = S
0 and either (a) R0j = 1 or (b) Fj,t(0) = 0
for all j. Therefore, the largest invariant subset in Ω for which U˙ = 0 is the singleton
{
P 0
}
. Since by
Lemma 1 of [20] the orbit is eventually precompact, by the infinite-dimensional form of LaSalle’s extension
of Lyapunov’s global asymptotic stability theorem [24, Theorem 5.17], the infection-free equilibrium point
P 0 is globally asymptotically stable in Ω if R01 ≤ 1.
Conversely, if R0j > 1 for any j, the derivative U˙ > 0 for St(0) sufficiently close to S
0, provided
Fj,t(0) > 0. Therefore, solutions starting sufficiently close to the infection-free equilibrium point P
0 in Ω̂j
leave a neighbourhood of P 0. Since U˙ ≤ 0 for solutions starting in ∂Ω these solutions approach P 0.
3.2. Endemic equilibrium
For convenience, in this section we adopt the shorthand notation that an overbar refers to the value of
a state variable at the endemic equilibrium point P¯ 1 such that, for example, S¯ ≡ S¯1 and F¯ ≡ F¯ 1.
Theorem 2. If R01 > 1 the endemic equilibrium point P¯
1 is globally asymptotically stable in Ω̂ = Ω̂{1,...,n}.2
2As before, the extension to systems for which only a subset of strains are active initially, i.e. Ω̂A where A ⊆ {1, . . . , n}, is
trivial, provided R01 is redefined appropriately: R01 = maxj∈A R0j .
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Proof. From theorem 1 we have that F1(t) is bounded away from zero for t > 0 when R01 > 1, such
that Φt : Ω̂ → Ω̂
A ⊇ Ω̂1.3 Recall that τ¯ = maxj τ¯j and define D̂ = Φτ¯ (Ω̂) which is forward invariant
and attracting for R01 > 1. Moreover, S,F1 > 0 for (S,F ) ∈ D̂. Consider the Lyapunov functional
W : D̂ → R+ (c.f. [20]):
W (S,F ) = g
(
S(0)
S¯
)
+ F¯1S¯
∫ τ¯1
0
χ1(τ)g
(
F1(−τ)S(−τ)
F¯1S¯
)
dτ +
n∑
j=2
∫ τ¯j
0
χj(τ)Fj(−τ)S(−τ)dτ (10)
where g(x) has been defined previously in (6) and
χj(τ) =
∫ τ¯j
τ
Aj(s) ds.
In particular, we have
χj(0) =
R0j
S0
=
R0j
R01
1
S¯
and χ′j(τ) = −Aj(τ) (11)
so that χ1(0) = 1/S¯ and χj(τ¯j) = 0. Note the functional W is positive, continuous, and has a global
minimum in Ω̂ at P¯ 1.
Rewriting the integral terms as in theorem 1 and evaluating W along system trajectories gives
W (St,Ft) = g
(
S(t)
S¯
)
+ F¯1S¯
∫ t
t−τ¯1
χ1(t− s)g
(
F1(s)S(s)
F¯1S¯
)
ds+
n∑
j=2
∫ t
t−τ¯j
χj(t− s)Fj(s)S(s)ds. (12)
Next we differentiate the first term in (12) to get
d
dt
g
(
S(t)
S¯
)
=
(
1
S¯
−
1
S(t)
)
dS(t)
dt
,
=
λ
S¯
− µ
S(t)
S¯
−
n∑
j=1
Fj(t)
S(t)
S¯
−
λ
S(t)
+ µ+
n∑
j=1
Fj(t),
= µ
(
2−
S(t)
S¯
−
S¯
S(t)
)
+
n∑
j=1
F¯j
(
1−
S¯
S(t)
)
+
n∑
j=1
Fj(t)
(
1−
S(t)
S¯
)
,
= −µ
S(t)
S¯
(
1−
S¯
S(t)
)2
+ F¯1
(
1−
S¯
S(t)
)
+
n∑
j=1
Fj(t)
(
1−
S(t)
S¯
)
, (13)
where in the second line we have used the identity λ = µS¯+
∑n
j=1 F¯jS¯ = µS¯+F¯1S¯. Similarly, we differentiate
the final term in (12) and substitute in the definition of χj(τ) to get
d
dt
 n∑
j=2
∫ t
t−τ¯j
χj(t− s)Fj(s)S(s)ds
 = n∑
j=2
[
χj(0)Fj(t)S(t)− χj(τ¯j)Fj(t− τ¯j)S(t− τ¯j)
+
∫ t
t−τ¯j
χ′j(t− s)Fj(s)S(s) ds
]
,
=
n∑
j=2
[
Fj(t)
R0j
R01
S(t)
S¯
−
∫ t
t−τ¯j
Aj(t− s)Fj(s)S(s) ds
]
,
=
n∑
j=2
Fj(t)
(
R0j
R01
S(t)
S¯
− 1
)
. (14)
3Although F1(t) is not uniformly bounded away from zero, it is sufficiently so to ensure that our Lyapunov function W
remains well defined.
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Differentiating the second term in (12) and using (11), yields
d
dt
[
F¯1S¯
∫ t
t−τ¯1
χ1(t− s)g
(
F1(s)S(s)
F¯1S¯
)
ds
]
= F¯1S¯
[
χ1(0)g
(
F1(t)S(t)
F¯1S¯
)
− χ1(τ¯1)g
(
F1(t− τ¯1)S(t− τ¯1)
F¯1S¯
)
+
∫ t
t−τ¯1
χ′1(t− s)g
(
F1(s)S(s)
F¯1S¯
)
ds
]
,
= F¯1g
(
F1(t)S(t)
F¯1S¯
)
− F¯1S¯
∫ t
t−τ¯1
A1(t− s)g
(
F1(s)S(s)
F¯1S¯
)
ds,
= F1(t)
(
S(t)
S¯
− 1
)
− F¯1 log
(
F1(t)S(t)
F¯1S¯
)
+ F¯1S¯
∫ t
t−τ¯1
A1(t− s) log
(
F1(s)S(s)
F¯1S¯
)
ds
where in the last line we have invoked the identity S¯
∫ τ¯1
0
A1(τ) dτ = 1. As in [20], we can bound this
expression using Jensen’s inequality:4
d
dt
[
F¯1S¯
∫ t
t−τ¯1
χ1(t− s)g
(
F1(s)S(s)
F¯1S¯
)
ds
]
≤ F1(t)
(
S(t)
S¯
− 1
)
− F¯1 log
(
F1(t)S(t)
F¯1S¯
)
+ F¯1 log
[
S¯
∫ t
t−τ¯1
A1(t− s)
F1(s)S(s)
F¯1S¯
ds
]
,
≤ F1(t)
(
S(t)
S¯
− 1
)
− F¯1 log
(
F1(t)S(t)
F¯1S¯
)
+ F¯1 log
(
F1(t)
F¯1
)
,
≤ F1(t)
(
S(t)
S¯
− 1
)
− F¯1 log
(
S(t)
S¯
)
,
≤ F1(t)
(
S(t)
S¯
− 1
)
− F¯1
(
1−
S¯
S(t)
)
(15)
where in the last line we have also used log x ≥ 1− 1
x
.
Finally, recalling that R01 = maxjR0j , and combining (13), (14) and (15) yields
d
dt
W (St,Ft) ≤ −µ
St(0)
S¯
(
1−
S¯
St(0)
)2
−
n∑
j=2
(
1−
R0j
R01
)
Fj,t(0)
St(0)
S¯
≤ 0. (16)
From equation (16) we see that the largest invariant subset in Ω̂ for which W˙ = 0 is the endemic equilibrium
point P¯ 1. Since by Lemma 1 of [20] the orbit is eventually precompact, by LaSalle’s extension of Lyapunov’s
asymptotic stability theorem [24, Theorem 5.17], the endemic equilibrium point P¯ 1 is globally asymptotically
stable in Ω̂ for R01 > 1.
4. Conclusions
In this article we investigated the global stability properties of the multi-strain Kermack-McKendrick
model. We found that when the basic reproduction number R0j ≤ 1 for all strains j the infection-free
equilibrium P 0 is unique in Ω and is globally asymptotically stable. We also discovered a set of n endemic
4For a concave function ϕ(·), and probability distribution h(t), the following inequality holds:
ϕ
(∫ ∞
0
h(t)f(t) dt
)
≥
∫ ∞
0
h(t)ϕ (f(t)) dt.
7
equilibrium solutions,
{
P¯ j
}
, at which only strain j survives with a positive infected population, a` la com-
petitive exclusion. Moreover, we found that P¯ j only exists in the positive cone Ω̂ if R0j > 1. Our main
result, which was derived using the direct Lyapunov method, was to show that of this set, P¯ 1 — at which
the fittest strain, defined by R01 ≡ maxj R0j , survives indefinitely — is globally asymptotically stable when
it exists.
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