Ant colony optimization and parameter selection for evacuating the mobility-challenged in a short-notice disaster by Heath, Susan K. et al.
Calhoun: The NPS Institutional Archive
Faculty and Researcher Publications Faculty and Researcher Publications
2014-06
Ant colony optimization and parameter
selection for evacuating the
mobility-challenged in a short-notice disaster
Heath, Susan K.
þÿ S .   K .   H e a t h ,   A .   A p t e ,   A .   P i c o   a n d   Y .   H .   R o n n y   T a n ,    A n t   C o l o n y   O p t i m i z a t i o n   a n d   P a r a m e t e r
þÿ S e l e c t i o n   f o r   E v a c u a t i n g   t h e   M o b i l i t y - C h a l l e n g e d   i n   a   S h o r t - N o t i c e   D i s a s t e r  ,   J o u r n a l   o f   A p p l i e d
Operational Research, Volume 06 Number 02, June 2014.
http://hdl.handle.net/10945/45018
 Journal of Applied Operational Research (2014) 6(2), 49–68 
© Tadbir Operational Research Group Ltd. All rights reserved. www.tadbir.ca 
 
ISSN 1735-8523 (Print), ISSN 1927-0089 (Online) 
Ant colony optimization and parameter 
selection for evacuating the mobility-challenged 
in a short-notice disaster 
Susan K. Heath 
1,
*, Aruna Apte 
1
, Andres Pico 
2




 Naval Postgraduate School, Monterey CA, USA 
2
 United States Navy, USA 
3
 Ministry of Defense, Singapore 
 
Abstract. We address an Over-burdened Vehicle Routing Problem (OBVRP) model developed for evacuating mobility-
challenged people who cannot self-evacuate before a short-notice disaster. Hurricane Katrina made it very clear that such 
evacuation assistance is needed. This OBVRP generates routes for multiple heterogeneous vehicles to evacuate people with 
differing transportation needs to minimize the number of people that cannot be evacuated due to limited time and vehicles. 
We improve upon a previously developed Ant Colony Optimization (ACO) algorithm through formal experimentation of the 
parameter settings using a Nearly-Orthogonal Latin Hypercube experimental design, and then constructing regression models 
using the results to determine the best parameter combinations. Our results show that the parameter settings can significantly 
affect the performance of the ACO algorithm and also show extensive interactions between the parameters. We compare 
our results to existing literature on ACO parameter selection and interactions, providing a great deal of insight not seen in 
prior literature. 
Keywords: ant colony optimization; over-burdened vehicle routing problem; short-notice disaster; evacuation; parameter 
selection; nearly-orthogonal Latin hypercube 
* Received October 2013. Accepted January 2014 
Introduction 
Short-notice and sudden-onset disasters pose increased complexity for relief operations (Apte, 2009). Short-
notice disasters are imminent disasters such as hurricanes and fires. Sudden-onset disasters such as earthquakes or 
tornadoes offer no notice. A silver lining of the increasing number of these types of disasters is the acumen gathered 
from the lessons learned. Academics and practitioners agree that one of the strategies for mitigating the impact of 
short-notice disasters is preplanning that includes evacuation plans.  
Mass evacuation planning is one of the necessary preparations carried out by public officials. Part of such 
planning is to assess the existing resources and make decisions about which critical resources must be expanded 
or increased, such as infrastructure, shelters, hospitals and modes of transportation (Salmeron and Apte, 2010). 
The planning includes both a self-evacuation plan and a plan for evacuating those who cannot evacuate themselves. 
Hurricane Katrina and its aftermath made it very clear that such a need exists and must be addressed (Nieburg et 
al, 2005; The Post-Katrina Emergency Management Reform Act, 2006). In this article we focus on the mobility-
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challenged people that are unable to evacuate themselves and are dependent on officials for evacuation in a short-
notice disaster. This problem is distinct from the problem of assisted evacuation of the general population since 
the mobility challenged that we address cannot meet at designated evacuation meeting points and often require 
special modes of transportation to accommodate their disability.  
Our problem context is the routing of vehicles to pick up and evacuate as many mobility-challenged people as 
possible from their individual locations and transport them to a common shelter in the limited amount of time 
available before the onset of the short-notice disaster. The model we address, the Over-burdened Vehicle Routing 
Problem (OBVRP) (Apte et al, 2013) generates routes, assigning people to vehicles in an optimal sequence to 
minimize the number of people that cannot be evacuated in the limited time available (termed un-served customers). 
It is assumed that there is a known list of mobility-challenged evacuees requiring assistance, together with their 
locations, and disability level relative to the type of vehicle required. There is no prioritization of people, and in 
the situation where there are several people at a single location, it is not assumed that a vehicle has to pick up all 
of them simultaneously. In addition, vehicles can make multiple deliveries to the shelter, restricted only by the 
available time. 
Apte et al. (2013) developed the OBVRP to address this problem, and presented an Ant Colony Optimization 
(ACO) algorithm to solve it. This paper builds upon the work presented in Apte et al. (2013) by investigating 
parameter selection for their algorithm. In this paper we demonstrate the use of an efficient space-filling experimental 
design method based on Nearly-Orthogonal Latin Hypercubes (NOLH) to determine the best parameters value to 
use in the solution algorithm. 
The performance of an optimization algorithm depends on good parameter setting (Hutter et al. 2010). There 
are two primary methods for finding suitable parameters: offline tuning (selecting parameter values before the 
algorithm is actually executed) and online tuning (altering the parameter values as the algorithm is executed 
through an evolutionary or machine learning type of method). We address the area of offline tuning for ACO 
algorithms. Historically, with algorithms such as ACO, offline parameter selection is often based on user experience 
and informal experimentation. However, this method is time-consuming and is subjective to the algorithm developer 
resulting in uneven tweaking of parameters (Stützle et al. 2010). Almost all articles in ACO literature use the parameter 
values selected by Dorigo et al. (1996). The performance of an ACO algorithm depends heavily on those certain 
parameter values (Amir et al. 2007, Stützle et al. 2010). There are many research articles that address the issue of 
finding the best parameter values (Pilat and White 2002, Randall 2004, Guntsch and Middendorf 2002), however, 
only few show clear computational advantages (Stützle et al. 2010). Heath et al. (2012) demonstrated the usefulness 
of using formal experimental design techniques to improve parameter selection in the context of a Greedy 
Randomized Adaptive Search Procedure (GRASP) algorithm. We performed a similar experiment for the ACO 
algorithm, with more than twice the number of parameters than they explored. One advantage of the method we 
use, as compared with online tuning, is that our experiment and analysis provides a great deal of insight into 
parameter importance and interactions, rather than just identifying good parameter values. 
To investigate the effects of different parameter settings for our ACO algorithm, we will use the five benchmark 
datasets first introduced in Pico and Tan (2012), and used in Apte et al. (2013). These datasets vary in complexity 
and present a variety of potential problem situations by varying: the number of customers requiring evacuation 
and the number of different disability levels within this population; customers’ individual locations, their disability 
level, and their expected load and unload times; the number of vehicles, their capacities for different disability 
levels, and their origination locations (depots); the location of the shelter; and the total time available for evacuation.  
There are three important contributions of this paper. First, we improve upon the results of Apte et al. (2013), 
reducing the number of un-served customers achieved by the ACO algorithm. Second, we demonstrate the benefit 
of formal experimentation in ACO parameter selection as well as the use of an NOLH designed parameterization 
experiment in a different and more complicated parameterization problem than that shown in Heath et al. (2013). 
And third, we provide significant insight into the sparsely studied area of parameter interactions in ACO algorithms. 
In Section 2 we provide an overview of ACO algorithms and their relevant variations, and give an overview of 
the algorithm used in Apte et al. (2013). In Section 3 we describe the parameterization experiment, compare the 
initial results with prior research, and describe our analysis approach. In Section 4 we present the analysis of 
the results for each dataset, and in Section 5 we present the analysis of the aggregated results. In Section 6 we 
develop recommended sets of parameter values. In Section 7 we discuss our results regarding parameter values 
and interactions and compare these with results found in literature. And in Section 8 we offer our conclusions.  





ACO is based on how real ant colonies behave in order to find the shortest path between their nest and food 
sources (Çatay, 2006). ACO is particularly suited to the OBVRP due to its ease of implementation and ability to 
incorporate a simple route-construction heuristic, both of which are of practical importance to emergency planners. 
Background 
Ants deposit pheromone on the routes they walk while seeking food. If other ants sense the pheromone, they are 
likely to follow that route rather than travel at random, thus reinforcing the route. As an increasing number of ants 
follow a particular route, the amount of pheromone on that route will increase, raising its selection probability by 
other ants. However, the pheromone evaporates over time, decreasing the probability of other ants following the 
route. The longer the route between the nest and the food source, the more the pheromone evaporates. Thus, the 
pheromone levels remain higher on the shorter paths. As a consequence, the level of pheromone is essentially 
based on the path length and the quality of the food source. In time, all ants are expected to follow the shortest path.  
ACO simulates this natural behavior of ants to solve problems by using artificial ants (Çatay, 2009). To apply 
ACO, the optimization problem is transformed into the problem of finding the best path on a weighted graph. The 
artificial ants incrementally build solutions by moving on the graph using a stochastic construction process guided 
by the artificial pheromone and a type of greedy heuristic information known as “visibility” (Dorigo, 2008). In 
this construction process each ant in a set of ants builds a solution using exiting pheromone values and node 
probabilities. These solutions are then evaluated and the pheromone matrix is updated by first removing a frac-
tion of the pheromone on each arc to mimic pheromone evaporation, and then by adding the pheromone left by 
the ants according to the quality of their solutions. The construction procedure is then repeated with the updated 
pheromone matrix. This is repeated for a fixed number of cycles or until search stagnation occurs. 
The original ant system (AS) framework described in Dorigo (1992) provides inspiration for a number of 
extensions that significantly improve performance. Some of the prominent extensions of ACO include the Elite 
AS (EAS), rank-based AS (ASrank), and Max-Min AS (MMAS). The idea of the EAS, first introduced in Dorigo 
(1992) and Dorigo et al. (1996), is to offer strong additional reinforcement to the arcs belonging to the best routes 
found since the start of the search. To circumvent slow convergence in the neighborhood of an optimum, elite 
ants deposit pheromones only on arcs of the best route found in order to attract more ants. The elitism ideas are 
further developed in ASrank (Bullnheimer et al, 1999) and MMAS (Stutzle and Hoos, 1997, 2000).  
In the ASrank, solutions found at each iteration are ranked and bad routes are not retained. The pheromone 
amount deposited by an ant decreases with its rank; only the best (w-1) ants and one elite ant deposit pheromones. 
This can be visualized as w ants moving along the best route, (w – 1) ants moving along the best current route, (w 
– 2) ants moving along the second-best (by rank) route, etc. As such, the pheromone values on arcs of two routes 
of almost equal length can differ substantially, by at least 100/[(w – 1)%]. Therefore, in the neighborhood of the 
optimum, when the route lengths are almost the same, the ranking leads to a significant speed-up in searching for 
the best solution (Dorigo and Stutzle, 2004). As in the EAS, the best-so-far ant always deposits the largest 
amount of pheromone in each iteration to boost the probabilities of selecting the best route fragments.  
In the MMAS, as described in Dorigo and Stutzle (2004), four main modifications are introduced vis-a-vis the 
AS. Firstly, it strongly exploits the best routes identified where only the iteration-best ant, or the best-so-far ant is 
allowed to deposit pheromone. Unfortunately, such a strategy may run into stagnation, where all the ants follow 
the same route, due to excessive growth of pheromone trails on arcs of a good, but suboptimal, route. To counteract 
this outcome, a second MMAS modification confines the pheromone trail values to an upper and lower bound. 
Thirdly, the pheromone trails are universally initialized to the upper pheromone trail bound, which, in conjunction 
with a small pheromone evaporation rate, widens the exploration of routes at the beginning of the search. Lastly, 
pheromone trails are reset each time the system approaches stagnation or when no improved tour has been generated 
for a certain number of consecutive iterations. 
The versatility and robustness of ACO algorithms have resulted in it becoming popular for solving many types 
of combinatorial optimization problems, e.g., the Traveling Salesman Problem (TSP), the quadratic assignment 
problem, and the job-shop scheduling problem (Dorigo et al, 1996). It has also been applied to variants of Vehicle 
Routing Problems (VRP) (Doerner et al, 2001). The idea of “attractiveness and “pheromone trails” are also exploited 
within other meta-heuristic techniques, e.g., in the crossover operator used in the genetic algorithm in Zhao et al. (2008). 
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Algorithm description  
The algorithm presented in Apte et al. (2013) is as follows. The base ant system (AS) is modeled after the min-max 
ant system (MMAS) of Stutzle and Hoos (1997, 2000), using all four of the MMAS modifications. For the 
OBVRP the MMAS is modified to include the features of an EAS and ASrank as well. In other words, it allows 
several good solutions to affect the pheromone levels by creating a “best solutions” list, and uses both elite ants 
(Dorigo et al, 1996) and a ranked contribution system (Bullnheimer et al, 1999; Çatay, 2009). The pheromones 
are stored in a matrix τ = {τij} which includes the pheromone levels for all possible (i, j) pairs. Heuristics, which 
imitate an ant’s level of visibility (Dorigo et al, 1996) are added so that each ant randomly operates under one of 
three heuristics: a ‘neighborhood ant’ heuristic, a ‘greedy random ant’ heuristic, or a ‘pheromone-only ant’ heuristic. 
The heuristic provides an additional node weighting matrix η = {ηij}. Each pair of weights (ηij and τij) is then 
combined to produce the probability of each node being selected: each weight is proportioned exponentially 
(according to parameters  and ), multiplied together, and normalized (Equation 1). 
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Once all ants have been used to construct solutions, the list of best solutions is updated and then the pheromone 
matrix is updated according to Equation 2. Table 1 describes the notation used in equations (1) and (2) as well as 
the rest of the article. 
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Table 1. Notation 
Notation Description 
Variable  
τij Pheromone value on arc (i,j) 
Tij
t
 =1 if arc (i,j) was traversed by ant t; =0 otherwise 
Ut Number of un-served customers in solution 
Bt =1 if ant t produced the best solution; =0 otherwise 
wt Position of ant t in the lit of w ranked ants 
t Index for ants 
Parameters  
m Number of ants used 
 Pheromone weight 
 Heuristic weight 
ρ Pheromone degradation multiplier (between 0 and 1) 
 Pheromone deposition amount 
min , max Pheromone level limits 
σ Number of elite ants 
Ω Number of neighborhood nodes 
Γ Use of ranked ants; =1 if rank-based weighting is in use; =0 otherwise 
w Number of ranked ants 
 




Parameterization experiment, initial results, and analysis approach 
In order to determine the best parameter settings for our ACO algorithm we undertook a formal experiment to test 
the algorithm performance with a variety of parameter settings. We wanted to investigate eleven parameter settings 
over a variety of different values. With a full factorial experimental design, it would require 2048 design points 
(i.e. combinations of parameter values) to test all possible combinations of the eleven parameters, using only two 
different values for each parameter. However, this would provide no information about the effects of parameter 
settings at intermediate values, and we would need to essentially assume that the relationship between each 
parameter and the number of un-served customers was linear. Testing each parameter at more levels would provide 
more information about the relationship between the parameters and the outcome, but would be much more time-
consuming. For example, a full-factorial experiment setting each parameter at 5 levels would require 48,828,125 
design points which, if testing each design point required only one second and each was run for only one replication, 
would take over 1.5 years of computing time. Different experimental designs have therefore been developed in 
the literature, in the research area called Design of Experiments, to be more efficient regarding the number of design 
points required while being able to test combinations of parameters at many levels (i.e. being space-filling designs). 
NOLH is a type of experimental design originally developed by Cioppa (2002) that has proven to be very efficient and 
have excellent space-filling properties, allowing the testing of many parameters at many levels in very few design 
points. The interested reader is referred to Sanchez (2006) for an overview of different types of experimental designs, 
and to Cioppa and Lucas (2007) for a more mathematical explanation of Latin Hypercubes and NOLHs.  
We developed an experiment to test the ACO algorithm performance under different combinations of parameter 
settings using an NOLH experimental design. Due to the fact that NOLH designs are not easy to generate 
(Kleijnen at al., 2005), we used the spreadsheet template developed by Sanchez (2005) which led to an experiment 
with 65 design points. We varied the parameters over the ranges shown in Table 2, with the number of iterations 
fixed at 40. In addition, we ran each design point for 5 replications using different random seeds and averaged the 
results across these replications. The nature of this experimental design will allow us to thoroughly investigate 
the relationship between ACO parameter settings and the number of un-served customers, as well as interactions 
between the parameters. 
Table 2. Parameterization experiment parameters and ranges 
Parameter Lowest Value Highest Value Decimal places per interval 
m 6 50 0 
α 0 10 1 
β 0 10 1 
 0.001 0.999 3 
Δτ 0.01 10 1 
max 1 1000 0 
min 0.01 1 2 
σ 0 10 0 
Ω 3 10 0 
Γ 0 1 0 
w 1 6 0 
The results of the experiment showed that the algorithm performance differed greatly depending on the parameter 
settings. For example, the number of un-served customers, averaged across datasets, was 6.28 with the best 
performing parameter combination and 11.96 with the worst combination. Due to the fact that un-served customers 
are left in imminent danger because they are unable to evacuate themselves as a disaster approaches, any 
improvement is important. Table 3 shows a comparison of the number of un-served customers for each dataset 
using our best parameter combination and the results of the best parameter combination in Apte et al. (2013). 
This motivates the use of the results of the experiment to predict parameter settings that might perform even better. 
To improve upon our systematic variations in parameter combinations, we turned to regression modeling. With a 
regression model, we can see how each parameter contributes to the number of un-served customers and can use 
the model to choose parameter settings that will be predicted to achieve a lower number of un-served customers. 
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Table 3. Un-served customers comparison 
Data Set 
Best From 





1 14.4 14 3% 
2 1 0.8 20% 
3 5.8 4.6 21% 
4 5 5 0% 
5 7.8 7 10% 
Average 6.8 6.28 8% 
In the construction of all of our regression models we used the number of un-served customers as the dependant 
variable. We began by using the parameters as the independent variables. Since it was unknown to what extent 
there might be non-linear or interaction effects, we chose to use 2
nd
-order polynomial terms and their 2
nd
-order 
factorial interaction terms as independent variables as well. This, however, gave us too many independent variables so 
we used stepwise regression to first select which of the independent variables were most important to use in the 
final regression model. For the stepwise regression process we used the p-value stopping rule, mixed (bi-
directional) steps, and a threshold value of 0.25 to both enter and leave the model. Once the final set of independent 
variables was determined, the final regression model was constructed. We used the JMP Pro software (Version 
10.0.0) for regression model construction and for all our additional analysis as well. 
Analysis of dataset-specific results 
We first constructed regression models for each dataset separately. Details of the sorted parameter estimates for 
the regression model constructed for each dataset are given in the appendix. Table 4 provides a summary of the 
significance of the parameters in the regression model for each dataset (where significance is indicated by a 
p-value < 0.05), as well as a brief summary of the basic characteristics of each dataset. (Note that each dataset 
does have much more complexity than these summaries imply. For further details regarding the datasets we refer 
the reader to Pico and Tan (2012).) For each parameter that was shown to be significant by itself, a “–” indicates 
an inverse relationship between the parameter and the number of un-served customers, and a “+” indicates a direct 
relationship between the two. A “P” indicates that the parameter appears in a significant 2nd-degree polynomial 
term, and an “F” indicates that the parameter appears in a significant 2nd-degree factorial term. Where multiple 
designators appear, they are ordered by p-value, from the lowest p-value to the highest. A superscript indicates the 
number of factorial terms in which the parameter appears, e.g. F
2
 indicates that the parameter appears in two fac-
torial terms. When a parameter does not appear in any significant term the cell is left empty. 
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Importance of parameters in dataset-specific models  
Overall, number of ants used (m), the heuristic weight (), and the rate of pheromone degradation () are significant 
for all datasets, as illustrated in bold in Table 4. For each of the other parameters, significance depends on the dataset. 
Of these other parameters, the pheromone weight (), number of neighborhood nodes (Ω), and the pheromone 
level limits (min and max) are significant for the most datasets, with each appearing in at least one significant term 
for four out of the five datasets. The other parameters appear to not be as significant, appearing in significant 
terms in three or fewer datasets. These are, in order of decreasing apparent significance, use of ranked ants (Γ), 
number of ranked ants (w), number of elite ants (), and the size of the pheromone deposit (). 
Direction of parameter effects in dataset-specific models 
For each parameter that appears as individually significant in at least one dataset, the direction of its effect is consistent 
across datasets. The parameters that are directly related to the number of un-served customers (having a positive 
regression coefficient) include Ω, , and min. The parameters that have an inverse relationship to the number of 
un-served customers (having a negative regression coefficient) are , m, max, and . From the results, the relationship 
of , , w, and Γ to the number of un-served customers, the objective function value of our OBVRP, is not clear 
since they only appear in significant factorial terms.  
Caution must be used with the interpretation of this analysis, however, since all of the parameters also appear 
in several significant factorial or polynomial terms. This means that the direction of the relationship may change 
depending on the value of other parameters, and/or the relationship may not be linear. In order to explore this 
analysis further we look at interactions between parameters. 
Parameter interactions in dataset-specific models 
We found many significant interactions between parameters. Across the five regression models, eighteen different 
factorial interaction terms show up as significant, with each dataset’s regression model having three or four 
significant interaction terms. What is most interesting, however, is that fourteen of these eighteen interaction 
terms appear as significant in only one of the dataset specific regression models, with the other four appear as 
significant in only two models. This observation highlights how different these five regression models really are 
and how dependent the parameter effects are on the dataset.  
Best parameters from dataset-specific models 
In order to find the parameter values that are predicted to produce the best (lowest) number of un-served customers 
for each dataset, we used the prediction profiler functionality within the JMP software. The prediction profiler 
shows a graph of the relationship between each parameter and the number of un-served customers and allowed us 
to vary one parameter value to see how the number of un-served customers would be predicted to change, while 
holding all other parameter values constant. In addition, while varying any single parameter value the prediction 
profiler shows how the relationship between the other parameters and the number of un-served customers changes 
as the parameter value changes. (The relationship between any parameter and the number of un-served customers 
can change shape and/or direction when the value of a different parameter is changed due to parameter interactions.) 
Within the prediction profiler, changes were made to parameter values in the order of the influence indicated 
by the prediction profiler. Where a significant interaction existed, particularly where changing the value of one 
parameter changed the direction of the relationship between another parameter and the number of un-served customers, 
combinations of highest and lowest values for both parameters were tested to see which combination most benefited 
the predicted number of un-served customers. The parameters involved in these types of interactions were linearly 
related to un-served customers. The resulting best parameter values are shown in Table 5. When a parameter did 
not appear in any significant term for a dataset, NS is used to indicate that it was not significant. And where w is 
significant, but Γ is not, Γ will be set to 1, meaning that rank-based weighting is used. 
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Table 5. Best parameter values for each data set 
Dataset 1 2 3 4 5 
m 50 50 50 50 50 
α 0 0 0 10 NS 
β 10 9.1 10 5.9 10 
 0.001 0.001 0.095 0.001 0.001 
Δτ NS NS NS 10 NS 
max NS 1000 1 1000 1000 
min 0.69 0.01 0.01 NS 1 
σ NS NS NS NS 0 
Ω 3 NS 3 NS 3 
Γ 0 NS(1) NS NS 1 
w NS 6 NS NS 6 
 
The results in Table 5 show that some parameter values remain best across datasets, while other parameters 
have very different ‘best’ parameter values for different datasets. For example, m remains the same across the datasets, 
and ρ is the same for four of the five datasets. Overall, the number of ants is most consistent over the datasets, 
with the best value of m being 50. Both Ω and w, when they are significant, also show consistent best values 
across datasets with the best Ω being its lowest value of 3 and the best w being its highest value of 6. Parameter ρ 
does show a small difference in best values for different datasets, but is always at or near the low end of its range. 
Both  and σ are only significant for one dataset each and make very little difference in the number of un-served 
customers when they are significant. All the other parameters (max, min, , and ) show quite different ‘best’ values 
for different datasets; however,  does show some consistency with all its best values in the upper half of its range. 
Analysis of aggregated results 
The principal purpose of this analysis is to determine best parameter values or ranges that could be used in the real-
world application of this solution method. To do this, it is important to choose parameter values that are not dataset-
dependent. This is due to the fact that all the data for our problem may not be known well in advance of having to 
run the algorithm to solve the problem, even if advanced data-gathering was performed, due to changing circumstances. 
For example, in a pending disaster situation, some vehicles and people may not be in the anticipated locations, 
and the number and types of vehicles available, as well as the number of people needing evacuation may differ  
significantly from any data gathered in advance. Therefore, there is not any time to spare between updating the 
data and solving the model for any parameter experimentation to occur. To this end, we analyzed the data as a whole 
by averaging the results for the 65 design points across the datasets. We then used the same procedure as before to 
construct a regression model for the aggregated data. In this section we discuss the regression model. In the next 
section we discuss parameter selection. Figure 1 shows the sorted parameter estimates for this regression model. 
Importance of parameters in aggregated model 
Figure 1 shows that all parameters except Δτ appear in at least one significant term. However, due to the prevalence 
of factorial terms and the fact that many of the parameters appear in multiple significant terms, it is difficult to 
determine from the regression model which parameters will have the most influence. We suggest that m, , , 
and  seem to be the most influential due to a combination of the number of terms in which they appear (m,  and 
) and their coefficients (especially ). 
 





Fig. 1. Sorted parameter estimated for aggregated data regression model, R2=0.82 
Direction of parameter effects in aggregated model 
The regression model shows that, in general, , , m, and max appear to be inversely related to the number of 
un-served customers (they have a negative coefficient), and ρ appears to be positively related. However, three of 
these have significant polynomial terms, and all have factorial interaction terms with other parameters, so the direction 
of the relationship between them and the number of un-served customers is really not clear. 
Parameter interactions in aggregated model 
It is clear from the regression model that there are many significant interactions between parameters. Overall, 
there are 12 significant factorial terms, and all but one of the parameters that appear in a significant term appear 
in at least one significant factorial interaction term. We used the interaction profiler functionality within JMP to 
give us insight into the effects of these interactions in terms. The interaction profiler shows via graphs how the 
relationship between one parameter and the number of un-served customers changes as another parameter is varied 
from its lowest value to its highest value. When a relationship between a parameter and the number of un-served 
customers is linear, the interaction profiler shows whether changing another parameter will shift this line up or 
down and/or change the slope of the line, possibly inverting the slope. If the relationship was non-linear, the 
curve may be shifted up or down and/or be tipped, possibly inverting the trend of the curve. A nice feature of the 
interaction profiler is that all of the pair-wise parameter interactions can be seen simultaneously and are updated 
as parameter values are adjusted in the prediction profiler. 
In the aggregated model, there are many significant interaction terms where the change of one parameter only 
shifts the relationship between another parameter and the number of un-served customers up or down or changes 
the slope marginally. This generally does not affect which value of the parameter is best. However, there are also 
many significant interactions where varying the value of one parameter inverts the relationship between another 
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parameter and the number of un-served customers, which will alter which value of that parameter is best. We will 
term these inverting interactions. Table 6 provides a listing of these inverting interactions, where a change in value 
of the parameter in the first column from its lowest value to its highest value completely inverts the relationship 
between the parameter in the second column and the number of un-served customers (the objective function value). 
Table 6. Inverting interactions in aggregated data regression model 
Linear (slope of line inverts) Effect 
m Γ A high number of ants makes the use of ranked ants beneficial. 
m w A high number of ants makes having more ranked ants beneficial. 
m Ω A high number of ants makes having a larger neighborhood beneficial. 
min w 
A large value for the minimum pheromone level (lower limit) makes having more 
ranked ants detrimental. 
α σ A high exponential weight for the pheromones makes having more elite ants beneficial. 
α m 
The highest exponential weight for the pheromones makes having more ants 
slightly detrimental. 
β  
A high exponential weight for the heuristics makes having a higher pheromone 
degradation value beneficial. 
β σ A high exponential weight for the heuristic makes having more elite ants beneficial. 
Non-linear 
(trend of curve clearly inverts) 
 
m α 
A high number of ants makes having a lower exponential weight for the pheromones 
more beneficial. 
β α 
A high exponential weight for the heuristics makes having a higher exponential 
weight for the pheromones more beneficial. 
w min 
A high number of ranked ants makes having a low value for the minimum pheromone 
level (lower limit) more beneficial than a high value. 
In Table 6 the rows in bold show inverting interactions between the parameters that are common to all ACO 
algorithms. The other rows show inverting interactions that include at least one parameter that is specific to an 
ACO extension. For example, Γ and w relate to the ASrank, σ relates to the EAS, min and max relate to the MMAS 
extension, and Ω relates to the use of a neighborhood heuristic.  
Selecting good parameter values  
This level of interactions between parameters makes it very difficult to determine good parameter values, as each 
of the ‘best’ values is dependent on other parameter values. Therefore, it is beneficial to determine one parameter 
value in advance, and then determine the best values for the other parameters using the regression model. A look 
at the prediction profiler in JMP for this regression model, as well as the interactions in Table 6, can be informative 
for this decision-making process. Figure 2 shows the prediction profiler for this regression model, with all parameter 
values set at a default value, in the middle of their range. 
 
 
Fig. 2. Prediction profiler for aggregated data regression model with default values 




Examining Figure 2, we can see that max, , and  are convex functions with respect to the number of un-served 
customers. This indicates that more moderate values would be best. The graph for min, on the other hand, is concave. 
This indicates that either a low value or a high value of min will be best, but which may depend on other parameter 
values due to the many interactions. The graphs of all of the other parameters are linear, meaning that the best 
value will either be on the high end or the low end, but will similarly depend on other parameter values due to the 
interactions. Note that the slopes of the lines or trends of the curves will depend on the values of the parameters 
due to the many interactions, so the figure should not be used to infer the influence of a parameter using the slope 
of its line. For example, the line for w has a slope near zero in Figure 2 and therefore appears to have very little 
effect; however, when other parameter values are changed, the slope of the w line becomes increasingly positive 
or negative. The slopes or trends here are therefore an artifact of the default parameter values shown. 
Considering the fact that the solution time is driven by the number of ants, this is a good place to begin determining 
best parameter values. If solution time is not an issue, more ants can be used. So we set m = 50, our largest value. 
(Below we will also investigate setting m at its lowest value.) Then, in light of the interactions in Table 6, we see 
that we will want to use ranked ants (set Γ = 1), have the most ranked ants (set w = 6), and have the largest 
neighborhood (set Ω = 10). Once these values have been set, the prediction profiler shows that the most benefit 
will be yielded by setting min to its lowest value (0.01). For the convex parameters, the prediction profiler allows 
us to see that taking their moderate values that are at the minimum of their respective curves provides us with 
fewer un-served customers. Therefore, we set  = 5.4,  = 4.2 and max = 560. Once these values are set, we see 
that both σ and ρ have positive relationships with the number un-served so we set both at their lowest values (ρ = 
0.001, σ = 0). Setting these shifted the  and  curves due to the interactions, so we adjust those to  = 4,  = 1.7. 
And at this point the prediction profiler shows that there is no more opportunity for improvement. Figure 3 shows 
the prediction profiler with these parameter values, and with the model predicting -9.84386 un-served customers. 
It is appropriate to note here that the number of un-served customers in reality could not be less than zero, but the 
regression model does not incorporate the fact that the range of the dependent variable is truncated at zero. For 
the purposes of this type of analysis, a lower predicted value is better, making the possibility of finding the optimal 
solution more likely. 
 
 
Fig. 3. Prediction profiler for aggregated data regression model, best values with m = 50 
We have found a set of best parameter values using the largest number of ants, but if we desire shorter 
runtimes we will want to use only a few ants. So we perform the parameter selection procedure again, beginning 
with m = 6, our lowest number of ants tested. Using a similar procedure as above, we come up with the following 
parameter values: Γ = 0, w = 1, Ω = 3, min = 1,  = 6.4,  = 9.9, max = 560, ρ = 0.001, and σ = 10. The final prediction 
profiler with these values is seen in Figure 4, with the model predicting -9.33845 un-served customers. Table 7 
provides a comparison of the two sets of parameter values. 
 
 
Fig. 4. Prediction profiler for aggregated data regression model, best values with m = 6 
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Table 7. Two sets of good parameter values 
m α β  max min σ Ω Γ w Prediction 
50 1.7 4 0.001 560 0.01 0 10 1 6 -9.84386 
6 9.9 6.4 0.001 560 1 10 3 0 1 -9.33845 
 
One interesting observation about these results is that the predicted values for the number of un-served customers 
is very similar using very different combinations of parameters, with the predicted value using many ants being 
slightly better than the predicted value using few ants. It is also interesting to look back at Figure 2, which 
showed a predicted value of 12.06139 un-served customers with the parameters set at default values, and where 
the graphs make it appear that very little improvement could be achieved by adjusting the parameter values. Note 
that the y-axis range in Figure 2 is higher than the y-axis ranges in Figures 3 and 4. Further comments on these 
results are provided in the next section. 
Discussion 
To provide a context for the discussion of our results, we sought to compare our results for recommended parameter 
values and parameter interactions with those found in literature for related problems. This was more difficult than 
expected, however, because relatively few articles discussing an ACO for related problems explore a range of 
parameter settings to provide recommendations for parameter values. And few of these articles explore interactions 
between parameters. Table 8 provides an overview of the research we found where ACO parameters were varied 
for the TSP. (We were unable to find literature that varied ACO parameters and provided the resulting parameter 
values for a VRP.) For the articles shown in Table 8, there are differences in the algorithms used, with some testing 
more than one algorithm design, but all are ACO algorithms. The book by Dorigo and Stutzle (2004) does not 
provide information about experiments, but is a common reference for ACO articles when explaining chosen 
parameter values, so it is included in the table for reference. Where parameter naming and usage differs, we have 
converted the information in the article to be comparable with our use and naming conventions, leaving out 
parameters the authors may have tested that are not used in our algorithm. Although our problem is significantly 
different, and more complex, that the TSP, we found a fair bit of alignment between our results and those found 
in literature for the TSP. This, in itself, is an interesting fact. In the following two sections we discuss our results 
in more detail and how they compare to these articles, first addressing recommended parameter values and then 
exploring parameter interactions. In Table 8: where more than one value is indicated for a recommended parameter, 
these different values were best for different datasets or algorithms within the article; the entry “complex formula” 
indicates a formula with several terms, including one that depends on specific problem characteristics, and is difficult 
to summarize in a way that would be useful for our comparison here; the entry “best” is the best objective value 
found so far in the algorithm; and the entry “unspec.” (unspecified) means that the article did not indicate the 
parameter value used. 
Table 8. Parameter values used, (tested) and recommended 
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Recommended parameter values 
For easy reference, Table 9 summarizes the parameter settings recommended in Section 4.4 and Section 6. Our 
results show that the largest number of ants (m=50) is recommended for each dataset separately; however, for the 
aggregated data, parameter sets providing nearly equally good results were found using both many and few ants. 
This raises an interesting question regarding what conditions might exist under which few ants may be able to 
perform well. Botee and Bonabeau (1998) found that a moderate amount of ants performed best, although they 
only used one problem instance. Ridge and Kudenko (2007) found that 3 to 5 ants performed best on eight of 
their problem instances, with one instance performing best with 45 ants. Their performance measure combined 
both solution quality and algorithm speed. Interestingly, our results align with theirs – that few ants can be desirable 
when both solution quality and speed are of interest. 






































m 50 50 50 50 50 50 6 
α 0 0 0 10 NS 1.7 9.9 
β 10 9.1 10 5.9 10 4 6.4 
 0.001 0.001 0.095 0.001 0.001 0.001 0.001 
Δτ NS NS NS 10 NS NS NS 
max NS 1000 1 1000 1000 560 560 
min 0.69 0.01 0.01 NS 1 0.01 1 
Σ NS NS NS NS 0 0 10 
Ω 3 NS 3 NS 3 10 3 
Γ 0 NS(1) NS NS 1 1 0 
w NS 6 NS NS 6 6 1 
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With regard to the other parameters, it is not surprising that the best values for many of them vary across data 
sets and across algorithms (as seen in both our results and the literature); rather, the surprise is really where there 
is consistency, especially across somewhat different ACO algorithms and problem instances. Therefore, we will 
focus on those parameters where some consistency in the results is revealed.  
The parameters β and  are the most consistently significant in our results, and this seems to be supported in 
the literature. Therefore, consistency in results regarding best values is of particular interest for these parameters. 
Although the best value for β in our results varies a fair bit across datasets, it is consistently in the mid to upper 
end of the range (4 to 10). In fact, for those datasets where the relationship is seen to be non-linear, a moderate 
value was found to be best, and where only a linear relationship was established, the highest value was chosen. In 
the literature, this consistency is also seen. In Dorigo et al. (1996) and Luo et al. (2006), where the experiments only 
allowed β to take on values up to 5, the best values were found to be 5. And in Botee and Bonabeau (1998) and 
Gaertner and Clark (2005), the best values were also found to be moderate with values of 6.68 and 6, respectively. The 
only exception in literature is in Ridge and Kudenko (2007), where the best values cover the entire range across 
datasets, but their selection criteria included both quality and speed which may explain the difference. Therefore, 
we feel confident in recommending a range of 4 to 7 for β for a wide variety of ACO algorithms and datasets.  
The results for  show some consistency as well. For our datasets, the best values for  are always in the lower 
end of the range (between 0.001 and 0.095). In the literature, the best values for  are also consistently in the 
lower end of the range, although the range is larger (0.02 to 0.5). The only exception is again found in Ridge and 
Kudenko (2007), but the difference in selection criteria may also explain the wide variation in the best values 
they found for . Therefore, we feel confident in recommending a range of 0.001 to 0.5 for  for a wide variety of 
ACO algorithms and datasets. 
Regarding α, the literature shows some consistency in finding a value of 1 or lower to be best (except in Ridge 
and Kudenko, 2007, similar to above); however, our results show a clear inconsistency in the best value for α. It 
turns out that this discrepancy can be explained, but information about interactions is needed so we defer further 
discussion on α to the next section.  
The other parameter for which our results are very consistent is Δτ. We consistently found Δτ to not be significant, 
with it only showing up as significant in a single dataset. Interestingly, Dorigo et al. (1996) also found the effects 
of this parameter (which they call Q) to be negligible. This seems counterintuitive; we would expect that the 
amount of pheromone deposited on each traversed arc during each global update would be significant. 
Parameter interactions 
There has been very little work in existing literature on the interactions between parameters within an ACO and 
their effects on solution quality. From Table 8, only Dorigo et al. (1996), Gaertner and Clark (2005) and Luo et 
al. (2006) present results for varying multiple parameters simultaneously, which allows interactions to be discovered. 
However, across all of these articles, no more than 4 parameters are varied simultaneously (we varied 11 parameters 
simultaneously). Our results show many interactions, so in our discussion here we will focus on the most interesting 
ones, the inverting interactions presented in Table 6. 
The parameters that are required by all ACO algorithms include m, α, β,  and Δτ, so we will address interactions 
among these parameters first, although Δτ was not found in any significant interaction so it will not be discussed 
further. Our results show a significant inversion interaction between m and α. When m is low, a higher value of α 
is predicted to give better results, and when m is high, a lower value for α is predicted to give better results. Note 
that since α does not have a linear relationship with un-served customers, the best values are near the higher and 
lower ends of the range but not at the bounds of the range. The reverse relationship is also inverting, although the 
effect is mild: when α is at the largest end of the range, having more ants becomes slightly detrimental. This relationship 
has not been tested in the literature, so our results are an interesting new contribution. The results lead us to conclude 
that when m is large, a lower value for α should be used, and when m is low, a higher value of α should be used. This 
aligns with our recommended parameter values based on the aggregated data using the two levels of ants (Table 9). 
We also saw a significant inverting interaction between β and α. When β is lower, a lower value of α is beneficial; 
and when β is higher, a higher value of α is beneficial. However, since both of these parameters have a non-linear 
relationship with un-served customers, their best values are relatively high or low, rather than at the highest or 
lowest possible values. This is a very interesting result in light of the literature. Both Dorigo et al. (1996) and Luo 




et al. (2006) investigated the relationship between β and α, with Dorigo et al. (1996) testing the relationship 
across algorithm variations and Luo et al. (2006) testing it across problem instances. Their results show that the 
combinations of β and α that performed the best had higher values of β and lower values of α. Both articles 
showed the best β in the range of 1 to 5 with Dorigo et al. (1996) showing the best range for α as 0.5 to 1 and Luo 
et al. (2006) showing that range as 0.5 to 2.5. However, in both these articles, β and α were only tested up to the 
value of 5. In that light, our results are consistent with theirs. However, we found that when β was allowed to range up 
to 10, larger values of β led to larger values of α being beneficial. This could lead to very different recommendations 
for the relationship between the values of  and . In order to zero in on good recommendations, we want to consider 
the range of values for β which were recommended in the prior section (β = 4 to 7), and the interaction between α 
and m discussed above. (Note that there is also a significant interaction between α and so for the discussion 
here we set  = 0 so that no elite ants are used.) Using the prediction profiler in JMP to explore values of β between 4 
and 7 and low and high values for m (due to the linear relationship between m and un-served customers), we find 
that 1.7 to 3.2 is a good recommended range for α when m is low, and 4.9 to 6.4 is a good recommended range 
for α when m is high. However, as noted, α is also significantly influenced by  so recommendations for α are 
further discussed below. 
Our results also showed a significant inverting interaction between β and , that higher values of β led to higher 
values of  being more beneficial and lower values of β led to lower values of  being more beneficial. The results, 
therefore, also show that at moderate values of β, higher or lower values of  are not more clearly beneficial. The 
prediction profiler in JMP was used to determine that the value of β at which complete indifference in the value 
of  occurs is at β = 7.5. (This is the value of β for which the slope of the predictor line for  is equal to zero.) 
Gaertner and Clark (2005) provided limited information on interactions between β and , but did show that, as β 
varied from 6 to 12, a value of 0.4 for  remained consistently best. Therefore, we conclude that when β is kept within 
our recommended range of 4 to 7, lower values of  are better, but not drastically better. This may explain why 
best values for  found in literature, with their associated best values for β falling between 4 and 7, range from 
0.01 to 0.5 (see Dorigo et al., 1996; Botee and Bonabeau, 1998; Gaertner and Clark, 2005; and Luo et al., 2006). 
With regard to interactions, the most important parameter related to an AS extension is the number of elite ants 
. From Table 6 we see that as α increases, the effect of  on un-served customers inverts. And, although  does 
not similarly cause α to invert (and it therefore not included in Table 6), it also significantly influences α. The result is 
that, when elite ants are used, especially when a higher number of them are used, the best values for α change 
drastically. In the prior discussion of α, we saw that the best value depended significantly on several other parameters 
but when we kept  =0 the range of best values for α only went up to 5.6. However, when  is at its upper end, 
with few ants and β =7.0, the best value of α is at the top of its range (10.0). Therefore, we see that when elite 
ants are used, it is particularly difficult to specify a recommended range for α. And similarly, the recommended 
value for  is either at the upper or lower end of the range, depending primarily on α. (Note that β also has an inverting 
interaction with , but when β is kept within the recommended moderate range (4 to 7) it has little influence on , 
leaving α to dominate the desired value of .) The value of  was not varied in the literature. 
Regarding the use of ranked ants, we see that using a high number of ants, m, makes the use of ranked ants, 
and a larger number of ranked ants, beneficial, but this is reversed when using only a few ants. In addition, if 
ranked ants are used in conjunction with an MMAS extension, min and w have an inverting relationship, leading 
to the recommendation that use of a higher number of ranked ants, w, should be balanced with a lower value for 
the lower limit on pheromone levels, min. And finally, our interactions show that using more ants, m, causes the 
use of a larger neighborhood, Ω, to be more beneficial, and vice versa. 
Conclusions 
Our empirical analysis using the NOLH design of experiments and, in particular, the interaction and prediction 
profilers in JMP, enabled us to find two good sets of parameter values for our problem. This can help significantly 
in obtaining better solutions and therefore help the future evacuation of mobility-challenged people in the face of 
a disaster. We also found significant interactions between parameters within our ACO algorithm. 
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In our comparison of our results with those found in literature, we found that our results are generally consistent 
with prior findings but also lend significant new insight into parameter selection for ACO algorithms. With regard 
to recommended parameter values, we found that many parameters have different ‘best’ values depending on the 
ACO algorithm used and the problem instance, but that some parameter values had consistent ranges for best values 
across algorithms and problem instances. In particular, the range of 4.0 to 7.0 for  appears to be robust across 
ACO algorithms and problem instances. In addition, a robust range for  appears to be 0.001 to 0.5. Surprisingly, 
Δτ does not seem to be significant. The finding for  is particularly important, because the range of values tested 
in literature for  is often capped at 5, and therefore the value for  commonly used in literature has been 5. Our 
results show that higher values of , up to 7, could very well yield better results.  
In addition, our results demonstrate that there are extensive interactions between parameters with an ACO. 
This causes particular trouble when trying to determine a recommended range of values for . Our results also 
show that the best value for  can fall across a very wide range of values, especially when elite ants are being 
used, due to these interactions. This is significant because the range of values tested in literature for  is often 
capped at 5, and we found that the best values for  can range up to 10 depending on other parameter values.  
Our results also show that when considering ranked ants, using a high number of ants, m, makes the use of 
ranked ants, and a larger number of ranked ants, beneficial, but this is reversed when using only a few ants. In 
addition, if ranked ants are used in conjunction with an MMAS extension, min and w have an inverting relationship, 
leading to the recommendation that when using a higher number of ranked ants, a lower value for the lower limit 
on pheromone levels (min) should be used. And finally, our interactions show that using more ants, m, causes the 
use of a larger neighborhood, Ω, to be more beneficial. 
These findings emphasize how important parameter selection can be for solution quality and make clear the 
importance of considering parameter interactions when designing experiments to search for good parameter values. 
In addition, our results that show how dependent some parameter settings can be on algorithm design and problem 
instance (such as the difficulties found in recommending a range for ) can also be interpreted as a good motivation 
for well designed on-line parameter tuning methods that is currently an active area of research. 
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Fig. 1.appendix. Dataset 1: Sorted parameters in regression model 
 
 
Fig. 2.appendix. Dataset 2: Sorted parameters in regression model 
 





Fig. 3.appendix. Dataset 3: Sorted parameters in regression model 
 
 
Fig. 4.appendix. Dataset 4: JMP Sorted parameters in regression model 
 




Fig. 5.appendix. Dataset 5: Sorted parameters in regression model 
 
