1. The feeding functional response is one of the most widespread mathematical frameworks in Ecology, Marine Biology, Freshwater Biology, Microbiology and related scientific fields describing the resource-dependent uptake of a consumer. Since the exact knowledge of its parameters is crucial in order to predict, for example, the efficiency of biocontrol agents, population dynamics, food web structure and subsequently biodiversity, a trustful parameter estimation is of utmost importance for 1 scientists using this framework. Classical approaches for estimating functional response parameters lack flexibility and can often only serve as approximation for a correct parameter estimation. Moreover, they do not allow to incorporate side effects such as resource growth or background mortality. Both call for a new method to be established solving these problems.
Introduction
subsequently used here as attack rate (note that in dependence of the scientific field 23 you may also know it as capture rate (e.g. Kalinkat et al., 2011) , maximum clearance 24 rate (e.g. Hansen, Bjornsen & Hansen, 1997) , maximum per capita interaction strength 25 (e.g. McCann, Hastings & Huxel, 1998 ), or others); and h is the handling time (Holling, 26 1959a ). See Jeschke, Kopp & Tollrian (2002 , 2004 for a comprehensive introduction and 27 discussion of the ecological meaning of these parameters. The attack rate, a, controls 28 mainly the initial increase of feeding at low densities ( Fig. 1a , gray dashed line) whereas 29 the handling time, h, controls mainly the feeding at high densities where the feeding 30 curve satiates ( Fig. 1a , gray dotted line). The inverse of the handling time is often 31 referred to by the maximum feeding rate, F max , but also by the maximum ingestion rate 32 (e.g. Hansen, Bjornsen & Hansen, 1997) , the handling rate (e.g. Englund et al., 2011), 33 or similar terms. 34 If the attack rate is not a constant but depends linearly on the resource density 35 (a = bN ), the functional response becomes a sigmoid curve (e.g. Juliano, 2001, see 36 Fig. 1b , red line) that can be described by: 37 F (N ) = bN 2 1 + bhN 2 (2) power law on resource density (a = bN q ), leading to functional response model that can 47 be written as:
number at the start of the experiment, N 0 (a = bN ≈ bN 0 ), into the RRPE-II yielding: 142 N e = N 0 (1 − exp (bN 0 (hN e − T P ))) , 143 where the parameters are as described above: the number eaten, N e , the attack constant, 144 b, the handling time, h, the total time, T , and the number of predators P . We will 145 subsequently refer to this approach as Rogers Random Predator Equation III (RRPE-146 III).
147
Just as the RRPE-II, this implicit equation can be solved iteratively by Newton's 148 method for N e or by using the LambertW function:
Regardless of whether this equation is solved implicitly or explicitly, due to the approx-151 imation a = bN ≈ bN 0 the predicted number of eaten prey N e is an approximation to 152 the type III ODE and not an analytically correct solution ( Fig. 1e, dashed line) . 153 As an alternative to the type III functional response, Hassell, Lawton & Beddington
154
(1977) presented a sigmoid-shaped feeding curve, taking prey depletion into account. 155 Since the classical type III response is a special case of their wider class of curves (see 156 supplement, Sec. 3), we derived a simplified version of their original equation describing 157 how prey will be depleted over time following a type III functional response: 
178
Analogous to the RRPE-III, these solutions of the RRPE-gen are an approximation to 179 the ODE with a generalized FR ( Fig. 1f , dashed line).
180
As an alternative, Uszko et al. (2015 Uszko et al. ( , 2017 Possible drawbacks of the different methods 186 Using the most simple approach where the feeding rate is simply multiplied by preda-187 tor density and time of the experiment (eqn. 5), prey depletion during the time of the 188 experiment is completely neglected. Because this feeding rate is higher than the actual 189 feeding rate that is based on a reduced number of prey later in the experiment (N 0 > N 190 causes F (N 0 ) > F (N ), cf. Fig. 1d we assume also deviations from the correct solution in all cases.
219
Using our new analytical solution for a type III functional response (eqn. 10) will 220 result in a correct estimation of functional response parameters. But more importantly, 221 our method to fit numerical simulations of ODEs allows to include different functional 222 response models and will always return correct parameter estimations.
223
The problem of non-consumer mediated prey growth and mortality 224 Another problem that often arises in experiments is that background mortality or growth with this are to exclude any data that is biased with mortality or growth, leading to a 230 substantial loss of data, or to ignore the problem if it is not too pronounced, accepting 231 that the resulting bias in parameters is likely to be small (e.g. Vucic-Pestic et al., 2010; 232 Uszko et al., 2017). However, it is also possible to minimize bias without excluding 233 data, by fitting the parameters using simulations of ODEs (see e.g. Rall & Latz, 2016 
239 for arbitrary functional response models F (N ).
240
The growth of prey is often described by simple phenomenological growth models 241 such as the logistic growth (Verhulst, 1838) adding the growth term as the mortality above. In the case of the logistic growth the 244 ODE becomes:
246
where K is the carrying capacity, the number of prey a system can sustain, and r, 247 the intrinsic growth rate that controls the prey growth at low prey densities but also 248 determines the mortality of prey if the prey density is above the carrying capacity. The
249
rest of the parameters are as above in the case of a simple functional response ODE.
250
In the cases of both prey mortality and combined prey growth and mortality, we numbers exceeding the carrying capacity, background prey mortality occurs and there would likely be an underestimation of handling times (which describes feeding at high 264 prey numbers) to counteract this effect. Using the extended ODE models and fitting 265 them numerically to the data should overcome the problem. We further expect that 266 using additional control data (no predators present) will improve the accuracy of the 267 parameter estimation, because effects of natural growth (or death) and predation can 268 be disentangled.
269
Here, we present a new framework of how to fit functional response models to data.
270
We combine numerical simulations of ODE models with an iterative maximum likelihood 271 estimator using R (Rall & Latz (2016) Again, see the supplement (Sec. 5) for details on data simulation. 295 We used an iterative maximum likelihood method (bbmle package, function mle2(),
296
Bolker (2008); Bolker & R Development Core Team (2016)) to fit the models to sim-297 ulated data and also experimental datasets (see below). Unless stated otherwise, we 298 assumed binomially distributed numbers of eaten prey. This means that for each ob- is the only correct feeding model for our simulated data. Therefore, it is the only 370 method which provides a jointly unbiased estimation of attack coefficients, handling 371 times and attack exponents. As above, the methods of Bolker (eqn. 12) and Juliano 372 (eqn. 11) underestimate attack coefficients due to the approximation of a = bN q by bN q 0 .
373
The deviation from all three true parameters is even stronger when directly fitting the 374 functional response (eqn. 5) and Frost's correction for prey depletion (eqn. 13) produces 375 overall biased estimates.
376
Prey mortality and prey growth 377 We compared three new ODE approaches of dealing with natural prey mortality (Fig. 3) . is considerably improved, because predation and mortality effects can be disentangled.
386
Similarly, we compared three new ODE approaches of fitting data including natural 387 prey growth and death (Fig. 4) curves of eaten prey were almost identical to the studies' original methods (Fig. 5 ).
400
Both methods performed similarly in fitting the observed data. However, our focus lies 401 on the parameters which produce these curves and on their discrepancies. Therefore, we 402 do not provide model comparisons (e.g. AIC scores), but report these differences in the 403 estimates ( data are similar, although their predictions do differ for large initial prey densities.
439
Fitting the growth model without control data produces heavily-biased estimates. A 440 large carrying capacity K and a large growth rate r lead to a decrease in predicted dead 441 prey for large initial prey densities. Using control data, the uncertainty in all parameters 442 is significantly reduced (smaller standard errors), because effects of feeding and natural growth (N < K) (or natural loss, N > K) can be separated precisely.
We compared different popular methods and our new ODE-based approach for fitting 
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