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Nuclear magnetic resonance (NMR) provides local, bulk information about the electronic proper-
ties of materials, and it has been influential for theory of high-temperature superconducting cuprates.
Importantly, NMR found early that nuclear relaxation is much faster than what one expects from
coupling to fermionic excitations above the critical temperature for superconductivity (Tc), i.e. what
one estimates from the Knight shift with the Korringa law. As a consequence, special electronic
spin fluctuations have been invoked. Here, based on literature relaxation data it is shown that the
electronic excitations, to which the nuclei couple with a material and doping dependent anisotropy,
are rather ubiquitous and Fermi liquid-like. A suppressed NMR spin shift rather than an enhanced
relaxation leads to the failure of the Korringa law for most materials. Shift and relaxation below
Tc support the view of suppressed shifts, as well. A simple model of two coupled electronic spin
components, one with 3d(x2−y2) orbital symmetry and the other with an isotropic s-like interaction
can explain the data. The coupling between the two components is found to be negative, and it
must be related to the pseudogap behavior of the cuprates. We can also explain the negative shift
conundrum and the long-standing orbital shift discrepancy for NMR in the cuprates.
1. Introduction
Nuclear spins are powerful quantum sensors of their local
electronic environment, so that the versatile methods of
nuclear magnetic resonance (NMR) can be decisive for
theories of condensed matter systems. However, deci-
phering the nuclear response is usually not a straightfor-
ward task if microscopic theory is missing, as is the case
for high-temperature superconducting cuprates. Never-
theless, NMR contributed vital information for the un-
derstanding of these materials, early, e.g., concerning sin-
glet pairing and the pseudogap [1, 2]. Through magnetic
shift and nuclear relaxation, NMR can sense the field-
induced electronic moments and local fluctuating fields,
respectively, both related to the electronic susceptibil-
ities. In addition, the electric quadrupole interaction,
e.g., of Cu and O nuclei in the ubiquitous CuO2 plane,
allows for the determination of the local charge [3–5].
For useful conclusions, however, the hyperfine inter-
actions have to be known. For the electric interaction
a convincing understanding could be achieved only re-
cently [6], which led to, e.g., the discovery of the corre-
lation between the sharing of charge between planar Cu
and O, and the maximum Tc [7], as well as the measure-
ment of charge ordering in the unit cell [8]. The fact
that the charges at planar Cu and O are shared quite
differently between the families that have different max-
imum Tc suggests that one might expect fundamental
differences between different cuprate families in terms of
magnetic shift and relaxation, as well.
The magnetic hyperfine scenario was established
rather early [9, 10], predominantly on the YBa2Cu3O6+y
family of materials. Here, the consequences of the ap-
parent 3d(x2 − y2) hole of Cu2+ were investigated, and
indeed, the quadrupole splitting of Cu was found to be
in qualitative agreement with such a hole [3]. However,
and surprisingly, a related negative spin shift that must
arise from such a hole is not observed [3, 9]. Rather,
the total shift was found to be positive [9]. Moreover,
at lower doping the shift is temperature (T ) dependent,
even above the superconducting transition temperature
(Tc), which marked the discovery of a spin gap above
Tc [11]. However, this shift was not T -dependent for Cu
when the magnetic field is perpendicular to the CuO2
plane.
Figure 1. Fermi liquid shift and relaxation: the spin shift K is
temperature independent above the critical temperature for
superconductivity (Tc) and vanishes below it for spin singlet
pairing. The nuclear relaxation rate (1/T1) is proportional to
the temperature (T ) so that 1/T1T is temperature indepen-
dent above Tc, and the Korringa relation holds roughly, where
S0 = γ
2
n/γ
2
e4pikB/h¯ contains only fundamental constants, e.g.,
the nuclear (n) and electronic (e) gyromagnetic ratios. 1/T1T
vanishes below Tc for singlet pairing. In early analyses of the
cuprates it was found that 1/T1T is much larger than what
was expected from K, and special spin fluctuations were in-
voked to account for the discrepancy.
This mysterious behavior was interpreted as an ac-
cidental cancellation of the spin shift from a very
anisotropic sum of hyperfine coefficients Aα+4B
′, where
Aα is anisotropic due to the 3d(x
2 − y2) orbital, and B′
an isotropic transferred coefficient from the neighboring
four Cu atoms in a single band scenario (B′ in order to
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2distinguish it from B as introduced later). With this ex-
planation of the shifts a single electronic spin component
could be salvaged, and was supported by measurements
on two materials [10, 12]. One problem with the under-
standing of the shifts is the separation of orbital and spin
shift contributions, and one adopts the following chain
of arguments. Orbital shift is not temperature depen-
dent, and since a temperature dependent component is
observed, it is taken as the spin shift term. Furthermore,
since there is singlet pairing, the spin shift should nearly
disappear at low temperatures for all directions of the
field. The thus deduced orbital shifts fit the single ion
estimates for Cu orbital shift [3], but were not expected
to hold for the realistic chemistry of the CuO2 plane [3].
Nuclear relaxation data, also mostly on the
YBa2Cu3O6+y family of materials, were hampered
by the assignment of Cu sites in the plain and chain.
The Y nucleus, situated between the two CuO2 planes,
showed Fermi liquid relaxation, as well as one Cu
site. Surprisingly, it turned out later that the chain
site, rather than the planar Cu site was more Fermi
liquid-like. More importantly, it appeared that the
Korringa relation did not hold and that there must
be an about 10-fold increase of relaxation [13]. With
A‖+4B′ = 0 in one direction, antiferromagnetic fluctua-
tions in a single band scenario would turn this term into
a large pre-factor |A‖ − 4B′|  0 (correlations between
neighboring spins are negative), and one could explain
the data. With most available measurements for c ‖ B0
(aligned powders and NQR) and material and sample
dependent rates, many approaches were developed to
understand shift and relaxation.
Over the last ten years, it was shown with a set of ex-
periments on different materials that the adopted single
spin component view does not hold, rather, two coupled
spin components appear to be necessary to explain the
NMR shifts [14–17]. Finally, a simple literature survey of
all Cu NMR shifts uncovered significant differences be-
tween the cuprates, which point directly to a new shift
phenomenology, at odds with the hitherto used hyperfine
scenario, and that cannot be understood with a single
spin component [18].
These findings raised the interest in nuclear relaxation,
e.g. the apparently large isotropic hyperfine coefficient,
and we began gathering the Cu relaxation data. Here,
we show that the Korringa relation does nevertheless hold
for some cuprates, i.e. those with the highest doping lev-
els. And since the nuclear relaxation is rather similar for
all cuprates (only its anisotropy changes among the sys-
tems) a suppression of the spin shifts for certain cuprates
is behind the failure of the Korringa relation for these
systems, not an enhancement of nuclear relaxation. In
particular, there cannot be substantial spin fluctuations,
except for rather low doping levels where there are no
NMR data, and for one outlier system, La2−xSrxCuO4,
that we find has an additional relaxation mechanism. We
Figure 2. Sketch of cuprate total magnetic shifts, A, Kˆ⊥(T ),
and B, Kˆ‖(T ). Increasing the doping (blue arrow) increases
the temperature independent shifts that extend to lower tem-
peratures. Shifts become temperatures dependent at lower T
and head for a common value for Kˆ⊥, but not for Kˆ‖. C,
a useful overview of the shift is obtained by plotting Kˆ⊥(T )
vs. Kˆ‖(T ). The high temperature shifts fall on a more or
less straight line with slope ∼ 1, i.e., an ’isotropic shift line’
is created by changes in doping, which demands a dominant
isotropic hyperfine coefficient. As the shifts become tempera-
ture dependent they depart from the isotropic shift line with
special slopes, but stay in the lower right triangle.
propose that a negative coupling between two electronic
spin components already found in 2009 [19] is behind the
suppression of the shifts, while hardly affecting a univer-
sal Fermi liquid-like relaxation.
2. Observations from shifts and relaxation
We begin with an overview of results from literature
shift and relaxation analyses. For a full review of lit-
erature shifts see [18], and after the first submission of
this manuscript a more comprehensive review of the re-
laxation was prepared, as well [20].
Throughout the manuscript, quantities measured with
the magnetic field (B0) parallel to the crystal c-axis
(c ‖ B0), are labeled like Kˆ‖ (total magnetic shift), K‖
(spin shift), or 1/T1‖ (also the relaxation in NQR mea-
surements carries the same label since it is dominated
by crystallites for which the nuclear quantization axis is
parallel to c due to quadrupole interaction). Measure-
ments with the magnetic field in the CuO2 plane (c⊥B0)
are labelled like Kˆ⊥, K⊥, or 1/T1⊥; note that measure-
ments along special in-plane axes are very rare since c-
axis aligned powders are most easily measured and twin-
ning can be a problem even for single crystals.
2.1. Magnetic shifts
As mentioned in Introduction, early experiments showed
that Kˆ‖ is T -independent, while Kˆ⊥(T ) appears to have
a Fermi liquid-like spin component near or above optimal
doping in the sense that one observes a decrease as T is
lowered. This decrease is more abrupt when it occurs at
Tc, but it can also start far above Tc (which is the as-
sumed pseudogap behavior). So it was argued that Kˆ‖
contains no spin shift (K‖ = 0), only orbital shift contri-
3butions (KL‖ ≈ Kˆ‖). The spin shift was only extracted
from Kˆ⊥ by defining as spin shift K = Kˆ(T → 0). Sine
the spin response should be isotropic in the cuprates, this
anisotropic behavior was explained with anisotropic hy-
perfine coefficients, i.e. A‖ + 4B′ = 0, A⊥ + 4B′ 6= 0 (in
the original literature it was B, not B′) [2].
Later, materials were investigated that also showed a
significant temperature dependence for K‖(T ) (for refer-
ences see [18]), however, their shift anisotropy was found
to be temperature dependent [16, 17], which is not ex-
pected in a single spin component scenario. Further-
more, an explanation within the old scenario would re-
quire rather different hyperfine coefficients (up to about
30%), which appears to be unrealistic given the unique
CuO2 plane.
A convenient and useful overview of both shifts can
be obtained by plotting Kˆ⊥(T ) vs. Kˆ‖(T ) [18]. This
is illustrated in Fig. 2 that should help understand the
real data plotted in the same way in Fig. 3. Note that
the total shifts Kˆ are plotted in order to avoid a biased
analysis by subtracting unknown orbital shifts.
Key features of such a plot are the following, cf. [18].
There is a common low temperature shift for c⊥B0,
Kˆ⊥(T → 0) ≈ 0.35%. It agrees reasonably well with first-
principle calculations of the orbital shift that give 0.30%
[21]. Interestingly, Kˆ‖(T → 0) can be very different for
different cuprates. Different families have slightly differ-
ent isotropic shift lines (defined by changing doping at
high temperatures). New shift reference points are gener-
ated where Kˆ⊥(T → 0) ≈ 0.35% intersects isotropic shift
lines. These points could define KL‖, but they are still
in strong disagreement with the calculated orbital shift
of 0.72% [21] (for the figure origin we assumed KL‖,⊥ as
found from first-principle calculations).
Differently from changes due to doping, as the shifts
change as a function of temperature their anisotropy
changes, i.e., the shifts depart from the isotropic shift
line in Fig. 3. However, the slopes with respect to tem-
perature, δT Kˆ⊥/δT Kˆ‖, appear to be constant in certain
ranges of T , which causes the characteristic linear regions
in that figure. Characteristic slopes as a function of T
are: (1) δTK⊥/δTK‖ ≈ 1 (same slope as the isotropic
shift lines, but here as function of T ); (2) a rather steep
slope δTK⊥/δTK‖ ≥ 10, and (3) δTK⊥/δTK‖ ≈ 5/2.
This has been discussed in more detail previously [18].
Perhaps the most surprising fact concerns the nearly
isotropic change in shift as function of doping, as this
points to a large isotropic hyperfine coefficient that has
not been discussed so far. In addition, since a variation
in temperature can lead to different slopes, one must con-
clude that different spin components are at play that cou-
ple to the nucleus. We do not see a possibility to account
for the shift scenario with a single temperature and/or
doping dependent spin component [18]. These are simi-
lar conclusions to those deduced with very different shift
Figure 3. Examples of 63Cu NMR shifts from Ref. [18].
Kˆ⊥(Tj) is plotted against Kˆ‖(Tj) (the hat denotes the to-
tal magnetic shifts, including orbital shifts). The plot ori-
gin reflects first-principle calculations of the orbital shifts of
K‖L = 0.72%,K⊥L = 0.3% [21]. Nearly isotropic shift lines
are indicated by dashed lines. The maximum high temper-
ature shift increases with doping (x). The arrows indicate
Tc (OD: overdoped; OP: optimally doped; UN: underdoped
materials, cf. Appendix). Inset: Materials with the highest
Tc depart from the isotropic shift line at the NMR pseudogap
temperature far above Tc, unlike strongly overdoped systems
in the main panel, for which Tc determines the departure
point.
experiments [15–17, 19].
2.2. Nuclear relaxation
Clearly, given the different phenomenology that appears
from viewing all the cuprate shifts, one has to take an
unbiased look at relaxation data as well. After the first
presentation of our short relaxation summary here, we
prepared a more comprehensive account that is available
now, as well [20].
The few outstanding observations from viewing the re-
laxation data are the following. First, the relaxation
rate 1/T1⊥ measured for c⊥B0 is rather similar for all
cuprates, above Tc. In particular below about 200 K,
the most overdoped system that is not superconducting
has a similar Fermi liquid-like dependence as an under-
doped cuprate (there are not enough data to conclude
on strongly underdoped systems). This is seen in Fig. 4
where we plot typical examples (for more data see [20]).
Second, 1/T1‖ behaves differently, but as we show in the
inset of Fig. 4 both rates are nearly proportional to each
other, above and below Tc. Thus, it is only the relaxation
anisotropy that changes among the systems and with
doping, from (1/T1⊥)/(1/T1‖) ≈ 1 to 3.4. Since there
was a clear emphasis on 1/T1‖ measurements and since
4Figure 4. 63Cu NMR relaxation rates for various materials.
Main panel: 1/T1⊥T is very similar above Tc for all sys-
tems (even those that do not superconduct) and Fermi liquid-
like, i.e., 1/T1⊥T = const. above Tc and disappears below Tc
from singlet pairing. From Korringa’s relation and a Knight
shift of 0.8% (cf. Fig. 3) one finds 1/(T1T ) ≈ 20 /Ks. Inset:
(1/T1⊥)/(s·(1/T1‖) of the same materials with T independent
proportionality factor s = 3.3, 3.1, 2.0, 1.9, 1.0, 1.5, 1.5, 1.7 for
the systems according to their appearance in the legend at
the top. The rates are proportional to each other above Tc
where the orientational dependence of the field is expected
to be irrelevant for the fluid; even below Tc only a couple of
strongly overdoped materials show an slight deviation.
some systems were investigated only later, this behavior
was not discovered (however, Walstedt et al. noted the
anisotropy for YBa2Cu3O7 [13]).
In particular, the relaxation just above Tc is very simi-
lar for all (conducting) cuprates in terms of 1/T1⊥T , i.e.,
it is material independent and it does not change very
much across the phase diagram. Just above Tc we have
1/(T1⊥T )(T >∼ Tc) ≈ 17 to 25 /Ks, which gives a shift
of about 0.8% from the Korringa relation. Note that this
is the maximum shift observed in Fig. 3.
Third, if one includes the differences in anisotropy
among different families of materials, the relaxation rates
below Tc are very similar, as well (see below).
2.3. Shifts and relaxation
The fact that the nuclear spins are coupled to an elec-
tronic thermal bath with relaxation rates that are nearly
independent on material and doping (in particular near
Tc) points to a very robust property. This special relax-
ation rate with 1/T1⊥T ≈ 20 /Ks is already present at
the highest doping levels for systems that must be rather
close to a Fermi liquid. It appears to be out of ques-
tion, then, that these excitations (this liquid) is present
in all materials and dominates relaxation above Tc (at
higher temperatures the rate lags somewhat behind, and
1/(T1T ) falls off in a characteristic way for more or less
all the systems). This conclusion is not weakened by
Figure 5. Comparison of K⊥ and 1/(T1⊥,‖T ) below Tc for
an underdoped and overdoped material. The relaxation rates
for c ‖ B0 (circles) and c⊥B0 (diamonds) are plotted as a
function of temperature for the YBa2Cu4O8 (Tc ≈ 81 K) and
TlSr2CaCu2O7−δ (Tc ≈ 52 K); note that 1/T1‖ is multiplied
by the proportionality constants above Tc given in Fig. 4
(1.5 for TlSr2CaCu2O7−δ and 3.3 YBa2Cu4O8). The origi-
nal shifts shown in the inset are scaled in the main panel by
a ratio of 15/4 to fit the relaxation curves.
a doping or material dependent relaxation for the other
direction of the field (c ‖ B0) since both rates are propor-
tional to each other. It rather points to an anisotropic
coupling of the nuclear spins to a unique fluid, which
can depend on doping and material. Interestingly, the
anisotropy takes on only special values (reminding one of
selection rules, rather than a crossover).
Below Tc, the relaxation rates for both directions of
the field drop rapidly, probably from spin singlet pair-
ing. Both rates are nearly proportional to each other.
Interestingly, the perpendicular shift, K⊥(T ), that ap-
proaches a common value for all cuprates appears to be
nearly proportional to 1/(T1‖,⊥T ). However, the propor-
tionality factor depends on the maximum shift for that
material, as can be seen in Fig. 5. This tells us that
the shifts for materials that are located in the lower left
part of Fig. 3 are suppressed compared to those in the
upper right section of the plot that is reached for certain
families and at high doping levels.
It is not quite obvious whether it is just the doping
level that would bring all cuprates in the upper right
corner of Fig. 3. We also know that there is a correlation
between the sharing of the charge in the CuO2 plane and
the maximum Tc, which is not apparent in terms of the
total doping (the sum of the planar Cu and O holes),
which proves that doping is not not the key parameter
for all properties. Therefore, we introduce a parameter ζ
(that clearly depends on doping) to be the cause of the
changes of the uniform response, in addition to T , i.e.,
we write χ0(ζ, T ).
The question arises how one can reconcile a robust
and material independent relaxation with a suppressed
high-temperature shift. Of course, the uniform response,
χ0(T ), can be very different from the wavevector (q) de-
pendent imaginary part of the susceptibility, χ′′(q, T ).
For example, a sinusoidal modulation of the spatial spin
response will reduce the uniform response of the system,
5but can leave the local fluctuations that set relaxation
unchanged.
We do know from experiments on a number of dif-
ferent cuprates [15–17, 19] that a single electronic spin
component cannot explain the shift data, rather at least
two components appear to be necessary, and couple to
the nucleus with different hyperfine coupling constants
to the electronic excitations. Therefore, a simple uni-
form χ0(ζ, T ) is not sufficient to explain the data, that
is why we propose a simple two-component model.
3. Simple two-component description
In the most simple two-component model, the nuclear
spin couples to two electronic spin components with the
susceptibilities χA and χB. These spin components will
then have different T dependences in general. We write,
K‖,⊥(ζ, T ) = B‖,⊥ · χB(ζ, T ) +A‖,⊥ · χA(ζ, T ) (1)
With other words, the magnetic field (B0) induces the
two electronic spin components 〈SA〉 and 〈SB〉 (γeh¯〈Sj〉 =
χjB0), which are not proportional to each other as a func-
tion of temperature. The Cu nucleus feels changes in
the local field through the corresponding hyperfine coef-
ficients B‖,⊥ and A‖,⊥.
Now, we denote with B the apparently isotropic hy-
perfine coefficient that arises as a function of ζ in Fig. 3
(we do not invoke the factor of 4, as opposed to the old
literature). Then, there must also be an anisotropic local
field contribution. In a minimalistic model, we seek this
component in terms of the partially unfilled 3d(x2 − y2)
orbital. As in the early literature we denote this coeffi-
cient with A‖,⊥. It is also known from reliable estimates,
as well as experiment [3] that
|A‖| >∼ 6|A⊥| and A‖ = −|A‖|, (2)
i.e., the anisotropic hyperfine coefficient is negative and
must lead to a negative shift for a positive spin moment.
We will neglect the smaller |A⊥|, and we have with (1),
K⊥(T ) = B · 〈SB〉(T ),
K‖(T ) = B · 〈SB〉(T ) +A · 〈SA〉(T ),
(3)
where A ≡ A‖. Again, we seek to explain the NMR shift
with these two equations that follow from the experi-
mental observation that δTK⊥(T ) is not proportional to
δTK‖(T ), and the fact that we need two different hyper-
fine coefficients, plus the assumption that one coefficient
is isotropic and the second is related to the partially filled
3d(x2 − y2) orbital.
If two spin components are present we must allow for
a coupling between them [19]. Thus, each spin compo-
nent is the sum of two terms, and we use the simplified
notation,
〈SB〉 ≡ b+ c, 〈SA〉 ≡ a+ c, (4)
where the spin components are denoted by
a(ζ, T ), b(ζ, T ) and the coupling term by c(ζ, T ).
That is, we have to analyze the shifts in Fig. 3 with
the following two equations,
K⊥(ζ, T ) = B
[
b(ζ, T ) + c(ζ, T )
]
K‖(ζ, T ) = A
[
a(ζ, T ) + c(ζ, T )
]
+B
[
b(ζ, T ) + c(ζ, T )
]
,
(5)
where T is the temperature, and ζ takes care of the ma-
terial related property.
We now investigate some consequences in this simple
picture, and we begin with the low temperature shifts for
c⊥B0. We remember that, Kˆ⊥(T → 0) ≈ 0.35% is rather
similar for all cuprates, and second, it agrees reasonable
well with first principle calculations that predict 0.30%
[21]. Therefore, we make the fundamental assumption
that Kˆ⊥(T = 0) = KL⊥ is the orbital shift for this ori-
entation of the field, i.e., the spin shift is zero (singlet
pairing). We then conclude with (5),
b(ζ, T → 0) + c(ζ, T → 0) ≈ 0. (6)
Note that we only know the sum (b+ c) vanishes at low
temperature, not each component separately.
Next, we address the isotropic shift lines that appear
at high temperatures in Fig. 3. They demand that the
changes in the shifts induced by ζ, i.e. δζKα, are nearly
proportional to each other, i.e.,
δζK⊥ ≈ δζK‖, (7)
and it follows with (5),
δζ(a+ c) ≈ 0. (8)
That means, the material related shift variations at high
T are given by δζK⊥,‖ = Bδζ(b+ c), i.e., for both orien-
tations of the field.
With (6), we assumed the orbital shift for c⊥B0 to be
given by KL⊥ ≈ 0.35% (as in the old model for the hy-
perfine scenario). Since the orbital shift anisotropy of 2.4
calculated from first principles is a rather reliable number
[21], we conclude that KL‖ ≈ 0.84% is a reliable orbital
shift value for c ‖ B0, as well. This is very different from
the old scenario where the orbital shift for c ‖ B0 was
defined by the YBa2Cu3O6+y low T shift.
In our two-component analysis at the (virtual) inter-
section of an isotropic shift line withKL⊥ ≈ 0.35%, which
defines ζ ≡ ζΛ, we have,
K‖(ζΛ, Th) = A
[
a(ζ, Th) + c(ζ, Th)
]
, (9)
where Th was introduced to denote a sufficiently high T ,
i.e. T  Tc. This is the material independent offset
of the isotropic shift lines in Fig. 3. Near the intersec-
tion ζΛ we have with (5) that K⊥(ζΛ, T ) = B
[
b(ζΛ, T ) +
6Figure 6. Left, possible decomposition of the high-T shifts
as function of the material related parameter ζ and the spin
components a, b and the coupling c, cf. (5). Right, resulting
shift-shift plot according to (5) for B = 1 and A = −3/5B.
c(ζΛ, T )
]
, where K⊥(T ) is very small even at high T .
Thus, c(ζΛ) = −b(ζΛ) holds to a good approximation for
all T . We thus have in addition to (9),
K‖(ζΛ, Th) = A
[
a(ζΛ, Th) + c(ζΛ)
]
K‖(ζΛ, Th) = A
[
a(ζΛ, Th)− b(ζΛ)
]
.
(10)
With KL‖ = 0.84% we have,
K‖(ζΛ, Th) = 0.21%. (11)
Clearly, there could be differences between the materials
in terms of
[
a(ζ) + c(ζ)
]
, but also the orbital shifts could
vary slightly. However, it must be the negative coupling
term c(ζ, T ) that is responsible for the positive offset in
the spin shifts of the cuprates for c ‖ B0. With other
words, there is an effective negative spin in the 3d(x2−y2)
orbital, while component a itself is positive, and at high
T (a+ c) does not change with ζ.
We note that the maximum shift variation above the
intersection defined by ζΛ is about 0.8%, and we conclude
that
B · (b(ζmax, Th)− b(ζΛ, Th)) ≈ 0.8%. (12)
Roughly, there is a factor of 4 betweenK‖(ζΛ, Th) and the
maximum ζ-related shift change. Note that an isotropic
shift of about 0.8% is in agreement with the observed
universal relaxation rate just above Tc, i.e., it follows
from Korringa’s law for a simple Fermi liquid.
Based on the above discussion we present in Fig. 6 a
possible decomposition of the high-T shifts, and the en-
suing shift-shift plot, inspired by a large b term from a
robust Fermi liquid-like fluid, a negative coupling c that
tries to align positive spin components a and b antiferro-
magnetically.
Now, we turn to the temperature dependence of the
shifts. The fact that basically all shift data lie below the
isotropic shift lines in Fig. 3 tells us that as the shifts
depart from the isotropic shift lines with δTK⊥ ≤ δTK‖.
It follows with (5),
δT [A(a+ c)] >∼ 0
δT (a+ c) <∼ 0,
(13)
since A is negative. This says that by lowering the
temperature, A
(
a(T ) + c(T )
)
becomes more positive so
that K‖ stays to the right of the isotropic shift lines in
Fig. 3. The nearly equal sign refers to points very near
the isotropic shift line.
In Fig. 3 we pointed to certain slopes in the low tem-
perature behavior of the shift anisotropies (for a more
detailed discussion see [18]).
First, we have δTK⊥/δTK‖ ≈ 1, similar to the
isotropic shift lines, but now as a function of T . We
conclude δT (a+ c) ≈ 0. This slope is observed, in partic-
ular, for overdoped systems where, after an initial steep
drop of K⊥ at Tc, the system holds (a+ c) = const. as T
drops further, cf. Fig. 3. We do know that (b+ c) varies
in this range of T since K⊥ changes.
Second, we find in Fig. 3 the steep slope, i.e.
δTK⊥/δTK‖ >∼ 10. It can be found for the strongly doped
systems at Tc for a given range of T , but also for other
materials, e.g., YBa2Cu4O8 in the whole range of T . This
includes the variation in the NMR pseudogap region, but
not for all materials. For example, HgBa2CuO4+δ takes
on the slope of ≈ 5/2 as it departs from the isotropic shift
line at Tc, or in the pseudogap region. With δTK‖ ≈ 0
we conclude that
B δT (b+ c) ≈ −A δT (a+ c). (14)
If only c became T dependent, A = −B would follow,
the known argument in the old literature (our definition
of B is that of 4B′ in those papers).
Third, we observe a typical slope of δTK⊥/δTK‖ ≈
5/2. This leads to the equation,
B δT (b+ c) ≈ −5
3
A δT (a+ c). (15)
For example, if we assume that only c changes as a func-
tion of T for those slopes, we conclude that B ≈ −5/3A.
This is perhaps a reasonable conclusion, and the T depen-
dent NMR pseudogap feature is caused by a T dependent
c(ζ). Then, in order to generate, e.g., the steep slope, we
find 3δT b = 2δTa− δT c.
The behavior of the shifts at low temperatures is per-
haps more complicated. One must also be aware of the
fact that the measurements were not pursued with the
appropriate rigor since such behavior was not suspected.
In addition, the penetration depth of the r.f. decreases
rapidly and signal-to-noise can become a limiting factor,
certainly for single crystals. Perhaps, KL⊥ = 0.35% is
somewhat higher than the calculated 0.30%. We cannot
be sure that all Kˆ‖(ζ)(T = 0) in Fig. 3 are the true low-T
shifts for this orientation. If so, we clearly need negative
7spin a+ c, i.e., K‖ = −|A|(b−a) if c = −b. For example,
the single layer HgBa2CuO4+δ [7] has a T = 0 shift of
K‖ = +0.6%, and we conclude that A(a + c) increased
3-fold compared to the ζΛ value of 0.21 %.
How can one reconcile the variations of shift and re-
laxation? First, we focus on the largest ζ materials,
which show Fermi liquid-like behavior with an isotropic
1/T1T of about 20 /Ks. This value follows from the
Korringa relation for a simple Fermi liquid. Note that
(1/T1⊥)/(1/T1‖) ≈ 1 is expected for relaxation domi-
nated by fluctuations through B. Thus, the largest-ζ
systems are easily understood.
As ζ decreases, the shifts decrease isotropically with
decreasing ζ, but remain T independent above Tc. The
relaxation is strictly proportional to T and even re-
mains very similar, except that the anisotropy changes to
(1/T1⊥)/(1/T1‖) = 1.5. By decreasing the temperature,
Tc is encountered and the shifts suddenly drop. First,
K⊥ begins to change, the initial steep drop in Fig. 3.
It is followed by a nearly proportional decrease of both
shifts along isotropic shift lines, now as a function of T .
The initial drop can be rather large, followed by a short
isotropic shift line to reach KL⊥(0) ≈ 0.35%. Systems
with a small initial drop have a longer isotropic shift line
since it ends at KL⊥. Consequently, in the latter case
a smaller shift (K‖(T = 0)) remains at the lowest T .
While the changes in the shifts are more complex, both
relaxation rates drop almost proportionally to K⊥ be-
low Tc (and they are nearly proportional to each other).
This is expected for singlet pairing, here as vanishing of
b+ c. 1/(T1⊥,‖T ) is nearly proportional to K⊥(T ) below
Tc, cf. Fig. 5. We conclude that the relaxation must be
dominated by the isotropic spin component, and only the
coupling to the liquid has acquired a small anisotropy.
As we move to lower ζ and approach optimal doping
the systems tend to depart from the isotropic shift line
with an initial slope of about 5/2, e.g. HgBa2CuO4+δ.
In particular, materials with the highest Tc appear to
have the 5/2 slope, cf. inset in Fig. 3. The changes of
the shifts at the lowest temperature are not well doc-
umented experimentally, and they cannot be discussed
with certainty (some details are given in [18]). The nu-
clear relaxation remains rather similar for c⊥B0, but the
anisotropy of the relaxation changes.
It is obvious from Fig. 5 that K⊥ is nearly propor-
tional to 1/(T1⊥,‖T ), however, while 1/(T1⊥T ) drops
from about 17 /Ks and 25 /Ks to zero for both sys-
tems, respectively, the shifts have to be rescaled. For
TlSr2CaCu2O7−δ the shift drops from about 0.6% to
zero, cf. inset in Fig. 5, and for YBa2Cu4O8 from about
0.1%. From the Korringa relation one would expect
1/(T1⊥T ) of 9.6 /Ks and 0.26 Ks, respectively, very differ-
ent values. The used scaling ratio between the two shifts
in the main panel is 15/4, almost a factor of 4. Again,
we observe a further suppression of the shifts compared
Figure 7. Shift and relaxation scenario in the cuprates:
two coupled (c(ζ)) electronic spins (a(ζ) and b(ζ)) precess
about the external magnetic field and determine the nuclear
spin shift (K(ζ)). The parameter ζ determines the high-
T shifts as a function of doping and material. Near room
temperature, c(ζ) is found to be temperature independent,
causing isotropic changes in the NMR shifts. The largest
shifts (∼ 0.8%) are observed for the largest ζ, in agreement
with Korringa-like relaxation (∼ 20 /Ks). While the relax-
ation is hardly affected by the coupling (only the relaxation
anisotropy (1/T1⊥)/(1/T1‖) changes), the shifts become in-
creasingly suppressed for smaller ζ, thus appear to violate the
Korringa law. The coupled spins possess s- and d(x2−y2)-like
orbital symmetry, and with the corresponding hyperfine co-
efficients the negative coupling explains the unexpected spin
shifts observed in the cuprates. Deep in the condensed state
b + c = 0 and relaxation disappears, but a + c can be finite.
The changes in ζ must be related to the pseudogap.
to relaxation.
In a classical scenario, one expects that the relaxation
governing local field fluctuations are perpendicular to the
orientation of the magnetic field. Thus, in-plane fluctua-
tions set 1/T1‖, while 1/T1⊥ (measured with the field in
the plane) is determined by both kinds of fluctuations,
i.e. parallel and perpendicular to the plane. Of course,
the mean values of the shifts (proportional to χ0) do not
determine their r.m.s. averages that are set by χ′′ at the
nuclear frequency, but they might be a good first guess
for seeking a relation. For example, K‖ is on average
much larger than K⊥, but there are exceptions to that
rule, e.g., in terms of (1/T1⊥T )/(1/T1‖T ) [20]. In addi-
tion, we do not see a simple way to derive the special
proportionality constants for (1/T1⊥T )/(1/T1‖T ), that
hint at matrix element effects, so that we do not pursue
this model any further.
In Fig. 7 we illustrate a scenario of two coupled spins
that we believe captures main elements observed.
There are very few systems that do not fit the general
shift scenario, among them La2−xSrxCuO4 [18]. This
is also true for the relaxation [20], where an additional
mechanism increases the relaxation above Tc, but both
8rates stay proportional to each other. Therefore, we also
do not pursue these few outlier systems here.
The very low-ζ materials are in general not investi-
gated with great detail. It is known that the NMR sig-
nal can be lost, probably due to spin-glass behavior [22].
Greater material dependencies can be expected.
4. Conclusions
From literature analysis an almost universal planar Cu
relaxation above and below Tc is found. It is Fermi liquid-
like and changes only in terms of its anisotropy and Tc.
Its doping independence rules out strong enhancement
due to spin fluctuations. It is contrasted to the drastic
variations of the Cu NMR shifts between different ma-
terials, as a function of doping or temperature above Tc
that were reported recently [18]. Shifts for materials with
the highest doping obey the Korringa law when compared
with their relaxation. So it must be concluded that for
most cuprates that do not obey the Korringa law the
shifts are suppressed, and it is not the relaxation that is
enhanced.
The differences are explained with a simple two-
component model that has two electronic spin compo-
nents, a(ζ, T ) and b(ζ, T ), that depend on temperature
(T ) and a material parameter ζ that depends on dop-
ing. One of the electronic spin components, b(ζ, T ), cou-
ples through an isotropic hyperfine constant, B, with
the nuclei, while an anisotropic hyperfine constant, A ≡
−|A‖|, A‖  A⊥, as known for the 3d(x2 − y2) orbital
is responsible for anisotropic term, a(ζ, T ). A negative
coupling, c(ζ, T ), between both spin components, a and
b, leads to the reduction of the shifts while allowing for
a largely unchanged relaxation above Tc. This negative
coupling can also resolve the long standing discrepancy
between calculated and presumed experimental orbital
shifts.
For large ζ we find a Fermi liquid-like fluid with
isotropic coupling to the nuclei, as given by the Kor-
ringa relation with shift K(ζ). As ζ decreases, a(ζ) in-
creases, but the magnitude of the negative coupling c(ζ)
suppresses the shifts (while Tc increases). Thus, c(ζ)
must be related to the pseudogap. In a possible scenario
c(ζ) becomes T dependent above Tc and causes the NMR
pseudogap phenomenon, i.e., it suppresses the shifts as
a function of T already above Tc. In this case we can
conclude for the hyperfine coefficients that A ≈ −3/5B.
We think it is established with NMR, now, that there
is a nearly universal fluid that is Fermi liquid-like in the
cuprates. This was found with NMR in 2009 [19], but also
with an increasing number of other probes, e.g., [23–25].
Then, the most simplistic scenario suggested by our data
is that the electronic spin of this liquid is coupled to the
spin component in the 3d(x2 − y2) orbital. Of course,
the latter spin could be part of the nearly universal liq-
uid, as well. The term b + c could be associated with
quasiparticles in the nodal region of the Fermi surface
[26–29], while the term a+ c represents the antinodal re-
gion with perhaps antiferromagnetic properties [30, 31].
For lower values of ζ, antinodal regions could be large [32]
and below Tc antiferromagnetic correlations could exist
with pairing. This could explain the reduction of shift
being more gradual, in comparison to overdoped samples
with a smaller k-space region. Then, c is perhaps respon-
sible for driving the k-space anisotropy, seen by ARPES
and other techniques. Neutron scattering will mostly be
determined by the a component and its coupling to b,
while the response from b is likely to be distributed in
reciprocal space and might escape detection.
Perhaps, a Fermi liquid could reside in a separate band
and inter-band coupling is responsible for the high Tc [33].
The residual shift (that may be moments [18]) could be
related to time reversal symmetry breaking, but whether
loop currents [34] could be involved in the suppression
of the shifts has to be seen. A two-component model
involving hidden fermions [35, 36] should relate to our
findings.
Finally, we would like to mention from an NMR point
of view that the evolution of the intra unit cell charge
ordering that is now well documented also by NMR [8]
could be connected to the coupling scenario.
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Appendix
A collection of abbreviations used for the various com-
pounds is given in Table I.
9Table I. List of abbreviations with full stoichiometric formula
and reference for the original data.
Symbol System Ref.
Y1248-UN-92K YBa2Cu4O8 [12]
1
Y1212-OP-90K YBa2Cu3O6.92 [37]
1
Tl1212-OV-10K,-52K,-70K TlSr2CaCu2O7−δ [38]1
Tl2201-OV-0K,-40K,-72K Tl2Ba2CuO6+y [39, 40]
1
Tl2212-OP-112K Tl2Ba2CaCu2O8−δ [41]
1
Hg1201-UN-45K,-74K HgBa2CuO4+δ [17]
Hg1201-OP-97K,-OV-85K HgBa2CuO4+δ [17]
Hg1223-OP-133K(IP) HgBa2Ca2Cu3O8+δ [42, 43]
1
Hg1212-OP-127K HgBa2CaCu2O6+δ [44]
1
Ba0223-OP-120K(OP), (IP) Ba2Ca2Cu3O6(F,O)2 [45]
1,2,3
Ba0212-OP102K,-OP105K Ba2CaCu2O6(F,O)2 [45]
1
1 For the corresponding shift corrections cf. [18]
2 OP or IP in parentheses refer to the outer and inner
plane of the triple layer systems, respectively.
3 In Fig. 3 the orange curve corresponds to (IP) and the
yellow curve to (OP), different from Ref. [45].
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