The framework is illustrated using data from studies of the effects of personality on responses to conflict and the effects of work attitudes on employee adaptation.
The utility of multidimensional constructs has generated considerable debate in the OB literature. Advocates of multidimensional constructs argue that such constructs provide holistic representations of complex phenomena, allow researchers to match broad predictors with broad outcomes, and increase explained variance (Hanisch, Hulin, & Roznowski, 1998; Hulin, 1991; Ones & Viswesvaran, 1996; Roznowski & Hanisch, 1990) . Critics contend that multidimensional constructs are conceptually ambiguous, explain less variance than explained by their dimensions taken collectively, and confound relationships between their dimensions and other constructs Hattie, 1985; Johns, 1998; Paunonen, Rothstein, & Jackson, 1999; Schneider, Hough, & Dunnette, 1996) . This debate has been ongoing for decades (e.g., Cattell & Tsujioka, 1964; Humphreys, 1962; Schmidt & Kaplan, 1971) and shows little sign of abating.
The multidimensional construct debate presents a dilemma for OB researchers who want the breadth and comprehensiveness of multidimensional constructs and the clarity and precision of the dimensions that constitute the construct. These apparently conflicting objectives cannot be achieved if a researcher adopts one side of the debate. Moreover, criticisms underlying the debate are often characterized as necessary evils, but many are matters of degree that can be assessed empirically. For example, the degree to which a multidimensional construct captures variance in its dimensions can be assessed empirically, and the variance explained by a multidimensional construct can be statistically compared with that explained by its dimensions. Unfortunately, methods that allow these comparisons have received little attention in the multidimensional construct debate.
This article presents an integrative analytical framework for assessing the utility of multidimensional constructs in OB research. The framework is integrative in that it combines multidimensional constructs and their dimensions within a single analytical approach. The framework incorporates different types of multidimensional constructs and allows researchers to directly assess a range of assumptions regarding the relationships between a multidimensional construct and its dimensions, causes, and effects. The framework is illustrated using data from studies concerning the effects of personality on responses to conflict (Moberg, 1998) and the effects of work attitudes on employee adaptation (Hanisch & Hulin, 1991) .
Types of Multidimensional Constructs
Multidimensional constructs can be distinguished in various ways. Perhaps the most basic distinction concerns the direction of the relationship between the construct and its dimensions (Law & Wong, 1999; Ones & Viswesvaran, 1996; Schneider et al., 1996) . If the relationships flow from the construct to its dimensions, the construct may be termed superordinate because it represents a general concept that is manifested by specific dimensions. If the relationships flow from the dimensions to the construct, the construct may be termed aggregate because it combines or aggregates specific dimensions into a general concept. The following discussion elaborates this basic distinction, discusses different ways in which superordinate and aggregate constructs may be operationalized, and provides examples from OB research.
Before proceeding, it is important to clarify the nature of the relationships between a multidimensional construct and its dimensions. Because a multidimensional construct is conceptualized in terms of its dimensions, it does not exist separately from its dimensions. Therefore, the relationships between a multidimensional construct and its dimensions are not causal forces linking separate conceptual entities, but instead represent associations between a general concept and the dimensions that represent or constitute the construct (Law et al., 1998) . If a multidimensional construct were replaced by a conceptually analogous construct conceived as distinct from its dimensions, then relationships between this construct and the dimensions may be causal. For example, if overall job satisfaction were defined as a general affective orientation toward the job rather than a composite of satisfaction with job facets (Ironson, Smith, Brannick, Gibson, & Paul, 1989) , then it would be meaningful to examine causal relationships between overall job satisfaction and satisfaction with job facets.
Superordinate Construct
As noted previously, a superordinate construct is a general concept that is manifested by its dimensions. The dimensions of a superordinate construct are analogous to reflective measures, which are observed variables that serve as manifest indicators of an underlying construct (Bollen & Lennox, 1991; Edwards & Bagozzi, 2000) . However, whereas reflective measures are observed variables, the dimensions of a superordinate construct are themselves constructs that function as specific manifestations of a more general construct.
Superordinate constructs are common in research on personality. For example, the five-factor model of personality (Digman, 1990) comprises five broad personality traits manifested by 30 specific personality facets . Some investigators further cast these five traits as indicators of two broader personality dispositions, one manifested by agreeableness, conscientiousness, and emotional stability and the other by extraversion and intellect (Digman, 1997) . Other examples of superordinate constructs include general work values manifested by preferences for specific aspects of work (Bolton, 1980; Pryor, 1987) ; leader-member exchange reflected by affect, loyalty, contribution, and professional respect (Liden & Maslyn, 1998) ; work withdrawal manifested by absenteeism, lateness, leaving early, and escapist drinking (Hanisch et al., 1998) ; and psychological climate indicated by job characteristics, leader attributes, role stress, and work group relationships (L. A. James & James, 1989) .
Superordinate constructs are often operationalized by summing scores on their dimensions. Although this approach is widespread, it disregards measurement error and fails to capture differences in the relationships between the construct and its dimensions. These problems are avoided when a superordinate construct is specified as a first-order factor and dimension scores are treated as observed variables (Hanisch & Hulin, 1991) . However, this approach confounds random measurement error with dimension specificity (i.e., systematic variance in each dimension not captured by the superordinate construct) and ignores the relationships between each dimension and its measures. These limitations are overcome by second-order factor models that treat the superordinate construct as a second-order factor, its dimensions as first-order factors, and measures of the dimensions as observed variables (Bagozzi & Edwards, 1998; Hull, Lehn, & Tedlie, 1991; Hunter & Gerbing, 1982; Rindskopf & Rose, 1988) . Given these advantages, the framework presented in this article operationalizes superordinate constructs using second-order factor models.
Aggregate Construct
Unlike a superordinate construct, an aggregate construct is a composite of its dimensions, meaning the dimensions combine to produce the construct (Law et al., 1998) . The dimensions of an aggregate construct are analogous to formative measures, which form or induce a construct (Bollen & Lennox, 1991; Edwards & Bagozzi, 2000) . However, whereas formative measures are observed variables, the dimensions of an aggregate construct are themselves constructs conceived as specific components of the general construct they collectively constitute.
Aggregate constructs are widespread in OB research. For example, overall job satisfaction has been conceptualized as a composite of satisfaction with specific job facets, such as pay, promotions, supervision, coworkers, and the work itself (Locke, 1976; Smith et al., 1969; Warr et al., 1979) . Similarly, job performance has been viewed as the combination of performance on specific tasks (Murphy & Shiarella, 1997) . Other examples of aggregate constructs include role stress conceived as the combination of role ambiguity, role conflict, and role overload (Bedeian, Burke, & Moffett, 1988; Parasuraman, Greenhaus, & Granrose, 1992) ; organizational commitment treated as the aggregation of commitment to the work group, supervisor, and top management (Hunt & Morgan, 1994) ; and job perceptions as a composite of job challenge, job autonomy, and job importance (James & Tetrick, 1986) .
Aggregate constructs are typically operationalized by summing scores on their dimensions, such that the dimensions are assigned equal weight. Occasionally, dimensions are assigned empirically derived weights obtained from principal components analysis or factor analysis, which calculate weights based on correlations among the dimensions (Kim & Mueller, 1978) . In some instances, dimension weights are estimated by specifying the dimensions as formative indicators of the construct in a structural equation model (Bollen & Lennox, 1991; MacCallum & Browne, 1993) . To identify the weights, the construct must be specified as a direct or indirect cause of at least two observed variables (MacCallum & Browne, 1993) . Hence, the dimension weights are influenced not only by the correlations among the dimensions, but also by the relationships between the dimensions and the variables caused by the construct. A residual term may be added to the model, such that the construct becomes a weighted composite of its dimensions plus random error and other unspecified variables (Bollen & Lennox, 1991; Heise, 1972; MacCallum & Browne, 1993) . Each of these approaches treats the dimensions of the aggregate construct as observed variables, thereby disregarding error in the dimension measures. This limitation can be overcome by specifying the dimensions as latent variables and their measures as manifest variables, as demonstrated later in this article.
Other Types of Multidimensional Constructs
Although most multidimensional constructs are either superordinate or aggregate, other types of multidimensional constructs may be considered. Some of these constructs combine features of superordinate and aggregate constructs. For example, a multidimensional construct may have reflective and formative dimensions, analogous to multiple indicator/multiple cause (MIMIC) models in structural equation modeling (Jöreskog & Goldberger, 1975) . This type of construct is illustrated by organizational commitment defined by dimensions that include facets of commitment (e.g., acceptance of organizational goals and values) and manifestations of commitment (e.g., desire to maintain membership in the organization; Mowday, Steers, & Porter, 1979) . Other multidimensional constructs have relationships with their dimensions that are more complex than the simple linear relationships linking superordinate and aggregate constructs to their dimensions. For instance, person-organization fit has been defined as the absolute or squared difference between person and organization dimensions (Edwards, 1991; Kristof-Brown, 1996) , and the motivating potential of jobs has been defined as a multiplicative composite of core job dimensions (Hackman & Oldham, 1980) . Likewise, personality dimensions have been ranked to define personality profiles (Holland, 1985) or dichotomized and cross-classified to define personality typologies (Myers & McCaulley, 1985) . The present article focuses on superordinate and aggregate constructs because they are prevalent in OB research (Law & Wong, 1999) and provide a foundation for understanding other multidimensional constructs that relate to their dimensions in more complex ways.
The Multidimensional Construct Debate
As noted previously, the utility of multidimensional constructs has been debated for decades. Although this debate covers a wide range of issues, these issues can be distilled into five key points. This section summarizes and integrates these points, with emphasis on the recent OB literature.
Theoretical Utility
Advocates of multidimensional constructs have argued that such constructs are more theoretically useful than their dimensions. This argument stipulates that theories should be general and that general theories require general constructs that combine specific dimensions (Hanisch et al., 1998) . For instance, Roznowski and Hanisch (1990) disparaged specific behaviors as "theoretically sterile" (p. 361) and argued that only aggregates of heterogeneous behaviors provide a complete understanding of behavior in organizations. Likewise, Ones and Viswesvaran (1996) contended that broad personality constructs (i.e., the Big Five) are more basic than specific personality dimensions and are therefore more useful for theory development. Humphreys (1962) advocated a hierarchical model of human abilities in which broad abilities are superordinate constructs, and specific abilities are subordinate constructs located lower in the hierarchy "in the relatively unimportant position that their size and generality warrant" (p. 482).
Critics have questioned the theoretical utility of multidimensional constructs on the grounds that such constructs are conceptually ambiguous (Cronbach, Gleser, Nanda, & Rajaratnam, 1972; Hattie, 1985; Hunter & Gerbing, 1982; McIver & Carmines, 1981) . This ambiguity occurs because variation in a multidimensional construct may imply variation in any or all of its dimensions. Consequently, theories that explain the relationship between a multidimensional construct and other variables are difficult to develop, because different explanations may apply to different dimensions of the construct (Johns, 1998) . As an alternative, critics advocate theoretical models that relate each dimension of the construct to other variables within a general nomological net-work (Paunonen et al., 1999; Schneider et al., 1996) . Such models accommodate differences in relationships involving the dimensions of the construct, which critics consider important for theory development and refinement (Johns, 1998; Paunonen et al., 1999; Schneider et al., 1996) .
The foregoing debate partly reflects ideological differences regarding the value of theories that are broad versus specific. Both of these properties are desirable (Weick, 1979) , yet the debate frames them as antithetical. This dilemma may be ameliorated by developing theories that incorporate multidimensional constructs along with their dimensions. Such theories can be used to explain how the construct and its dimensions relate to one another and to other relevant variables, thereby addressing questions that are broad and specific. Alternately, theories may treat conceptually related dimensions as a set, such that they collectively represent a general concept. For example, job performance may be conceived not as a multidimensional construct, but rather as a set of performance dimensions. Such theories would allow researchers to investigate specific questions for each dimension individually along with general questions for the dimensions collectively. These approaches for modeling multidimensional constructs and their dimensions are illustrated later in this article.
Matching Levels of Abstraction
Multidimensional constructs have been recommended for matching general predictors with general outcomes. For example, researchers have asserted that many important outcomes in OB research (e.g., job performance) are factorially complex and therefore require predictors that are also factorially complex (Hogan & Roberts, 1996; Ones & Viswesvaran, 1996) . Similarly, researchers have argued that general attitudes should be matched with general behavioral outcomes that combine specific behaviors, as when work withdrawal is represented by lateness, absenteeism, and other unfavorable job behaviors (Hanisch & Hulin, 1990 Roznowski & Hanisch, 1990) .
Critics of multidimensional constructs have argued that general predictors and outcomes should be matched not by combining specific dimensions into a single construct, but instead by treating dimensions collectively as a set. For instance, Schneider et al. (1996) and Paunonen et al. (1999) asserted that the relationship between personality and overall job performance should be examined by linking multiple personality dimensions to multiple performance dimensions. This approach echoes Nunnally's (1978) advice that "instead of building factorial complexity into a particular test, it is far better to meet the factorial complexity by combining tests in a battery by multiple regression, in which case tests would be selected to measure different factors that are thought to be important" (p. 268).
Advocates and critics of multidimensional constructs agree that predictors and outcomes should be at the same level of abstraction (Fisher, 1980; Schmidt & Kaplan, 1971) . At issue is whether general constructs should be represented by combining multiple dimensions into a single concept or by treating dimensions as a set. An apparent advantage of combining dimensions is that the association between two general constructs can be indexed by a single quantity (e.g., a correlation coefficient). However, a single index of association can also be obtained for sets of dimensions using set correlation (Cohen, 1982) or multivariate regression (Dwyer, 1983) . Moreover, most methods for combining dimensions are special cases of methods that treat dimensions as sets, such that the former can be statistically compared with the latter. These points are elaborated within the framework presented in this article.
Reliability
Another source of debate concerns the internal consistency reliability of measures of multidimensional constructs created by summing dimension scores. Critics note that the dimensions of a multidimensional construct are necessarily heterogeneous because they represent different facets or manifestations of the construct. As dimension heterogeneity increases, correlations among the dimensions decrease, which in turn reduces the reliability of summed dimension scores. When sums of dimension scores exhibit adequate reliabilities in practice, critics point out that these sums often contain numerous items and therefore can attain high reliabilities in spite of dimension heterogeneity (Mershon & Gorsuch, 1988; Paunonen et al., 1999) . Some critics have further argued that reliability estimation applies only to measures that are unidimensional Hunter & Gerbing, 1982) , thereby raising fundamental questions regarding the meaning and assessment of reliability for measures of multidimensional constructs.
Advocates acknowledge that the dimensions of multidimensional constructs are often heterogeneous (Roznowski & Hanisch, 1990) . However, rather than lamenting the effects of dimension heterogeneity on reliability, advocates have argued that reliability estimates based on internal consistency are irrelevant for measures of multidimensional constructs (Hanisch et al., 1998) . As an alternative, some researchers (e.g., Ones & Viswesvaran, 1996) have applied formulas for estimating the reliability of linear composites (Nunnally, 1978) , which incorporate the reliabilities of dimension measures and can produce acceptable composite reliabilities even when dimensions are uncorrelated (Aston, 1998) .
Ultimately, reliability is an empirical matter that varies across studies. When a multidimensional construct is operationalized by summing dimension scores, reliability may be estimated using formulas appropriate for linear composites (Nunnally, 1978) or latent variables (Jöreskog, 1971) , depending on whether the construct is aggregate or superordinate, respectively. However, as explained earlier, multidimensional constructs and their dimensions are better treated as latent variables in structural equation models. This approach corrects for measurement error in the construct and its dimensions, which effectively renders the reliability debate moot. However, just as it is important to assess the strength of the relationship between a construct and its measures, it is important to assess the strength of the relationship between a multidimensional construct and its dimensions. Procedures for assessing these relationships are demonstrated later in this article.
Construct Validity
Advocates of multidimensional constructs have criticized the construct validity of dimension measures, arguing that such measures are dominated by specific variance that should be considered invalid. For example, Ones and Viswesvaran (1996) contended that measures of personality dimensions are "construct deficient" (p. 622) because they contain excessive specific dimension variance that should be regarded as measurement error. Likewise, Humphreys (1970) argued that variance specific to dimensions represents noise and that only variance common to all dimensions is valid. To reduce the effects of specific dimension variance, advocates of multidimensional constructs have recommended summing numerous heterogeneous dimension measures (Humphreys, 1970; Roznowski & Hanisch, 1990) or using dimensions as indicators of a general factor (Hanisch et al., 1998; Hulin, 1991) . Both of these approaches emphasize variance common to the dimensions and treat specific dimension variance and random error variance as measurement error (Humphreys, 1970) .
Critics of multidimensional constructs have defended the construct validity of dimension measures. For instance, Schneider et al. (1996) challenged claims by Ones and Viswesvaran (1996) that dimension specificity should be treated as measurement error, arguing instead that specificity is valid precisely because it is not measurement error. Accordingly, high specificity should be interpreted not as invalid construct variance, but instead as valid dimension variance that is not captured by the multidimensional construct. A similar argument was advanced by Blau (1998) , who criticized superordinate work withdrawal and job withdrawal constructs (Hanisch & Hulin, 1991) on the grounds that these constructs explained little variance in their dimensions, thereby failing to capture dimension specificity.
The evaluation of construct validity begins by identifying the construct of interest (Nunnally, 1978; Schwab, 1980) . For advocates of multidimensional constructs, the construct of interest is general, and any variance specific to its dimensions is therefore invalid. For critics, the dimensions themselves are of interest, and the multidimensional construct serves primarily as an organizing category or label for the dimensions. This difference in perspective underlies the interpretation of dimension specificity as invalid or valid. An integrative perspective would treat multidimensional constructs and their dimensions as theoretical constructs, each with its own claim to validity. Evidence for the validity of the multidimensional construct would include the strength of its relationships with its dimensions and the degree to which it captures relationships between its dimensions and other theoretically relevant constructs. Evidence for the construct validity of the dimensions would include the strength of their relationships with their measures and the degree to which each dimension exhibits relationships with other constructs not captured by the multidimensional construct. Methods for assessing these aspects of construct validity are illustrated later in this article.
Criterion-Related Validity
Finally, advocates of multidimensional constructs have argued that such constructs have higher criterion-related validity than their dimensions. In most cases, these arguments pertain to multidimensional constructs as predictors. For example, Ones and Viswesvaran (1996) reported that, across a range of criteria, broad personality traits exhibited higher predictive validity than their dimensions. Less frequently, these arguments are applied to multidimensional constructs as criteria. For instance, in a study of the effects of attitudes on employee adaptation, Roznowski and Hanisch (1990) found that attitudes correlated more highly with a sum of adaptive behaviors than with the individual behaviors constituting the sum.
Critics have countered that, although multidimensional constructs often have higher criterion-related validity than most of their dimensions, they frequently have lower criterion-related validity than at least one dimension (Aston, 1998; Paunonen et al., 1999; Schneider et al., 1996) . Critics have further pointed out that a multidimensional construct cannot have higher criterion-related validity than an optimally weighted linear combination of its dimensions, as when the dimensions are used as predictors in multiple regression analysis (Goldberg, 1993; Moberg, 1998; Paunonen et al., 1999; Schneider et al., 1996) . At a more fundamental level, some critics have questioned the value of maximizing criterion-related validity as an end unto itself, arguing instead that the goal of empirical research is to obtain parameter estimates that are accurate, regardless of their magnitude (Johns, 1998) .
The debate over criterion-related validity has two important limitations. First, although many studies have compared multidimensional constructs with their dimensions taken individually, such comparisons are irrelevant because critics recommend using the dimensions collectively. Therefore, comparisons of criterion-related validity should pit the multidimensional construct against its dimensions as a set. Some researchers have argued that such comparisons are pointless because the construct cannot explain more variance than that explained by its dimensions taken jointly (Paunonen, 1998; Schneider et al., 1996) . However, the relevant question is whether the increase in explained variance is worth the degrees of freedom consumed by replacing a multidimensional construct with its dimensions, a question that has received little attention in the criterion-related validity debate. Second, comparisons between multidimensional constructs and their dimensions taken collectively have been limited to aggregate constructs as predictors, perhaps due to the simplicity of comparing the bivariate correlation for an aggregate construct with the multiple correlation for its dimensions. Alternative procedures are required for aggregate constructs as outcomes and for superordinate constructs as predictors or outcomes. These procedures are demonstrated later in this article.
Summary and Implications of the Debate
In sum, the multidimensional construct debate has raised issues of theoretical utility, levels of abstraction, reliability, construct validity, and criterion-related validity. Advocates of multidimensional constructs endorse generality, breadth, and simplicity, whereas critics promote specificity, precision, and accuracy. Given that both sets of objectives are laudable, researchers would be better served by an integrative approach than by admonitions to adopt one side of the debate. Moreover, many issues underlying the debate refer to empirical matters that vary across studies, but methods for quantifying these issues have received little attention. The following section presents an integrative framework that incorporates multidimensional constructs along with their dimensions, quantifies issues that underlie the multidimensional construct debate, and seeks to serve the interests of advocates and critics of multidimensional constructs.
An Integrative Analytical Framework
The framework developed here is based on four principles. First, multidimensional constructs and their dimensions should be included in the same model. Doing so allows tests of broad questions associated with multidimensional constructs along with specific questions concerning the dimensions of the construct. Second, models should incorporate assumptions regarding the direction of the relationships between the construct and its dimensions, thereby capturing the distinction between superordinate and aggregate constructs. Third, analyses should examine the strength and variability of the relationships between the multidimensional construct and its dimensions. These analyses have important implications regarding the interpretation of the construct, given that its meaning arises from its relationships with its dimensions. Fourth, analyses should quantify issues underlying the multidimensional construct debate, such that the relative merits of multidimensional constructs and their dimensions can be assessed on a study-by-study basis. Model specification differs depending on whether the multidimensional construct is superordinate or aggregate and whether the construct is a cause or an effect of constructs other than its dimensions. Combining these distinctions yields the four types of models that are discussed below. All models use standard notation from the structural equation modeling literature (e.g., Jöreskog & Sörbom, 1996) .
Superordinate Construct as a Cause
As explained earlier, a superordinate construct is best viewed as a second-order factor with its dimensions as first-order factors. Three second-order factor models are considered here, representing different degrees of variability in the relationships between the construct and its dimensions. The most restrictive model treats the dimensions as parallel, meaning they have equal loadings and equal residual variances. This model embodies two assumptions: (a) each dimension manifests the superordinate construct to the same degree, such that a unit change in the construct leads to the same degree of change in each dimension; and (b) the quality of each dimension as an indicator of the superordinate construct is the same. These assumptions reflect the premise that distinctions among the dimensions can be disregarded, as implied by procedures that collapse the dimensions of a superordinate construct into a single score. An equation that captures this model is
In this equation, ξ * is the superordinate construct, and the η i are its dimensions (a superscript asterisk is used to differentiate a multidimensional construct from constructs treated as its dimensions, causes, and effects). Note that each η i has the same loading on ξ * (i.e., γ) and the same residual (ζ), which in turn implies that the residual variances for the η i are equal.
A less restrictive model treats the dimensions as tau equivalent, such that the dimensions have equal loadings but different residual variances. This model captures the assumption that a unit change in the construct leads to the same change in each dimension, but the construct explains different amounts of variance in each dimension. This assumption implies that each dimension represents the superordinate construct to the same degree, although some dimensions may do so with greater precision, as indicated by lower residual variance. An equation for this model is
Note that the relationship of ξ * with each of its dimensions is represented by a single loading (i.e., γ) but a different residual (i.e., the ζ i ).
Finally, the least restrictive model considered here treats the dimensions as congeneric, meaning that their loadings and residual variances are free to vary. An equation for this model is
Here, the relationship between ξ * and each of its dimensions is represented by a different loading (i.e., the γ i ) and residual (i.e., the ζ i ). This equation corresponds to a standard second-order factor model (Rindskopf & Rose, 1988) .
Constructs caused by the superordinate construct are specified as additional η i , and incorporating these effects into the preceding models adds equations that follow Equation 3. As such, distinctions between the η i as dimensions versus effects of the superordinate construct are strictly matters of interpretation. However, comparisons among the parallel, tau equivalent, and congeneric models pertain only to the η i treated as dimensions of the construct. The effects of ξ * on the η i as effects should be unrestricted, such that each η i has a unique coefficient and residual. Moreover, causal paths and correlated residuals may be included for the η i as effects but not the η i as dimensions of ξ * , given that the superordinate construct is considered the only source of covariation among its dimensions.
1
As noted earlier, the framework presented here provides tests of relationships for multidimensional constructs and their dimensions simultaneously. For a superordinate construct as a cause, relationships between the construct and its effects are represented by the γ i in Equation 3, whereas relationships between the dimensions and effects of the construct are captured by the pairwise products of the γ i for the dimensions and effects, each multiplied by the variance of the construct. For example, if the construct is standardized and has three dimensions, the relationship between the first dimension of the construct (i.e., η 1 ) and the first effect of the construct (labeled η 4 , given that η 1 , η 2 , and η 3 are dimensions of the construct) is represented by the loading for η 1 times the coefficient for η 4 , or γ 1 γ 4 (when the construct is standardized, its variance is unity and can be disregarded). Other relationships between the dimensions and effects of the construct can be similarly derived. Thus, using a superordinate construct as a cause treats the relationships between the dimensions and effects of the construct as spurious, due to the common cause ξ * .
Aggregate Construct as a Cause
As explained earlier, an aggregate construct is best viewed as a function of latent variables representing its dimensions. Here we consider four models that incorporate different degrees of variability in the relationships between the construct and its dimensions. The most restrictive of these models treats the aggregate construct as a simple sum of its dimensions. The corresponding equation is
Here, the aggregate construct is represented by η * , its dimensions are represented by the ξ i , and the summation is over all dimensions of the construct.
A somewhat less restrictive model uses weights specified by the researcher. For example, the correlations among the ξ i may be entered into a principal components analysis to obtain weights that maximize the variance of η * , subject to the restriction that sum of the squared weights equals unity (Kim & Mueller, 1978) . Alternately, weights may be derived rationally to represent the judged importance of the dimensions (Murphy & Shiarella, 1997; Schneider et al., 1996) . An equation containing such weights is
In this equation, the dimension weights are represented by the w i , each of which is assigned to a particular dimension.
Neither of the preceding models estimates dimension weights within the model itself. A model that directly estimates dimension weights is captured by the following equation:
In this model, the dimension weights are represented by the γ i . These weights are analogous to those derived from principal components analysis, except that the criterion for deriving the γ i is not to maximize the variance of the aggregate construct, but instead to reproduce the covariances among the dimensions and effects of the construct. Because the model in Equation 6 includes weights as free parameters, it is less restrictive than the models in Equations 4 and 5.
The three preceding models treat the aggregate construct as an exact linear combination of its dimensions. A less restrictive model introduces a residual for the aggregate construct:
In Equation 7, ζ * represents aspects of η * not captured by its dimensions. Thus, Equation 7 allows the relationships between the dimensions and the construct to vary empirically (as in Equation 6) and further stipulates that the variance of η * is no longer solely a function of the variance of the linear combination Σγ i ξ i .
Relationships between the aggregate construct and its effects are captured by equations of the following form:
In Equation 8, the η j represent the effects of the aggregate construct η * , and the ζ j are residuals for each η j .
Like a superordinate construct, an aggregate construct represents the relationships between its dimensions and effects as pairwise products of the dimension loadings with the coefficients relating the construct to its effects. These products can be obtained by substituting the equation for the appropriate aggregate construct into Equation 8. Specifically, the relationships between the dimensions and effects of the construct are represented by γ i β j for Equations 6 and 7, w i β j for Equation 5, and β j for Equation 4 due to the implied loading of unity on each dimension. These products show that using an aggregate construct as a cause treats the relationships between the dimensions and effects of the construct as indirect, mediated by the construct η * .
Superordinate Construct as an Effect
We now turn to models that treat a multidimensional construct as an effect, starting with a superordinate construct. As before, the superordinate construct is specified as a second-order factor with its dimensions as first-order factors. Three second-order factor models are again considered, corresponding to the parallel, tau equivalent, and congeneric models discussed previously. To reiterate, the parallel model is the most restrictive of the three models because it specifies that each dimension represents the construct to the same degree and with the same precision. For a superordinate construct as an effect, the parallel model is represented by
In Equation 9, η * is the superordinate construct and the η j are its dimensions. Note that each η j has the same loading on η * (i.e., β) and the same residual (ζ), which in turn implies that the residual variances are equal.
The less restrictive tau equivalent model is captured by the following equation:
Here, the relationship of η * with each of its dimensions is represented by a single loading (i.e., β) and a different residual (i.e., the ζ j ).
Finally, the congeneric model is depicted by the following equation:
In this equation, the relationship of η * with each of its dimensions is captured by a different loading (i.e., the β j ) and residual (i.e., the ζ j ). This equation corresponds to a standard second-order factor model but specifies the second-order factor as endogenous (i.e., η * ) rather than its usual specification as exogenous (i.e., ξ * ). Adding the causes of the superordinate constructs to the preceding models introduces a set of equations that treat η * as dependent on one or more ξ i and a residual:
Note that Equation 12 is identical to Equation 7 for an aggregate construct as a cause. However, whereas the ξ i are interpreted as dimensions of an aggregate construct η * in Equation 7, they are viewed as causes of the superordinate construct η * in Equation 12. Moreover, the constraints applied to Equation 7 to obtain the restricted aggregate cause models in Equations 4, 5, and 6 should not be imposed on Equation 12, which instead should freely estimate the parameters linking the superordinate construct to its causes and the residual not explained by these causes.
As with aggregate cause models, superordinate effect models represent the relationships between the causes and dimensions of the construct as the pairwise products of the coefficients on the causes with the loadings on the dimensions, or γ i β j . Thus, using a superordinate construct as an effect treats the relationships between the causes and dimensions of the construct as indirect, mediated by the construct η * .
Aggregate Construct as an Effect
Finally, we turn to models that specify an aggregate construct as an effect. For these models, the dimensions and causes of the aggregate construct are exogenous variables, and their variances and covariances should be freely estimated (MacCallum & Browne, 1993) . However, doing so renders the parameters linking the construct to its dimensions and causes unidentified. Nonetheless, if the parameters linking the construct to its dimensions are fixed to a priori values (e.g., unit weights or principal component weights), the parameters linking the construct to its causes become functions of the variances and covariances of the causes and dimensions of the construct. For illustration, consider a model in which an aggregate construct is a sum of three dimensions (ξ 1 , ξ 2 , and ξ 3 ) and has one cause (ξ 4 ). An equation relating the construct to its cause is
Assuming ξ 4 and ζ * are independent, covariance algebra yields the following solution for γ 4 :
where C(.) is a covariance operator, and φ 44 is the variance of ξ 4 . By substituting the sum ξ 1 + ξ 2 + ξ 3 for η * and applying covariance algebra, Equation 14 may be rewritten as
Equation 15 shows that γ 4 is a function of the variance of ξ 4 and its covariances with ξ 1 , ξ 2 , and ξ 3 . Hence, γ 4 may be constrained to the expression in Equation 15. Next, the variance of ζ * (i.e., ψ * ) may be written by solving Equation 13 for ζ * and taking variances: 
Thus, ψ * is a function of the variances and covariances of ξ 1 , ξ 2 , ξ 3 , and ξ 4 and therefore may be constrained to the expression shown in Equation 17.
2 If η * is specified as a weighted sum of the ξ i (e.g., w 1 ξ 1 + w 2 ξ 2 + w 3 ξ 3 ), the foregoing approach should be adapted to incorporate rules for calculating variances and covariances of weighted sums of random variables. Doing so yields the following solutions for γ 4 and V(ζ * ): 
Hence, if η * is a weighted sum, γ 4 and ψ * should be constrained to the expressions shown in Equations 18 and 19.
The procedure described above becomes exceedingly complicated as more causes are added to the model. Fortunately, the same results may be obtained by respecifying the dimensions of the construct as endogenous variables. This approach may be illustrated by first substituting the sum ξ 1 + ξ 2 + ξ 3 for η * in Equation 13, which yields
Because ξ 1 , ξ 2 , and ξ 3 are now endogenous, they are rewritten as η 1 , η 2 , and η 3 , which yields
Equation 21 may be expanded into a set of three equations representing a multivariate structural model, as follows:
In this model, the γ i and the variances and covariances of the ζ i are freely estimated. The correspondence between Equations 21 and 22 can be seen by summing the equations in Equation 22, which yields
Hence, γ 4 and ζ * in Equation 21 equal γ 1 + γ 2 + γ 3 and ζ 1 + ζ 2 + ζ 3 in Equation 22, respectively, and the variance of ζ * equals the variance of the sum ζ 1 + ζ 2 + ζ 3 . It can be shown that these expressions for γ 4 and the variance of ζ * are algebraically equivalent to Equations 15 and 17, respectively. An estimate of γ 4 can be obtained by estimating the model represented by the combination of Equations 13 and 22 (i.e., ξ 4 as a cause of η 1 , η 2 , η 3 , and η * ) and constraining γ 4 to γ 1 + γ 2 + γ 3 . Estimates of the variance of ζ * and its covariances with the ζ i may be obtained by constraining these parameters to values indicated by rules for calculating variances and covariances of linear combinations of random variables. For the present example, the variance of ζ * equals the sum of the variances of ζ 1 , ζ 2 , and ζ 3 plus twice their covariances (i.e., ψ 11 + ψ 22 + ψ 33 + 2ψ 12 + 2ψ 13 + 2ψ 23 ), and the covariances of ζ * with each ζ i equal the variance of that ζ i plus its covariances with the other two ζ i (e.g., the covariance of ζ * with ζ 1 equals ψ 11 + ψ 21 + ψ 31 ).
The procedure shown above may also be applied when the dimensions constituting η * are assigned different weights. Again assuming η * has three dimensions, a differentially weighted aggregate construct may be written as
The weights in Equation 24 may be incorporated into Equation 22 by multiplying both sides of each equation by the appropriate weight, which yields
Thus, the effect of ξ 4 on the aggregate construct η * in Equation 24 equals w 1 γ 1 + w 2 γ 2 + w 3 γ 3 , and the variance of ζ * equals the variance of the weighted sum w 1 ζ 1 + w 2 ζ 2 + w 3 ζ 3 . As before, estimates of these quantities may be obtained by incorporating η * and ζ * into the model, constraining γ 4 to w 1 γ 1 + w 2 γ 2 + w 3 γ 3 , and constraining the variance ζ * and its covariances with the ζ i to values indicated by rules for calculating variances and covariances of weighted linear combinations of random variables. Again, this approach yields results that are identical to those provided by the more complicated procedure corresponding to Equations 18 and 19. Next, we consider how using an aggregate construct as an effect represents the relationships between the causes and dimensions of the construct. If the dimensions are modeled as exogenous variables, then their relationships with the causes of the construct are represented as covariances in the φ matrix. If the dimensions are recast as endogenous variables, then their relationships with the causes are represented as direct effects, corresponding to the γ i in Equation 22. In either case, the relationships between the causes and dimensions of the construct are direct effects that bypass the construct itself. Thus, whereas other multidimensional construct models constrain relationships between the dimensions of the construct and its causes or effects, an aggregate effect model conceals the relationships between the causes and dimensions of the construct. These relationships are concealed because they are effectively summed into composites such as γ 4 in Equation 21. These composites provide no information regarding the individual relationships between the causes and dimensions of the construct, because a given value of a composite can be produced by an infinite number of combinations of the γ i .
Model Estimation and Evaluation
To apply the preceding framework, various matters of model estimation and evaluation must be addressed. Regarding model estimation, it is necessary to establish that the model is identified and to properly specify the relationships between the multidimensional construct and its dimensions. Regarding model evaluation, it is important to assess model fit, the direction and magnitude of relationships between constructs, and issues underlying the multidimensional construct debate. Issues of theoretical utility and level of abstraction are conceptual rather than statistical and therefore should be addressed as part of the substantive interpretation of the model. Reliability is not an issue of debate when a multidimensional construct and its dimensions are treated as latent variables that contain no measurement error. However, an analogous issue concerns the strength of the relationships between the construct and its dimensions, as these relationships indicate how well a superordinate construct is represented by its dimensions and, likewise, how well an aggregate construct captures variance in its dimensions. Issues of construct validity underlying the debate focus on the utility of dimension specificities, which can be assessed by estimating relationships between the dimensions of the construct and its causes and effects after taking the construct into account (Hull et al., 1991) . Finally, issues of criterion-related validity can be addressed by comparing the explained variance associated with the construct with that associated with its dimensions. Procedures for addressing these matters of model estimation and evaluation are discussed below.
Model Estimation
Identification. Prior to estimation, it is necessary to establish that all parameters in a model are identified. The following discussion focuses on identification issues particular to multidimensional construct models. For this discussion, it is assumed that a scale has been set for each dimension, cause, and effect of the construct, and that the parameters of the measurement model for these variables (i.e., item loadings and measurement error variances) are identified. All identification rules set forth in this discussion were verified using procedures outlined by Bekker, Merckens, and Wansbeek (1994) . First, it is necessary to set a scale for the multidimensional construct. This may be accomplished by fixing a path leading to or from the construct to unity or by fixing the variance of the construct to unity, thereby standardizing the construct.
3 To conduct statistical tests involving the multidimensional construct, it is useful to obtain standard errors for paths leading to and from the construct, and these standard errors are not available for fixed paths. Therefore, it is usually preferable to set the scale of the construct by fixing its variance. If the construct is endogenous (i.e., a superordinate construct as an effect or an aggregate construct as a cause or effect), the variance of the construct can be fixed directly in some structural equation modeling programs (e.g., RAMONA; Browne & Mels, 1992) , whereas in LISREL (Jöreskog & Sörbom, 1996) it is necessary to write an equation for the variance of the construct, set that equation to unity, solve for one parameter in the equation, and constrain that parameter to the expression indicated by the equation.
Second, it is necessary to ensure that parameters in the model are identified. For superordinate cause models, all parameters are identified if no causal paths are included among the η i and the residuals for the η i (i.e., the ζ i ) are uncorrelated, as is customary for second-order factor models (Rindskopf & Rose, 1988) . These restrictions make substantive sense for the dimensions of the construct, because presumably the construct is the only systematic source of covariance among the dimensions. However, these restrictions make less sense for the effects of the construct, which may covary for reasons other than sharing the superordinate construct as a cause (e.g., effects may influence one another, omitted variables embodied in residuals may correlate or influence more than one effect). Fortunately, the model remains identified if, for each pair of effects, (a) the residuals are allowed to correlate or (b) a causal path is included between the effects, provided the relationships among the effects as a set remain recursive.
Aggregate cause models and superordinate effect models have the same basic structure and therefore raise similar identification issues. For both types of models, the construct must have paths leading to at least two endogenous variables (Bollen & Davis, 1994; MacCallum & Browne, 1993) . This criterion is satisfied if a superordinate effect has at least two dimensions or an aggregate cause has at least two effects. The model remains identified if the residual variances are freed for all endogenous variables (including the superordinate or aggregate construct), the covariances among all residuals are fixed, and the model contains no causal relationships among endogenous variables other than those emanating from the multidimensional construct. This specification makes sense for a superordinate construct as an effect because the construct is considered the only systematic source of covariation among its dimensions, and a residual for the construct must be estimated to capture the variance in the construct not explained by its causes. However, for an aggregate construct as a cause, it may be desirable to estimate causal paths among the effects of the construct or correlations among the residuals of the effects. These parameters are identified if the residual for the aggregate construct is fixed (i.e., the construct is an exact linear combination of its dimensions, as in Equations 4, 5, and 6) and, for each pair of effects, (a) the residuals are allowed to correlate or (b) a causal path is included between the effects and the relationships among the effects as a set remain recursive. If the residual for the aggregate construct is freed, as in Equation 7, then at least one path or covariance among the effect residuals must be constrained to achieve identification.
For an aggregate effect model, estimating the variances and covariances of the dimensions and causes of the construct renders the parameters linking the construct to its dimensions and causes unidentified. As noted previously, this dilemma can be overcome by specifying a priori weights linking the construct to its dimensions, respecifying the dimensions as endogenous variables, and imposing constraints on the paths from the causes to the construct and on the variance and covariances of the residual of the construct. Structural models of this type are saturated and are therefore just identified. If effects of the construct are added to the model, then the parameters linking the construct to its dimensions may be estimated, provided the model conforms to rules for identification of models with an aggregate construct as a cause.
Specifying relationships between the multidimensional construct and its dimensions. As noted previously, the proposed framework provides tests of the variability of the relationships between a multidimensional construct and its dimensions. For superordinate constructs, these tests are performed by imposing constraints analogous to those used to compare congeneric, tau equivalent, and parallel measurement models (Jöreskog & Sörbom, 1996) . For congeneric models, no constraints are imposed on the dimension loadings or residual variances. For tau equivalent models, the dimension loadings are set equal to one another. For parallel models, the dimension loadings are set equal to one another, and the residual variances are set equal to one another. These models are nested and can be compared using chi-square difference tests.
Constraints for aggregate constructs represent different approaches to combine dimensions to form the construct. Summing the dimensions is tantamount to assigning them equal weight. To incorporate unit weights, one weight should be set to unity, the remaining weights should be set equal to that weight, and the variance of the construct should be freed. If the construct is standardized by fixing its variance to unity, then the dimension weights may be set equal to one another without fixing any of the weights to a particular value. In either case, the substantive meaning of the construct is the same. For principal component weights, covariances among the dimensions should be obtained from a confirmatory factor analysis and submitted to a principal components analysis from which one component is extracted. The resulting component weights can be used to impose proportional constraints on the paths from the dimensions to the construct. For example, if the principal component weights for three dimensions are .5, .6, and .7, the second path should be constrained to 1.2 times the first, and the third path should be constrained to 1.4 times the first. If the scale for the aggregate construct is set by fixing the first path to the obtained principal component weight, then these constraints will reproduce the full set of component weights (with this approach, the variance of the aggregate construct should be freed, and the resulting estimate will equal the eigenvalue for the principal component). If the aggregate construct is scaled by fixing its variance to unity, then one path should be freed, and the remaining paths should be constrained proportionally to that path. For models with equal weights or principal component weights, the residual for the aggregate construct should be fixed to zero, as implied by Equations 4 and 5. If the aggregate construct is a cause, then all paths from the dimensions to the construct may be freed (as in Equations 6 and 7), and the resulting model may be compared with models with equal or principal component weights using chi-square difference tests.
Model Evaluation
Model fit. Model fit should be assessed using indices recommended in the structural equation modeling literature (Gerbing & Anderson, 1993) , such as the comparative fit index (CFI; Bentler, 1990 ) and the root mean squared error of approximation (RMSEA; Steiger, 1990) . The CFI represents the increase in fit of the target model over a null model in which all variables are uncorrelated (Bentler, 1990) . The CFI has an expected value of 1.00 when the estimated model is true in the population, and values of .95 or higher indicate adequate fit (Hu & Bentler, 1999) . The RMSEA estimates the discrepancy per degree of freedom between the original and reproduced covariance matrices in the population. Values up to .05 indicate close fit, and values up to .08 represent reasonable errors of approximation in the population (Browne & Cudeck, 1993) . Point estimates of the RMSEA may be supplemented by confidence intervals to obtain tests of close fit, as indicated by whether the confidence interval includes .05 (MacCallum, Browne, & Sugawara, 1996) .
Assessments of model fit should be supplemented by comparisons with alternative models MacCallum, Roznowski, & Necowitz, 1992) . For a superordinate construct, the parallel, tau equivalent, and congeneric models may be compared with one another. For an aggregate construct, models with equal or principal component dimension loadings may be compared with models that freely estimate these loadings. In addition, models that include a multidimensional construct should be compared with models that treat the construct as a set of related dimensions, thereby yielding information directly relevant to the multidimensional construct debate. Sets of dimensions should be modeled using multivariate structural models that differ according to whether the multidimensional construct is a cause or effect. If the construct is a cause, its dimensions are treated as exogenous variables, its effects are treated as endogenous variables, and each dimension is specified as a direct cause of each effect. If the construct is an effect, its dimensions are treated as endogenous variables, its causes are treated as exogenous variables, and a direct effect is included linking each cause to each dimension. For both models, correlations should be included among the exogenous variables and among residuals for the endogenous variables, with the exception of endogenous variables connected by causal paths.
Relationships between the multidimensional construct and its dimensions. Procedures for assessing the overall relationship between a multidimensional construct and its dimensions differ according to whether the construct is aggregate or superordinate. For an aggregate construct, the relationship can be assessed with the adequacy coefficient (R a 2 ), which is used in canonical correlation analysis to assess the relationship between a set of variables and their associated canonical variate (Thompson, 1984) . 4 
R a
2 is calculated by summing the squared correlations between the construct and its dimensions and dividing by the number of dimensions. The relationship between a superordinate construct and its dimensions can be assessed with the total coefficient of determination or multivariate R 2 (here labeled R m 2 ), which represents the proportion of generalized variance in a set of dependent variables explained by one or more independent variables (Bollen, 1989; Cohen, 1982; Jöreskog & Sörbom, 1996) . R m 2 is calculated by taking the determinant of the covariance matrix of the multidimensional construct and its dimensions, dividing this quantity by the variance of the multidimen-sional construct times the determinant of the covariance matrix of the dimensions, and subtracting the resulting quantity from unity.
Relationships for dimension specificities. Relationships between dimension specificities and the causes and effects of the construct can be assessed by incorporating specificities as latent variables in the model. This approach is straightforward for a superordinate construct but is quite complicated for an aggregate construct for which dimension specificities are represented by creating variables that equal the portion of each dimension that is independent of the construct. A simpler approach that yields equivalent results is to treat relationships for dimension specificities as direct effects for the dimensions after taking into account the multidimensional construct. When the construct is a cause, these direct effects represent the incremental variance explained by each dimension after controlling for the construct. When the construct is an effect, direct effects to the dimensions indicate whether the causes in the model relate to aspects of the dimensions that are distinct from the construct. Individual direct effects can be tested using modification indices (Jöreskog & Sörbom, 1996) , which follow a chi-square distribution with 1 degree of freedom and indicate the expected improvement in model fit if a constrained parameter is freed. 5 Alternately, a direct effect can be tested by adding it to the model and testing whether it differs from zero (or, analogously, whether the chi-square for the model is reduced). Multiple direct effects can be tested by adding them to the model and conducting chi-square difference tests, provided the augmented model is identified.
The foregoing tests do not apply to aggregate effect models, because these models already include direct effects from the causes to the dimensions of the construct. Instead, dimension specificities may be assessed by comparing the R 2 for the aggregate construct to the R m 2 for its dimensions, and a confidence interval for the difference between R 2 and R m 2 can be obtained using the bootstrap (Efron & Tibshirani, 1993) . Alternately, dimension specificity can be reframed as information provided by the dimensions beyond that obtained from the aggregate construct. Using an aggregate construct as an effect implies that a single coefficient adequately represents the effect of each cause on all dimensions of the construct. If the coefficients relating each cause to the dimensions are indeed equal, then no information is lost by using the aggregate construct. However, if the coefficients differ from one another such that the effects of each cause vary across dimensions, then the aggregate construct is concealing potentially useful information. This issue may be examined by imposing equality constraints on the coefficients from each cause to the dimensions and testing the increase in chi-square.
Comparing criterion-related validity for the construct and its dimensions.
Differences in criterion-related validity for a multidimensional construct and its dimensions can be assessed usingR m 2 . When the multidimensional construct is a cause, theR m 2 from the model with the construct may be compared with the R m 2 from a multivariate structural model using the dimensions as correlated causes. Because the former model is nested in the latter, the difference in R m 2 for these models can be assessed using a chi-square difference test. When the multidimensional construct is an effect, the R 2 for the model with the construct can be compared with the R m 2 for a multivariate structural model using the dimensions as effects with correlated residuals. If the construct is superordinate, the former model is nested in the latter, and the difference in R m 2 for the two models model can be assessed using a chi-square difference test. If the construct is aggregate, the R 2 for the aggregate construct may be compared with the R m 2 for its dimensions as a set, as explained earlier. It should be noted that the foregoing tests are equivalent to omnibus tests for all dimension specificities, given that any increase in criterion-related validity for the dimensions is attributable to aspects of the dimensions not shared with the construct.
Empirical Illustrations
The proposed framework is illustrated using data from two studies: one that examined personality as a multidimensional cause of responses to conflict (Moberg, 1998) and another that examined employee adaptation as a multidimensional effect of job dissatisfaction (Hanisch & Hulin, 1991) . For both studies, superordinate and aggregate construct models were examined. Analyses were based on covariance matrices for measures of the dimensions of the construct and its causes or effects, derived from information reported in published articles. To facilitate interpretation, covariances for each study were based on measures converted to a common metric, and all superordinate constructs were scaled by fixing their variances to unity.
6 Measurement error was incorporated by using each measure as a single indicator of a latent variable with its loading set to unity and the variance of its measurement error set to one minus the reported reliability of the measure multiplied by the variance of the measure. Because a single indicator measurement model was used, fit indices refer specifically to the structural model relating the multidimensional construct to its dimensions and causes or effects. Models were estimated using LISREL 8.30 (Jöreskog & Sörbom, 1996) and RAMONA (Browne & Mels, 1992) .
Multidimensional Construct as a Cause
Moberg (1998) collected data from 249 managers and supervisors who completed the 240-item NEO-PI-R and the 30-item Organizational Communication and Conflict Instrument (OCCI; Putnam & Wilson, 1982) . The NEO-PI-R contains 48 items for each of the Big Five personality traits, and items for each trait can be scored on six dimensions, each measured with eight items. The OCCI measures four responses to interpersonal conflict, using 5 to 12 items for each response. The present analyses focused on extraversion as a cause of avoidance, seeking resolution, and exerting control in conflict situations (correlations among residuals of these outcomes were included in all models). Data used for these analyses are reported in Table 1 .
Superordinate cause models.
Results for extraversion as a superordinate cause are reported in Figure 1 and Table 2 . The parallel, tau equivalent, and congeneric models did not fit the data well, as evidenced by CFI values ranging from .584 to .681 and RMSEA values ranging from .150 to .155 (for each model, the 90% confidence interval for the RMSEA was well above .05, thereby rejecting the hypothesis of close fit; MacCallum et al., 1996) . Chi-square difference tests indicated that the congeneric model fit better than the tau equivalent model (∆χ 2 (5) = 28.171, p < .001), which in turn fit better than the parallel model (∆χ 2 (5) = 29.198, p < .001). Thus, the congeneric model provided the best fit of the three models, although none of the models fit well in an absolute sense.
For the parallel, tau equivalent, and congeneric models, extraversion exhibited strong multivariate relationships with its dimensions, withR m 2 values of .840, .849, and .891, respectively. For the parallel model, the R 2 linking extraversion to each dimension was .462 (by construction, this value was the same for all dimensions). For the tau equivalent model, dimension R 2 values ranged from .347 for gregariousness to .608 for warmth, whereas for the congeneric model, dimension R 2 values ranged from .236 for assertiveness to .757 for positive emotions.
7 Thus, the congeneric model indicated that the tau equivalent and parallel models concealed considerable variability in the relationships between extraversion and its dimensions. Omnibus significance tests of this Note. CFI = comparative fit index, RMSEA = root mean squared error of approximation. For the extraversion dimensions, table entries are unstandardized spurious relationships between the extraversion dimensions and responses to conflict, calculated as the product of each dimension loading on extraversion with the path from extraversion to each response to conflict. *p < .05. **p < .01.
variability are provided by the chi-square difference tests reported earlier, which indicate that the loadings and residuals for the extraversion dimensions differed significantly from one another. All three models indicated that extraversion was negatively related to avoidance, positively related to resolution, and unrelated to control. R m 2 values linking extraversion to its outcomes were .092, .101, and .081, respectively, for the parallel, tau equivalent, and congeneric models. The three models produced R 2 values for individual outcomes ranging from .032 to .055 for avoidance, .061 to .078 for resolution, and .001 to .005 for control. Relationships between individual dimensions and outcomes (see Table 2 ) were necessarily constant across dimensions for the parallel and tau equivalent models, whereas the congeneric model indicated that the relationships with outcomes were strongest for gregariousness, followed by positive emotions and warmth.
Relationships for dimension specificities were examined using modification indices for parameters directly linking the extraversion dimensions to the outcomes. To control for Type I error, the nominal p value of .05 was divided by the number of modification indices examined (i.e., 18), yielding a critical p value of .00278 and corresponding chi-square of 8.498. For all three models, this criterion indicated a negative effect of the gregariousness specificity on resolution, a negative effect of the warmth specificity on control, and a positive effect of the assertiveness specificity on control.
Aggregate cause models. Results for extraversion as an aggregate cause are reported in Figure 2 and Table 3 . Models with equal loadings and principal component loadings did not fit the data well, with CFI values of .812 and .805 and RMSEA values of .145 and .148, respectively (for both models, 90% confidence intervals for the RMSEA excluded .05). In contrast, the model that freely estimated the dimension loadings fit the data reasonably well, producing a CFI of .945 and a RMSEA of .099 (the lower bound of the 90% confidence interval was .064, falling between the .05 criterion of close fit and the .08 value indicating reasonable errors of approximation; Browne & Cudeck, 1993) . Chi-square difference tests confirmed that this model fit better than the models with equal loadings (∆χ 2 (5) = 69.940, p < .001) or principal component loadings (∆χ 2 (5) = 73.033, p < .001). The same fit was produced by a model that freed the residual on extraversion, as would be expected given that freeing this residual required fixing one of the residual covariances for the responses to conflict. However, the estimated variance of the extraversion residual was negative, indicating an inadmissible solution. Therefore, the model was reestimated using RAMONA, which ensures that all estimated variances are nonnegative. The resulting estimate of the extraversion residual was zero, which essentially rendered this model equivalent to the model in which the extraversion residual was fixed to zero. Therefore, the model that freed the extraversion residual was excluded from further consideration.
For the models with equal loadings and principal component loadings, relationships between extraversion and its dimensions were moderate, as evidenced by R a 2 values of .552 and .548, respectively. Squared correlations between extraversion and its dimensions (which are analogous to squared structure coefficients in canonical correlation analysis; Thompson, 1984) ranged from .429 for assertiveness to .677 for gregariousness for the equal loadings model and from .368 for assertiveness to .759 for gregariousness for the principal components loadings model. Relationships between extraversion and its dimensions were lower and more varied for the model that estimated the dimension loadings, as indicated by an R a 2 value of .116, a squared correlation of .626 for assertiveness, and squared correlations smaller than .028 for the other five dimensions. Chi-square difference tests comparing this model with the models with equal or principal component loadings indicated that, although the latter models produced higher R a 2 values, they concealed substantial variability in the dimension loadings. On the other hand, the model that estimated the dimension loadings transformed extraversion into a construct that was dominated by assertiveness and captured little of the remaining five dimensions.
The models with equal loadings and principal component loadings indicated that extraversion was negatively related to avoidance, positively related to resolution, and Table 3 ) were similar for the models with equal loadings and principal component loadings, indicating that all dimensions were negatively related to avoidance and positively related to resolution. A markedly different pattern emerged for the models that estimated dimension loadings, indicating that assertiveness was negatively related to avoidance and positively related to resolution and control, and that activity was positively related to avoidance and negatively related to control.
Relationships for dimension specificities were examined using modification indices for parameters directly linking the extraversion dimensions to the outcomes, again using a critical chi-square value of 8.498. For the models with equal loadings and principal component loadings, this criterion indicated a positive effect of the assertiveness specificity on control and negative effects of the warmth specificity on control and the gregariousness specificity on resolution. For the model with estimated loadings, modification indices pointed to positive effects of the activity and positive emotions specificities on resolution, a positive effect of the assertiveness specificity on control, and negative effects of the warmth, activity, and positive emotions specificities on control. Table 4 . Because single indicators were used for all latent variables, the model was saturated and therefore fit the data perfectly. The fit of this model relative to the superordinate and aggregate cause models can be tested using the chi-square statistics for those models, which are compared with a value of zero (i.e., the chi-square for the multivariate structural model). 9 These tests indicate that the multivariate structural model fit the data better than any of the superordinate cause and aggregate cause models. The multivariate structural model yielded an R m 2 of .731 for the relationships between the extraversion dimensions and outcomes. This value is substantially higher than values for all models except the aggregate cause model with estimated dimension loadings, which produced anR m 2 of .609. R 2 values linking the extraversion dimensions to avoidance, resolution, and control for the multivariate structural model were .158, .224, and .622, respectively. These values were notably higher than corresponding values from the superordinate and aggregate cause models.
The multivariate structural model indicated that three of the six extraversion dimensions were related to the responses to conflict. In particular, gregariousness was negatively related to resolution, activity was negatively related to control, and assertiveness was negatively related to avoidance and positively related to resolution and control. These results indicate that the relationships for warmth, excitement seeking, and positive emotions found for the superordinate and aggregate cause models were artifacts of the constraints imposed by these models on the loadings of the extraversion dimensions. These differences between the multivariate structural model and the superordinate and aggregate cause models were foreshadowed by the analyses of dimension specificities reported earlier, which indicated that the superordinate and Note. CFI = comparative fit index, RMSEA = root mean squared error of approximation. For the extraversion dimensions, table entries are unstandardized coefficients linking each extraversion dimension to each response to conflict. *p < .05. **p < .01.
aggregate cause models overestimated some relationships and underestimated other relationships between the extraversion dimensions and responses to conflict.
Summary. The preceding results provide little support for extraversion as a superordinate construct. Although extraversion exhibited moderate to strong relationships with its dimensions, it distorted the relationships between the extraversion dimensions and outcomes, exaggerating relationships with avoidance and resolution and concealing relationships with control. In addition, the criterion-related validity of the extraversion construct was much lower than its dimensions as a set. Moreover, relationships revealed by treating the extraversion dimensions as a set were theoretically meaningful, as exemplified by the positive relationship between assertiveness and control. Given that relationships with outcomes varied across the extraversion dimensions, it appears that the level of abstraction embodied by the extraversion construct was too broad. Thus, on the grounds of theoretical utility, level of abstraction, dimension specificity, and criterion-related validity, extraversion as a cause of responses to conflict is better viewed as a set of related dimensions than as a superordinate construct.
Results also do not support extraversion as an aggregate construct with dimension loadings that are equal or proportional to principal component weights. For these models, relationships between extraversion and its dimensions were reasonably strong but criterion-related validities were low, particularly for control as an outcome. These models also concealed considerable variability in the effects of the extraversion dimensions, suggesting that the extraversion construct was too broad relative to its outcomes. Models that freely estimated dimension loadings produced higher criterionrelated validities and better represented the effects of the extraversion dimensions on the outcomes. However, these models effectively reduced the extraversion construct to assertiveness, indicating that the construct was too broad and had little theoretical utility beyond the assertiveness dimension taken separately. Thus, the aggregate cause models were inferior to the multivariate structural model, although the particular shortcomings of the aggregate cause models differed depending on how the relationships between the aggregate construct and its dimensions were specified. Hanisch and Hulin (1991) obtained data from 348 university staff members who completed measures of work, pay, and coworker satisfaction from the Job Descriptive Index (Smith et al., 1969) , a measure of health satisfaction from the Retirement Descriptive Index (Smith et al., 1969) , and measures of five dimensions of employee adaptation, including unfavorable job behavior, lateness, absenteeism, turnover intent, and desire to retire (Roznowski & Hanisch, 1990) . Satisfaction measures contained 9 to 19 items, and adaptation measures contained three to seven items. The present analyses examined health, work, coworker, and pay satisfaction as causes of adaptation. Descriptive statistics and correlations for the measures analyzed are reported in Table 5 .
Multidimensional Construct as an Effect
Superordinate effect models. Results for adaptation as a superordinate effect are reported in Figure 3 and Table 6 . The parallel, tau equivalent, and congeneric models did not fit the data well, with CFI values from .342 to .793 and RMSEA values from .106 to .153 (for all three models, 90% confidence intervals for the RMSEA excluded .05). In addition, the congeneric model produced a small negative error variance for absenteeism, although this estimate did not differ significantly from zero. Therefore, this model was reestimated using RAMONA, which produced an estimate of zero for the absenteeism error variance and little change in the other parameter estimates. Chi-square difference tests indicated that the congeneric model fit better than the tau equivalent model (∆χ 2 (4) = 20.569, p < .001), which in turn fit substantially better than the parallel model (∆χ 2 (4) = 152.262, p < .001). Thus, although the congeneric model produced the best fit of the three models, none of the models fit the data well.
For the parallel, tau equivalent, and congeneric models, R m 2 values relating adaptation to its dimensions were .615, .852, and 1.000, respectively. The R m 2 value of 1.000 for the congeneric model was attributable to the relationship between adaptation and absenteeism, for which the residual variance of zero implied a univariate R 2 of 1.000. The congeneric model also produced an R 2 of .624 for lateness and R 2 values of less than .230 for the remaining adaptation dimensions. For the tau equivalent model, dimension R 2 values ranged from .139 for desire to retire to .813 for absenteeism, Note. CFI = comparative fit index, RMSEA = root mean squared error of approximation. For the satisfaction facets, table entries are unstandardized indirect effects of the satisfaction facets on the dimensions of adaptation, calculated as the product of the path from each satisfaction facet to adaptation with the loading of each dimension on adaptation. *p < .05. **p < .01.
whereas for the parallel model the R 2 for each adaptation dimension was .242. Hence, as parameters relating adaptation to its dimensions were relaxed, these relationships because increasingly variable to the point that adaptation became isomorphic with absenteeism.
The parallel model indicated that adaptation was negatively related to work satisfaction, whereas the tau equivalent and congeneric models indicated that adaptation was negatively related to health satisfaction. R 2 values for adaptation produced by the three models were .200, .102, and .081, respectively. Relationships between satisfaction and the adaptation dimensions (see Table 6 ) were necessarily constant for the parallel and tau equivalent models, with the former model indicating that all dimensions were negatively related to work satisfaction and the latter model indicating that all dimensions were negatively related to health satisfaction. In contrast, the congeneric model yielded a single negative relationship between health satisfaction and absenteeism, suggesting that the negative relationships for the other four dimensions in the tau equivalent model were artifacts of the equality constraint imposed across the five dimensions.
For the three superordinate effect models, relationships for dimension specificities were examined using modification indices for parameters directly linking satisfaction to the adaptation dimensions. The nominal p value of .05 was divided by the number of modification indices examined (i.e., 20), yielding a critical p value of .0025 and corresponding chi-square of 9.140. For the parallel model, this criterion indicated a positive effect of work satisfaction on the unfavorable job behavior specificity, negative effects of work satisfaction on the turnover intent and desire to retire specificities, a negative effect of coworker satisfaction on the turnover intent and desire to retire specificities, and a negative effect of pay satisfaction on the turnover intent specificity. Similar results were obtained for the tau equivalent model, although modification indices did not reach significance for the effect of coworker satisfaction on the desire to retire specificity or the effect of pay satisfaction on the turnover intent specificity. For the congeneric model, work satisfaction and pay satisfaction were negatively related to the specificities for turnover intent and desire to retire. Thus, although the results of the specificity analyses differed somewhat for the three models, each model indicated that dissatisfaction with work and pay may relate aspects of turnover intent and desire to retire not captured by the adaptation construct.
Aggregate effect models. Results from analyses using adaptation as an aggregate effect are shown in Figure 4 and Table 7 . Because aggregate effect models do not impose constraints on the relationships between the adaptation dimensions and outcomes, they yield equivalent fit to the data and therefore cannot be compared using fit statistics or chi-square difference tests. Nonetheless, these models can be evaluated using criteria relevant to the multidimensional construct debate, as discussed below.
Overall, the aggregate effect models yielded modest relationships between adaptation and its dimensions, with R a 2 values of .449 and .365 for the equal loadings and principal component loadings models, respectively. The equal loadings model yielded squared correlations between adaptation and its dimensions ranging from .264 for unfavorable job behavior to .627 for absenteeism. Squared dimension correlations for the principal component loadings model ranged from .064 for unfavorable job behavior to .704 for desire to retire. The increased variability in dimension correlations for the principal component loadings model paralleled the differential weights assigned to the adaptation dimensions, as shown in Figure 4 .
The aggregate effects models indicated that adaptation was negatively related to work satisfaction and unrelated to health, coworker, and pay satisfaction. R 2 values were .134 and .193, respectively, for the equal loadings model and principal component loadings model. Relationships between satisfaction and the adaptation dimensions (see Table 7 ) differed for the two models due to scaling differences produced by the dimension weights used to derive the adaptation construct (e.g., for the equal loadings model, the five coefficients linking health satisfaction to the adaptation dimensions in Table 7 sum to -.087, which equals the coefficient linking health satisfaction to adaptation in Figure 4) .
Relationships for dimension specificities were examined by comparing the R 2 for adaptation with the R m 2 for its dimensions. Whereas the equal loadings and principal component loading models produced R 2 values of .134 and .193, the R m 2 for the adaptation dimensions was .535. Information provided by the dimensions beyond that yielded by the adaptation construct was further assessed by imposing equality constraints on the coefficients linking each satisfaction facet to the five adaptation dimen- Note. CFI = comparative fit index, RMSEA = root mean squared error of approximation. For the satisfaction facets, table entries are weighted direct effects of the satisfaction facets on the dimensions of adaptation (these effects differ from one another and from the multivariate structural model only due to scaling differences). *p < .05. **p < .01.
sions. As explained earlier, if the adaptation construct adequately represents the effects of satisfaction on the adaptation dimensions, then a single coefficient should adequately summarize the effects of each satisfaction facet on all five adaptation dimensions. Imposing these constraints significantly worsened the fit of the model (∆χ 2 (16) = 73.262, p < .001). Modification indices were examined to identify which satisfaction facets were most severely affected by the equality constraints, again using a critical chi-square of 9.140. Results indicated that the equality constraints concealed the greatest degree of variability in the effects of work satisfaction and coworker satisfaction, followed by pay satisfaction. Thus, using adaptation as an aggregate construct may have concealed meaningful variability in the effects of these three facets of satisfaction on the adaptation dimensions.
Multivariate structural model. Results for the multivariate structural model are reported in Table 8 . Given that single indicators were used for all latent variables, the model was saturated and fit the data perfectly. Consequently, the fit of the model is necessarily the same as that of the aggregate effect models. However, the fit of the multivariate structural model can be compared with that of the superordinate effect models using the chi-square statistics for those models (see Table 6 ). These tests indicate that the multivariate structural model fit the data better than the superordinate effect models.
The multivariate structural model produced anR m 2 of .535 for the effects of the satisfaction facets on the five adaptation dimensions as a set. This value is markedly higher than R 2 values for adaptation produced by the superordinate and aggregate effect models. R 2 values for the individual adaptation dimensions ranged from .048 for unfavorable job behavior to .214 for turnover intent. It is worth noting that the R 2 for turnover intent as a single dimension was higher than the R 2 for the adaptation construct produced by any of the superordinate or aggregate cause models.
The multivariate structural model indicated that all five adaptation dimensions were related to various facets of satisfaction. In particular, unfavorable job behavior was positively related to work satisfaction, lateness was negatively related to pay satisfaction, absenteeism was negatively related to health satisfaction, turnover intent was negatively related to work satisfaction and coworker satisfaction, and desire to retire was negatively related to work satisfaction and positively related to pay satisfaction. This pattern of relationships is consistent with the analyses of dimension specificities for the superordinate and aggregate effect models, which indicated that the relationships between the satisfaction facets and adaptation dimensions were more variable than implied by the adaptation construct itself.
Summary. The preceding analyses indicate that adaptation is better viewed as a set of related dimensions than as a superordinate effect. Adaptation was strongly related to its dimensions, but this was primarily due to a relationship with absenteeism that reached unity for the congeneric model. Criterion-related validities for adaptation produced by the superordinate effect models were much smaller than the criterion-related validity yielded by the multivariate structural model. In addition, the superordinate effect models oversimplified the effects of the satisfaction facets on the adaptation dimensions, as suggested by the dimension specificities and confirmed by the multivariate structural model. The variable effects on the adaptation dimensions, combined with the higher criterion-related validity of the multivariate structural model, indicate that the level of abstraction represented by the adaptation construct was too broad. Finally, the theoretical utility of adaptation as a superordinate effect is dubious, given that relaxing the constraints on the dimension loadings effectively reduced adaptation to absenteeism, and differences among the effects on the adaptation dimensions were conceptually meaningful (e.g., the negative effect of work satisfaction on desire to retire implies that people want to cease work they dislike, whereas the positive effect of pay satisfaction on desire to retire suggests that people with greater financial security are more likely to stop working). Thus, the superordinate effect models fell short of the multivariate structural model in terms of theoretical utility, level of abstraction, dimension specificity, and criterion-related validity. The foregoing analyses also provide little support for adaptation as an aggregate effect. Relationships between adaptation and its dimensions were modest for the aggregate effect models, although some dimensions exhibited much stronger relationships than others, even when the dimensions were assigned equal weight. The aggregate effect models also produced much smaller criterion-related validities than the multivariate structural model and concealed substantial variability in the effects of the satisfaction facets on the adaptation dimensions. In conjunction, these results indicate that the level of abstraction for adaptation as an aggregate effect is too broad. The theoretical utility of adaptation as an aggregate construct is also suspect, given that it concealed meaningful variability in the effects of satisfaction facets on adaptation dimensions. Although this variability was embedded within the aggregate effect models, it was evident only when the coefficients for the individual adaptation dimensions were examined, thereby revealing what the aggregate construct had concealed. Hence, the aggregate effect models were inferior to the multivariate structural model on all points underlying the multidimensional construct debate.
Discussion
The framework presented in this article incorporates multidimensional constructs and their dimensions into a single analytical approach. This framework permits the investigation of broad questions regarding multidimensional constructs along with specific questions pertaining to the dimensions of these constructs. The framework also provides tests relevant to issues underlying the ongoing debate over the utility of multidimensional constructs, thereby allowing researchers to address these issues on a study-by-study basis. Thus, the framework provides a holistic approach for research on multidimensional constructs and their dimensions, causes, and effects.
Applications of the Framework
Results of the illustrative applications of the framework are summarized in Table 9 , which evaluates each model analyzed on criteria pertaining to the multidimensional construct debate. Overall, the models fared reasonably well regarding the strength of the relationships between the multidimensional construct and its dimensions. However, on issues of theoretical utility, level of abstraction, construct validity, and criterion-related validity, the multidimensional construct models were inferior to multivariate structural models that used the dimensions as a set. Hence, for each of the examples considered here, a multidimensional construct was better represented as a set of related dimensions than as a single latent variable. Although the results reported here did not support the use of multidimensional constructs, other studies may produce different results. Indeed, a central premise of the proposed framework is that the merits of multidimensional constructs and their dimensions should be compared on a study-by-study basis. Nonetheless, these results exemplify those from other applications of the framework to personality traits, work withdrawal, and other multidimensional constructs. Taken together, these results suggest that support for multidimensional constructs will be the exception rather than the rule.
There are several reasons why multidimensional constructs are likely to perform worse than their dimensions. First, a multidimensional construct comprises dimensions that are necessarily distinct from one another. If the dimensions were not distinct, then the construct would be unidimensional rather than multidimensional. Presumably, the distinctions between the dimensions are conceptually meaningful, such that the dimensions represent different aspects of a general concept or are expected to relate differently to other variables. Consequently, the mere act of defining a multidimensional construct prompts researchers to identify distinct dimensions that contain more information than can be captured by single latent variable.
Second, most multidimensional construct models are more constrained than multivariate structural models that treat the dimensions as a set. In general, constrained models are inferior to unconstrained models in terms of model fit, explained variance, and information regarding relationships among variables. However, constrained models are superior to unconstrained models in terms of parsimony. Thus, the advantages of using models that treat dimensions as a set should be weighed against the loss of parsimony inherent in such models. This tradeoff is built into statistical tests that incorporate differences in degrees of freedom between constrained and unconstrained models. Although experience to date suggests that the benefits of parsimony provided by multidimensional construct models are not worth the costs, the relative magnitudes of these benefits and costs will vary across studies.
Third, as constructs in the field of OB are refined, distinctions that were previously overlooked often become increasingly clear and compelling. This tendency is exemplified by research on job characteristics (Hackman & Oldham, 1980; Hulin & Blood, 1968; Turner & Lawrence, 1965) , job stress (Beehr & Newman, 1978; Cooper & Marshall, 1976; Edwards, 1992; Schuler, 1980) , and organizational commitment (Allen & Meyer, 1990; Meyer, Allen, & Smith, 1993; Mowday et al., 1979; O'Reilly & Chatman, 1986) , each of which has drawn progressively finer distinctions within constructs once treated as unidimensional. As constructs become more differentiated, information specific to construct dimensions becomes increasingly relevant, and multidimensional construct models become less useful than multivariate structural models that treat construct dimension as a set.
The use of multivariate structural models to represent multidimensional constructs may generate resistance among OB researchers, given that these models contain no direct vestige of the construct itself. Consequently, using these models may seem tantamount to abandoning the study of multidimensional constructs. This is not the case. Rather, a multivariate structural model represents a multidimensional construct as a set of dimensions, and hypotheses regarding the causes and effects of the construct can be tested using multivariate procedures, as illustrated earlier. Thus, a multidimensional construct can be represented directly using a multidimensional construct model or indirectly using a multivariate structural model. In either case, questions involving the meaning, causes, and effects of the multidimensional construct can be investigated.
Extensions to the Framework
Although the framework presented in this article applies to multidimensional constructs commonly used in OB research, several extensions to the framework may be considered. First, multidimensional construct models may be elaborated to include direct relationships between the dimensions of the construct and its causes and effects. These relationships may correspond to a priori hypotheses regarding relationships involving the dimensions that are independent of the construct itself. Alternately, these relationships may be added in response to tests of dimension specificities using modification indices. However, such models are exploratory, and their results should be considered tentative, pending cross-validation. Models that add relationships for the dimensions of the construct raise additional issues of identification, and general rules that apply to these models are as follows. For a superordinate cause model, (a) no effect may be caused by all dimensions, and (b) the total number of effects added must not exceed [p 2 -2q + p(2q -3)]/2, where p is the number of dimensions, and q is the number of effects. For an aggregate cause model, (a) no dimension may cause all effects, (b) no effect may be caused by all dimensions, and (c) the total number of effects added must not exceed ( p -1)(q -1), where p is the number of dimensions, and q is the number of effects. For both of these models, it is assumed that each effect is connected to each other effect through a correlated residual or causal path, provided the relationship among the effects remains recursive. For a superordinate effect model, (a) no cause may affect all dimensions, and (b) the total number of effects added must not exceed p(q -1) + q(q -3)/2, where p is the number of causes, and q is the number of dimensions. No identification rules are provided for aggregate effect models because these models already include all direct effects from the causes to the dimensions of the construct.
Second, models may be tested in which multidimensional constructs are causes and effects of other constructs. These models may be derived by starting with a model considered in this article and adding paths connecting the multidimensional construct to additional causes and effects. Most of these models will follow the form of an aggregate cause or superordinate effect model, although some of the latent variables these models depict as construct dimensions will be recast as causes or effects. Models may also be derived in which multidimensional constructs are causes and effects of one another. Again, these models may be derived from those considered here by respecifying a cause or effect as a superordinate or aggregate construct.
Third, multidimensional constructs may be compared with unidimensional constructs at the same level of abstraction (Rushton, Brainerd, & Pressley, 1983) . These comparisons can be used to assess whether the dimensions of the multidimensional construct adequately capture the general concept of interest. For example, overall job satisfaction as a multidimensional construct may be compared with a unidimensional construct measured with items that describe general affective reactions to the job (e.g., "Overall, I am satisfied with my job"). The relationship between the multidimensional and unidimensional job satisfaction constructs would indicate how well the dimensions of the multidimensional construct capture the range of job facets that produce feelings of overall job satisfaction (Ferratt, 1981; Ironson et al., 1989; Scarpello & Campbell, 1983) . In addition, relationships between the satisfaction dimensions and the unidimensional satisfaction construct may be used to examine the effects of job facet satisfaction on overall job satisfaction.
Finally, the framework may be used to rigorously evaluate measures formed by summing heterogeneous items. These measures are widespread in OB research, yet the methodological issues raised by these measures are rarely discussed. Typically, these measures combine items intended to capture different aspects of a general concept. Measures constructed in this manner are special cases of the aggregate construct model in which the dimensions are represented by single indicators, error in the measurement of the dimensions is disregarded, the dimensions are assigned equal weights, and the residual of the construct is fixed to zero. This model is highly restrictive, and the assumptions embedded in the model may not withstand empirical scrutiny, as demonstrated in this article. Indeed, the prevalence of such measures is curious, given that most researchers staunchly reject individual items that are heterogeneous (e.g., the classic double-barreled item). Even when such items are avoided, problems of item heterogeneity emerge when items that describe different aspects of a concept are combined into a measure, because such measures simply move problems of heterogeneity from the item level to the scale level. The implications of using such measures may be investigated using aggregate construct models that test the constraints implied by summing heterogeneous items. Moreover, these models may be elaborated by using multiple indicators of each dimension and treating the dimensions and the aggregate construct as latent variables. Indeed, if the dimensions represented by heterogeneous items are meaningful and worthwhile, then perhaps each dimension should be measured with multiple items rather than a single item.
Conclusion
Multidimensional constructs are widespread in OB research, yet there is little consensus regarding the merits of these constructs relative to their dimensions. This lack of consensus presents a dilemma for OB researchers who want the breadth and generality of multidimensional constructs along with the clarity and precision provided by the dimensions of such constructs. This article has presented an integrative analytical framework that combines multidimensional constructs and their dimensions and provides tests of issues underlying the multidimensional construct debate. By applying this framework, researchers may obtain a better understanding of the complexities underlying multidimensional constructs and draw firmer conclusions regarding questions that motivate the use of such constructs. Notes 1. If two η i as effects are not connected by a causal path, then allowing their residuals to correlate admits the possibility that causes of the η i excluded from the model may be correlated with one another. If two η i as effects are connected by a causal path (i.e., one η i is a cause of the other), then the residuals for the two η i should not be allowed to correlate, because doing so introduces a correlation between one η i and the residual for the other η i , and the parameters in the equations for the two η i are no longer identified.
2. If the estimated model includes fixed paths of unity from ξ 1 , ξ 2 , and ξ 3 to η * , the variance of η * will be overestimated by φ 11 + φ 22 + φ 33 + 2(φ 12 + φ 13 + φ 23 ) + 2γ 4 (φ 14 + φ 24 + φ 34 ), and the R 2 reported for η * will be incorrect. This problem can be solved by constraining the paths from ξ 1 , ξ 2 , and ξ 3 to η * to zero. Although doing so may seem inconsistent with the definition of η * as ξ 1 + ξ 2 + ξ 3 , this definition is incorporated through the constraints placed on γ 4 and ψ * .
3. Throughout this discussion, parameters are fixed to values that facilitate model interpretation. The models discussed here will remain identified if parameters are fixed to other values.
4. It may seem reasonable to assess the relationship between an aggregate construct and its dimensions by regressing the construct on its dimensions. However, this approach necessarily yields an R 2 of 1.00 for models that specify the construct as an exact linear combination of its dimensions, regardless of the dimension weights. In contrast, R a 2 assesses the degree to which the construct captures the total variance of its dimensions. Therefore, R a 2 is more appropriate in the present context. 5. Modification indices are used here not to guide specification searches (MacCallum, Roznowski, & Necowitz, 1992) , but instead to identify sources of misfit due to the omission of direct effects for dimension specificities. This use of modification indices is consistent with the framework presented in this article, which emphasizes comparing multiple a priori models, not deriving models empirically.
6. In the Moberg (1998) study, all items used 5-point response scales, but measures were formed by summing different numbers of items, producing measures with different metrics. By dividing each measure by its number of items (i.e., transforming the measures from item sums to item averages), all measures were returned to a common 5-point scale. A somewhat more complicated procedure was required for the Hanisch and Hulin (1991) data because the satisfaction and unfavorable job behavior items used 4-point scales, whereas the lateness, absenteeism, turnover intentions, and desire to retire items used 7-point scales. Therefore, after each measure was divided by its number of items, the 4-point scales were converted to 7-point scales based on the formula X7 = (X4 -1)*2 + 1, where X4 represents a 1-4 scale and X7 represents a 1-7 scale. Because adding and subtracting constants has no affect on variances and covariances, this transformation amounted to doubling the standard deviations of the 4-point scales.
7. Dimension R 2 values may be calculated from information reported in Figure 1 by dividing the variance explained in each dimension by the total variance for the dimension. The former quantity may be obtained by squaring the dimension loading, and the latter quantity may be obtained by adding the squared dimension loading to the residual variance for the dimension. To illustrate using results for positive emotions from the congeneric model, the squared loading is .424 2 = .180, and the total variance is .180 + .058 = .238. Dividing .180 by .238 yields .757, which equals the reported R 2 for positive emotions. 8. Although the expected parameter change statistic was negative for the effect of the assertiveness specificity on control, this parameter was positive when added to the model. 9. If multiple indicators had been used for the dimensions or effects in the model, the chi-square for the first-order factor model would have been nonzero, and chi-square difference tests comparing this model with the other three models would be conducted in the usual manner.
