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Limit point of the eigenvalues
For a graph matrix M, the Hoffman limit value H(M) is the limit (if
it exists) of the largest eigenvalue (or,M-index, for short) ofM(Hn),
where the graph Hn is obtained by attaching a pendant edge to the
cycleCn−1 of lengthn−1. In spectral graph theory,M is usually either
the adjacency matrix A or the Laplacian matrix L or the signless
Laplacian matrix Q . The exact values of H(A) and H(L) were first
determined by Hoffman and Guo, respectively. Since Hn is bipartite
for odd n, we have H(Q) = H(L). All graphs whose A-index is not
greater than H(A) were completely described in the literature. In
the present paper, we determine all graphs whose Q-index does not
exceed H(Q). The results obtained are determinant to describe all
graphswhose L-index is not greater thenH(L). This is done precisely
in Wang et al. [21].
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
All graphs considered in this paper are finite and simple (the latter means that they are undirected
and have neither loops normultiple edges). In the sequel, wewill also assume that they are connected.
Let G = (V(G), E(G)) be a graph with vertex set V(G) = {v1, v2, . . . , vn} and edge set E(G). The
numbers |V(G)| and |E(G)| are called the order and size of G, respectively.
In spectral graph theory, some graph matrix M(G) is always associated with G. Usually, M(G) is
either the adjacency matrix A(G) or the Laplacian matrix L(G) or the signless Laplacian matrix Q(G)
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Fig. 1. The graphsWn , Qa,b,c and Ta,b,c .
(see [8–10] for results on Q(G)). For these matrices, the eigenvalues ofM(G) are important invariants
of G and form the M-spectrum of G. The largest eigenvalue of M(G) is often called the M-index of G.
In the sequel, we denote it by λM(G). By definition, the Hoffman graph Hn of order n is obtained from
the cycle Cn−1 of order n − 1 by attaching a pendant edge at some vertex of Cn−1. For given M, the
Hoffman program is associated with the sequenceM(Hn). This program consists of two steps. Its first
aim is to prove the existence of the limit of the largest eigenvalue λM(Hn) and then determine its exact
value. In the sequel, we call it the Hoffman limit value for M and denote it by H(M). The second step
is the description of all connected graphs whose M-index does not exceed H(M). Usually, this stage
produces a much more difficult problem.
The Hoffman program was first completed for the adjacency matrix of a graph. In particular, Hoff-
man showed [14] that H(A) =
√
2 + √5, found therein two important infinite families of connected
graphsGwithλA(G)  H(A) and posed the problemof determining all graphswhoseA-index does not
exceed H(A). This was done step-by-step in [18,14,6,4]. To be more precise, in [18], Smith determined
all connected graphswhose A-index is equal to 2. Now they are known in the literature as Smith graphs,
and the connected graphs whose A-index is strictly less than 2 are proper subgraphs of Smith graphs.
After [14], Cvetkovic´ et al. determined the structure of graphs with A-index between 2 and H(A) in
[6]. Their description was completed a few years later by Brouwer and Neumaier [4] (see [2] for their
partial ordering with respect to the spectral radius).
For the presentation of the solution of the Hoffman program for the adjacency matrix of a graph,
we need the path Pn, the cycle Cn, the star K1,n−1 and three families of special graphs defined in Fig. 1.
In this notation, the results of the above-mentioned authors can be summarized as follows.
Theorem 1.1 [4,6,14,18]. Let GρA be the set of connected graphs whose A-index does not exceed ρ . Then
• G2A = {Cn,Wn, K1,4, T2,2,2, T1,2,5, T1,3,3, Pn, T1,1,n−3, T1,2,2, T1,2,3, T1,2,4};
• G
√
2+√5
A = G2A ∪ {Ta,b,c | a = 1, b = 2, c > 5; or a = 1, b > 2, c > 3; or a = b = 2, c >
2; or a = 2, b = c = 3} ∪ {Qa,b,c | (a, b, c) ∈ S; or c  a > 0, b  b∗(a, c), (a, c) = (1, 1)},
where
S = {(1, 1, 2), (2, 4, 2), (2, 5, 3), (3, 7, 3), (3, 8, 4)}
and
b∗(a, c) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
a + c + 2, for a > 2;
c + 3, for a = 2;
c, for a = 1.
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In the present paper, we are concernedwith the Hoffman program for the signless Laplacianmatrix
Q(G). Recall that the signless Laplacian matrix Q(G) of G is defined as Q(G) = D(G) + A(G), where
D(G) = diag(d1, d2, . . . , dn) is the matrix of the vertex degrees of G and A(G) is the adjacency matrix
of G. The Hoffman limit value H(Q) was first determined explicitly by Guo [12]. In particular, it was
shown thatH(Q) = 2+ = 4.38+, where  is the only real root of the cubic equation x3−4x−4 = 0.
Note that the value  first appeared in [19] and the value
√
2 +  is also considered in [3] in connection
with some other spectral problem.
Set κ(G) = λQ (G). Let GκQ be the set of all connected graphs G with κ(G)  κ . It was shown in
[7] that G4Q = {Pn, Cn, K1,3}. In [20] it is proved that G2+
√
5
Q = G4Q ∪ {T1,1,n−3 : n  5}. Regard-
ing connected graphs whose Q-index does not exceed H(Q), the corresponding research was almost
completed in [20]. More precisely, the authors of [20] proved the following proposition.
Theorem 1.2 [20]. Under the above notations, we have G2+
√
5
Q ∪ {T1,b,c (c  b  2),Qa,b,c (b 
a + c + 1)} ⊆ G2+Q ⊆ G2+
√
5
Q ∪ {T1,b,c (c  b  2),Qa,b,c}.
In the same paper, the authors gave the following conjecture.
Conjecture 1. If b < a + c + 1, then κ(Qa,b,c) > 2 + .
In the present paper, we prove this conjecture and hence, complete the Hoffman program for the
signless Laplacian matrix of a graph. The corresponding solution can be presented as follows.
Theorem 1.3. Under the above notations, we have G2+Q = G2+
√
5
Q ∪ {T1,b,c (c  b  2),Qa,b,c (b 
a + c + 1)}.
As we have alreadymentioned, in spectral graph theory, the Laplacian matrix L(G) = D(G)− A(G)
is also considered. It is not difficult to check that H(L) = H(Q). Theorem 1.3 plays an important role
in the description of all connected graphs whose Laplacian index is not greater than H(L). This is done
in [21] and we refer the reader to this paper for more details on the Laplacian Hoffman program.
2. Preliminaries
In this section, we first show that Conjecture 1 is equivalent to a conjecture (which will be stated
later) in the A-theory. In order to prove the latter conjecture, we will need some preparatory results.
For a graphG, letφ(G, λ) andϕ(G, λ) be the adjacency characteristic polynomial (or,A-polynomial,
for short) ofG and the signless Laplaciancharacteristicpolynomial (or,Q-polynomial) ofG, respectively.
By definition, the subdivision S(G) of G is obtained from G by inserting a vertex into each of the edges
of G. Furthermore, to make the text easier to read, let ρ(G) = λA(G) and κ(G) = λQ (G) be the largest
roots ofφ(G, λ) andϕ(G, λ), respectively. The followingwell-known lemma relates theQ-polynomial
of G to the A-polynomial of S(G).
Lemma 2.1 [5,8]. Let G be a graph of order n and size m, and let S(G) be the subdivision graph of G. Then
φ(S(G), λ) = λm−nϕ(G, λ2). (1)
In the sequel we will also consider the graph P
x,y,d
i,j (cf. Fig. 2) obtained from the path on d + 1
vertices (labeled in a standard way from 0 to d) by attaching hanging paths of lengths x and y at the
vertices i and j, respectively.
Note that S(Qa,b,c) = P2,2,2(a+b+c)2a,2(a+b) . Hence, the following result obtained in [19] (see Lemma 3.4
(i)) will be useful in the sequel.
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Fig. 2. The graph P
x,y,d
i,j .
Lemma 2.2 [19]. Let 0  i < j   d−k−1
2
	. If d > 2k, then
ρ
(
P
m,m,d
i,i+k+1
)
< ρ
(
P
m,m,d
j,j+k+1
)
.
Now we can formulate our first new result.
Lemma 2.3. If b < a + c + 1 and a  c − 2, then
κ(Qa,b,c) < κ(Qa+1,b,c−1).
Proof. We have S(Qa,b,c) = P2,2,2(a+b+c)2a,2(a+b) and S(Qa+1,b,c−1) = P2,2,2(a+b+c)2(a+1),2(a+b+1). Hence, d = 2(a +
b + c) and k = 2(a + b) − 2a − 1 = 2(a + b + 1) − 2(a + 1) − 1 = 2b − 1. Note that from
b < a + c + 1 we get b  a + c, hence d = 2(a + b + c)  4b > 2k. Take i = 2a, j = 2(a + 1),
d = 2(a+b+ c) and k = 2b−1. Since a  c−2, we have j   d−k−1
2
	, andwe deduce from Lemma
2.2 that ρ
(
P
2,2,2(a+b+c)
2a,2(a+b)
)
< ρ
(
P
2,2,2(a+b+c)
2(a+1),2(a+b+1)
)
. Since κ(G) = ρ2(S(G)), by Lemma 2.1, it follows
that κ(Qa,b,c) < κ(Qa+1,b,c−1). 
The well-known Hoffman–Smith lemma about internal paths (see [15]) has been extended to
the Q-theory by several authors independently. Recall that an internal path of a graph G is a walk
v0, v1, . . . , vk (k  1), where the vertices v0, v1, . . . , vk are distinct (except possibly v0 and vk),
d(v0) > 2, d(vk) > 2 and d(vi) = 2 whenever 0 < i < k, with d(v) as the degree of the vertex v in G.
If a path is not internal, then it is said to be external. Now we have:
Lemma 2.4 [13,11,9,20]. Let uv be an edge of a connected graph G and let Guv be obtained from G by
subdividing the edge uv of G.
(i) If G = Cn, then κ(Guv) = κ(G) = 4.
(ii) If uv is not in an internal path of G = Cn, then κ(Guv) > κ(G).
(iii) If uv belongs to an internal path, then κ(Guv) < κ(G).
Now we can prove the following crucial fact:
Lemma 2.5. If b < a + c + 1 and k =  a+b+c
2
	, then
κ(Q1,k,k−1)  κ(Qa,b,c),
with equality holding if and only if a = 1, b = k and c = k − 1.
Proof. Without loss of generality, set c  a > 0 and b  1 inQa,b,c . Note that if k = 1, then itmust be
a = b = c = 1. In the latter case the inequality holds (Q1,1,0 ∼= Q0,1,1 ∼= T1,1,2 is a proper subgraph
of Q1,1,1). So we can take further on that k > 1.
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Assume first that a+b+c is even so that k = a+b+c
2
. Since b < a+c+1, then k  b. If k  b, then
we can remove k − b  0 vertices from the external paths and add them to the internal path in order
to obtain Qa′, k, c′ , with a′ = a − r1 > 0 and c′ = c − r2  a′, where r1 + r2 = k − b. By Lemma 2.4,
the Q-index has not increased. If a′ > 1, we can move the pendant edges at a′ and c′ to the left a′ − 1
times until we have just one vertex on the left side. From Lemma 2.3, the latter modification pushes
the Q-index to decrease and we arrive at Q1,k,k−1 which, hence, has the smallest Q-index among all
Qa,b,c with a + b + c = 2k and b < a + c + 1.
If a + b + c is odd, take k = a+b+c−1
2
. Then, similarly to the above, we can get that κ(Qa,b,c) >
κ(Q1,k,k), and we are done since the latter graph has a greater index than Q1,k,k−1. 
We are now in position to give the following conjecture that is equivalent to Conjecture 1:
Conjecture 2. For any k  2, κ(Q1,k,k−1) > 2 + .
To prove the above conjecture, we express it (due to Lemma 2.1) in its counterpart in the A-theory.
Since S(Q1,k,k−1) = P2,2,4k2,2k+2 and by Lemma 2.1 we get ϕ(Q1,k,k−1, λ2) = λφ
(
P
2,2,4k
2,2k+2, λ
)
. Then
κ(Q1,k,k−1) > 2 +  if and only if ρ
(
P
2,2,4k
2,2k+2
)
>
√
2 + .
So Conjecture 2 in theA-theory becomesρ
(
P
2,2,4k
2,2k+2
)
>
√
2 + . But, by Lemma2.2,ρ
(
P
2,2,4k
1,2k+1
)
<
ρ
(
P
2,2,4k
2,2k+2
)
. Hence, instead of Conjecture 2 in the Q-theory, we can consider the following statement
in the A-theory (to be proved in the next section):
Theorem 2.6. Let Gk = P2,2,4k1,2k+1. Then for any k  2, ρ(Gk) >
√
2 + .
Clearly, by proving Theorem 2.6, we deduce that Conjectures 1 and 2 hold, and thus Theorem 1.3.
3. Proof of Theorem 2.6
By the reasons which will be clear later, in this section, we mainly consider the number ′ =
(
√
 + 2 + √ − 2)/2 in the first turn, not the value √2 +  itself.
Lemma 3.1. Let ′ = (√ + 2 + √ − 2)/2. Then x6 − x4 − x2 − 1 is a (minimal) polynomial (over
rational numbers) having ′ as a root.
Proof. Recall that  + 2 is the only real root of λ3 − 6λ2 + 8λ − 4. Clearly √ + 2 is a root of
t6 − 6t4 + 8t2 − 4. Note that the equation √ + 2 = x2+1
x
has two positive roots
x1 = (
√
 + 2 + √ − 2)/2 and x2 = (
√
 + 2 − √ − 2)/2.
In the sequel we denote the first root by ′. Then ′ is a root of (x12 − x8 − 4x6 − x4 + 1)/x6 obtained
from t6 − 6t4 + 8t2 − 4 by substitution of x2+1
x
for t. Hence ′ is a root of x12 − x8 − 4x6 − x4 + 1 =
(x6 + x4 + x2 − 1)(x6 − x4 − x2 − 1). It is easy to see that each real root of x6 + x4 + x2 − 1 has
absolute value less than 1. Since ′ ∼= 1.356203065 > 1, ′ must be a root of x6 − x4 − x2 − 1. The
minimality is checked with the use of the computer algebra system Derive. 
For determining the characteristic polynomial for the adjacency matrix of the graph Gk = P2,2,4k1,2k+1,
we also need Schwenks formulas in which we assume that φ(G, λ) = 1 if G is the empty graph (i.e.
with no vertices). Since we deal with trees we may consider their weaker form (see also [1] for their
extensions to any matrix). For a graph G and a vertex v (edge uv, resp.) in G, G − v (G − uv, resp.)
denotes the graph obtained from G by deleting the vertex v (the edge uv, resp.).
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Lemma 3.2 [17]. Let G be a tree. Then we have:
(i) φ(G, λ) = λφ(G − v, λ) − ∑
w∼v
φ(G − v − w, λ);
(ii) φ(G, λ) = φ(G − uv, λ) − φ(G − u − v, λ).
Proof of Theorem 2.6. Let Gk = P2,2,4k1,2k+1. So Gk consists of a path of length 4k whose vertices are
naturally labeled from 0 to 4k, having two paths of length 2 attached at vertices 1 and 2k+ 1. Our aim
is to prove that ρ(Gk) >
√
2 + , where 2 +  is the real root of λ3 − 6λ2 + 8λ − 4. Obviously, it
suffices to prove that φ(Gk,
√
2 + ) < 0 for any positive integer k  2.
To do this, apply first Lemma 3.2 (i) to the vertex v = 0 in Gk = P2,2,4k1,2k+1 and then Lemma 3.2 (ii)
to the edges e1 and e2 that are incident to the vertices of degree 3 and contained in the branches of
length 2 of Gk − 0 ∼= T2,2k−1,2k+2 and Gk − 0 − 1 ∼= T2,2k−1,2k−1 ∪ P2, respectively. As a result, we
obtain
φ(Gk, λ) = λφ(T2,2k−1,2k+2, λ) − (λ2 − 1)φ(T2,2k−1,2k−1, λ)
= λ[(λ2 − 1)φ(P4k+2, λ) − λφ(P2k+2, λ)φ(P2k−1, λ)]
−(λ2 − 1)[(λ2 − 1)φ(P4k−1, λ) − λφ2(P2k−1, λ)].
Note that according to the statement (i) of Lemma 3.2, we have
φ(Pm, λ) = λφ(Pm−1, λ) − φ(Pm−2, λ),
wherem  2. It is easy to check (see [6] or [16]) that
φ(Pm, λ) = x
2m+2 − 1
xm+2 − xm ,
where x is one of the roots of the quadratic equation
x2 − λx + 1 = 0. (2)
For any graph G, letΦ(G, x) be the rational function obtained from φ(G, λ) by substitution of x
2+1
x
for λ. Replacing λ by x
2+1
x
inφ(Gk, λ) (so, for instance, we put
x2(4k+2)+2 − 1
x4k+4 − x4k+2 instead ofφ(P4k+2, λ))
implies
Φ(Gk, x) = [x8k+2(x12 − x10 − 2x8 − x6 + 2x4 + 2x2 + 1)
+x4k+2(x10 − 3x6 − 3x4 + 1)
+(x12 + 2x10 + 2x8 − x6 − 2x4 − x2 + 1)] · [x4k+5(x2 − 1)2]−1.
Recall that (in all approximations, numbers will be truncated)
′ = (√ + 2 + √ − 2)/2 ≈ 1.356203065 > 1.
Nowwe have to prove that for any k  2,Φ(Gk, ′) < 0. But this will be greatly simplified in view
of the fact that we know the minimal polynomial for ′. Note also that the sign of Φ(Gk, ′) depends
only on the sign of numerator. So we have to prove that
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x8k+2(x12 − x10 − 2x8 − x6 + 2x4 + 2x2 + 1) + x4k+2(x10 − 3x6 − 3x4 + 1)
+(x12 + 2x10 + 2x8 − x6 − 2x4 − x2 + 1) < 0
for x = ′ (and k  2).
Since
x12 − x10 − 2x8 − x6 + 2x4 + 2x2 + 1 = (x6 − x2 − 1)(x6 − x4 − x2 − 1),
we have (by Lemma 3.1) that x12 − x10 − 2x8 − x6 + 2x4 + 2x2 + 1 = 0 for x = ′. Therefore, it
remains to show that
x4k+2(x10 − 3x6 − 3x4 + 1) + x12 + 2x10 + 2x8 − x6 − 2x4 − x2 + 1 < 0
for x = ′ (and k  2).
Plugging x = ′ yields
x10 − 3x6 − 3x4 + 1|x=′ ≈ −6.765951535 < 0,
x12 + 2x10 + 2x8 − x6 − 2x4 − x2 + 1|x=′ ≈ 89.87762685 > 0.
Observe that
x4·2+2(x10 − 3x6 − 3x4 + 1) = x20 − 3x16 − 3x14 + x10  x4k+2(x10 − 3x6 − 3x4 + 1)
for x = ′ and k  2 since ′ > 1 and x10 − 3x6 − 3x4 + 1|x=′ < 0.
We also have that
x20 − 3x16 − 3x14 + x10|x=′ ≈ −142.42168.
But then, regardless of k  2, for x = ′ we have
x4k+2(x10 − 3x6 − 3x4 + 1)  x20 − 3x16 − 3x14 + x10 < −142
and
x12 + 2x10 + 2x8 − x6 − 2x4 − x2 + 1 < 90,
and we are done.
This completes the proof. 
Acknowledgments
The authors are very grateful to the anonymous referee for his/her interesting observations, general
remarks on the topic and work which led to a greatly improved presentation of the results contained
in this paper.
The research of the first and second authors was supported by the PRIN 2008 (Italy) “Disegni
Combinatorici, Grafi e loro Applicazioni”. The research of the third authorwas supported by the INdAM
(Italy) and the Serbian Ministry for Science (Projects 144015 and 174033). The research of the fourth
author was supported by the National Science Foundation of China (No. 10961023) and the NSFQH
(SRIPQHNU) (No. 2011-ZR-616).
2920 F. Belardo et al. / Linear Algebra and its Applications 435 (2011) 2913–2920
References
[1] F. Belardo, E.M. Li Marzi, S.K. Simic´, Combinatorial approach for computing the characteristic polynomial of a matrix, Linear
Algebra Appl. 433 (8–10) (2010) 1513–1523.
[2] F. Belardo, E.M. Li Marzi, S.K. Simic´, Ordering graphs with index in the interval (2,
√
2 + √5), Discrete Appl. Math. 156 (2008)
1670–1682.
[3] F. Belardo, E.M. Li Marzi, S.K. Simic´, Path-like graphs ordered by the index, Internat. J. Algebra 1 (2007) 113–128.
[4] A.E. Brouwer, A. Neumaier, The graphs with spectral radius between 2 and
√
2 + √5, Linear Algebra Appl. 114/115 (1989)
273–276.
[5] D. Cvetkovic´, M. Doob, H. Sachs, Spectra of Graphs – Theory and Applications, III Revised and Enlarged Edition, Johan Ambrosius
Bart Verlag, Heidelberg, Leipzig, 1995.
[6] D.M. Cvetkovic´, M. Doob, I. Gutman, On graphs whose spectral radius does not exceed (2 + √5)1/2, Ars Combin. 14 (1982)
225–239.
[7] D. Cvetkovic´, P. Rowlinson, S.K. Simic´, Signless Laplacians of finite graphs, Linear Algebra Appl. 423 (2007) 155–171.
[8] D. Cvetkovic´, S.K. Simic´, Towards a spectral theory of Graphs based on signless Laplacian, I, Publ. Inst. Math. (Beograd) 85 (99)
(2009) 15–33.
[9] D. Cvetkovic´, S.K. Simic´, Towards a spectral theory of Graphs based on signless Laplacian, II, Linear Algebra Appl. 432 (2010)
2257–2272.
[10] D. Cvetkovic´, S.K. Simic´, Towards a spectral theory of Graphs based on signless Laplacian, III, Appl. Anal. Discrete Math. 4 (2010)
156–166.
[11] L.H. Feng, Q. Li, X.D. Zhang,Minimizing the Laplacian spectral radius of treeswith givenmatchingnumber, Linear andMultilinear
Algebra 55 (2007) 199–207.
[12] J.M. Guo, On limit points of Laplacian spectral radii of graphs, Linear Algebra Appl. 429 (2008) 1705–1718.
[13] J.M. Guo, The Laplacian spectral radius of a graph under perturbation, Comput. Math. Appl. 54 (2007) 709–720.
[14] A.J. Hoffman, On limit points of spectral radii of non-negative symmetric integral matrices, in: Y. Alavi et al. (Ed.), Lecture Notes
in Mathematics, vol. 303, Springer-Verlag, Berlin, 1972, pp. 165–172.
[15] A.J. Hoffman, J.H. Smith, On the spectral radii of topological equivalent graphs, in: M. Fiedler (Ed.), Recent Advances in Graph
Theory, Academia Praha, 1975, pp. 273–281.
[16] F. Ramezani, N. Broojerdian, B. Tayfeh-Rezaie, A note on the spectral characterization of θ-graphs, Linear Algebra Appl. 431
(2009) 626–632.
[17] A.J. Schwenk, Computing the characteristic polynomial of a graph, Notes Math. vol. 406 (1974) 153–172.
[18] J.H. Smith, Some properties of the spectrum of a graph, in: R. Guy (Ed.), Combinatorial Structures and their Applications, Gordan
and Breach, New York, 1970, pp. 403–406.
[19] J.F. Wang, Q.X. Huang, X. An, F. Belardo, Some notes on graphs whose spectral radius is close to 3
2
√
2, Linear Algebra Appl. 429
(2008) 1606–1618.
[20] J.F. Wang, Q.X. Huang, F. Belardo, E.M. Li Marzi, On graphs whose signless Laplacian index does not exceed 4.5, Linear Algebra
Appl. 431 (2009) 162–178.
[21] J.F. Wang, F. Belardo, Q.X. Huang, E.M. Li Marzi, On graphs whose Laplacian index does not exceed 4.5, Linear Algebra Appl., in
press, doi:10.1016/j.laa.2011.02.043.
