Abstract. A theory of ∞-Besov capacities is developed and several applications are provided. In particular, we solve an open problem in the theory of limits of the ∞-Besov semi-norms, we obtain new restriction-extension inequalities, and we characterize the point-wise multipliers acting on the ∞-Besov spaces.
Introduction
In this paper (cf. Section 2 below) we introduce a new 1 theory of capacities and perimeters associated to the Besov spaces Λ p,q α ,with parameters (α, p, q) ∈ (0, 1) × [1, ∞] × [1, ∞] , with particular emphasis on the case q = ∞ (the ∞−Besov spaces). Our theory has interesting applications: In Section 3 we apply it to characterize the restrictions and extensions of the ∞-Besov functions, and in Section 4, we provide a characterization of the point-wise multipliers for the (α, p, ∞)-Besov spaces. There are, of course, many other interesting connections. For example, we mention that the corresponding spaces of traces are naturally linked to the theory of function spaces based on outer measures that was recently developed in [9] (cf. Section 3). Moreover, and somewhat surprisingly, the ∞-Besov spaces can be embedded in the Campanato spaces (cf. Remark 2 below).
Another interesting application occurs when dealing with an open end point problem in the theory of limits of Besov or fractional Sobolev norms. We shall now develop this application in some detail, as we believe it offers a nice application and an introduction to some of underlying issues dealt with in this paper.
The limiting inequalities we intend to extend originated in applications to PDEs, and were considered by a number of authors (cf. [4] , [5] , [22] , [23] , [19] ). For example, BourgainBrezis-Mironescu [5] show that
where p ∈ [1, ∞), S n−1 is the unit sphere of R n≥1 , θ is the angle derivation from the vertical, and dσ is the standard surface area measure. In [22, 23] MM was partially supported by a grant from the Simons Foundation (#207929 to Mario Milman), JX is in part supported by NSERC of Canada. 1 The theory builds from previous works (cf. [1, 2, 32, 34, 35, 36, 31, 8] ).
where p ∈ [1, ∞), and σ n−1 denotes the surface measure of S n−1 . A related inequality obtained in [5] , and sharpened in [22] , can be formulated as
where (α, p) ∈ (0, 1) × [1, n/α) and c(n, p) is a constant depending only on n and p. To derive each of these results required a new understanding about fractional norms 2 . From a more general point of view, the Besov spaces Λ p,q α can be also obtained by real interpolation and, as it turns out, the limiting formulae above can be also understood in the more general setting of interpolation theory (cf. [24] ). In particular, this point of view led us to extend these limiting theorems to higher order norms (cf. [16] ). Further results in this direction have been also obtained by Triebel [29] .
A natural question that has remained open is the characterization of the limits of the homogeneous Besov norms · Λ p,q α that correspond to the choices p = ∞ or q = ∞. As it is well known, the ∞-Besov spaces Λ p,∞ α are connected to the Sobolev spaces. Indeed, the if
Returning to the limiting theorems above, let us now show how our theory of capacities can be used to add a new end point result to the Bourgain-Brezis-Mironescu-Maz'yaShaposhnikova formulae. Let · BV denote the standard BV-norm, and let
. Suppose that f ∈ BV(R n ) and let α ∈ (0, 1). Since f ∈ L 1 (R n ), we have (cf. Proposition 3(1) and (3) below for more details) that, for each h ∈ R n ,
Let ǫ > 0. Then we can find non-zero
The first term in the last inequality can be estimated by 
Collecting estimates, we see that
Consequently, letting ǫ → 0, we obtain
Notation. In the above and below, A ≈ B means A B A; while A B stands for A ≤ cB for a constant c > 0.
2. ∞-Besov spaces and capacities
α that we shall consider in this paper will be defined in terms of difference operators (cf. e.g. [28, 21] ). Let h ∈ R n , the difference operator, ∆ h , acting on functions f defined on R n , is given by, 
For perspective, two interesting and important remarks on Definition 1 are given below to show further connections of the ∞−Besov spaces with some classical function spaces.
Remark 1. Two comments on Definition 1(i) are in order.
( 
Then (cf. [20] and more recently [25, (1.22) ]), if p ∈ (1, ∞] and h ∈ R n , we have 
be the α-Riesz potential of g defined via the Fourier transformĝ = F g and the inverse Fourier transform F −1 . Moreover, let
Then, the following implications hold forΛ
Remark 2. Two comments on Definition 1(ii) are in order:
and f is of bounded variation on R n , i.e. f ∈ BV, if and only if 
embeds in the family of Campanato spaces. Towards a proof of this fact this let
Consequently, 
thus we see that
We note the following consequences of the previous discussion: 
2.2. ∞-Besov capacities. Motivated by [13, p.27] and Remark 2(ii), we introduce the following definition.
Definition 2. Let C(R n ) be the class of all continuous functions on R n . Then the (homogeneous) ∞-Besov capacity of a set E ⊂ R
n is defined by
where
on a neighbourhood N of E and 1 N is the indicator of N.
We shall now explore the nature of the ∞-Besov capacities.
Proof. The result follows immediately from the fact that constant functions belong to Λ
Consequently, the interesting situation of [18, 8] , we have the following basic properties.
Proof. (1) and (2) follow immediately from the definition of
Letting ǫ → 0 the desired result follows.
(4) In view of (2), the verification of (4) will be complete once we prove
But since we also have
the required inequality follows from combining the last two inequalities and letting ǫ go to 0.
} is a decreasing numerical sequence and therefore has a limit as j → ∞. Let O be any open set such that O ⊃ K. Since K is compact, there exists an index j such that
The last estimate, combined with (2)&(4), implies
Remark 3.
We have been unable to prove that C α,p,∞ is countably subadditive, but refer the interested reader to [17, 18, 12] for a discussion on the so-called Sobolev capacity and BV capacity on metric spaces.
−t t γ−1 and γ ∈ (0, ∞).
(4) Let B n be the unit ball in R n . For any Euclidean ball B(x 0 , r 0 ) centered at x 0 ∈ R n and with radius r 0 > 0,
Proof. (1) Without loss of generality, we may assume that
and the desired weak-type estimate follows:
To verify the remaining inequality in (1) (viewed as a co-area inequality), we use (cf. [3] )
and Minkowski's inequality, to derive
we use the monotonicity of C α,p,∞ to get
and, therefore,
A straightforward computation gives
Therefore, for each natural number k, we have
Now, if α > p −1 , then letting k → ∞ in the last estimation gives
and hence lim
However, we have lim
thereby reaching a contradiction. Therefore, we must have
holds, then an application of [26, Theorem 1] to the symmetric difference of E and E − h readily shows that
Therefore, by the classical isoperimetric inequality
, and the hypothesis p −1 − α ≥ 0, we find 
Therefore, by the definition of H n−αp (E), we have
, then in view of Proposition 1 and the ball-decomposition of open sets in R n , it is enough to verify the result for balls, B(x 0 , R 0 ). We shall consider two cases: Suppose first that p > n α , then, as R 0 → ∞, we have
Since C α,p,∞ is monotone, we see that
By Proposition 2(5) we have (
with equality when (α, p) ∈ (0, 1) × {1}, i.e.,
Proof. (1) By Propositions 2(2)&3 (5), it is enough to prove
Given f ∈ A α,p,∞ (∂K) let us define
Combining this fact with the definition of C α,p,∞ (K), readily yields
and the result follows.
(2) The desired inequality follows from Propositions 2(2) & 3 (2) . Now, suppose that p = 1 and f ∈ A α,1,∞ (K). Note that, if t ∈ (0, 1), then the upper-level set {x ∈ R n : f (x) > t}, is an open set containing K. Given h ∈ R n , and ǫ > 0, there existsÕ ∈ O(K) such that
Therefore, by Fubini's theorem, it follows that
As a consequence, we find
3. ∞-Besov restrictions, extensions and multipliers 3.1. ∞-Besov restrictions. Proposition 3 tells us that C α,p,∞ is interesting only when 1 ≤ p < n α . Moreover, according to Proposition 2 this capacity is an outer measure. Therefore, it is a good fit for the so-called Lebesgue theory for outer measures developed recently in [9] . We can thus try to measure the trace/restriction of a Λ p,∞ α -function on a given compact exceptional set via looking for an outer measure µ concentrated on this compact set such that Λ p,∞ α embeds continuously into a weak µ-based Lorentz space. More precisely, we have the following trace/restriction result. 
Then, the following equivalences hold: (1) ⇔ (2) and (3) ⇔ (4).
Proof.
(1) ⇔ (2) Suppose that (1) holds. Let f ∈ A α,p,∞ (E), and let E ⊂ R n be a Borel set. Then,
Letting t tend to 1, and using the definition of C α,p,∞ (E) readily yields (2) . Conversely, if (2) holds true, then an application of Proposition 3 (1) gives
Letting t → 1, and using the definition of C α,p,∞ B(x, r) , as well as Proposition 3(4), yields
whence (4). Conversely, suppose that (4) is true. Applying Proposition 3(1) we find that
holds for any Euclidean ball B(x, r) ⊂ R n , whence (3) holds.
Remark 4. Three comments are in order.
(
Similarly, one has:
We should also remark that, due to Corollary 4, the important case here corresponds (2) implies Proposition 5 (4) , but the converse does not necessarily hold.
, let µ be a nonnegative outer measure on R n , and let φ : R n → R n be a Borel map. Referring to the numbered statements below the following equivalences hold true: (1) ⇔ (2) and (3) ⇔ (4).
Proof. Clearly, the above conclusions follow by means of applying Proposition 5 to the pushforward outer measure φ * µ defined by: via the heat equation (which can be also generalized to the fractional case; see [36] ).
be the solution to the heat equation
Therefore, an application of Proposition 5(1)⇔(2), yields
Let E by a Borel set in R n , and let g ∈ A p,∞,α (E). Then, {x ∈ E : |m(x)g(x)| > t} ⊇ {x ∈ E : |m(x)| > t} ∀ t ∈ (0, ∞). 
