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Motivated by numerous experiments on Bose-Einstein condensed atoms which have been per-
formed in tight trapping potentials of various geometries (elongated and/or toroidal/annular), we
develop a general method which allows us to reduce the corresponding three-dimensional Gross-
Pitaevskii equation for the order parameter into an effectively one-dimensional equation, taking
into account the interactions (i.e., treating the width of the transverse profile variationally) and
the curvature of the trapping potential. As an application of our model we consider atoms which
rotate in a toroidal trapping potential. We evaluate the state of lowest energy for a fixed value of
the angular momentum within various approximations of the effectively one-dimensional model and
compare our results with the full solution of the three-dimensional problem, thus getting evidence
for the accuracy of our model.
PACS numbers: 05.30.Jp, 67.85.Hj, 67.85.De, 03.75.Kk
I. INTRODUCTION
One of the many interesting and novel features of cold-atomic systems is the presence of a trapping potential.
Compared to the homogeneous systems, these gases are finite, with a discrete energy spectrum. It is interesting
that experimentalists can create trapping potentials which are both quasi-one- and quasi-two-dimensional, while more
recently they have built annular and toroidal potentials. Clearly the reduced effective dimensionality of these systems,
as well as the nontrivial topology of annular/toroidal traps introduce novel effects.
Quasi-one-dimensional traps have been used in cold atomic systems ever since the first pioneering experiments and
have given rise to very interesting effects. Already almost 20 years ago the propagation of sound waves in an elongated
Bose-Einstein condensate was observed and studied experimentally [1]. Soon after solitary waves were observed in an
elongated trap [2] and in a more oblate one [3]. More recently toroidal and annular traps have been built, and even
persistent currents have been observed, see, e.g., [4–12]. Remarkably, it has also become possible to manipulate the
shape of the trapping potentials to a very high degree, see, e.g., Ref. [13].
Under typical conditions the non-linear Gross-Pitaevskii equation provides a very accurate description of these
systems. In principle this equation may be solved numerically with use of various techniques, but still the full three-
dimensional problem may become rather challenging. When the trapping potential is very tight along two, or one
dimension (i.e., the quantum of energy along the corresponding direction is much larger than any other energy scale
of the problem) the motion of the atoms is quasi-one, or quasi-two-dimensional, respectively. In this case one may
make an ansatz for the order parameter, assuming a decoupling of the degrees of freedom along the direction of
tight confinement, which are frozen. Integrating over these degrees of freedom one may derive an effectively one-,
or two-dimensional equation for the order parameter. Such efforts have been made by numerous authors. Given the
large numbers of these references we refer just to some representative ones, [14–18].
The benefit from such effective theories is two-fold. First of all, the corresponding numerical problem is easier to
solve. Secondly, especially in the case of quasi-one-dimensional motion, one has a handy equation to work with, which
may provide insight into the problem. In addition, one may derive simple expressions for various observables, thus
making contact with the well-known corresponding expressions of the homogeneous systems (i.e., the one where there
is no trapping potential).
Motivated by the numerous experiments which have been performed in such traps, as well as by the arguments
presented above, we consider quite generally a tight, quasi-one-dimensional potential of any geometry and develop
an effectively one-dimensional theory. This is the first main result of the present study. Then, we apply our model
to the problem of atoms which rotate in a toroidal trapping potential. We solve numerically the one-dimensional
problem under various approximations, i.e., the purely one-dimensional problem, the quasi-one-dimensional problem
with a fixed transverse width, and the quasi-one-dimensional problem with the transverse width treated variationally.
In addition we solve the full three-dimensional problem numerically, thus making a quantitative comparison of the
various models with the exact solution, which is our second main result.
2In what follows below we present in Sec. II our quasi-one-dimensional model, while in Sec. III we give approximate
and limiting expressions that result from it. In Sec. IV we show the corresponding numerical solutions that result
within each approximation, as well as the results of the full three-dimensional problem and compare them. Finally in
Sec. V we summarize our results and give an overview.
II. DERIVATION OF THE EFFECTIVE 1D MODEL
The starting point is the (time-independent) Gross-Pitaevskii equation in three dimensions,
− 1
2
∇2Φ+ VΦ +NU0|Φ|2Φ− µΦ = 0, (1)
where Φ is the order parameter, N is the atom number, V is the trapping potential, U0 is the matrix element for
atom-atom collisions, and µ is the chemical potential (the mass of the atoms M , as well as h¯ are set equal to unity,
while Φ is normalized to unity).
Let us now suppose that we want to solve the above three-dimensional Gross-Pitaevskii equation in a narrow tubular
neighbourhood of a planar curve x0(s). We use the following parametrization,
x(s, ρ, φ) = x0(s) + ρ sinφ nˆ(s) + ρ cosφ nˆ(s)× Tˆ (s). (2)
The schematic plot of Fig. 1 shows how ρ, φ, and s are defined. In Eq. (2) Tˆ (s) is the tangent and nˆ(s) is the outer
normal to the curve x0(s). It is convenient to set s equal to the arclength from a fixed origin of the curve. If we do
this, dx0(s)/ds = Tˆ (s), dTˆ (s)/ds = −k(s)nˆ(s) and dnˆ(s)/ds = k(s)Tˆ (s), where k(s) is the curvature of the curve. In
the above coordinates the metric dw2 becomes
dw2 = dx · dx =
∣∣∣∣dxds
∣∣∣∣
2
ds2 +
∣∣∣∣dxdρ
∣∣∣∣
2
dρ2 +
∣∣∣∣dxdφ
∣∣∣∣
2
dφ2
= [1 + k(s)ρ sinφ]2ds2 + dρ2 + ρ2dφ2. (3)
Equation (1) thus becomes,
− 1
2
1
1 + k(s)ρ sinφ
[ ∂
∂s
(
1
1 + k(s)ρ sinφ
∂Φ
∂s
)
+
1
ρ
∂
∂ρ
(
ρ[1 + k(s)ρ sinφ]
∂Φ
∂ρ
)
+
1
ρ
∂
∂φ
(
[1 + k(s)ρ sinφ]
∂Φ
ρ∂φ
)]
+ V (ρ)Φ +NU0|Φ|2Φ− µΦ = 0, (4)
where the normalization for Φ has the form∫
|Φ|2[1 + k(s)ρ sinφ] ρdρdsdφ = 1. (5)
The trapping potential V in the problem that we have in mind is assumed to act transversely to the curve and is a
function of ρ only, while it is taken to be harmonic, V (ρ) = ω2ρ2/2.
Setting Ψ =
√
h(ρ, s, φ)Φ, where h ≡ 1 + k(s)ρ sinφ we get for Ψ
− 1
2
∂
∂s
(
Ψs
h2
)
− 1
2
1
ρ
∂
∂ρ
(ρΨρ)− 1
2
1
ρ2
Ψφφ − 1
8
k2(s)
h2
Ψ− 5
8
h2s
h4
Ψ+
1
4
hss
h3
Ψ+ V (ρ)Ψ +NU0h|Ψ|2Ψ− µΨ = 0, (6)
where the low index on the right denotes differentiation with respect to the corresponding variable. The Hamiltonian
that corresponds to Eq. (6) is
H =
∫ [
1
2
|Ψs|2
h2
+
1
2
|Ψρ|2 + 1
2
1
ρ2
|Ψφ|2 − 1
8
k2(s)
h2
|Ψ|2 − 5
8
h2s
h4
|Ψ|2 + 1
4
hss
h3
|Ψ|2
+V (ρ)|Ψ|2 + 1
2
1
h
NU0|Ψ|4 − µ|Ψ|2
]
ρdρdsdφ. (7)
Up to now the calculation we have performed is exact. In what follows below we will make the following ansatz
Ψ(s, ρ, φ) = ψtr(ρ, a⊥(s)) · ψ(s), (8)
3s
φ
ρ
FIG. 1: (Colour online) Schematic picture, which shows the coordinates ρ, φ, and s.
where
ψtr(ρ, a⊥(s)) =
1√
πa⊥(s)
e−ρ
2/2a2
⊥
(s) (9)
is the normalized, rotationally symmetric, ground state of V (ρ), with a spatially-dependent width a⊥(s), which
is attributed to the (density-dependent) nonlinear term. The above ansatz assumes that the order parameter is
independent of the azimuthal variable φ. In addition, within this ansatz the functional form of the transverse profile
of the cloud is Gaussian, however the cloud is allowed to expand radially, rather than having a fixed width, which
would be the oscillator length a0 = 1/
√
ω.
In Ref. [15] a closely-related problem has been solved, namely the one where there is no curvature, k(s) = 0, making
the same ansatz as that of Eq. (8). In the limit of weak interactions the actual transverse profile is Gaussian, while
in the Thomas-Fermi limit the profile is an inverse parabola. Here, since we want our model to be applicable for any
interaction strength we have chosen to work with a Gaussian for all interaction strengths, however its width a⊥ is
treated variationally and it is allowed to increase when the interaction is sufficiently strong. Therefore, viewed as a
variational approach, the present model is expected to work rather well, as we confirm in Secs. III and IV.
The authors of Ref. [18] have attacked the same problem as the present one, including the effect of the curvature.
However, in Ref. [18] the transverse profile has a fixed width, i.e., a⊥ has been set equal to the oscillator length a0.
Thus, for zero, or weak interactions the two approaches coincide. However, our model is more general and it works
better when the interaction becomes comparable to, or larger than, the oscillator quantum of energy ω, as seen in the
evaluation of the speed of sound in Sec. III and in the explicit problem considered in Sec. IV.
Performing the integration in Eq. (7) over the variable φ, we find that
H =
∫ [
1
2
1
[1− k2(s)ρ2]3/2 |Ψs|
2 +
1
2
|Ψρ|2 − 1
8
k2(s)
[1− k2(s)ρ2]3/2 |Ψ|
2 − 5
8
A(ρ, s)
2π
|Ψ|2 + 1
4
B(ρ, s)
2π
|Ψ|2
+
1
2
NU0√
1− k2(s)ρ2 |Ψ|
4 + V (ρ)|Ψ|2 − µ|Ψ|2
]
2πρdρds, (10)
where [19]
A = −[ks(s)ρ]2 3πk(s)ρ
[1− k2(s)ρ2]3/2
, (11)
and
B = kss(s)πρ
1 + 4k2(s)ρ2
[1− k2(s)ρ2]7/2 . (12)
Equation (10) leads to the φ-independent equation
− 1
2
∂
∂s
[
1
[1− k2(s)ρ2]3/2Ψs
]
− 1
2
1
ρ
∂
∂ρ
(ρΨρ)− 1
8
k2(s)
[1− k2(s)ρ2]3/2Ψ−
5
8
A(ρ, s)
2π
Ψ+
1
4
B(ρ, s)
2π
Ψ+
+
NU0√
1− k2(s)ρ2 |Ψ|
2Ψ+ V (ρ)Ψ− µΨ = 0. (13)
4Up to now we have only made use of the independence of the order parameter from φ and not of the factorization in
the form of a longitudinal and a transverse function.
Before we proceed, it is instructive to mention that there are three relevant length scales in the present problem,
namely (i) the oscillator length a0 – that sets the scale for the transverse width of the cloud a⊥, (ii) the coherence (or
healing) length ξ, that is defined as 1/(2ξ2) = n0U0, where n0 is the three-dimensional density of the homogeneous
system and it sets the scale of the solitary-wave, travelling wave solutions when the potential is sufficiently tight, and
(iii) the length scale associated with the curvature, k−1, that determines the scale over which the trapping potential
“bends”.
We now use the factorization made in the ansatz of Eq. (8), as well as Eq. (9). Furthermore, we assume that
a⊥ ≪ |k−1| and a⊥ ≪ ξ. These conditions imply that |k|a⊥ ≪ 1 and (a⊥)s ≪ 1. Thus, we find the effectively
one-dimensional Hamiltonian
H1d =
∫ [
1
2
|ψs|2 + 1
2a2
⊥
|ψ|2 − 1
8
k2(s)|ψ|2 + 1
2
NU0
2πa2
⊥
|ψ|4 + 1
2
ω2a2
⊥
|ψ|2 − µ|ψ|2
]
ds, (14)
where
∫ |ψ|2 ds = 1. Demanding that variations in ψ∗ and in a2
⊥
in the above functional vanish we find that
− 1
2
ψss +
1
2a2
⊥
ψ − 1
8
k2(s)ψ +
NU0
2πa2
⊥
|ψ|2ψ + 1
2
ω2a2⊥ψ − µψ = 0, (15)
and
a4⊥ =
1
ω2
[
1 +
NU0|ψ|2
2π
]
= a40
[
1 +
NU0|ψ|2
2π
]
. (16)
The coefficient of the nonlinear term in Eq. (15) may be identified as the integral of |ψtr(ρ)|4 over the cross section
of the cloud, U0
∫ |ψtr(ρ)|4ρdρdφ = U0/(2πa2⊥). The dimensionless quantity NU0|ψ|2/(2π) in Eq. (16) is equal to the
ratio between the interaction energy and the quantum of energy ω. If asc is the scattering length for elastic atom-atom
collisions, then U0 = 4πasc, and therefore NU0|ψ|2/(2π) = 2σasc, where σ ≡ N |ψ|2 is the density per unit length.
Combining Eqs. (15) and (16) we get that
− 1
2
ψss +
[
ω
2
√
1 +NU0|ψ|2/(2π)
− 1
8
k2(s) +
1
2
ω
√
1 +NU0|ψ|2/(2π) + NU0ω
2π
√
1 +NU0|ψ|2/(2π)
|ψ|2 − µ
]
ψ = 0.(17)
The above equation is the first main result of the present study. The initial problem, which has three spatial
dimensions, has been reduced to a problem of one dimension. We stress the generality of the above equation, where
for some given k(s) – i.e., a trapping geometry of any shape – and also for any interaction strength, these equations
are applicable (under the assumptions that we mentioned above). In addition, it is interesting that one may identify
separately the effect of the curvature, of the transverse confinement, and of the interaction.
III. APPROXIMATIONS AND APPLICATIONS OF THE EFFECTIVE 1D MODEL
It is instructive to examine some limiting cases of our model, which also allows us to get some insight. First of
all, Eq. (16) is an algebraic equation for the transverse width of the cloud, a⊥. In the absence of interactions a⊥ is
equal to the oscillator length a0, as expected. When the system is in the Thomas-Fermi regime, i.e., the interaction
energy is much larger than ω, then a⊥/a0 ≈ (2σasc)1/4. In this limit the width of the cloud thus increases due to
the interactions [14, 15], since σasc ≫ 1. We should stress that in the Thomas-Fermi limit the coherence length may
become smaller than the oscillator length and our model approaches its limits of validity [15].
Equation (17) has various interesting limits. For weak interactions [18],
− 1
2
ψss +
[
−1
8
k2(s) +
NU0
2πa20
|ψ|2 + ω − µ
]
ψ = 0. (18)
In the case of a ring-like potential, where k(s) is constant and equal to 1/R, with R being the radius of the ring,
the effect of the curvature is trivial, since the above equation essentially coincides with the purely one-dimensional
equation.
In the opposite limit of “strong” interactions, i.e., in the Thomas-Fermi limit the nonlinear term in the effective
equation, Eq. (17), has a different functional form, which is |ψ|ψ, instead of the usual one, |ψ|2ψ [15],
− 1
2
ψss +
[
−1
8
k2(s) +
3
2
ω
√
NU0
2π
|ψ| − µ
]
ψ = 0. (19)
5Setting k(s) = 0 and after linearisation one gets the following Bogoliubov spectrum from Eq. (19)
E(p) =
√
1
4
p4 +
3
4
(
σ0U0
2π
)1/2
ω p2, (20)
for the energy E, where p is the momentum and σ0 is the background, one-dimensional density, i.e., the density at
|s| → ∞. For p→ 0 we get a speed of sound which is
c2 =
3
4
ω
√
σ0U0
2π
=
3
√
2
4
ω
√
σ0asc. (21)
The above expression should be compared with the exact result [15] (i.e., the one with the inverse parabola for the
transverse profile, instead of the Gaussian that is assumed here),
c2ex = ω
√
σ0U0
4π
= ω
√
σ0asc, (22)
and thus (c/cex)
2 = (3
√
2/4) ≈ 1.06. As expected, the speed of sound in the approximate scheme is higher, however
the difference (roughly 3% for the velocities) is rather small. On the other hand, if one uses Eq. (18) instead (thus
ignoring the effect of the interaction on the width of the transverse profile), then (c/cex)
2 = 2
√
σ0asc, which is ≫ 1 in
the Thomas-Fermi limit, and thus this model fails.
IV. NUMERICAL RESULTS
A. Bosonic atoms confined in a tight toroidal trap
Having established the general framework which allows us to reduce the three-dimensional problem into an effectively
one-dimensional equation, we now apply our method to the problem of a toroidal trapping potential, and in particular
to the problem where the atoms are given some angular momentum. In the case of an axially-symmetric (toroidal)
geometry k(s) = 1/R. To make a comparison between the various models, first of all, we solve the purely one-
dimensional problem,
− 1
2R2
d2ψ
dθ2
+
[
NU0
2πa20
|ψ|2 + ω − µ
]
ψ + iΩ
dψ
dθ
= 0. (23)
Here Ω is a Lagrange multiplier that takes care of the angular momentum and θ = s/R. This equation is solved under
the constraints of a fixed atom number and a fixed value of the angular momentum; for more details see Ref. [20].
We also solve the same problem (i.e., under the same constraints of a fixed atom number and a fixed value of the
angular momentum, with k(s) = 1/R) using Eq. (15), setting the transverse width a⊥ equal to a0. As we mentioned
earlier, this approximation for the transverse width being constant and equal to a0 has been made in Ref. [18]. Finally,
we solve the same problem using Eqs. (15) and (16), i.e., we solve Eq. (17), thus treating the transverse width of the
cloud a⊥ variationally.
The plots in Fig. 2 show the dispersion relation within (i) the strictly one-dimensional model, (ii) the effective
one-dimensional model with a fixed transverse width (corresponding to the calculation of Ref. [18]), (iii) the effective
one-dimensional model with a variable transverse width, and finally (iv) the energy of the full three-dimensional
solutions, for three values of ω and U0 (as explained in detail in the following section). The energy between the first
and the second differ by the constant factor ∆E = −k2/8 = −1/8 (for R = 1 that we have assumed) due to the
constant curvature term in the energy. As the ratio n0U0/ω decreases the system approaches the one-dimensional
limit. Indeed, as seen from these three figures, as this ratio decreases all the curves come closer to each other. More
importantly, for the largest ratio of n0U0/ω, where there are substantial deviations from the one-dimensional limit,
our model with a variable width provides an accurate description of the energy of the full, three-dimensional problem.
The plots in Fig. 3 show the density of the order parameter for two values of the angular momentum ℓ = 1/2 and
ℓ = 3/4. In order for the effect of the interaction to become more pronounced, we set the ratio n0U0/ω = 5/2.
For this choice of parameters, ξ/a0 = 1/
√
5 ≈ 0.447, R/a0 =
√
20 ≈ 4.472, while ξ/R = 1/10. Within the purely
one-dimensional model the solution with ℓ = 1/2 corresponds to a “dark” solitary wave and thus there is a node in the
density, as seen in Fig. 5. This feature is preserved within our quasi-one-dimensional model with a variable transverse
width. In addition, for both values of ℓ we observe that the width of this solution is larger than the one of the purely
one-dimensional model.
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FIG. 2: (Colour online) The dispersion relation, i.e., the energy versus the angular momentum per particle ℓ, (i) within the
strictly one-dimensional model, (ii) within the effective one-dimensional model with a fixed transverse width (corresponding to
the calculation of Ref. [18]), (iii) within the effective one-dimensional model with a variable transverse width, and finally (iv)
within the full, three-dimensional problem. Here R/ξ = 5 in all the plots, and also ξ/a0 = 2/
√
5 ≈ 0.894, R/a0 =
√
20 ≈ 4.472
(upper left); ξ/a0 = 1.095, R/a0 =
√
30 ≈ 5.477 (upper right); and ξ/a0 = 2, R/a0 = 10 (lower).
B. Full, three-dimensional problem and comparison with the effective one-dimensional models
To make a comparison with an “exact” problem, we also solve the full, three-dimensional problem. To do this, we
consider a trapping potential that has the form (in cylindrical coordinates)
V (ρ, φ, z) =
1
2
ω2[(ρ−R)2 + z2]. (24)
We impose the same constraints as above, namely a fixed atom number and a fixed value of the angular momentum.
Since one of the main purposes of our study is to identify the effect of the deviations from purely one-dimensional
motion, first of all, we need to identify this limit. This limit is achieved when the interaction energy n0U0 is much
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FIG. 3: (Colour online) The density per unit length σ = N |ψ|2 of the order parameter ψ as function of the angle θ within
the purely one-dimensional model, and within the effective one-dimensional model with a variable transverse width for ξ/a0 =
1/
√
5 ≈ 0.447, R/a0 =
√
20 ≈ 4.472, and ξ/R = 1/10, for ℓ = 1/2 (left), and ℓ = 3/4 (right).
less that ω. For weak interactions, n0 = N/(2πRπa
2
0), and thus n0U0/ω = NU0/(2π
2R). We stress that this ratio
does not depend on ω, since the density scales as a−20 = ω. Finally, the corresponding ratio ξ/a0 is
√
π2R/(NU0).
The other relevant ratio is that between n0U0 and the kinetic energy K for motion of the atoms along a ring with
radius R, i.e., K = 1/(2R2). The ratio n0U0/K is given by NU0ωR/π
2. In addition, ξ/R = π/
√
NU0ωR. For fixed
N and R, the limit of one-dimensional motion is the one where U0 is “small” (in the sense described above), with
n0U0/K = NU0ωR/π
2 fixed, which implies that the product U0ω has to be kept fixed.
From the arguments described above, we choose three sets of parameters. In all of them we set n0U0/K = 25,
or in terms of length scales ξ/R = 1/5. In the first set n0U0/ω = 5/8 = 0.625, or in terms of length scales
ξ/a0 = 2/
√
5 ≈ 0.894, while R/a0 =
√
20 ≈ 4.472. In the second intermediate set the system is closer to one-
dimensional motion. Here, n0U0/ω = 5/12 ≈ 0.417, or ξ/a0 = 1.095, and R/a0 =
√
30 ≈ 5.477. Finally, in the third
set we are even closer to the one-dimensional limit, n0U0/ω = 1/8 = 0.125, or in terms of length scales ξ/a0 = 2,
while R/a0 = 10. In the first two cases the coherence length is roughly equal with the oscillator length, while in the
third it is twice as large.
Especially in the first case the transverse degrees of freedom start to play a role. We stress that the condition for
quasi-one-dimensional motion implies that the interaction energy does not exceed the oscillator quantum of energy in
the transverse direction (an equivalent way of expressing this condition is that the coherence length, which sets the
scale of the width of the solitary-wave profiles, is at least on the order of, or larger than the transverse width of the
cloud, which is set by the oscillator length.) Still, even in the first case, where we have come closer to breaking the
limits of validity of our model, we see in Fig. 2 that our results are rather accurate.
The coupled three-dimensional equations are solved using the built-in stationary solver in the commercial software
COMSOL Multiphysics, version 5.2a. The domain is set up as a torus with major radius R = 1, and minor radius
4a0 = 4/
√
ω. This minor radius of the computational domain is deemed sufficiently large to ignore boundary effects.
Neumann boundary conditions are used and the equations are solved on a tetrahedral mesh. After having studied
the convergence for different number of finite elements, we finally used a mesh with about 105 elements. The exact
number of elements differ depending on the size of the domain, determined by the value of ω.
Initial data that is not too far away from the desired solution is needed to find a solution of the nonlinear equations.
To overcome this difficulty we take advantage of the one-dimensional solutions and “dress” them with a Gaussian
profile in the transverse direction to obtain initial data good enough to find a first solution. The equations are then
solved in sequence of increasing angular momentum, where each solution is provided as initial data for the next run.
For each run the constant determining the wanted angular momentum is increased with a variable step with a minimal
value of 0.001, until the full range 0 ≤ ℓ < 1 is covered. A subset of 100 solutions of the total set of solutions is then
8FIG. 4: (Colour online) The density |Φ|2 of the order parameter Φ of the full, three-dimensional model, on the z = 0 plane,
as well as along a perpendicular plane, for the same parameters as in the intermediate plot of Fig. 2, i.e., n0U0/ω = 5/12,
ξ/R = 1/5, ξ/a0 = 1.095 and R/a0 =
√
30 ≈ 5.477. Here ℓ = 1/2 (left) and ℓ = 3/4 (right).
saved.
The plots in Fig. 4 show the density of the order parameter that is evaluated within the full, three-dimensional
problem, for the same parameters as those of the intermediate plot of Fig. 2, i.e., n0U0/ω = 5/12 (ξ/R = 1/5,
ξ/a0 = 1.095, R/a0 =
√
30 ≈ 5.477), and for ℓ = 1/2 and 3/4. For ℓ = 1/2 the density minimum is very low, which is
a remnant of the “dark” solitary wave of the one-dimensional/quasi-one-dimensional models. For ℓ = 3/4, the density
minimum is not as pronounced, again in agreement with the purely one-dimensional model, where the wave is “grey”,
instead of “dark”, i.e., the density has a minimum which does not extend all the way to zero, though.
V. SUMMARY AND CONCLUSIONS
The high degree of tunability of cold atomic systems allows us to build a superfluid system with properties which are
designed at will. Tuning the trapping potential allows us to restrict the motion of the atoms either in two, or even in
one spatial dimension and also to build topologically non-trivial traps. In the present study we have developed a model
which is suitable in the case of a relatively tight confinement in two spatial dimensions, which results into quasi-one-
dimensional motion. Apart from the assumption of relative tight confinement, it makes no further assumptions, and
it manages to reduce the three-dimensional problem into an effective one-dimensional, for any geometry, all the way
between weak to strong (provided, of course that the mean-field approximation is still valid) interatomic interactions.
The model that we have derived is useful for practical purposes, since it reduces the computational effort that is
required in order to solve the corresponding nonlinear equation. Furthermore, our approach allows one to decouple
and identify the three basic effects that enter this problem, namely the effect of the transverse confinement, of the
curvature and of the interaction and see how each of them affects the system. Therefore it also provides insight into
how all these various mechanisms affect the system, often in a competing way.
The quantitative comparison that we have made with the full numerical solution that we have found of the three-
dimensional problem provides strong evidence that our model is rather accurate. While in the present study we have
restricted ourselves to the case of the lowest mode in the transverse direction, one may generalize this method in order
to include more modes. Such an approach would be even more accurate and it may be applicable in problems where
the deviations from purely one-dimensional motion are substantial. As a result, it would be suitable in describing
instabilities because of the deviations from purely one-dimensional motion see, e.g., Refs. [21].
A whole new field, the so-called “atomtronics”, which focuses on the creation of atomic analogues to electronic
devices has started to develop, see, e.g., [22]. These experiments are deeply in the Thomas-Fermi regime with respect
9to the transverse degrees of freedom of the condensate. Developing models like the one presented here is certainly
helpful, since they provide insight into these problems and also a relatively simple theoretical description. Another
activity which is equally interesting is that of atomic waveguides (see, e.g., [23]), with obvious potential technological
applications. Our model is applicable in such systems and it becomes especially interesting in the case where these
waveguides bend, since it combines the effect of the curvature with that of the interaction.
Finally, the present model is applicable in other quasi-one-dimensional systems. For example, considering the effect
of the curvature combined with dipolar interatomic interactions [24] (instead of contact, considered here), may give
rise to interesting effects. Equally interesting and important may also be the study of the combined effect of curvature
with spin-orbit coupling [25], which has been investigated in recent experiments.
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