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FAT-TRIANGLE LINKAGE AND KITE-LINKED GRAPHS
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Abstract. For a multigraph H, a graph G is H-linked if every injective mapping φ : V (H) → V (G) can
be extended to an H-subdivision in G. We study the minimum connectivity required for a graph to be H-
linked. A k-fat-triangle Fk is a multigraph with three vertices and a total of k edges. We determine a sharp
connectivity requirement for a graph to be Fk-linked. In particular, any k-connected graph is Fk-linked
when Fk is connected. A kite is the graph obtained from K4 by removing two edges at a vertex. As a
nontrivial application of Fk-linkage, we then prove that every 8-connected graph is kite-linked, which shows
that the required connectivity for a graph to be kite-linked is 7 or 8.
1. Introduction
In graph theory, we often need to find structures with certain constraints. For example, a graph is k-
connected if and only if for every pair of k-vertex sets S and T , there exist k disjoint paths from S to T . In
this case, though, we have limited control over the endpoints of such paths. It would be helpful to know if
such disjoint paths can still be found when we specify the endpoints of each of the paths. This leads to the
notion of k-linked graphs. A graph is k-linked if, for any 2k distinct vertices s1, t1, s2, t2, . . . , sk, tk, there are
disjoint paths P1, P2, . . . , Pk such that Pi has endpoints si and ti for each i ∈ [k]. As another example, a
classical result of Dirac [2] states that every k-connected graph has a cycle containing any given k vertices.
What if we require the k vertices to occur in the cycle in some given order? This now leads to the notion
of k-ordered graphs. A graph is k-ordered if for every k vertices with a given order, there exists a cycle
containing the vertices in that order.
The k-linked graphs, k-ordered graphs, and other similar notions all have the same general flavor: for a
given graph H , we try to find an H-subdivision (a subgraph which replaces the edges of H by internally
disjoint paths) in G no matter how we place the vertices of H in G. This is the notion of H-linked graphs,
first mentioned by Jung [7], and re-defined independently by Kostochka and G. Yu [9] and Ferrara, Gould,
Tansey, and Whalen [5].
Definition 1.1. Fix a multigraph H. A graph G is H-linked if for every injective mapping φ : V (H) →
V (G), there exists a mapping ψ : E(H) → P(G), where P(G) is the set of paths in G, such that for every
uv ∈ E(H), ψ(uv) is a φ(u), φ(v)-path in G, and distinct edges of H map to internally disjoint paths in G.
Note that an H-subdivision in a graph G is a pair of mappings (φ, ψ) such that φ : V (H) → V (G) is
injective and ψ satisfies the above condition. So a graph is H-linked if every injective mapping φ : V (H)→
V (G) can be extended to an H-subdivision in G. It is clear to see that a graph is k-connected if and only if
it is Bk-linked, k-linked if and only if it is kK2-linked, and k-ordered if and only if it is Ck-linked, where Bk
is the multigraph with two vertices and k edges, kK2 is a matching of size k, and Ck is a cycle of length k.
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Sufficient degree conditions for a graph to be H-linked have been extensively studied in [5, 6, 8, 9, 10, 11].
In [13], Liu, West, and G. Yu asked to find the connectivity conditions for a graph to be H-linked. For
a given multigraph H , let f(H) be the minimum positive integer f such that every f -connected graph is
H-linked.
When H = kK2, we usually write f(kK2) as f(k), which is the minimum positive integer f such that
every f -connected graph is k-linked. This is a well-studied parameter, see Jung [7], Larman and Mani [12],
Mader [14], Robertson and Seymour [18], Bolloba´s and Thomason [1], and Kawarabayashi, Kostochka, and
G. Yu [8]. Thomas and Wollan [21] have the best current general bound for f(k), namely that f(k) ≤ 10k.
Better bounds for f(k) have been found for some small values of k. Jung [7] showed that any 4-connected
non-planar graph is 2-linked. Seymour [20], and independently Thomassen [23], gave a complete characteri-
zation of non-2-linked graphs. It follows that f(2) = 6. Thomas and Wollan [22] improved the connectivity
of their result in [21] to show that 10-connected graphs are 3-linked. More specifically, they prove that
6-connected graphs on n vertices with at least 5n− 14 edges are 3-linked and the edge bound is sharp.
Clearly, f(H) ≤ f(k) if H has at most k edges and no isolated vertices. X. Yu [25] charaterized all
obstructions to P4-linked graphs, and showed that 7 ≤ f(P4) ≤ 8, and Ellingham, Plummer, and G. Yu [3]
showed that f(P4) = 7. Very recently, McCarty, Wang, and X. Yu [16] showed that f(C4) = 7, that is,
7-connected graphs are 4-ordered, confirming a conjecture of Faudree [4]. Beyond this, very little is known
about f(H) for other multigraphs H .
In this paper, we are able to determine f(H) exactly for another class of multigraphs H , namely, fat-
triangles. A graph H = Fk1,k2,k3 is called a (k1, k2, k3)-fat-triangle if |V (H)| = 3, say V (H) = {v1, v2, v3},
and there exist ki edges joining vi and vi+1 for each i ∈ [3] (with subscripts read modulo 3). Note that by a
simple application of Menger’s Theorem, any (k + 1)-connected graph is Fk,0,0-linked. We will show that if
Fk1,k2,k3 is connected, then (k1 + k2 + k3)-connected graphs are Fk1,k2,k3 -linked.
Theorem 1.1. Let G be a k-connected graph. Let k1, k2, k3 be integers such that k1, k2 > 0, k3 ≥ 0, and
k1 + k2 + k3 ≤ k. Then G is Fk1,k2,k3-linked.
Note that the connectivity condition in Theorem 1.1 is sharp. Let k1, k2, k3 be as in the statement of
Theorem 1.1, and suppose k1 + k2 + k3 = k. Let G be a (k − 1)-connected graph with a separating set
S ⊆ V (G) with |S| = k − 1 such that G − S has three distinct components C1, C2, C3. Let vi ∈ V (Ci) for
i ∈ [3]. Then for distinct i, j ∈ [3], every vi, vj-path must use at least one vertex of S. Therefore G cannot
be Fk1,k2,k3-linked.
Corollary 1.2. Let k1, k2, k3 be integers with k1, k2 > 0, k3 ≥ 0. Then f(Fk1,k2,k3) = k1 + k2 + k3.
We know that every 3-connected graph contains a cycle through any three given vertices in the graph. Our
Theorem 1.1 on fat-triangle-linkage generalizes this result. There is another important reason for us to study
fat-triangle-linkage. In the study of H-linkage, it is important to find suitable intermediate substructures to
work with. For example, X. Yu [25] used “ladders” to study P4-linkage, and McCarty, Wang, and X. Yu [16]
used “skeletons” to study C4-linkage. A fat-triangle is one such substructure that can be useful in the study
of some H-linkage problems, in particular when H has few vertices or has a K3 subgraph.
We mentioned above that the only known exact values for f(H) when H has more than two edges are
f(Bk), f(P4), f(C3), and f(C4) (and now also fat-triangles). Let a kite, denoted P
+
4 , be the subgraph
obtained from K4 by removing two edges at a vertex. The kite is the only connected graph H with four
vertices and at most four edges for which f(H) remains unknown. As P4 is a subgraph of a kite, kite-linked
graphs are also P4-linked. Therefore f(P
+
4 ) ≥ 7. On the other hand, a kite has four edges, and so 4-linked
graphs are P+4 -linked, giving f(P
+
4 ) ≤ 40. With the help of fat-triangle-linkage, we are able to narrow down
f(P+4 ) to two possible values.
Theorem 1.3. All 8-connected graphs are kite-linked. Consequently, f(P+4 ) ∈ {7, 8}.
Note that the proof of f(C4) = 7 in [16] relies on the result f(P4) = 7 from [3], whose proof was quite
involved. Our proof for kite-linkage is self-contained and follows the ideas of the proof of f(C4) = 7 in
2
[16]. By using the fat-triangle linkage, we first find a structure called a flower (see Figure 1), and show
that every 7-connected graph with a certain specified flower is kite-linked. We do need 8-connectedness to
guarantee the existence of the desired flower though. By doing something similar to our proof, one could find
a self-contained and much simpler proof for f(P4) ≤ 7. We discuss this in more detail in the Final Remarks
section.
2. Connectivity for fat-triangle-linkage
In this section, we prove Theorem 1.1. Our proof uses the following Theorem 2.1, which is commonly
referred to as Mader’s H-Wege Theorem, or S-paths Theorem. The statement of Theorem 2.1 is actually
a slight modification of Mader’s original result [15] given by Robertson, Seymour, and Thomas [17]. An
alternate, shorter proof of Mader’s original theorem has been given by Schrijver [19]. Let L1, . . . , Lt be
distinct subsets of V (G). We say a path in G is good if it has ends u, v with u ∈ Li and v ∈ Lj for i 6= j.
Theorem 2.1 (Mader [15]; Robertson, Seymour, and Thomas [17]). Let G be a graph, let L1, . . . , Lt be
subsets of V (G), and let k ≥ 0 be an integer. Then exactly one of the following holds:
(i) there are k good paths of G, mutually vertex-disjoint, or
(ii) there exist a partition W,Y1, . . . Yn of V (G), and for all j ∈ [n] a subset Xj ⊆ Yj , such that
(a) |W |+
∑n
j=1
⌊
1
2
|Xj |
⌋
< k,
(b) for all j ∈ [n], no vertex in Yj −Xj has a neighbor in V (G)− (W ∪ Yj), and Yj ∩ Li ⊆ Xj for all
i ∈ [t], and
(c) every good path P in G with V (P ) ∩W = ∅ has an edge with both ends in Yj for some j ∈ [n].
Proof of Theorem 1.1. We may assume k1 + k2 + k3 = k, for otherwise we may let k
′
1 = k − (k2 + k3)
and find a (k′1, k2, k3)-fat triangle linkage, which contains a (k1, k2, k3)-fat-triangle linkage as a subgraph.
Let v1, v2, v3 ∈ V (G) be distinct. Suppose first that k3 = 0. Then we must find k1 paths with ends v1, v2
and k2 paths with ends v2, v3, such that all paths are internally disjoint. Let G
′ be the graph obtained from
G by duplicating v1 k1 times and duplicating v3 k2 times. Then G
′ is k-connected, so there exist k disjoint
paths from v2 to the set of copies of v1 and v3, disjoint except for their common end v2. Each such path
corresponds to a path in G with one end v2 and the other end either v1 or v3. These paths in G are internally
disjoint and give the required (k1, k2, 0)-fat triangle linkage.
Thus we may assume k3 > 0. We now proceed by induction on k. It is well-known that any 3-connected
graph contains a cycle through any three of its vertices, and is thus (1, 1, 1)-fat-triangle linked. Hence
k ≥ 4 and we may assume that any k′-connected graph is (k′1, k
′
2, k
′
3)-fat-triangle linked, where 3 ≤ k
′ < k,
1 ≤ k′i ≤ ki for i ∈ [2], 0 ≤ k
′
3 ≤ k3, and k
′
1 + k
′
2 + k
′
3 = k
′.
Claim 2.1. For all distinct i, j ∈ [3], we may assume there is no vi, vj-path P in G with |V (P )| ≤ 3.
Proof. Suppose P is such a path in G, chosen so that |V (P )| is minimum. By relabeling if necessary, we
may assume P has ends v3, v1. If |V (P )| = 2, define G′ := G− v1v3, and if |V (P )| = 3 let w be the interior
vertex of P , and define G′ := G − w. Note by the choice of P that w 6= v2. Thus, in either case, G′ is
(k − 1)-connected, so there exists a (k1, k2, k3 − 1)-fat triangle linkage at v1, v2, v3. Such a linkage in G′ is
easily extended to a (k1, k2, k3)-fat triangle linkage in G by adding the path P . 
Now let G′ be the graph obtained from G by duplicating v1 k1 + k3 times, duplicating v2 k1 + k2 times,
and duplicating v3 k2 + k3 times. Let Li ⊆ V (G′) be the set of copies of vi for i ∈ [3]. It is easy to see that
if G′ has k good paths, then it must have k1 L1, L2-paths, k2 L2, L3-paths, and k3 L3, L1-paths, and these
good paths in G′ correspond with paths in G that give the desired (k1, k2, k3)-fat-triangle linkage. Therefore
we may assume that G′ does not have k good paths. By Theorem 2.1, there exists W ⊆ V (G′), a partition
Y1, . . . Yn of V (G
′)\W , and for all j ∈ [n] a subset Xj ⊆ Yj , such that they satisfy (a)(b)(c) of Theorem 2.1.
We may assume that the sets W,Y1, . . . , Yn, X1, . . . , Xn are chosen such that W is maximal, and we may
further assume that Yi 6= ∅ for all i ∈ [n]. We now prove a series of claims which establish the structure of
the graph G′.
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Claim 2.2. n ≥ 2.
Proof. If n = 1, then L1 ∪L2 ∪L3 ⊆W ∪X1. Since |L1 ∪L2 ∪L3| = (k1 + k3) + (k1 + k2) + (k2 + k3) = 2k,
we have |W |+
⌊
1
2
|X1|
⌋
≥ k, contradicting (a). 
Claim 2.3. Xj 6= ∅ for any j ∈ [n].
Proof. Assume to the contrary that X1 = ∅. Since Y1 6= ∅, and by (b) no vertex of Y1 has a neighbor in
V (G′)\(W ∪Y1), it follows that W separates Y1 and Y2, where Y2 6= ∅ by Claim 2.2. Since G
′ is k-connected,
we must have |W | ≥ k, contradicting (a). 
Claim 2.4. Xj is odd for all j ∈ [n].
Proof. If, say, |X1| is even, then |X1| ≥ 2 by Claim 2.3. Let x ∈ X1. Define W ′ = W ∪ {x}, Y ′1 = Y1 \ {x},
X ′1 = X1 \ {x}, and Y
′
j = Yj and X
′
j = Xj for all j ∈ {2, . . . , n}. Then W
′, Y ′1 , . . . , Y
′
n, X
′
1, . . . , X
′
n satisfy
(a)-(c), contrary to our choice of W as maximal. 
Claim 2.5. Every good path in G′ which avoids W has at least 2 vertices in Xj for some j ∈ [n].
Proof. Suppose Q is a path in G′ \W with ends u1 ∈ L1 and u2 ∈ L2, say. By (c), Q has some edge e with
both ends in Yj for some j ∈ [n]. By (b), the subpath of Q from u1 to the first end of e must contain some
vertex of Xj , and the subpath of Q from the second end of e to u2 must also contain some vertex of Xj. 
Claim 2.6. W = ∅.
Proof. Suppose to the contrary that |W | = m for some m ∈ [k − 1]. Let M be a maximum collection of
(unordered) pairs (u, v) such that u ∈ Li and v ∈ Li′ for distinct i, i′ ∈ [3], and no vertex of L1 ∪ L2 ∪ L3
belongs to more than one pair in M . Then |M | = k. Consider the set M ′ = {(u, v) ∈ M : u, v /∈ W}.
Then |M ′| ≥ k − m. For i ∈ [3], let k′i = |{(u, v) ∈ M
′ : u ∈ Li, v ∈ Li+1}|, where subscripts are read
mod 3. Then k′1 + k
′
2 + k
′
3 ≥ k − m. If, say, k
′
2 = k
′
3 = 0, then since G
′ \ W is (k − m)-connected,
there exist k − m disjoint L1, L2-paths in G′ \ W . These paths are good paths in G′, so by Claim 2.5,
|W |+
∑n
j=1
⌊
1
2
|Xj |
⌋
≥ m+ 1
2
(2(k −m)) = k, contradicting (a). Hence we may assume k′1, k
′
2 6= 0. Then let
k∗1 , k
∗
2 , k
∗
3 be chosen so that 1 ≤ k
∗
1 ≤ k
′
1, 1 ≤ k
∗
2 ≤ k
′
2, 0 ≤ k
∗
3 ≤ k
′
3, and k
∗
1 + k
∗
2 + k
∗
3 = k −m. Note that
W \(L1∪L2∪L3) is a subset of V (G). Then since G\(W \(L1∪L2∪L3)) is at least (k−m)-connected, there
exists a (k∗1 , k
∗
2 , k
∗
3)-fat-triangle linkage at v1, v2, v3 by induction. Any such linkage in G\(W \(L1∪L2∪L3))
corresponds with k∗1 + k
∗
2 + k
∗
3 = k −m good paths in G
′ by using pairs in M ′ as the ends of the paths. So
again by Claim 2.5, |W |+
∑n
j=1
⌊
1
2
|Xj |
⌋
≥ k, contradicting (a). 
Claim 2.7. For all j ∈ [n], if |Xj | < k then Yj = Xj.
Proof. If Yj \Xj 6= ∅, then by (b) and Claims 2.2 and 2.6, Xj is a separating set. Since G is k-connected,
we must have |Xj | ≥ k. 
Claim 2.8. For all j ∈ [n], |Xj | ≥ 3.
Proof. Since G′ is connected, G′ has at least one good path which avoids W since W = ∅ by Claim 2.6.
Thus by Claims 2.4 and 2.5, |Xj | ≥ 3 for some j ∈ [n]. Without loss of generality, we may assume there is
some m ∈ {2, 3, . . . , n − 1} such that |Xj | ≥ 3 for all j ∈ [m] and |Xj | = 1 for all j ∈ {m+ 1, . . . , n}. For
convenience, let U = Xm+1 ∪ Xm+2 ∪ · · · ∪Xn. For i ∈ [3], define the set Zi to be the union of the vertex
sets of all paths P meeting Li such that P has no edge with both ends in Yj for any j ∈ [n], and define
Z0 = V (G
′) \ (Z1 ∪ Z2 ∪ Z3). Then for i ∈ [3], Li ⊆ Zi. We claim that Z1, Z2, Z3 are pairwise disjoint. For
if z ∈ Z1 ∩ Z2, say, then there exists some path P from L1 to z and some path Q from L2 to z such that
neither P nor Q has an edge with both ends in Yj for any j ∈ [n]. But then P ∪Q is a good path in G′, no
edge of which has both ends in the same set Yj , contradicting (c). Hence the sets Z0, Z1, Z2, Z3 are pairwise
disjoint and have union V (G′).
Let i ∈ {0, 1, 2, 3} such that Zi∩U 6= ∅. Let N be the set of vertices in V (G′)\ (Zi∩U) with a neighbor in
Zi ∩U . Note that any vertex of Zi ∩U belongs to some set Xj with |Xj | = 1, and so Yj = Xj by Claim 2.7.
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Therefore any edge with one end in Zi ∩ U and one end in N does not have both ends in the same set Yj ,
so it follows from the definition of the sets Zi′ that both ends of such an edge belong to the same set Zi′ .
Hence N ⊆ Zi.
Since G′ is k-connected, |N | ≥ k. We claim that i = 0. So suppose that i = 1, say. Then |Z1| ≥ |N | ≥ k
and |Z2 ∪ Z3| ≥ |L2 ∪ L3| = (k1 + k2) + (k2 + k3) = k + k2. Since G′ is k-connected, there exist k disjoint
Z1, Z2∪Z3-paths. By the definition of the sets Zi and since the sets Zi are disjoint, each of these paths must
have some edge with both ends in the same set Yj . Thus, in a fashion similar to the proof of Claim 2.5, it can
be shown that each of these paths has at least two vertices in some set Xj . Therefore,
∑n
j=1
⌊
1
2
|Xj |
⌋
≥ k,
contradicting (a). Hence i = 0.
In particular, U ⊆ Z0, and so N , Z1, Z2, and Z3 are disjoint subsets of X1 ∪ X2 ∪ · · · ∪ Xm. Therefore∑m
j=1 |Xj| ≥ |N | +
∑3
i=1 |Zi| ≥ k +
∑3
i=1 |Li| = 3k. Since |Xj | ≥ 3 for j ∈ {1, . . . ,m}, it follows that∑n
j=1
⌊
1
2
|Xj |
⌋
≥ 1
3
∑m
j=1 |Xj | ≥ k, contradicting (a). 
Claim 2.9. For i ∈ [3], if there exist distinct j, j′ ∈ [n] such that Li ∩ Xj , Li ∩ Xj′ 6= ∅, then N(Li) ⊆
(X1 ∪ · · · ∪Xn)
Proof. Say u1 ∈ L1 ∩X1 and u2 ∈ L1 ∩X2. Since every vertex of L1 is obtained by duplicating v1, we have
N(u1) = N(u2) = N(L1). Thus by (b), any neighbor of u1 in Y2 belongs to X2, any neighbor of u2 in Y1
belongs to X1, and any neighbor of either u1 or u2 in Y3 ∪ Y4 ∪ · · · ∪ Yn belongs to X3 ∪X4 ∪ · · · ∪Xn. 
Claim 2.10. There exists j ∈ [n] and distinct i1, i2, i3 ∈ [3] such that (Li1 ∪ Li2) ⊆ Xj and Li3 6⊆ Xj.
Proof. First, suppose that Li 6⊆ Xm for all i ∈ [3] andm ∈ [n]. By Claim 2.1, the sets L1, L2, L3, N(L1), N(L2),
N(L3) are all disjoint. Since G
′ is k-connected, |N(L1)|, |N(L2)|, |N(L3)| ≥ k. Then by Claim 2.9,
we have |X1 ∪ · · · ∪ Xn| ≥ |L1| + |L2| + |L3| + |N(L1)| + |N(L2)| + |N(L3)| ≥ 5k. By Claim 2.8,∑n
j=1
⌊
1
2
|Xj |
⌋
≥ 1
3
∑n
j=1 |Xj | ≥
5
3
k, contradicting (a).
Thus we may assume that L1 ⊆ X1, say. If Li 6⊆ Xm for i ∈ {2, 3} and m ∈ [n], then by Claim 2.9,
(N(L2)∪N(L3)) ⊆ (X1∪· · ·∪Xn). Thus by Claim 2.1 and since G′ is k-connected, |(X1∪X2∪· · ·∪Xn)\L1| ≥
|L2|+ |L3|+ 2k = 3k + k2. Then
n∑
j=1
⌊
1
2
|Xj |
⌋
≥
1
2
(|L1| − 1) +
1
3
(3k + k2 − 1)
=
4
3
k +
1
6
(k1 + k3)−
5
6
Since k1, k3 ≥ 1 and k ≥ 4, we have
4
3
k + 1
6
(k1 + k3)−
5
6
≥ k, contradicting (a).
Therefore, we may additionally assume L2 ⊆ Xj for some j ∈ [n]. Suppose j 6= 1, say j = 2. If
N(Li) ⊆ (X1 ∪ · · · ∪Xn) for i ∈ {1, 2}, then
∑n
j=1
⌊
1
2
|Xj|
⌋
≥ 1
3
(|L1|+ |L2|+ |L3|+ |N(L1)|+ |N(L2)|) ≥
4
3
k,
contradicting (a). Hence we may assume N(L1) 6⊆ (X1∪· · ·∪Xn). Then N(L1)∩ (Y1 \X1) 6= ∅, so it follows
from Claim 2.7 that |X1| ≥ k. If also N(L2) 6⊆ (X1 ∪ · · · ∪Xn), then similarly |X2| ≥ k. Then, if X3 6= ∅,
it follows from Claim 2.8 that
∑n
j=1
⌊
1
2
|Xj|
⌋
≥ 2 ·
⌊
1
2
k
⌋
+ 1 ≥ k, contradicting (a). So n = 2. If L3 ⊆ X1 or
L3 ⊆ X2, then we are done, so we may assume neither holds. Thus by Claim 2.9, N(L3) ⊆ X1 ∪X2. Then
|X1∪X2| ≥ |L1|+ |L2|+ |L3|+ |N(L3)| ≥ 3k, and so
∑n
j=1
⌊
1
2
|Xj|
⌋
≥ 1
2
(3k−2) ≥ k since k ≥ 4, contradicting
(a). Thus we may assume that N(L2) ⊆ (X1 ∪ · · · ∪Xn). Either by similar argument if L3 ⊆ Xj for some
j ∈ {3, . . . , n} or by Claim 2.9, we may also assume N(L3) ⊆ (X1 ∪ · · · ∪Xn). Then
n∑
j=1
⌊
1
2
|Xj |
⌋
≥
1
2
(|L1| − 1 + |L2| − 1) +
1
3
(|L3|+ |N(L2)|+ |N(L3)| − 2)
=
4
3
k +
1
6
(2k1 + k2 + k3)−
5
3
Now since k1, k2, k3 ≥ 1 and k ≥ 4, we have
4
3
k + 1
6
(2k1 + k2 + k3)−
5
3
≥ k, contradicting (a).
Therefore we must have (L1 ∪L2) ⊆ X1, proving the first part of the statement. For the final part of the
statement, note that if (L1 ∪ L2 ∪ L3) ⊆ X1, then |X1| ≥ 2k, so
∑n
j=1
⌊
1
2
|Xj|
⌋
≥ k, contradicting (a). 
5
By Claim 2.10, we may assume that (L1 ∪ L2) ⊆ X1 and L3 6⊆ X1. Suppose L3 ⊆ X2 and N(L3) 6⊆
(X1 ∪ X2 ∪ · · · ∪ Xn). Then N(L3) ∩ (Y2 \X2) 6= ∅, so by Claim 2.7, |X2| ≥ k. But |X1| ≥ |L1| + |L2| =
(k1+k3)+(k1+k2) = k+k1 ≥ k+1, so
∑n
j=1
⌊
1
2
|Xj |
⌋
≥
⌊
1
2
(k + 1)
⌋
+
⌊
1
2
k
⌋
= k, contradicting (a). Therefore,
either by the above or by Claim 2.9, we may assume that at least one Li has N(Li) ⊆ (X1 ∪ · · · ∪Xn). We
need to be more precise with this last sum, so let c ∈ {0, 1} such that c = |L1 ∪ L2| mod 2. Then
n∑
j=1
⌊
1
2
|Xj |
⌋
≥
1
2
(|L1 ∪ L2| − c) +
1
3
(|L3|+ k − (1− c))
= k +
1
6
(2k1 + k2 + k3)−
c
6
−
1
3
Since k1, k2, k3 ≥ 1, in all cases we have k+
1
6
(2k1+k2+k3)−
c
6
− 1
3
≥ k, contradicting (a). This contradiction
completes the proof of Theorem 1.1. 
3. Separating pairs and 3-planar graphs
We now introduce some notation we will use in the rest of the proof. Let C be a cycle in a graph G and
u, v be two distinct vertices on C. Given a fixed orientation of C, we denote by C[u, v] the subpath of C
from u to v, and denote C(u, v] = C[u, v] \ {u}, C[u, v) = C[u, v] \ {v}, and C(u, v) = C[u, v] \ {u, v}. We
also use similar notation for paths. Let P be a path in a graph G. We use end(P ) to denote the set of
endpoints of P and define int(P ) = V (P ) \ end(P ).
The following notion of separating pairs was first studied by McCarty, Wang, and Yu [16].
Definition 3.1. Let G be a graph, let C be a cycle in G, let u1, u2 ∈ V (C) be distinct, and let A ⊆
V (G) \ V (C). Then a (u1, u2, C,A)-separating pair is a set of paths {R1, R2} such that there exists an
orientation of C so that
(i) for i ∈ [2], Ri is a subpath of C[ui, u3−i],
(ii) for i ∈ [2], N(A) ∩ V (C[ui, u3−i]) ⊆ V (Ri), and
(iii) the graph G has no edge uv such that u ∈ int(R1) ∪ int(R2) and v ∈ V (C) \ (V (R1) ∪ V (R2)).
Furthermore, for all i, j ∈ {1, 2}, if Ri 6= ∅ then we define r
j
i to be the end of Ri closest to uj on
C[ui, u3−i]. (Thus, r
1
i = r
2
i if Ri consists of a single vertex.)
Clearly, a (u1, u2, C,A)-separating pair exists as the two paths in C between u1 and u2 form such a pair.
For convenience, a (u1, u2, C,A)-separating pair is said to be special if |V (R1)|+ |V (R2)| is minimum.
Lemma 3.1 (McCarty, Wang, and Yu [16]). Let {R1, R2} be a special (u1, u2, C,A)-separating pair in a
graph G, and let x ∈ int(R1). Then
(i) there exists a ∈ V (C) with N(a)∩A 6= ∅ such that the graph G[V (C)] contains a path through x, u1, u2, a
in order (possibly a = u2),
(ii) if G[A] is connected then G[V (C) ∪ A] \ int(R1) contains a cycle through u1 and u2, and
(iii) if G[A] is connected then for every vertex x′ ∈ int(R2), G[V (C) ∪ A] contains a path through
x, u1, u2, x
′ in order.
We also need to introduce 3-planar graphs, which were first used by Seymour [20]. Such graphs were
further studied by X. Yu [25], from which we get the subsequent Definition 3.3.
Definition 3.2. A 3-planar graph (G,A) consists of a graph G and a family A = {A1, . . . , Ak} of pairwise
disjoint subsets of V (G) (allowing A = ∅) such that
(i) for distinct i, j ∈ {1, . . . , k}, N(Ai) ∩ Aj = ∅,
(ii) for i ∈ {1, . . . , k}, |N(Ai)| ≤ 3, and
(iii) if p(G,A) denotes the graph obtained from G by (for each i) deleting Ai and adding new edges joining
every pair of distinct non-adjacent vertices in N(Ai), then p(G,A) can be drawn in a closed disc D with no
pair of edges crossing such that, for each Ai with |N(Ai)| = 3, N(Ai) induces a facial triangle in p(G,A).
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If, in addition, b1, . . . , bn are some vertices in G such that bi /∈ Aj for any Aj ∈ A and b1, . . . , bn occur
on the boundary of D in that cyclic order, then we say that (G,A, b1, . . . , bn) is 3-planar. We will say that
such a drawing is a plane drawing of (G,A, b1, . . . , bn). We will say that (G, b1, . . . , bn) is 3-planar if there
exists a collection A so that (G,A, b1, . . . , bn) is 3-planar. If (G, ∅, b1, . . . , bn) is 3-planar we will say that
(G, b1, . . . , bn) is planar.
Definition 3.3. Let (G,A) be 3-planar, let A ∈ A with N(A) = {a1, . . . , am} (where m ≤ 3), and let
H = G[A ∪ N(A)]. We say that A is minimal if there is no collection H of pairwise disjoint subsets of A
such that H 6= {A} and (H,H, a1, . . . , am) is 3-planar. We say that A is minimal if every member of A is
minimal.
Seymour [20] gave the following important characterization of 2-linked graphs, a result which was also
proved independently by Thomassen [23]. McCarty, Wang, and Yu [16] provide us with two additional useful
results.
Theorem 3.2 (Seymour [20]). Let G be a graph and let s1, t1, s2, t2 be distinct vertices of G. Then G
contains no ({s1, t1}, {s2, t2})-linkage if and only if (G, s1, s2, t1, t2) is 3-planar.
Lemma 3.3 (McCarty, Wang, and Yu [16]). Let (G,A) be 3-planar so that G is 3-connected and A is
minimal. Fix some plane drawing of p(G,A) and let F be the set of vertices on the outer face. Suppose that
|F | ≥ 4. Let s1, t1, s2 be three distinct vertices in F , and let t2 ∈ V (G)\F . Then G has an ({s1, t1}, {s2, t2})-
linkage.
Lemma 3.4 (McCarty, Wang, and Yu [16]). Let H be a 3-connected planar graph with some fixed planar
drawing. Let Z be the outer cycle of H and let x and y be distinct vertices in V (Z). Then either
(i) there exists v ∈ V (H) \ V (Z) with d(v) ≤ 6, or
(ii) there exists uv ∈ E(Z) so that {u, v} ∩ {x, y} = ∅ and d(u) + d(v) ≤ 7.
4. Flowers and their properties
Definition 4.1. Let {u1, u2, u3, u4} ⊆ V (G). Then a (u1, u2, u3, u4)-flower is an ordered list F = (C1,C2,
C3,P1,P2,P3) such that
(i) C1, C2, C3 are cycles such that u1 ∈ V (C1), u3 ∈ V (C2), V (C1) ∩ V (C2) = {u2}, and C3 is disjoint
from C1 and C2,
(ii) for each i ∈ {1, 2, 3}, Pi is a path in G from ui to some vertex vi ∈ V (C3), and Pi is internally
disjoint from V (C1) ∪ V (C2) ∪ V (C3), and
(iii) P1, P2, P3 are pairwise vertex disjoint, and v1, v2, v3, u4 occur on C3 in order.
An illustration of a flower is given in Figure 1.
Figure 1. A (u1, u2, u3, u4)-flower.
Lemma 4.1. Suppose G is a 7-connected graph such that for some four vertices u2,u1,u3,u4 ∈ V (G),
G contains no walk through u2, u1, u3, u2, u4 in order. Further suppose that there exist internally disjoint
7
paths Q1, . . . , Q7 in G avoiding u4 such that Q1 has ends u1 and u3; Q2, Q3, Q4 have ends u1 and u2; and
Q5, Q6, Q7 have ends u2 and u3. Then, up to symmetry between u1 and u3, G contains a (u1, u2, u3, u4)-
flower.
Proof. Since G is 7-connected, there exist 5 internally disjoint paths P1, . . . , P5 from u4 to u2 which avoid
u1 and u3. Throughout the remainder of this proof, we will assume the paths Pi are read starting at u4.
For each i ∈ [5], we may assume that the first vertex of Pi meeting ∪7j=1Qj belongs to int(Q1). For
otherwise, the first vertex q of some Pi meeting ∪7j=1Qj belongs to V (Qk) \ {u1, u3} for some k ∈ {2, . . . , 7},
say k = 2. Then Q3 ∪Q1 ∪Q5 ∪Q2[u2, q] ∪ Pi[q, u4] is a kite-linkage of u2,u1,u3,u4, a contradiction.
Thus for i ∈ [5], let wi be the first vertex of Pi meeting Q1. By relabelling if necessary, we may assume
that w1, . . . , w5 occur on Q1(u1, u3) in order. For i ∈ [5], additionally let w′′i be the first vertex of Pi meeting
∪7j=2Qj and w
′
i the last vertex of Pi[u4, w
′′
i ] meeting Q1[w1, w5].
Let u′i be the vertex of (∪
5
j=1Pj [u4, w
′′
j ]) ∩ int(Q1) closest to ui on Q1 for each i ∈ {1, 3}. If u
′
1, u
′
3 are
on the same path Pi for some i ∈ [5], then we can find a path P = Q1[u1, u′1] ∪ Pi[u
′
1, u
′
3] ∪ Q1[u
′
3, u3] from
u1 to u3. Thus a kite-linkage of u2,u1,u3,u4 can easily be found by using P, Pj ,∪7k=2Qk, where i 6= j, a
contradiction.
So we may assume that u′1 ∈ V (Pi), u
′
3 ∈ V (Pj) with i 6= j. For each k ∈ {i, j}, let u
′′
k be the vertex
such that V (Pk[u
′′
k, u
′
k]) ∩ V (Q1[w1, w5]) = {u
′′
k}. Now choose a path Pk such that k /∈ {i, j}. Let C3 be
the cycle formed by P1[u4, w1]∪Q1[w1, w5]∪P5[w5, u4], and orient C3 so that u4, w1, w5 occur in order. By
symmetry between u1 and u3, either u
′′
1 ∈ V (C3(w
′
k, w5]) or u
′′
1 ∈ V (C3[w1, w
′
k)) and u
′′
3 ∈ V (C3(w
′
k, w5]). In
the former case, we can find a path P = C3(u4, w
′
k] ∪ Pk[w
′
k, u2] from u4 to u2 and a path P
′ = Q1[u1, u
′
1] ∪
Pi[u
′
1, u
′′
1 ]∪Q1[u
′′
1 , u3] from u1 to u3. Then we can find a kite-linkage of u2,u1,u3,u4 by using P, P
′,∪7ℓ=2Qℓ, a
contradiction. In the latter case, by symmetry we may assume that w′′k belongs to Q2. Then let C1 = Q5∪Q6,
C2 = Q3 ∪ Q4, P1 = Q1[u1, u′1] ∪ Pi[u
′
1, u
′′
1 ], P3 = Q1[u3, u
′
3] ∪ Pj [u
′
3, u
′′
3 ], and P2 = Q2[u2, w
′′
k ] ∪ Pk[w
′′
k , w
′
k].
Then F = (C1,C2,C3,P1,P2,P3) is the desired flower. 
Theorem 4.2. Suppose G is an 8-connected graph such that for some four vertices u2, u1,u3,u4 ∈ V (G),
G contains no walk through u2, u1, u3, u2, u4 in order. Then, up to symmetry between u1 and u3, G contains
a (u1, u2, u3, u4)-flower.
Proof. Since G is 8-connected, G− u4 is 7-connected. By Theorem 1.1, G is F3,3,1-linked. Thus there exist
internally disjoint paths Q1, . . . , Q7 such that Q1 has ends u1 and u3; Q2, Q3, Q4 have ends u1 and u2; and
Q5, Q6, Q7 have ends u2 and u3. Therefore, by Lemma 4.1 G contains a (u1, u2, u3, u4)-flower. 
By proceeding along similar lines as in [16], we can prove the following properties of the flower.
Proposition 4.3. Suppose G is a 7-connected graph such that for some four vertices u2,u1, u3, u4 ∈ V (G),
G contains no walk through u2, u1, u3, u2, u4 in order. Further suppose that G has a (u1, u2, u3, u4)-flower.
Then G has a (u1, u2, u3, u4)-flower F = (C1,C2,C3,P1,P2,P3) such that
(i) for each i ∈ [2], G[V (Ci)] has no cycle through ui and ui+1 with fewer vertices than Ci,
(ii) for every j ∈ [3], |V (Pj)| = 2, and
(iii) the graph H = G− (V (C1) ∪ V (C2)) is 3-connected.
Proof. Let F = (C1,C2,C3,P1,P2,P3) be a flower in G. Let B be the block of H containing C3.
Let B1, B2, . . . , Bm be the components of H − V (B) with non-empty intersection with V (F ), and let
A1, A2, . . . , An be the components of H − V (B) with empty intersection with V (F ). We may assume
that F is chosen so that
(1)
∑3
i=1 |V (Pi)| is minimum,
(2) subject to (1), |V (B)| is maximum,
(3) subject to (2), (|V (B1)|, . . . , |V (Bm)|) is maximal with respect to lexicographic ordering, and
(4) subject to (3), (|V (A1)|, . . . , |V (An)|) is maximal with respect to lexicographic ordering.
Let C1 and C2 have arbitrary fixed orientations, and fix an orientation of C3 so that v1, v2, v3, u4 occur
in order. We now prove the statement via a series of claims.
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Claim 4.2. For each i ∈ [2], N(Ci \ {u2}) ∩ V (C3−i) = ∅.
Proof. Suppose otherwise. Then, by symmetry, there is an edge in G with one end u ∈ V (C1(u2, u1]) and
the other end v ∈ V (C2[u3, u2)). Then C1[u, u2]∪ uv ∪C2[u2, v]∪ P2 ∪C3[v2, u4] forms a kite-linkage of u2,
u1,u3,u4, a contradiction. 
Claim 4.3. For each i ∈ [2], the graph G[V (Ci)] has no cycle through ui and ui+1 with fewer vertices than
Ci.
Proof. Suppose to the contrary that, say, C′1 is a cycle in G[V (C1)] through u1 and u2 such that |V (C
′
1)| <
|V (C1)|. Then F
′ = (C′1,C2,C3,P1,P2,P3) is a flower in G. As no path Pj has changed for any j ∈ [3],
(1) holds for F ′. Let B′ be the block of G − (V (C′1) ∪ V (C2)) containing C3. Let D be a component of
G[V (C1)] \ V (C′1). Since V (B) ⊆ V (B
′), by (2) we have V (B) = V (B′), so (2) holds for F ′. If V (D) ∩
V (F ′) 6= ∅, or if V (D) ∩ V (Bi) 6= ∅ for some i ∈ [n], then F ′ contradicts the choice of F by (3). But then
V (D) ∩ V (F ′) = ∅, so F ′ contradicts the choice of F by (4). 
Claim 4.4. There is no component of H − V (B) with empty intersection with V (F ).
Proof. Suppose otherwise. Then An exists. By definition, |N(An) ∩ V (B)| ≤ 1. Since G is 7-connected, An
must have at least three neighbors on (V (C1)∪ V (C2)) \ {u1, u2, u3}. By symmetry, we may assume An has
at least two neighbors on V (C1) \ {u1, u2}. Let {R1, R2} be a special (u1, u2, C1, An)-separating pair in G.
Let X = int(R1) ∪ int(R2) ∪ V (An), T = end(R1) ∪ end(R2) ∪ (N(An) ∩ V (H)), and Y = V (G) \ (X ∪ T ).
Since |T | ≤ 5 and G is 7-connected, there exist x, x′ ∈ X and y, y′ ∈ Y such that xy, x′y′ ∈ E(G). We
claim that x, x′ ∈ int(R1) ∪ int(R2) and y, y′ ∈ V (H) \ (X ∪ T ). For otherwise, by Defintion 3.1, Claim 4.2,
and the symmetry of xy, x′y′, we may assume that x ∈ V (An), y ∈ V (C2(u2, u3]). By the symmetry of R1
and R2, let a
′ ∈ V (R1) be a neighbor of a ∈ V (An) and let P be a path in An with ends a and x. Then
C1[u2, a
′] ∪ a′a ∪ P ∪ xy ∪ C2[y, u2] ∪ P2 ∪ C3[v2, u4] forms a kite-linkage of u2,u1,u3,u4, a contradiction.
This completes the claim.
By the symmetry of xy, x′y′ and R1, R2, either x ∈ int(R1) and y ∈ V (H) \ (X ∪ T ∪ V (B)); or
x, x′ ∈ int(R1) and y, y′ ∈ V (B); or x ∈ int(R1), x′ ∈ int(R2), and y, y′ ∈ V (B). In the first two
cases, by Lemma 3.1(ii) there exists a cycle C′1 containing u1, u2 in G[V (C1) ∪ V (An)] − int(R1). Then
F ′ = (C′1,C2,C3,P1,P2,P3) is a flower in G. Let B
′ be the block of G − (V (C1) ∪ V (C2)) which con-
tains C3. Since no path Pi for any i ∈ [3] has been altered, (1) still holds for F
′. If y, y′ ∈ V (B), then
V (B) ∪ int(R1) ⊆ V (B′), and so |V (B′)| > |V (B)|, contradicting (2). Otherwise y /∈ V (B), so whichever
component B1, . . . , Bm, A1, . . . , An−1 contains y grows by including int(R1), contradicting either (3) or (4).
In the third case, since B is 2-connected, and by the symmetry of y, y′, there exist two disjoint paths P, P ′ in
B with ends y, v3 and y
′, u4, respectively. By Lemma 3.1(iii), G[V (C1)∪ V (An)] contains a path Q through
x, u1, u2, x
′ in order. Now P ′ ∪ x′y′ ∪ Q ∪ xy ∪ P ∪ P3 ∪ C3[u3, u2] forms a kite-linkage of u2,u1,u3,u4, a
contradiction. 
Claim 4.5. |V (P1)| = |V (P2)| = |V (P3)| = 2.
Proof. By the symmetry between P1 and P3, we suppose to the contrary that |V (Pi)| > 2 for some i ∈ [2].
Let X1 be the component of H − vi containing int(Pi), and let X2 be the component of H − vi containing
vi+1. We may assume that H − vi = X1 ∪ X2, for otherwise, there is a component of H − vi with empty
intersection with V (F ), contrary to Claim 4.4.
First suppose thatX1 = X2. ThenH−vi is connected, so there exists a shortest path P inX1 with one end
x ∈ int(Pi) and the other end y ∈ (V (F )∩ V (H)) \V (Pi). So if i = 1, then either y ∈ V (P2)∪ V (C3[u4, v2])
or y ∈ V (P3)∪V (C3(v2, u4)), and if i = 2, then either y ∈ V (P1)∪V (P3)∪V (C3[v1, v3]) or y ∈ V (C3(v3, v1)).
Suppose i = 1 and y ∈ V (P2). Then let P
′
1 = P1[u1, x], P
′
2 = P2[u2, y], C
′
3 = C3[v2, v1]∪P1[v1, x]∪P∪P2 [y, v2],
and F ′ = (C1,C2,C
′
3,P
′
1,P
′
2,P3). Then F
′ is a flower contradicting the choice of F by (1). The case y ∈
V (C3[u4, v2]), and the cases y ∈ V (P1)∪ V (P3)∪V (C3[v1, v3]) when i = 2 are similar. So suppose i = 1 and
y ∈ V (P3)∪V (C3(v2, u4)). Then a {(u1, u3), (u2, u4)}-linkage can be easily found in C3∪P1∪P2∪P3∪P , giving
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a kite-linkage of u2,u1,u3,u4 by adding C1[u1, u2] and C2[u2, u3], a contradiction. The case y ∈ V (C3(v3, v1))
when i = 2 is similar.
Thus X1 6= X2. Suppose |V (P1)| > 2. Then we have N(X1) ∩ (V (C2) \ {u2}) = ∅. For otherwise, by
symmetry let aa′ ∈ E(G) such that a ∈ X1, a′ ∈ V (C2(u2, u3]), and let P be a path inX1∪{u1} between a and
u1. Then C1[u2, u1]∪P ∪aa′∪C2[a′, u2]∪P2∪C3[v2, u4] forms a kite-linkage of u2,u1,u3,u4, a contradiction.
Thus since G is 7-connected and X1 has exactly one neighbor v1 in H , |N(X1)∩V (C1)| ≥ 6. Let {R1, R2} be
a special (u1, u2, C1, X1)-separating pair in G. Note that u1 has a neighbor in X1, so u1 ∈ end(R1)∩end(R2).
Let X = int(R1)∪ int(R2)∪ V (X1), T = end(R1)∪ end(R2)∪ {v1}, and Y = V (G) \ (X ∪ T ). Thus |T | ≤ 4,
so since G is 7-connected, there exist x ∈ X and y ∈ Y such that xy ∈ E(G). Since X1 and X2 are
components of H − v1, we may assume by the definition of separating pair and symmetry that x ∈ int(R1)
and y ∈ V (X2). Now there exists a shortest path P in X2 from y to a vertex y′ ∈ V (X2) ∩ V (F ) (possibly
y = y′). If y′ ∈ V (C3[u4, v1)), then C3[u4, y′] ∪ P ∪ yx ∪ C1[x, u1] ∪ P1 ∪ C3[v1, v3] ∪ P3 ∪ C2[u3, u2] forms
a kite-linkage of u2,u1,u3,u4, a contradiction. Otherwise, there exists a path P
′ in C3(v1, u4) ∪ P2 ∪ P3
from y′ to u3. By Lemma 3.1(i) there exist vertices a ∈ V (C1), a′ ∈ V (X1) such aa′ ∈ E(G) and G[V (C1)]
contains a path Q through x, u1, u2, a in order. Let Q
′ be a path in X1 ∪ P1 with ends a′ and v1. Then
C3[u4, v1] ∪Q′ ∪ aa′ ∪Q ∪ xy ∪ P ∪ P ′ ∪ C2[u3, u2] forms a kite-linkage of u2,u1,u3,u4, a contradiction.
Hence we may assume |V (P2)| > 2 and int(P2) ⊆ V (X1). Since G is 7-connected and X1 has exactly one
neighbor v2 in H , |N(X1)∩ (V (C1)∪V (C2))| ≥ 6. Let {R1, R2} be a special (u1, u2, C1, X1)-separating pair
and {R3, R4} be a special (u2, u3, C2, X1)-separating pair in G. Note that u2 has a neighbor in X1, so u2 is an
end of Ri for each i ∈ [4]. Let X = (∪4i=1int(Ri))∪V (X1), T = (∪
4
i=1end(Ri))∪{v2}, and Y = V (G)\(X∪T ).
Then |T | ≤ 6, so because G is 7-connected, there exist x ∈ X and y ∈ Y such that xy ∈ E(G). By the
definition of separating pair and the symmetry ofR1, . . . , R4, we may assume that x ∈ int(R1) and y ∈ V (X2).
Then there exists a shortest path P in X2 from y to a vertex y
′ ∈ V (X2)∩V (F ). If y′ ∈ V (C3(v2, v3])∪V (P3),
then C3(v2, v3]∪P3∪P contains a path P ′ from y to u3. Then C3[u4, v2]∪P2∪C1[u2, x]∪xy∪P ′∪C2[u3, u2]
forms a kite-linkage of u2,u1,u3,u4, a contradiction. Otherwise, y
′ ∈ V (C3(v3, v2))∪V (P1), so there exists a
path P ′ from y to u4 in C3(v3, v2)∪P1 ∪P . By Lemma 3.1(i) there exist vertices a ∈ V (C1) and a′ ∈ V (X1)
such that aa′ ∈ E(G) and G[V (C1)] contains a path Q through x, u2, u1, a in order. Let Q′ be a path in X1
with ends a′ and v2. Then P
′ ∪ xy ∪Q∪ aa′ ∪Q′ ∪C3[v2, v3]∪P3 ∪C2[u2, u3] forms a kite-linkage of u2,u1,
u3,u4, a contradiction. 
By Claims 4.3 and 4.5, (i) and (ii) hold. Furthermore, H is 2-connected, since V (F ) ∩ V (H) ⊆ V (B) by
Claim 4.5, and so V (H) = V (B) by Claim 4.4. It only remains to prove (iii), which we accomplish with the
next claim.
Claim 4.6. H is 3-connected.
Proof. Suppose otherwise. By the above, H is 2-connected, so let T ′ = {t1, t2} be a 2-cut in H . We may
assume that T ′ and a component A of H − T ′ are chosen so that |V (A)∩ {v1, v2, v3, u4}| is minimum. Then
|V (A)∩ {v1, v2, v3, u4}| ≤ 2, and |N(A)∩ (V (C1)∪ V (C2))| ≥ 5 since G is 7-connected. By the symmetry of
v1 and v3, we consider the following three cases.
Case 1: |V (A) ∩ {v1, v2, v3, u4}| = 2. By the choice of A, H − T ′ = A ∪ A′, where A′ is a component of
H−T ′ which also contains two vertices of {v1, v2, v3, u4}, so by symmetry we may assume u4 /∈ V (A). Then
either {v1, v3} ⊆ V (A) or {v2, v3} ⊆ V (A). Suppose first that {v1, v3} ⊆ V (A). Note that H − A is also
connected. Let P be a path in A between v1 and v3, and let Q be a path in H −A between v2 and u4. Then
C1[u2, u1] ∪ P1 ∪ P ∪ P3 ∪ C2[u3, u2] ∪ P2 ∪Q forms a kite-linkage of u2,u1,u3,u4, a contradiction.
Thus {v2, v3} ⊆ V (A), and {v1, u4} ⊆ V (A′). Since C3 is 2-connected, we may assume that t1 ∈
C3(v1, v2), t2 ∈ C3(v3, u4). Recall that |N(A)∩(V (C1)∪V (C2))| ≥ 5. Let {R1, R2} be a special (u1, u2, C1, A)-
separating pair, and let {R3, R4} be a special (u2, u3, C2, A)-separating pair in G. Since u2 and u3 each
have a neighbor in A, u2 is an end of Ri for i ∈ {1, . . . , 4}, and u3 is an end of Ri for i ∈ {3, 4}. Let
X = (∪4i=1int(Ri)) ∪ V (A), T = (∪
4
i=1end(Ri)) ∪ T
′, and Y = V (G) \ (X ∪ T ). Then |T | ≤ 6. Since G is
7-connected, there exist x ∈ X and y ∈ Y such that xy ∈ E(G). By the definition of separating pair and
symmetry, we may assume that x ∈ int(R1) ∪ int(R3) and y ∈ V (A′). If x ∈ int(R1), then by Lemma 3.1(i)
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there exist two vertices a′ ∈ V (C1), a ∈ V (A) such aa′ ∈ E(G) and G[V (C1)] contains a path P through
x, u2, u1, a
′ in order. Let Q be a path in A between a and v3 and let Q
′ be a path in A′ between y and u4.
Then Q′∪xy∪P ∪a′a∪Q∪P3∪C2[u3, u2] forms a kite-linkage of u2,u1,u3,u4, a contradiction. Otherwise, if
x ∈ int(R3), then let P be a shortest path in A′ from y to a vertex y′ ∈ C3(t2, t1). If y′ ∈ C3(t2, v1), let P ′ be
the subpath of C3(t2, v1) with ends y
′, u4. Then P
′∪P ∪xy∪C2[x, u2]∪C1[u2, u1]∪P1∪C3[v1, v3]∪P3 forms a
kite-linkage of u2,u1,u3,u4. If y
′ ∈ C3[v1, t1), then C1[u2, u1]∪P1∪C3[v1, y′]∪P∪xy∪C2 [x, u2]∪P2∪C3[v2, u4]
forms a kite-linkage of u2,u1,u3,u4, a contradiction.
Case 2: V (A)∩{v1, v2, v3, u4} = {u4}. Since |N(A)∩(V (C1)∪V (C2))| ≥ 5, by symmetry, we may assume
that there exist a′ ∈ V (C1(u1, u2)), a ∈ V (A) such that aa′ ∈ E(G). Let P be a path in A between u4 and
a, and let Q be a path in H − A between v1 and v3. Then P ∪ aa′ ∪ C1[u2, a′] ∪ C2[u2, u3] ∪ P3 ∪ Q ∪ P1
forms a kite-linkage of u2,u1,u3,u4, a contradiction.
Case 3: |V (A) ∩ {v1, v2, v3, u4}| ≤ 1 and v3, u4 /∈ V (A). If v2 ∈ V (A), then since C3 is 2-connected
we may assume t1 ∈ V (C3(v1, v2)), t2 ∈ V (C3(v2, v3)). Let {R1, R2} be a special (u1, u2, C1, A)-separating
pair and let {R3, R4} be a special (u2, u3, C2, A)-separating pair in G. Note that u2 is an end of Ri for
each i ∈ [4]. If V (Ri) = {u2} for some i ∈ [4], then let X = (∪4i=1int(Ri)) ∪ V (A), and otherwise let
X = (∪4i=1int(Ri)) ∪ V (A) ∪ {u2}. Also let T = (∪
4
i=1end(Ri)) ∪ T
′ \ {u2}, and Y = V (G) \ (X ∪ T ).
Then in either case, |T | ≤ 6. Since G is 7-connected, there exist x ∈ X and y ∈ Y such that xy ∈ E(G).
Suppose x = u2. Then by Claim 4.3, y ∈ V (H) \ (V (A) ∪ T ′). Let P be a shortest path in H − A from
y to some vertex y′ ∈ C3. If y′ ∈ V (C3(v3, v1)), let P ′ be the subpath of C3(v3, v1) with ends y′, u4.
Then P ′ ∪ P ∪ yu2 ∪ C2[u2, u3] ∪ P3 ∪ C3[v1, v3] ∪ P1 ∪ C1[u1, u2] forms a kite-linkage of u2,u1,u3,u4, a
contradiction. By the symmetry between C3[v1, t1) and C3(t2, v3], we may thus assume y
′ ∈ V (C3[v1, t1)).
Since u2 ∈ X , V (Ri) 6= {u2} for i ∈ {1, 2}. Since {R1, R2} is special, there exists a′ ∈ V (R1)∪ V (R2) \ {u2}
and a ∈ V (A) such that aa′ ∈ E(G), say a′ ∈ V (R1). Let Q be a path in A ∪ T ′ with ends a, t2. Then
C3[u4, y
′] ∪ P ∪ C1[a′, u1] ∪ aa′ ∪ Q ∪ C3[t2, v3] ∪ P3 ∪ C2[u2, u3] forms a kite-linkage of u2,u1,u3,u4, a
contradiction. Hence x 6= u2, so by the definition of separating pair and symmetry of R1, . . . , R4, we assume
x ∈ int(R1) and y ∈ V (H) \ (V (A) ∪ T ′).
If v2 /∈ V (A), then we will show that A has no neighbors in one of C1− u2 or C2−u2. Suppose otherwise
that a ∈ V (A) has a neighbor a′ ∈ V (C1(u2, u1]) and b ∈ V (A) has a neighbor b′ ∈ V (C2(u2, u3]). Let
P be a path in A between a and b, and let Q be a path in H − A between v2 and u4. Then C1[u1, a′] ∪
a′a ∪ P ∪ bb′ ∪ C2[b
′, u2] ∪ P2 ∪ Q forms a kite-linkage of u2,u1,u3,u4, a contradiction. So we may assume
that N(A) ∩ (V (C2) \ {u2}) = ∅. Let {R1, R2} be a special (u1, u2, C1, A)-separating pair in G. Let
X = int(R1) ∪ int(R2) ∪ V (A), T = end(R1) ∪ end(R2) ∪ T ′, and Y = V (G) \ (X ∪ T ). Since |T | ≤ 6 and G
is 7-connected, there exist x ∈ X and y ∈ Y such that xy ∈ E(G). By the definition of separating pair and
symmetry of R1 and R2, we assume x ∈ int(R1) and y ∈ V (H) \ (V (A) ∪ T ′).
Therefore, in any case, we may assume there exists an edge xy with x ∈ int(R1) and y ∈ V (H)\(V (A)∪T
′).
Now we show that there exists a vertex t ∈ T ′, such that H −A contains two disjoint paths Q3, Q4 from
{t, y} to v3, u4, respectively. Otherwise, there is a separation (M,N) of H − A of order at most 1 so that
T ′ ∪ {y} ⊆ M and {v3, u4} ⊆ N . But then (M ∪ A,N) is a separation of H with order at most 1, contrary
to the fact that H is 2-connected. Observe that {R1, R2} is also a special (u2, u1, C1, A)-separating pair if
we reverse the orientation of C1. Thus by Lemma 3.1(i), for i ∈ [2], there is an edge aia
′
i ∈ E(G) so that
ai ∈ V (A), a′i ∈ V (C1), and G[V (C1)] contains a path Qi with ends x and a
′
i going through x, u3−i, ui, a
′
i in
order. If t ∈ V (Q3), y ∈ V (Q4), then let P be a path in A∪ T between t and a1. Now Q4 ∪ xy ∪Q1 ∪ a′1a1 ∪
P ∪ Q3 ∪ P3 ∪ C2[u3, u2] forms a kite-linkage of u2,u1,u3,u4, a contradiction. Otherwise, t ∈ V (Q4) and
y ∈ V (Q3), so let P be a path in A∪T between t and a2. Now Q4∪P ∪a2a′2∪Q2 ∪xy∪Q3∪P3 ∪C2[u3, u2]
forms a kite-linkage of u2,u1,u3,u4, a contradiction. 
5. Proof of Theorem 1.3
Before we can complete the proof of Theorem 1.3, we need two final results.
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Lemma 5.1. Suppose G is a 7-connected graph such that for some four vertices u2,u1,u3,u4 ∈ V (G), G
has a (u1,u2,u3,u4)-flower F = (C1,C2,C3,P1,P2,P3) and G contains no walk through u2, u1, u3, u2, u4 in
order. Then N(Ci − u2) ⊆ V (C3[vi, vi+1]) for each i ∈ [2].
Proof. Suppose otherwise. We may assume that F is a (u1,u2,u3,u4)-flower as in Proposition 4.3, and
thus H is 3-connected. If H contains a ({v1, v3}, {v2, u4})-linkage, then a kite-linkage of u2,u1,u3,u4 can
easily be found, a contradiction. Thus by Theorem 3.2, (H, v1, v2, v3, u4) is 3-planar. By symmetry, suppose
first that there exists u ∈ V (C1(u2, u1]) and v ∈ V (H) \ V (C3[v1, v2]) such that uv ∈ E(G). Suppose
v ∈ V (H) \ V (C3). By Lemma 3.3, H contains disjoint paths P,Q with ends v, v3 and v2, u4, respectively.
Then Q ∪ P2 ∪ C1[u1, u] ∪ uv ∪ P ∪ P3 ∪ C2[u3, u2] forms a kite-linkage of u2,u1,u3,u4, a contradiction.
Thus v ∈ V (C3(v2, v1)). If v ∈ V (C3(v2, u4)), let P be the subpath of C3(v2, u4) with ends v, v3. Then
C2[u2, u3] ∪ P3 ∪ P ∪ uv ∪ C1[u, u2] ∪ P2 ∪ C3[u4, v2] forms a kite-linkage of u2,u1,u3,u4, a contradiction.
Otherwise, v ∈ V (C3[u4, v1)), so C2[u2, u3]∪P3∪C3[v1, v3]∪P1∪C1[u1, u]∪uv∪C3[u4, v] forms a kite-linkage
of u2,u1,u3,u4, a contradiction again. 
The proof of Theorem 1.3 will now follow immediately from Theorem 4.2 and the next Theorem 5.2.
Theorem 5.2. If G is 7-connected and contains a (u1,u2,u3,u4)-flower for some four vertices u2,u1,u3,
u4 ∈ V (G), then G contains a walk through u2, u1, u3, u2, u4 in order.
Proof. Suppose otherwise. Let F = (C1,C2,C3,P1,P2,P3) be a (u1,u2,u3,u4)-flower as in Proposition 4.3.
Then H = G− (V (C1) ∪ V (C2)) is 3-connected. We may assume that H is planar, for otherwise A 6= ∅ and
by Lemma 5.1, N(A) is a separating set in G of order at most 3, contradicting that G is 7-connected. Since
G is 7-connected, δ(G) ≥ 7. Thus by Lemmas 3.4 and 5.1, there exists an edge uv in C3[v1, v3] − v2 such
that d(u) + d(v) ≤ 7 in H . By symmetry, say u, v ∈ V (C3[v1, v2)) with u closer to v2. Let {R1, R2} be a
special (u1, u2, C1, {u, v})-separating pair in G. Let X = int(R1)∪ int(R2)∪ {u, v}, T = end(R1)∪ end(R2),
and Y = V (G) \ (X ∪ T ). We next show that int(R1) ∪ int(R2) 6= ∅. For otherwise, since G is 7-connected,
d(u) + d(v) ≥ 7 in V (C1), so at most one r
j
i is not a neighbor of both u, v, where r
j
i is the end of Ri
closer to uj . By the symmetry of R1 and R2, we may assume that ur
1
1, ur
2
1 , vr
1
1 , vr
2
1 ∈ E(G). Then
C3[u4, v]∪vr21∪C1[r
2
1 , r
1
1]∪ur
1
1∪C3[u, v3]∪P3∪C2[u2, u3] forms a kite-linkage of u2,u1,u3,u4, a contradiction.
Now since |T | ≤ 6 and G is 7-connected, there exist x ∈ X and y ∈ Y such that xy ∈ E(G). By the definition
of separating pair and symmetry of R1 and R2, we have x ∈ int(R1), y ∈ V (C3[v1, v2)) \ {v2}. So either
y ∈ V (C3[v1, v)) or y ∈ V (C3(u, v2)). Since {R1, R2} is also a special (u2, u1, C1, {u, v})-separating pair if we
reverse the orientation of C1, by Lemma 3.1(i), there is an edge aia
′
i ∈ E(G) so that ai ∈ {u, v}, a
′
i ∈ V (C1),
and G[V (C1)] contains a path Qi with ends x and a
′
i going through x, u3−i, ui, a
′
i in order, for i ∈ [2]. If
y ∈ V (C3[v1, v)), then C3[u4, y]∪ yx ∪Q1 ∪ a′1a1 ∪C3[a1, v3] ∪ P3 ∪C2[u3, u2] forms a kite-linkage of u2,u1,
u3,u4. If y ∈ V (C3(u, v2)), then C3[u4, a2] ∪ a2a′2 ∪Q2 ∪ xy ∪C3[y, v3] ∪ P3 ∪C2[u3, u2] forms a kite-linkage
of u2,u1,u3,u4, in both cases a contradiction. 
6. Final remarks
It is well-known that a 3-connected graph G has a cycle containing any three given vertices in G. The
2-connected graphs which do not have this property are characterized in [24]. We mentioned that fat-triangle-
linkage is a generalization of this property. It is interesting to characterize the (k− 1)-connected graphs that
are not Fk1,k2,k3-linked, where k1 + k2 + k3 = k.
We showed that every 7-connected graph with a specified flower is kite-linked. The requirement of 8-
connectivity is only used to find the desired flower. More specifically, we need 8-connectivity in the proof of
Theorem 4.2 in order to find a fat-triangle disjoint from a certain vertex. If one can show the existence of
flowers in 7-connected graphs, then our results in this paper would show f(P+4 ) = 7. A characterization as
mentioned above may be helpful to show the existence of such flowers in 7-connected graphs.
The proof for f(P4) = 7 uses the characterization of non-P4-linked graphs, which is quite complicated. By
using similar ideas as in this paper, we can find a self-contained and much simpler proof. Here we sketch the
steps of the proof. Let G be a 7-connected graph, and let u1, u2, u3, u4 ∈ V (G). Suppose that we cannot find
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a path through u1, u2, u3, u4 in order. Firstly, we can find the structure depicted in Figure 2 in G. The proof
of this is similar to the proof of Lemma 4.1 and Theorem 4.2 except that we start with a (3, 3, 0)-fat-triangle
here. We can then prove properties of this structure in a fashion similar to Proposition 4.3. The remainder
of the proof is similar to what we have done in Section 5.
Figure 2. Intermediate structure used to find a P4-linkage
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