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1. INTRODUCTION
It is well known that the method of upper and lower solutions and its
associated monotone iteration is a powerful technique for establishing
w xexistence-comparison theorems for nonlinear problems 1]6 . Not only
does this method provide a constructive procedure for the solutions to an
equation or to systems of coupled equations, but the same approach can
be applied to investigate the qualitative properties of solutions.
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LIU, SIVALOGANATHAN, AND ZHANG2
In this paper, we establish an abstract monotone iterative scheme for
the time-dependent problem. As far as we know, this is the first article to
combine the method of upper]lower solutions and the theory of semi-
groups of operators to tackle time-dependent problems with or without
impulses.
The paper is organized as follows: In Section 2, some notation and
preliminaries are introduced. Next, in Section 3, we consider an abstract
nonlinear time-dependent problem and we prove that an iterative method
for that problem, which was presented in Section 2, is monotone. In
Section 4, we consider a system of initial boundary value problems with
impulsive perturbations at fixed instants. In Section 5, applications to an
impulsive reaction]diffusion system and a coupled system of growth model
are discussed.
2. PRELIMINARIES
5 5 qLet X be an ordered Banach space with norm ? , and X be a
positive cone which defines a partial order relation G by f G f if and2 1
only if f y f g Xq, where f , f g X.2 1 2 1
We assume that
A: D A ; X “ X 2.1Ž . Ž .
is an infinitesimal generator of a strongly continuous linear semigroup
 Ž .4T t . Let 0 - T F ‘. The operator A is said to satisfy the positivityt G 0 0
1ŽŽ . . Žw x .principle with a l g R if u g C 0, T = X l C 0, T = X and satis-0 0 0
fying
du tŽ .
G Au t y l u t , t g 0, TŽ . Ž . Ž .0 0dt 2.2Ž .
u 0 G 0Ž .
Ž . w .implies u t G 0 for t g 0, T .0
Next, we shall give a sufficient condition for the positivity principle.
PROPOSITION 2.1. If A is a norm-density defined linear operator satisfying
the range condition
R lI y A s XŽ .
for some l ) 0 and the positi¤ity condition
f g D A and bI y A f g Xq imply f g Xq 2.3Ž . Ž . Ž .
for all b G l, then the positi¤ity principle is ¤alid with any l g R.0
MONOTONE ITERATIVE TECHNIQUES 3
w xProof. By Theorem 2.27 in 7 , the operator A generates a positive
 Ž .4 Ž . qC s semigroup T t ; i.e., T t f G 0 for all t G 0 and all f g X .0 t G 0
Ž .For any l g R, let u satisfy 2.2 and0
du tŽ .
g t ’ y Au t y l u t .Ž . Ž . Ž .Ž .0dt
Ž . Ž .Then g t G 0 for t ) 0 and u t satisfies the following nonhomogeneous
initial value problem:
du tŽ .
s Au t y l u t q g t , t ) 0Ž . Ž . Ž .0dt 2.4Ž .
u 0 ’ f G 0.Ž . 0
w x Ž .By Corollary 4.2.2 in 8 , u t is given by the expression
tyl t yl Ž tyt .0 0u t s e T t f q e T t y t g t dt .Ž . Ž . Ž . Ž .H0
0
 Ž .4 Ž .Since T t is a positive semigroup, f G 0 and g t G 0 and for t ) 0,t G 0 0
Ž .it follows that u t G 0 for t ) 0 and the proposition is proved.
Consider the time-dependent nonlinear abstract problem
du tŽ .
s Au t q N t u t , t g JŽ . Ž . Ž .
dt 2.5Ž .
u 0 s f ,Ž . 0
w .where J s 0, T .0
1Ž . Ž .A function u g C J, X is called an upper solution of 2.5 if it satisfies
the inequalities
du tŽ .
G Au t q N t u t , t g JŽ . Ž . Ž .
dt 2.6Ž .
u 0 G f .Ž . 0
1Ž . Ž .Similarly, u g C J, X is called a lower solution of 2.5 if it satisfies
Ž .2.6 with all the reversed inequalities. The functions u, u are called
Ž . Ž .ordered upper and lower solutions if u t G u t for t g J. The ordered
w xinterval u, u is defined by
w xu , u s ¤ g C J , X u t F ¤ t F u t . 2.7 4Ž . Ž . Ž . Ž .
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Ž .We shall assume that the nonlinear time-dependent operator N t
satisfies the one-sided Lipschitz condition
N t f y N t f G ym f y f , 2.8Ž . Ž . Ž . Ž .2 1 2 1
Ž . Ž .where m G 0 and f , f g X with u t F f F f F u t for some t g J.1 2 1 2
3. MONOTONE ITERATIVE TECHNIQUE
We begin by proving a result for the time-dependent problem which is in
w xthe spirit of 6 for the steady-state problem.
THEOREM 3.1. Assume that A is an infinitesimal generator of a strongly
 Ž .4continuous positi¤e semigroup T t and thatt G 0
N : J = X “ X
Ž .is continuous and satisfies 2.8 . Let l ) m and u, u be upper and lower
Ž . w x w xsolutions of 2.5 , respecti¤ely. For ¤ g u, u , we define a map F on u, u ,
u t s F¤ t , 3.1Ž . Ž . Ž . Ž .
Ž .where u t is the mild solution of the linear problem
du
s Au t y lu t q N t ¤ t q l¤ tŽ . Ž . Ž . Ž . Ž .
dt 3.2Ž .
u 0 s f .Ž . 0
w xThen the map F is nondecreasing and maps the inter¤al u, u into itself.
w xProof. We first prove that F is well defined. Let ¤ g u, u . Then
Ž . Ž . Ž .N t ¤ t q l¤ t is continuous in t,
tyl t ylŽ tyt .u t s e T t f q e T t N t ¤ t q l¤ t dtŽ . Ž . Ž . Ž . Ž . Ž .H0
0
Ž . Ž .is the unique mild solution of 3.2 , and u t is continuous in J.
w x w X xBy Theorem 2.7 in 8, Chapter 4 , u is the uniform limit on 0, T of
solutions of the initial value problems
du tŽ .n s Au t y lu t q f t q l¤ tŽ . Ž . Ž . Ž .n n ndt
u 0 s f ,Ž .n n
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X 1Ž xwhere 0 - T - T ; f g X satisfies f “ f in X and f g C J, X0 n n 0 n
Ž . Ž . 1Ž .satisfies f “ N ? ¤ ? in L J, X .n
Ž . Ž . Ž . XSet v t s u t y u t , 0 F t F T . Thenn n
dv tŽ .n G Av t y lv t q f t y N t u t q l ¤ t y u t .Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .n n ndt
Note that for l G m, we have
dv tŽ .n G Av t y lv t q f t y N t ¤ t .Ž . Ž . Ž . Ž . Ž .n n ndt
 Ž .4From the positivity of the semigroup T t , we havet G 0
v t G eyl tT t f y fŽ . Ž . Ž .n n 0
t ylŽ tyt .q e T t y t f t y N t ¤ t dt .Ž . Ž . Ž . Ž .H n
0
Ž . Ž . Ž . XTherefore, lim v t G 0; i.e., u t G u t for 0 - t F T . By the arbi-n“‘ n
trariness of T X, we see
u t G u t for t g J .Ž . Ž .
Ž . Ž .Analogously, we also have u t F u t for t g J.
w xNow, we will show that F is monotone; that is, if ¤ , ¤ g u, u and1 2
¤ F ¤ then1 2
u t ’ F¤ t F u t ’ F¤ t , t g J .Ž . Ž . Ž . Ž . Ž . Ž .1 1 2 2
Ž . w X xFrom the above, we see that u i s 1, 2 are the uniform limits on 0, Ti
of solutions of the problems
duŽn.i Žn. Žn.s Au t q f t q l ¤ t y u t , t g J ,Ž . Ž . Ž . Ž .Ž .i i i indt
Žn.u 0 s f , i s 1, 2; n s 1, 2, . . . ,Ž .i i n
X XŽ .where 0 F T - T ; f g X satisfies f “ f in X ; and f g C J, X0 i i 0 in n n
Ž . Ž . 1w xsatisfies f “ N ? ¤ ? in L J, X .i in
Ž . Ž . Ž . Ž . Žn. Žn.Let h t s u t y u t and h t s u y u . Thus2 1 n 2 1
dh tŽ .n s Ah t y lh t q f t y f t q l ¤ t y ¤ tŽ . Ž . Ž . Ž . Ž . Ž .Ž .n n 2 1 2 1n ndt
G Ah y lh q f t y N t ¤ t q N t ¤ t y f t .Ž . Ž . Ž . Ž . Ž . Ž .n n 2 2 1 1n n
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Ž .Hence, lim h t G 0. In other words,n“‘ n
u t F u t for t g J .Ž . Ž .1 2
The proof is complete.
From Theorem 3.1, we draw the following useful corollary:
COROLLARY 3.1. Let A be the infinitesimal generator of a positi¤e C0
Ž . Ž . Ž .semigroup. If N: J = X “ X is continuous and satisfies 2.8 , and N t f t
1Ž .  Ž . < Ž .is continuously differentiable on J for any f g u, u ’ ¤ g C J, X u t F
Ž . Ž .4 Ž .¤ t F u t and f g D A , then the map0
G: u , u “ u , uŽ . Ž .
Ž .Ž . Ž .Ž .is monotone increasing, where G s F N ; i.e., G¤ t s F¤ t for ¤ gŽu, u.
Ž . Ž .u, u and u, u are the upper and lower solutions of 2.5 .
w x Ž .Proof. By the assumption and the results in 8 , we see that u t s
Ž .Ž . Ž .G¤ t is a classical solution of 3.2 and
d u t u tŽ . Ž .Ž .
G A u t y u t y l u t y u t q N t ¤ tŽ . Ž . Ž . Ž . Ž . Ž .Ž . Ž .
dt
y N t u t q l ¤ t y u t . 3.3Ž . Ž . Ž . Ž . Ž .Ž .
Ž . Ž .Here l ) m and m is the constant in condition 2.8 . From 3.3 , we have
d u t y u tŽ . Ž .Ž .
G A u t y u t y l u t y u t .Ž . Ž . Ž . Ž .Ž . Ž .
dt
Ž . Ž . Ž .By the positivity of the semigroup and by u 0 y u 0 G 0, we get u t G
Ž . Ž . Ž .u t for t g J. We can obtain u t G u t for t g J in a similar manner.
Remark 3.1.
Ž .i The condition of the positivity of the semigroup in Corollary 3.1
Ž .can be replaced by the positivity principle 2.2 .
Ž . w xii By Theorem 4.3.2 in 8 , if A is the infinitesimal generator of an
Ž . Ž .analytic semigroup then the condition that N t f t is continuously differ-
Ž .entiable on J for any f g u, u can be replaced by that for a given
Ž .f g u, u and for every 0 - t - T there are a d ) 0 and a continuous0 t
Ž . w . w .real value function W t : 0, ‘ “ 0, ‘ such thatt
< <N t f t y N t f s F W t y sŽ . Ž . Ž . Ž . Ž .t
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and
W tŽ .d tt dt - ‘.H
t0
Let f, c g X and f F c . Define
<w x  4f , c s j g X f F j F c .
Ž .ASSUMPTION A . A monotone sequence contained in an ordered inter¤al
w xf, c of X con¤erges in X.
w xIn fact, if f, c is a compact subset of X then a monotone sequence
w x Ž w x.contained in f, c converges in X see 13 . It is also clear that
Ž . pAssumption A is valid in X ’ L .
We are now in a position to prove the following result:
Ž .THEOREM 3.2. Let u, u be ordered upper and lower solutions of 2.5 , and
Ž .let N: J = X “ X be continuous and satisfy 2.8 . Let A be an infinitesimal
 Ž .4generator of a strongly continuous positi¤e semigroup T t and lett G 0
Ž .Assumption A be ¤alid. Then
ŽK . ‘ ŽK . ‘Ž .  4  4i there exist monotone sequences u and u such thatKs1 Ks1
ŽK . ŽKq1. ŽKq1. ŽK .u F u F u F u F u F u
for e¤ery K s 1, 2, . . . ;
ŽK . ŽK .Ž .  4  4ii u and u con¤erge monotonically to mild solutions u andÃ
u, respecti¤ely;Ä
UŽ . Ž . Ž . w xiii u t F u t for all t g J and any other mild solution u g u, uÄ Ã
satisfies the relation u F uU F u.Ä Ã
Proof. Let uŽ0. s u and define
uŽK . t s FuŽKy1. t for K ) 1.Ž . Ž .Ž .
By Theorem 3.1, we have that
Ž0. Ž1.u F u F u F u
and then
uŽ1. s FuŽ0. F FuŽ1. s uŽ2. .
Now, by mathematical induction, it is easy to see that
ŽK . ŽKq1.u F u F u F u , K G 0.
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Ž0. ŽK . ŽKy1.Analogously, defining u s u and u s Fu for k G 1, we have
ŽK . 4 w xthe sequence u in u, u . It is clear that
ŽK . ŽK .u F u , K s 1, 2, . . . .
Ž . ŽK .Ž .Let u t [ lim u t for t g J.Ä K “‘
Notice that
t t t tŽky1. Žk .u t dt F u t dt F u t dt F u t dtŽ . Ž . Ž . Ž .H H H H
0 0 0 0
for t g J and
ŽK .N t u t F N t u t q m u t y u t m ) 0 ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .
ŽK .N t u t F N t u t m - 0 ,Ž . Ž . Ž . Ž . Ž .Ž .
ŽK .N t u t G N t u t y m u t y u t m ) 0 ,Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .
N t uŽK . t G N t u t m - 0 .Ž . Ž . Ž . Ž . Ž .Ž .
Ž .By Assumption A , we see that the limits
t tŽK . ylŽ tyt . ŽK .lim u t dt and lim T t y t e N t u t dtŽ . Ž . Ž . Ž .H H
K“‘ K“‘0 0
exist and
t tŽK .lim u t dt s u t dt ,Ž . Ž .ÄH H
K“‘ 0 0
t ylŽ tyt . ŽK .lim T t y t e N t u t dtŽ . Ž . Ž .H
K“‘ 0
t ylŽ tyt .s T t y t e N t u t dt .Ž . Ž . Ž .ÄH
0
Therefore,
tyl t ylŽ tyt .u t s e t t f q T t y t e N t u t q lu t dt ,Ž . Ž . Ž . Ž . Ž . Ž .Ä Ä ÄH0
0
3.4Ž .
where l ) m.
MONOTONE ITERATIVE TECHNIQUES 9
Ž . Ž .From 3.4 , we obtain that u t is a mild solution of the problemÄ
du tŽ .
s Au t y lu t q N t u t q lu tŽ . Ž . Ž . Ž . Ž .Ä Ä
dt 3.5Ž .
u 0 s f ,Ž . 0
Ž . Ž . 1Ž . Ž .since N ? u ? g L J, X and a mild solution of 3.5 is unique. Again, forÄ
X  Ž .4‘ 1Ž .any 0 - T - T there exist sequences u t , f and f g C J, X0 n ns1 n n
Ž . Ž . 1Ž .such that f “ f in X, f “ N ? u ? in L J, X ,Än 0 n
du tŽ .n Xw xs Au t y lu t q f t q lu t , t g 0, TŽ . Ž . Ž . Ž .Än n ndt 3.6Ž .
u 0 s f ,Ž .n u
Ž . Ž . w X x Ž .and u t converges uniformly to u t on 0, T . From 3.6 , we haven
t
u t s t T f q l T t y t u t y u t dtŽ . Ž . Ž . Ž . Ž .ÄHn n n
0
t
q T t y t f t y N t u t dtŽ . Ž . Ž . Ž .ÄH n
0
t
q T t y t N t u t dt . 3.7Ž . Ž . Ž . Ž .ÄH
0
Ž .Now, we take the limit on both sides of 3.7 . Consequently,
t Xu t s T t f q T t y t N t u t dt , 0 F t F T .Ž . Ž . Ž . Ž . Ž .Ä ÄH0
0
Ž . Ž .So u t is a mild solution of 2.5 .Ä
Analogously, we have that
Žk . Žky1.u F u for k s 0, 1, 2, . . .
Žk .Ž . Ž . Ž .and u t s lim u t exists. A similar argument shows that u t is aÃ Ãk “‘
Ž . Ž . Ž . Ž .mild solution of 2.5 and u t F u t . This proves the results in ii as wellÄ Ã
as u F u.Ä Ã
U Uw xIf u is any other mild solution in u, u then u , u are ordered lower
 U Žk .4 U Ž0.and upper solutions. Since the sequence u , corresponding to u s
uU , consists of the same function uU for every k, the above results imply
that uU F u. Similarly, by considering u, uU as ordered lower and upperÃ
solutions, the same reasoning leads to u F uU. This proves the relationÄ
U Ž .u F u F u in iii and thus the proof of the theorem is complete.Ä Ã
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Ž .COROLLARY 3.2. If the assumptions in Theorem 3.2 are satisfied and u t
Ž . Ž . Ž . Ž .is a unique mild solution of 2.5 with initial f then u t F u t F u t for0
Ž . Ž .t g J, where u 0 F f F u 0 .0
Proof. By the uniqueness and Theorem 3.2, we have
u t s u t s u t for t g J ,Ž . Ž . Ž .Ã Ä
Ž . Ž . Ž .since u t and u t are mild solutions of 2.5 with initial f .Ã Ä 0
Ž .A sufficient condition for the mild solutions u and u of 2.5 to beÄ Ã
classical solutions is given next, where u and u are obtained in the proof ofÄ Ã
Theorem 3.2.
COROLLARY 3.3. If the assumptions in Theorem 3.2 are satisfied and N:
J = X “ X is continuously differentiable from J = X into X then the mild
Ž .solutions u and u with f g D A are classical solutions of the initial ¤alueÄ Ã 0
Ž .problem 2.5 and
u t F u t s u t F u t for t g J .Ž . Ž . Ž . Ž .Ä Ã
Proof. The proof is a consequence of Corollary 3.2 and Theorem 6.1.6
w xin 8 .
4. IMPULSIVE SYSTEMS
It is well known that impulsive systems have advantages over the
traditional initial value model in describing some biological phenomena
Ž w x.see 10, 15, 16 .
We are concerned with a system of abstract initial value problems of
parabolic type with impulsive perturbations at fixed moments of time.
Namely, we consider the time-dependent nonlinear system
du tŽ .
s Au t q N t u t , t g J , t / t , 4.1Ž . Ž . Ž . Ž .idt
u 0 s f , 4.2Ž . Ž .0
Du t ’ u t y u t y 0 s g u t y 0 , t g J , 4.3Ž . Ž . Ž . Ž . Ž .Ž .i i i i i i
w .  4where J s 0, T ; t is a sequence of impulsive moments, 0 - t - t -0 i 1 2
Ž . Ž .??? - t - ??? , and t “ ‘ as k “ ‘; g g C X, X ; f g X ; Du t arek k i 0 i
impulse perturbations at fixed moments of time t for i s 1, 2, . . . ; andi
Ž .N t : X “ X is a nonlinear operator for t g J.
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w xAs in 9, 14 , we define
 < Ž .w xPC J , X s u u is a map from J into X such that u t is
continuous at t / t , and right continuous at t / t ; 4.4Ž .k k
Ž . 4and u t y 0 exists for t g J ,k k
and let
X  4J s J y t , t , . . . , . 4.5Ž .1 2
w x 1w X x Ž . Ž .A function u g PC J, X l C J , X satisfying 4.1 ] 4.3 is said to be a
Ž . Ž . w X xclassical solution of 4.1 ] 4.3 . A function u g PC J , X is said to be a
Ž . Ž .mild solution of 4.1 ] 4.3 if
t
u t s T t f q T t y t N t u t dt , t g 0, tŽ . Ž . Ž . Ž . Ž . .H0 1
0
and
u t s u t y 0 q g u t y 0Ž . Ž . Ž .Ž .i i i
t
q T t y t N t u t dt , t g t , t . 4.6Ž . Ž . Ž . . Ž .H i iq1
t i
w x 1w X x Ž .A function u g PC J, X l C J , X is called an upper lower solu-
Ž . Ž .tion of 4.1 ] 4.3 if it satisfies the following inequalities:
du
XG Au t q N t u t , t g J , 4.7Ž . Ž . Ž . Ž .
dt
du
XF Au t q N t u t , t g J , 4.8Ž . Ž . Ž . Ž .ž /dt
u 0 G f ,Ž . 0
u 0 F f ,Ž .Ž .0
u t y u t y 0 G g u t y 0 ,Ž . Ž . Ž .Ž .i i i i
u t y u t y 0 F g u t y 0 . 4.9Ž . Ž . Ž . Ž .Ž .Ž .i i i i
Next, we give a basic theorem on upper and lower solutions of an
Ž . Ž .abstract impulsive problem 4.1 ] 4.3 .
THEOREM 4.1. Let u, u be the ordered upper and lower solutions of
Ž . Ž .4.1 ] 4.3 . Let operators A and N satisfy the assumptions in Theorem 3.2
Ž . Ž .and let Assumption A be ¤alid. Let f q g f be monotone nondecreasingi
w x Ž . Ž . Ž . Ž .in u, u ; i.e., f q g f G f q g f if u t G f G f G u t for some2 i 2 1 i 1 2 1
Ž . Ž . w xt g J. Then problem 4.1 ] 4.3 has a mild solution in u, u . Moreo¤er, if A
is the infinitesimal generator of an analytic semigroup and N: J = X “ X is
continuously differentiable, then u is a classical solution and u is unique.
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Proof. For t g J consider the problem1
du tŽ . xs Au t q N t u t , t g 0, t ,Ž . Ž . Ž . Ž 1dt 4.10Ž .
u 0 s f .Ž . 0
Ž .By Theorem 3.2, problem 4.10 has a mild solution u , such that1
u t F u t F u t , 0 F t F tŽ . Ž . Ž .1 1
and
t
u t s T t f q T t y t N t u t dt , 0 F t F t .Ž . Ž . Ž . Ž . Ž .H1 0 1 1
0
Ž . Ž .It is clear that u t y 0 s u t and1 1 1 1
u t y 0 F u t y 0 F u t y 0 .Ž . Ž . Ž .1 1 1 1
Then, if t g J, consider the problem2
du tŽ . xs Au t q N t u t , t g t , t ,Ž . Ž . Ž . Ž 1 2dt 4.11Ž .
u t s u t q g u t .Ž . Ž . Ž .Ž .1 1 1 1 1 1
According to the assumptions, we see that
du tŽ . w xG Au t q N t u t , t g t , t ,Ž . Ž . Ž . 1 2dt
u t G u t q g u t ;Ž . Ž . Ž .Ž .1 1 1 1 1 1
Ž . w xi.e., u is also an upper solution of 4.11 in t , t . Similarly, u is a lower1 2
Ž . w x Ž .solution of 4.11 in t , t . By Theorem 3.2, problem 4.11 has a mild1 2
solution u such that2
u t F u t F u t for t F t F t ,Ž . Ž . Ž .2 1 2
t w xu t s T t y t f q T t y t N t u t dt , t g t , t ,Ž . Ž . Ž . Ž . Ž .H2 1 0 2 1 2
t1
and
u t y 0 F u t y 0 s u t F u t y 0 .Ž . Ž . Ž . Ž .2 2 2 2 2 2
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Ž . w xBy mathematical induction, if t g J, we obtain u t on t , t suchn n ny1 n
Ž .that u t is a mild solution of the problemn
du tŽ . w xs Au t q N t u t , t g t , t ,Ž . Ž . Ž . ny1 ndt 4.12Ž .
u t s u t q g u tŽ . Ž . Ž .Ž .ny1 ny1 ny1 ny1 ny1 ny1
and
t
u t s T t y t q T t y t N t u t dt ,Ž . Ž . Ž . Ž . Ž .Hn n ny1 n
tny1
u t F u t F u tŽ . Ž . Ž .n
Ž . Ž . Ž . Ž .for t F t F t . So u t y 0 F u t y 0 s u t F u t y 0 .ny1 n n n n n n n
Ž . Ž .Let ¤ t s u t if t F t - t and t g J, i s 1, 2, . . . , where t s 0.i iy1 i i 0
Ž . Ž . Ž . Ž . Ž . Ž .Then ¤ t is a mild solution of 4.1 ] 4.3 and u t F u t F u t for t g J.
If A is the infinitesimal generator of an analytic semigroup and N:
Ž .J = X “ X is continuously differentiable then u t is a classical solutionn
Ž . Ž .of the initial value problem 4.12 for n s 2, 3, . . . and u t is a classical1
Ž . Ž . Ž . Ž .solution of 4.10 . Therefore, u t is a classical solution of 4.1 ] 4.3 .
Therefore, the proof of the theorem is complete.
Remark 3.2. If the assumption that A is the infinitesimal generator of
an analytic semigroup, in Theorem 4.1, is replaced by
f g D A and g : D A “ D A ,Ž . Ž . Ž .0 i
Ž . Ž . Ž .then u t is a classical solution of 4.1 ] 4.3 .
5. APPLICATIONS
In this section, we consider models of impulsive reaction-diffusion
w xsystems. Similar examples may be found in 10, 16 . We will sketch an
outline of how the abstract monotone technique, developed in the previous
sections, can be used to tackle the existence of a solution and the stability
of an equilibrium of the system.
First, we consider the boundary value problem of the form
› u t , xŽ .
q A x , D u s f t , x , u , t , x g 0, ‘ = V , t / t ,Ž . Ž . Ž . Ž . i› t
B x , D u t , x s 0, t , x g 0, ‘ = › V , t / t ,Ž . Ž . Ž . Ž . i
u 0, x s u x , x g V ,Ž . Ž .0
5.1Ž .
Du t , x ’ u t , x y u t y 0, xŽ . Ž . Ž .i i i
s g u t y 0, x , x g V , i s 1, 2, . . . ,Ž .Ž .i i
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N Ž .where V g R N G 1 is a bounded domain with the boundary › V of
2qu Ž .class C 0 - u F 1 ;
N N
A x , D ¤ [ y a x › › ¤ q a x › ¤ q a x ¤ 5.2Ž . Ž . Ž . Ž . Ž .Ý Ýjk j k j j 0
j, ks1 js1
is a linear uniformly elliptic differentiable operator of the second order;
B x , D ¤Ž .
¡¤ Dirichlet b.c.Ž .
~ › ¤s q b x ¤ Neumann or regular oblique derivative b.c.Ž . Ž .0¢›m
5.3Ž .
 4‘is a linear boundary operator; and t is a sequence of impulsivei is1
moments, 0 - t - t - ??? , t “ ‘ as k “ ‘.1 2 k
Suppose that the following smoothness conditions are satisfied:
uŽ . Ž .i the coefficient functions a s a , a and a belong to C V ,jk k j j 0
Ž . Ž .ii the vector field n s n x is the outer unit normal to › V at
x g › V and it is of class C1qu,
Ž . 1quiii b : › V “ R is of class C , and b G 0.0 0
pŽ .Let X s L V , N - p - ‘ and let
2, pdom A s ¤ g W V B¤ s 0 , 4Ž . Ž .
5.4Ž .
A¤ s A x , D ¤ for ¤ g dom A .Ž . Ž .
w x  Ž .4From 12 , we know that yA generates an analytic semigroup T t t G 0
on X, and this semigroup is additionally compact and positive. Notice that
Ž . pŽ .Assumption A in Section 3 is valid in L V . By the results in the last
w x Ž .section and in 8 , we have the following result for 5.1 :
PROPOSITION 5.1. Let u, u be the ordered upper and lower solutions. Let
N t f x s f t , x , f x for f g L p V .Ž . Ž . Ž . Ž .Ž . Ž .
w .If N: 0, ‘ = X “ X is continuous and there exists m g R such that
f t , x , f x y f t , x , f x G ym f x y f xŽ . Ž . Ž . Ž .Ž Ž . Ž .2 1 2 1
Ž . Ž . Ž .for t ) 0, where f x G f x , x g V, and g f is monotone nondecreas-2 1 i
Ž . Ž .ing in f g X then problem 5.1 has a mild solution u t, x . Moreo¤er, if for
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e¤ery 0 - t - ‘ there are a d ) 0 and a continuous real ¤alue functiont
Ž . Ž . Ž .W t s 0, ‘ “ 0, ‘ such thatt
< <f t , x , u t , x y f s, x , u s, x F W t y sŽ . Ž . Ž .Ž Ž . t
and
W tŽ .d tt dt - ‘H
t0
Ž .then the mild solution u t, x is a classical solution.
Next, we consider a mathematical model for the growth of populations
of two species, where the presence of the u-population species encourages
the growth of the ¤-population species, and vice versa. The governing
Ž w x.equations for u and ¤ can be described in the form see 4
› u
2t , x s D = u t , x q u t , x a y b u t , x q c ¤ t , xŽ . Ž . Ž . Ž . Ž .1 1 1 1› t
› ¤
2t , x s D = ¤ t , x q ¤ t , xŽ . Ž . Ž .1› t
= a q b u t , x y c ¤ t , x , t , x g 0, ‘ = VŽ . Ž . Ž . Ž .2 2 2 5.5Ž .
› u › ¤
t , x s 0, t , x s 0, t ) 0, x g › VŽ . Ž .
›g ›g
u 0, x s u x , ¤ 0, x s ¤ x , x g V ,Ž . Ž . Ž . Ž .0 0
where u and ¤ are population densities of two species which are continu-
N Ž .ously distributed throughout a bounded habitat V in R N s 2 , a , b , c ,i i i
Ž . Ž . Ž .and D i s 1, 2 are positive constants, and u x G 0, ¤ x G 0, x g V.i 0 0
Ž .We begin by expressing 5.5 as an abstract ordinary differential equa-
pŽ . Ž .tion in the Banach space X s X = X , where X s L V i s 1, 2 . The1 2 i
5 5 5 5 5 5 Ž .norm on X is defined by f [ f q f , where f s f , f gX X1 2 1 21 2
X.
Let
› ¤
2, pdom A s ¤ g W V x s 0, x g › VŽ . Ž . Ž .i ½ 5›n
A ¤ s D =2 ¤ for ¤ g dom A ,Ž .i i i
i s 1, 2. So A generates an analytic positive semigroup of bounded lineari
 Ž .4operators T t .i t G 0
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Ž . Ž . Ž . Ž . Ž .Let T t : X “ X be defined by T t s T t = T t . Then T t is a1 2
positive semigroup of operators on X generated by the operator A s A1
Ž . Ž . Ž .= A defined on dom A s dom A = dom A , f G c means f G2 1 2 i
Ž . Ž . Ž .c i s 1, 2 , f s f , f g X, c s c , c g X.i 1 2 1 2
Ž .Equation 5.5 can be viewed as the abstract differential equation in X
given by
dv tŽ .
s Av t q f v tŽ . Ž .Ž .
dt 5.6Ž .
v 0 s f ,Ž . 0
Ž . Ž Ž . Ž .. Ž Ž . Ž .. Ž Ž .. Ž Žwhere v t s u t, ? , ¤ t, ? , f s u ? , ¤ ? , and f v t s u a y0 0 0 1
. Ž ..b u q c ¤ , ¤ a q b u y c ¤ .1 1 2 2 2
When a ) 0, a ) 0, and b c ) b c , it is easy to see that1 2 1 2 2 1
U Uv t s 0, 0 , v t s rh , rhŽ . Ž . Ž . Ž .1 2
Ž .are the ordered lower and upper solutions for 5.6 , where
hU s a c q a c r b c y b c ,Ž . Ž .1 1 2 2 1 1 2 2 1
hU s a b q a b r b c y b cŽ . Ž .2 1 2 2 1 1 2 2 1
U Ž . U Ž .and r G 1 is a constant such that rh G u x and rh G ¤ x for1 0 2 0
x g V. Let
 U U 4m s max a q 2b h , a q 2c h .1 1 1 2 2 2
Ž . Ž . Ž . Ž .Then f f y f f G ym f y f for f , f g X and v t G f G f2 1 2 1 1 2 2 1
Ž . Ž .G v t . From the results in Section 3, we see that problem 5.6 has a
Ž .unique classical solution v t which satisfies
v t F v t F v t ;Ž . Ž . Ž .
Ž .i.e., problem 5.5 has a unique global solution which is nonnegative and
Ž . w xuniformly bounded in 0, ‘ = V. This result is just Theorem 12.6.2 in 4 .
We are also interested in the existence and stability of nonnegative
Ž .steady-state solutions of 5.5 .
U UŽ . Ž . Ž .For r s 1, v t s h , h is the steady-state solution of 5.5 .1 2
For sufficiently small e ) 0, let
U Uu x , ¤ x y h , h - e for a.e. x g V ,Ž . Ž . Ž .Ž .0 0 1 2
Ž .where u , ¤ g X.0 0
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Then
hU y e , hU y e F u , ¤ F hU q e , hU q e .Ž . Ž . Ž .1 2 0 0 1 2
Ž U U . Ž U U .If b G c and c G b then h y e , h y e and h q e , h q e are1 1 2 2 1 2 1 2
Ž .ordered lower and upper solutions of 5.6 . From the results in Section 3,
Ž . Ž .we see that 5.6 with the initial condition f s u , ¤ has a unique0 0 0
Ž .solution v t and
hU y e , hU y e F w t F hU q e , hU q e for t G 0;Ž . Ž . Ž .1 2 1 2
U U< Ž .Ž . Ž . <i.e., v t x y h , h F e for x g V and all t ) 0.1 2
Summing up, we can now formulate the following result:
THEOREM 5.1. If b c ) b c then, for any positi¤e constants a and a ,1 2 2 1 1 2
Ž .problem 5.5 has a unique global nonnegati¤e solution which is uniformly
w .bounded in 0, ‘ = V. If b G c and c G b then the steady-state solution1 1 2 2
Ž U U . Ž .h , h of 5.5 is stable.1 2
Remark 5.1. This result is not a surprise. It is shown that the combina-
tion of the method of semigroups and upper]lower solutions can be used
to tackle some nonlinear problems easily. The framework provided in this
paper makes direct use of the results from the theory of semigroups and
w xclearly has advantages over the classical approach 4 .
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