Abstract. Let α, β ∈ R and s ∈ N be given. Let δx denote the Dirac measure at x ∈ R, and let * denote convolution. If µ is a measure, µ ⋆ is the measure that assigns to each Borel set A the value µ(−A). If u ∈ R, we put µ α ,β,u = e iu(α−β) δ − e iu(α+β) δu. en we call a function g ∈ L (R) a generalized (α, β)-di erence of order s if for some u ∈ R and h ∈ L (R)
Introduction
Let R denote the set of real numbers, let T denote the set of complex numbers of modulus , and let G denote either R or T. Note that in some contexts T may be identi ed with the interval [ , π) under the mapping t ↦ e i t (some comments on this are in [ , p. ] ). en G is a group and its identity element we denote by e, so that e = when G = R and e = when G = T. Let N denote the set of natural numbers, Z the set of integers, and let s ∈ N. e Fourier transform of f ∈ L (G) is denoted bŷ f , and is given byf (n) = ( π) − ∫ π f (e i t )e −int dt for n ∈ Z (in the case of T), and by the extension to all of L (R) of the transform given byf (x) = ∫ ∞ −∞ e −i x u f (u) du for x ∈ R (in the case of R). Let M(G) denote the family of bounded Borel measures on G. If x ∈ G let δ x denote the Dirac measure at x, and let * denote convolution in M(G).
We call a function f ∈ L (G) a di erence of order s if there is a function g ∈ L (G) and u ∈ G such that f = (δ e − δ u ) s * g. e functions in L (G) that are a sum of a nite number of di erences of order s we denote by D s (G). Note that D s (G) is a vector subspace of L (G). In the case of T it was shown by Meisters and Schmidt [ ] 
where the inner product of
is a Hilbert space for which the usual inner product is given by
Using these observations, together with Plancherel's eorem, it is easy to verify that
In view of ( . ) and ( . ), ( . ) 
, where α, β ∈ Z and I denotes the identity operator. In this paper, the main aim is to derive corresponding results for the operator
, where α, β ∈ R, for the non-compact case of R in place of the compact group T. Note that, in general, the range of a multiplier operator depends upon the behaviour of Fourier transforms at or around the zeros of the multiplier of the operator, as in ( . ) and ( . ). Note also that on R,
s , which has zeros at α and β.
Given α, β ∈ R and s ∈ N, a generalized (α, β)-di erence of order s is a function f ∈ L (R) such that for some g ∈ L (R) and u ∈ R we have
It may be called also an (α, β)-di erence of order s, or simply a generalized di erence. e vector space of functions in L (R) that can be expressed as some nite sum of (α, β)-di erences of order s is denoted by D α,β,s (R).
us, f ∈ D α,β,s (R) if and only if there are m ∈ N, u , u , . . . , u m ∈ R and f , f , .
We prove that if f ∈ L (R), f ∈ D α ,β,s (R) if and only iff is "vanishing" near α and β in the sense that
in which case f is a sum of s + (α, β)-di erences of order s. It follows that D α,β,s (R) is a Hilbert space where the inner product of
In fact, it follows straightforwardly from the above that the usual norm on W s (R), as derived from ( . ), can be replaced by a natural equivalent norm in which the operator
. Consequently, the space D α,β,s (R) may be thought of a "Sobolev-type" space with a negative index, consisting of sums of generalized di erences associated with the operator.
Preliminaries and Proof of the Main Result
We need the following result, which characterises those functions that are a sum of convolutions of other functions by given measures.
eorem .
Let f ∈ L (R) and let µ , µ , . . . , µ r ∈ M(R). en the following conditions (i) and (ii) are equivalent.
Proof
is is essentially proved in [ , pp. -] , but see also [ , pp. -] and [ , p. ] . ∎
Lemma .
Let J, K be two closed intervals of positive length such that J ∩ K also has positive length. Let ξ ∈ J and η ∈ K be given. If ξ ∈ J ∩ K putξ = ξ, and if ξ ∉ J ∩ K, let ξ be the end point of J ∩ K that is closest to ξ. If η ∈ J ∩ K putη = η, and if η ∉ J ∩ K let η be the endpoint of J ∩ K that is closest to η. en
Proof
e result is immediate from the observation that for all x ∈ J ∩ K, x − ξ ≥ x −ξ and x − η ≥ x −η . ∎ e main aim in this paper is to prove the following. In the proof we will A c denote the complement of the set A.
eorem .
Let s ∈ N and let α, β ∈ R. Let D α ,β,s (R) be the vector space of functions in L (R) that can be expressed as some nite sum of generalized (α, β)-di erences of order s. en the following conditions (i)-(iii) are equivalent for a function f ∈ L (R).
Furthermore, the following statements (iv), (v), and (vi) hold.
e vector space D α ,β,s (R) is a Hilbert space with the inner product ⟨⋅, ⋅⟩ α,β,s given by
en ⟨⋅, ⋅⟩ W s ,α,β is an inner product on W s (R) that is equivalent to the usual
and it is an isometry that maps W s (R) with the inner product ⟨⋅, ⋅⟩ W s ,α,β onto D α,β,s (R).
e Fourier transformλ u of λ u is given for x ∈ R by
Using ( . ), we deduce that (ii) implies (i). Now we assume that (i) holds, and we will prove that (iii) holds. Let x ∈ R be given but with x ∉ {α, β}. Note that it may happen that α = β. For each k ∈ Z, put
en put, again for each k ∈ Z,
Note that a k is the mid-point of A k and b k is the mid-point of B k . e points a k are the zeros of u ↦ sin u(x − α) , while the b k are the zeros of u ↦ sin u(x − β) . Using ( . ) and ( . ), we see that for each k ∈ Z,
We will use the notation that d Z (w) denotes the distance from w ∈ R to the nearest integer. Note that d Z (w) = w if and only if − ≤ w ≤ . Note also that sin(πw) ≥ d Z (w) for all w ∈ R (for example see [ , p. ] or [ , p. ] ). Now
Similarly, for u ∈ B k ,
We see from ( . ) and ( . ) that for all u ∈ A j ∩ B k we have
at is, for u ∈ A j ∩ B k we have
where a j and b k are the points as given in ( . ).
Recall that x ∉ {α, β} has been given. Let also c > be given, and let the intervals Note that in ( . ), P is a partition of some closed interval into closed subintervals in the sense described in [ , p. ] . e same comment applies to P . We put
and we observe that
e family P of closed intervals in ( . ) is a partition of some closed interval into closed subintervals, and by ( . ) and Lemma . in [ ], we have ( . ) (the number of intervals in P) = (the number of elements of A) ≤ r + s − . Now from ( . ) we see that all lengths of the r intervals in the closed-interval partition P equal π x − α , so that (r − )π x − α < c. Hence,
On the other hand, if x − α ≤ πδ c, as < δ < we have c < π x − α , and it follows from ( . ) that [−c, c] ⊆ A , so that m = and ( . ) r = .
Again let < δ < . en, as in the preceding argument, but with β replacing α, if x − β > πδ c we have
while if x − β ≤ πδ c, we have
Now we again let < δ < . We see now from ( . ), ( . ), ( . ) and ( . ) that if either x − α > πδ c or x − β > πδ c (perhaps with both holding), then we have
Also, observe that if < δ < , x − α ≤ πδ c and x − β ≤ πδ c, we have from ( . ) and ( . ) that r = s = .
Note that in the above, a k , b k , A k , B k , and so on, depend upon x and c. Also, r and s depend upon x and c.
We now take m ∈ N with m ≥ s + , and we estimate the integral
allowing for the di erent values x may be, but recall that x ∉ {α, β}. We let P , P be the partitions as given in ( . ) and let P be the partition as in ( . ). We have, using the de nitions and ( . ), ( . ), ( . ) and ( . ),
In ( , for all t ∈ { , , . . . , m}, we have that in ( . ),
Now let < δ < and assume that we have either x − α > πδ c or x − β > πδ c. en from ( . ), the right-hand side of ( . ) gives an upper bound for the number of elements in P. Using ( . ) and ( . ), and then using ( . ), the assumption that m ≥ s + , and Lemma . in [ ], we have in this case that 
x − β m− s , where we have used ( . ),
So far, x has been xed with x ∉ {α, β}, but allowing for the possibility that α = β. e constant Q in ( . ) is independent of x, so we deduce that ( . ) holds for all x ∈ R such that either x − α > πδ c or x − β > πδ c. We now consider the cases where α ≠ β and α = β.
In this case, choose δ so that
en de ne disjoint intervals J, K by putting
Put L = (α − πδ c, α + πδ c), and observe that because of ( . ), L ⊆ (−c, c). Let x ∈ L be given. en x − α < πδ c and as δ < , it follows that c < π x − α . Consequently, using the de nitions of A and B as given by ( . ) and ( . ), we see that (−c, c) ⊆ A = B . Note that although A and B each depends upon x, (−c, c) ⊆ A = B occurs regardless of x ∈ L. Putting j = k = in ( . ), we now deduce that for all u ∈ (−c, c) and all x ∈ L,
We now have from ( . ) and ( . ) that if m ≥ s + and x ∈ L,
for some G > that is independent of x ∈ L ∩ {α} c . On the other hand, if x ∉ L we have x − α ≥ πδ c, so that if we apply ( . ) with α = β we have
Assuming that α < c, we now have, using ( . ) and ( . ), that
as α = β and we are assuming that ∫
We have considered both the cases α ≠ β and α = β. e dénouement results from using Fubini's eorem, ( . ), and ( . ). We see that provided α < c and m ≥ s+ , in both cases we have
We conclude from this that, for almost all
By letting c tend to ∞ through a sequence of values, we deduce that, in fact, the inequality in ( . ) holds for almost all (u , u , . . . , u m ) ∈ R m . But then, using ( . ), ( . ) and eorem . , we see that provided m ≥ s+ , for almost all (u , u , . . . , u m 
We deduce that (i) implies (ii) in eorem . and, by taking m = s + , we see that (i) implies (iii).
We have now proved that (i), (ii) and (iii) are equivalent. Also, we have proved statement (iv), that (iii) is possible for almost all (u , u , . . . , u s+ ) ∈ R s+ . e nal statements (v) and (vi) now follow in a routine way, using as needed the equivalence of the statements (i), (ii) and (iii).
is completes the proof of eorem . . ∎ Note that in eorem . , if we take the special case α = β = we obtain the identity ( . ) for the case s = , proved originally in [ ] and [ ].
In the case when α, β ∈ Z, and if we identify T with [ , π) in the usual way, we can de ne a generalized (α, β)-di erence of order s in L (T) to be a function as given in ( . ), but with g ∈ L [ , π) and u ∈ [ , π). en, by analogy with D α,β,s (R), de ne D α,β,s (T) to be the vector subspace of L (T) consisting of nite sums of generalized (α, β)-di erences of order s in L (T). It was proved in [ , eorem . ] 
ere is an obvious similarity between this fact and the result derived from eorem . which is that
However, note in ( . ) that the right-hand side is independent of s whereas in ( . ) the right-hand side depends upon s. At rst sight this may seem surprising, but each equality expresses a condition thatf "vanishes" at or near α and β. Since the dual Z of T is discrete, the only way this can occur in the case of T is iff actually vanishes at α and β, and this forces the independence from s in the right hand side of ( . ). In the case of R, however, because the dual of R is itself and so is a continuum, there is an in nity of possible behaviours off near α and β expressing the idea thatf "vanishes" near α and β, and we observe a dependence upon s in the right-hand side of ( . ). Another di erence between D α,β,s (T) and D α,β,s (R) is that the former has nite algebraic codimension in L (T) while the latter has in nite algebraic codimension in L (R). Note further that when α, β ∈ Z, it has been shown [ , eorem . ] that
while here we have seen that
In [ ] Meisters and Schmidt showed that every translation-invariant linear form on L (T) is continuous, but in [ ] Meisters showed that there are discontinuous translation-invariant linear forms on L (R), and this latter result may also be deduced from the identity ( . ) in the case s = . e following introduces, in the present context, a notion corresponding to translation-invariant linear forms.
De nition .
Let α, β ∈ R and let s ∈ N. en a linear form T on L (R) is called (α, β, s)-invariant if, for all f ∈ L (R) and u ∈ R, from which we see that if T is a translation-invariant linear form on L (R) it is ( , , )-invariant. When α, β ∈ Z, we may also introduce the corresponding notion of (α, β, s)-invariant linear forms on L (T). It was shown in [ , eorem . ] that an (α, β, )-invariant linear form on L (T) is continuous and, in fact, any (α, β, s)-invariant linear form on L (T) is continuous (proved by the technique used for the case s = in [ ]). However, the following corollary to eorem . shows that the situation pertaining to translation-invariant linear forms on L (R) is mirrored by that for (α, β, s)-invariant linear forms on L (R).
Corollary .
Let α, β ∈ R and let s ∈ N. en there are discontinuous (α, β, s)-invariant linear forms on L (R).
Proof It is a consequence of eorem . that D α ,β,s (R) has in nite algebraic codimension in L (R). Consequently there are discontinuous linear forms on L (R) that vanish on D α,β,s (R), and such forms are (α, β, s)-invariant. ∎
