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Abstract
We make systematic developments on Lawson-Osserman constructions relating to the Dirichlet
problem (over unit disks) for minimal surfaces of high codimension in their 1977’ Acta paper. In
particular, we show the existence of boundary functions for which infinitely many analytic solu-
tions and at least one nonsmooth Lipschitz solution exist simultaneously. This newly-discovered
amusing phenomenon enriches the understanding on the Lawson-Osserman philosophy.
Re´sume´
On donne des de´veloppements syste´metiques sur les constructions a` la Lawson-Osserman relatives
au proble`me de Dirichlet (sur les disques unitaires) pour des surfaces minimales de codimension
e´leve´e dans leur papier Acta en 1977. En particulier, nous de´montrons l’existence des fonctions
aux limites pour lesquelles une infinite´ de solutions analytiques et au moins une solution de Lip-
schitz (non lisse) existent simultane´ment. Cette nouvelle et amusante de´couverte enrichit notre
compre´hension de la philosophie a` la Lawson-Osserman.
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1. Introduction
The research on minimal graphs in Euclidean spaces has a long and fertile history. Among
others, the Dirichlet problem (cf. [23, 4, 14, 33, 29]) is a central topic in this subject:
Let Ω ⊂ Rd1 be a bounded and strictly convex domain with boundary of class Cr for r ≥ 2. It
asks, for a given function f : ∂Ω → Rd2 of class Cs with 0 ≤ s ≤ r, what kind of and how many
functions ∈ C0(Ω;Rd2)⋂Lip(Ω;Rd2) exist so that each such function F : x = (x1, · · · , xd1) 7→
F (x) = (F 1, · · · , F d2) is a weak solution to the minimal surface system

d1∑
i=1
∂
∂xi (
√
ggij) = 0, j = 1, · · · , d1,
d1∑
i,j=1
∂
∂xi (
√
ggij ∂F
α
∂xj ) = 0, α = 1, · · · , d2,
(1.1)
where gij = δij +
d2∑
α=1
∂Fα
∂xi
∂Fα
∂xj , (g
ij) = (gij)
−1 and g = det(gij), satisfying the Dirichlet condition
F |∂Ω = f.
That means the graph of F is minimal in the sense of [1] with that of f being its boundary.
When d2 = 1, we have a fairly profound understanding.
• Given arbitrary boundary data of class C0, by the works of J. Douglas [15], T. Rado´ [35,
36], Jenkins-Serrin [23] and Bombieri-de Giorgi-Miranda [4], there exists a unique Lipschitz
solution to the Dirichlet problem.
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• Furthermore, due to the works of E. de Giorgi [14] and J. Moser [33], this solution turns out
to be analytic.
• Each solution gives an absolutely area-minimizing graph by virtue of the convexity of Ω×R
and §5.4.18 of [18]. As a consequence, it is stable.
However, the situation for d2 ≥ 2 becomes much more complicated. Even when Ω = Dd1 (the
unit Euclidean disk), H. B. Lawson and R. Osserman [29] discovered astonishing phenomena that
reveal essential differences.
• For d1 = 2, d2 ≥ 2, some real analytic boundary data can be constructed so that there exist
at least three different analytic solutions to the Dirichlet problem. Moreover, one of them
gives an unstable minimal surface. (See [37] for more discussions.)
• For d1 ≥ 4 and d1 − 1 ≥ d2 ≥ 3, the Dirichlet problem is generally not solvable. In fact,
for each f : Sd1−1 → Sd2−1 that is not homotopic to zero, there exists a positive constant c
depending only on f , such that the problem is unsolvable for the boundary data fϕ := ϕ · f ,
where ϕ is a constant no less than c.
• For certain boundary data, there exists a Lipschitz solution to the Dirichlet problem which
is not C1.
As mentioned in [29] the nonexistence and irregularity of the Dirichlet problem are intimately
related as follows. Given f that represents a non-trivial element of πd1−1(S
d2−1), the Dirichlet
problem for fϕ is solvable when ϕ is small (due to the implicit function theorem) but unsolvable for
large ϕ. This leads Lawson-Osserman to the philosophy that there should exist a critical value ϕ0
which supports some sort of singular solution. In particular, for Hopf mapH2m−1,m : S2m−1 → Sm
with m = 2, 4 or 8,
Mm := {(cos θm · x, sin θm ·H2m−1,m(x)) : x ∈ S2m−1} ⊂ S3m (1.2)
with
θm := arccos
√
4(m− 1)
3(2m− 1) (1.3)
gives a minimal sphere and spans a minimal cone Cm which is exactly the graph of
Fm(y) =
{
tan θm · |y| ·H2m−1,m( y|y|) y 6= 0,
0 y = 0.
(1.4)
The restriction of the graph over domainD2m presents a Lipschitz solution to the Dirichlet problem
for boundary data tan θm ·H2m−1,m.
To further explore the topic in a more general framework, we introduce the following concepts.
Definition 1.1. For a smooth map f : Sn → Sm, if there exists an acute angle θ, such that
Mf,θ := {(cos θ · x, sin θ · f(x)) : x ∈ Sn} (1.5)
is a minimal submanifold of Sn+m+1, then we call f a Lawson-Osserman map (LOM), Mf,θ
the associated Lawson-Osserman sphere (LOS), and the cone Cf,θ over Mf,θ the corresponding
Lawson-Osserman cone (LOC).
Similarly, for an LOM f , the associated Cf,θ is the graph of
Ff,θ(y) =
{
tan θ · |y| · f( y|y|) y 6= 0,
0 y = 0.
(1.6)
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Thus the restriction over Dn+1 provides a Lipschitz solution to the Dirichlet problem for boundary
data fϕ0 where ϕ0 = tan θ.
Assume f : Sn → Sm is an LOM, not totally geodesic. Then f is called an LOMSE if all
nonzero singular values of (f∗)x are equal for each x ∈ Sn. Here, a singular value of (f∗)x means
a critical value of the function v ∈ TxSn 7→ |f∗v||v| . As x varies, these values form a continuous
function λ(x). It can be shown that λ(x) equals a constant λ and that f has constant rank p (see
Theorem 2.5 (ii)). Moreover, all components of this vector-valued function f , i.e. f1, · · · , fm+1 are
spherical harmonic functions of degree k ≥ 2 (see Theorem 2.8). Accordingly, such f is called an
LOMSE of (n,p,k)-type.
In this paper we shall systematically study LOMSEs from several viewpoints.
A characterization of LOMSEs will be established in Theorem 2.5, which asserts that each of
them can be written as the composition of a Riemannian submersion from Sn with connected
fibers and (up to a scaling) an isometric minimal immersion into Sm. In fact, by the wonderful
results in [6, 20, 44], the submersion that determines (n, p) has to be a Hopf fibration over a
complex projective space, a quaterninonic projective space or the octonionic projective line; while
the choices of the second component for each even integer k usually form a moduli space of large
dimension (see [10, 34, 42, 40, 41]), yielding a huge number of LOMSEs as well as the associated
LOSs and LOCs. Note that, except the original three Lawson-Osserman cones, we always have
m > n that means ‘f is not homotopic to zero’ is not a requisite to span a non-parametric minimal
cone.
Although we find uncountably many LOMSEs, each of them has the nonzero singular value λ
and the acute angle θ both in a discrete manner in terms of (n, p, k) (see Theorem 2.8). Conse-
quently, we observe interesting gap phenomena for certain geometric quantities of LOSs or LOCs
associated to LOMSEs, e.g. angles between normal planes and a fixed reference plane, volumes,
Jordan angles and slope functions (see Corollary 2.9). Rigidity properties for these quantities of
compact minimal submanifolds in spheres or entire minimal graphs in Euclidean spaces have drawn
attention in many literatures [2, 19, 12, 24, 25, 26, 27, 28].
We seek for analytic solutions to Dirichlet problem for the boundary data fϕ as well. A good
candidate (compared with (1.6)) turns out to be
Ff,ρ(y) =
{
ρ(|y|)f( y|y|) y 6= 0
0 y = 0
(1.7)
Here ρ is a smooth positive function on (0, b) for some b ∈ R+ ∪ {+∞}, satisfying lim
r→0+
ρ = 0. If
Mf,ρ :=
{
(rx, ρ(r)f(x)) : x ∈ Sn, r ∈ (0, b)} (1.8)
is minimal and ρr(0) = 0, then Morrey’s regularity theorem [32] ensures Ff,ρ an analytic solution to
the minimal surface equations through the origin. Since the minimality is invariant under rescaling,
Ff,ρd for ρd(r) :=
1
d ρ(d · r) and d > 0 produce a series of minimal graphs. So, in the rρ-plane,
every intersection point of the graph of ρ and the ray ρ = ϕ · r generates an analytic solution to
the Dirichlet problem for fϕ.
In particular, when f is an LOMSE, the minimal surface equations can be reduced to (3.17), a
nonlinear ordinary differential equation of second order, equivalent to an autonomous system (3.23)
in the ϕψ-plane for ϕ := ρr , t := log r and ψ := ϕt. With the aid of suitable barrier functions, we
obtain a long-time existing bounded solution, whose orbit in the phase space emits from the origin
- a saddle critical point and limits to P1(ϕ0, 0) - a stable critical point (see Propositions 3.3-3.4).
Quite subtly, there are two dramatically different types of asymptotic behaviors aroud P1 relying
on the values (n, p, k) of f :
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(I) P1 is a stable center when (n, p, k) = (3, 2, 2), (5, 4, 2), (5, 4, 4) or n ≥ 7;
(II) P1 is a stable spiral point when (n, p) = (3, 2), k ≥ 4 or (n, p) = (5, 4), k ≥ 6.
0 '0 '
 
0 '0 '
 
Corresponding graphs of the solutions ρ to (3.17) are illustrated below, respectively.
0 r
ρ
ρ = '0 · r
0 r
ρ
ρ = '0 · r
Much interesting information can be read off from the above pictures:
(A) For each LOMSE f , there exists an entire analytic minimal graph whose tangent cone at
infinity is exactly the LOC associated to f (see Theorem 3.5).
(B) For an LOMSE f of Type (II), there exist infinitely many analytic solutions to the Dirichlet
problem for fϕ0 ; meanwhile, it also has a singular Lipschitz solution which corresponds to
the truncated LOC (see Theorem 3.6).
(C) For Type (II), although a Lipschitz solution arises for the boundary data fϕ0, there exists
an ǫ > 0 such that the Dirichlet problem still has analytic solutions for fϕ whenenver ϕ ∈
(ϕ0, ϕ0 + ǫ).
(D) By the monotonicity of density for minimal submanifolds (currents) in Euclidean spaces (see
[18, 13]), LOCs associated to LOMSEs of Type (II) are all non-minimizing (see Theorem
3.7).
To the authors’ knowledge, it seems to be the first time to have phenomena (B)-(C) observed,
and hard to foresee the occurrence from the classical theory of partial differential equations. Note
that the non-uniqueness (“at least three”) in Lawson-Osserman [29] heavily relies on dimension
n = 1 to apply the work of T. Rado´. In our cases, n can be 3 or 5 and these examples perfectly
demonstrate the non-uniquenss of infinitely many, and moreover, the smooth and nonsmooth
simultaneously. We believe more mysteries and beauties hide behind.
By the machinery of calibrations, the LOC associated to the Hopf map from S3 onto S2 (i.e.
the LOMSE of (3, 2, 2)-type) was shown area-minimizing by Harvey-Lawson [22]. It would be
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interesting to consider whether the associated LOC is area-minimizing for an LOMSE of (n, p, k)-
type. In Theorem 3.7, we establish a partial negative answer to the question. On the other hand,
in a subsequent paper [48], we explore this subject from a different point of view and confirm that
all LOCs associated to LOMSEs of (n, p, 2)-type are area-minimizing (useful in geometric measure
theory, e.g. see [18, 49]).
2. Lawson-Osserman maps
2.1. Preliminaries on harmonic maps
Let (Mn, g) and (Nm, h) be Riemannian manifolds and φ be a smooth mapping from M to N .
The energy desity of φ at x ∈M is defined to be
e(φ) :=
1
2
n∑
i=1
h(φ∗ei, φ∗ei). (2.1)
Here {e1, · · · , en} is an orthonormal basis of TxM . The total energy E(φ) is the integral of e(φ)
over M .
Let ∇˜ be Levi-Civita connection for g and ∇ the connection on φ−1TN compatible with h.
Then the second fundamental form of φ is given by
BXY (φ) := ∇X(φ∗Y )− φ∗(∇˜XY ), (2.2)
whose trace under g is the tensor field of φ
τ(φ) :=
n∑
i=1
Beiei(φ). (2.3)
If τ(φ) vanishes indentically, then φ is called a harmonic map. When B ≡ 0, φ is called totally
geodesic. It is well known that φ is harmonic if and only if it is a critical point of functional E.
For a smooth (vector-valued) function f : (M, g) → Rn, it follows τ(f) = ∆g(f) where ∆g is
the Laplace-Beltrami operator for g. Hence the harmonicity is the same as that in the usual sense.
Given an isometric immersion i : (M, g)→ (N, h), its second fundamental form can be identified
with the second fundamental form of M in N and its tensor field regarded as the mean curvature
vector field H. Therefore, i is harmonic if and only if it is an isometric minimal immersion, and
totally geodesic if and only if it is an isometric totally geodesic immersion.
In the case of Riemannian submersions, a classical result is the following.
Proposition 2.1. (see e.g. Proposition 1.12 of [17]) A Riemannian submersion π : (M, g) →
(N, h) is harmonic if and only if each fiber of π is minimal.
For Riemannian manifolds Mn, Nm, N¯ and smooth maps φ : Mn → Nm, φ¯ : Nm → N¯ , a
fundamental composition formula for tension fields (see Proposition 1.14 in [17] or §1.4 of [46]) is
τ(φ¯ ◦ φ) = φ¯∗(τ(φ)) +
n∑
j=1
Bφ∗ej ,φ∗ej (φ¯). (2.4)
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When φ¯ is an isometric immersion, we simply write the formula as
τ(φ¯ ◦ φ) = τ(φ) +
n∑
j=1
B(φ∗ej , φ∗ej) (2.5)
where B is the second fundamental form of N in N¯ .
2.2. Necessary and sufficient conditions for LOSs
Throughout our paper, Sd ⊂ Rd+1 be the d-dimensional unit sphere, gd the canonical metric
induced by the inclusion map id : S
d → Rd+1, and Bd the second fundamental form of Sd in Rd+1.
Given smooth f : Sn → Sm and an acute angle θ, let If,θ : Sn → Sn+m+1
If,θ(x) = (cos θ · x, sin θ · f(x)) (2.6)
be the embedding associated to f and θ, and g := I∗f,θgn+m+1. We shall study how to have a
minimal If,θ and thus an LOS Mf,θ.
Let X(x), Y1(x) and Y2(x) be the position vectors of If,θ(x) in R
n+m+2, x in Rn+1 and f(x)
in Rm+1 respectively. Then
X(x) = (cos θY1(x), sin θY2(x)). (2.7)
On the one hand, ∆gX = τ(X). By X = in+m+1 ◦ If,θ and (2.5) , we have
∆gX = τ(X) = τ(in+m+1 ◦ If,θ) = τ(If,θ) +
n∑
j=1
Bn+m+1((If,θ)∗ej , (If,θ)∗ej)
= H−
n∑
j=1
〈(If,θ)∗ej , (If,θ)∗ej〉X = H−
n∑
j=1
g(ej , ej)X = H− nX.
(2.8)
Here {e1, · · · , en} is an orthonormal basis of (TxSn, g), 〈·, ·〉 the Euclidean inner product, and H
the mean curvature field of (Sn, g) in Sn+m+1. We remark that H⊥X pointwise.
On the other hand, similarly for Y1 = in ◦ Id where Id is the identity map from (Sn, g) to
(Sn, gn) and Y2 = im ◦ f , we gain
∆gY1 = τ(Y1) = τ(in ◦ Id) = τ(Id)− 2e(Id)Y1, (2.9)
where τ(Id)⊥Y1, and
∆gY2 = τ(Y2) = τ(f)− 2e(f)Y2, (2.10)
with τ(f)⊥Y2. Therefore,
∆gX =
(
cos θ
(
τ(Id)− 2e(Id)Y1
)
, sin θ
(
τ(f) − 2e(f)Y2
))
. (2.11)
By comparing (2.8) and (2.11) we obtain
H =
(
cos θ
(
τ(Id)− (2e(Id)− n)Y1
)
, sin θ
(
τ(f)− (2e(f)− n)Y2
))
. (2.12)
We shall employ this relationship to derive the following characterization of LOS.
Theorem 2.2. For smooth f : Sn → Sm and θ ∈ (0, π/2), If,θ is minimal (i.e., Mf,θ is an LOS)
if and only if the following conditions hold:
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(a) f : (Sn, g)→ (Sm, gm) is harmonic;
(b) For each x ∈ Sn and the singular values λ1, · · · , λn of (f∗)x : (TxSn, gn) → (Tf(x)Sm, gm),
n∑
j=1
1
cos2 θ+sin2 θλ2j
= n.
Proof. We shall use two equivalent statements of Condition (b):
(c) The energy density of Id : (Sn, g)→ (Sn, gn) is n2 everywhere.
(d) The energy density of f : (Sn, g)→ (Sm, gm) is n2 everywhere.
Let us first show (b)⇔(c). By choosing an orthonormal basis {ε1, · · · , εn} of (TxSn, gn) for
〈f∗εj, f∗εk〉 = λ2jδjk, (2.13)
and setting
ej :=
1√
cos2 θ + sin2 θλ2j
εj , (2.14)
we have
g(ej , ek) = 〈(If,θ)∗ej , (If,θ)∗ek〉
= 〈(cos θej , sin θf∗ej), (cos θek, sin θf∗ek)〉
= cos2 θ〈ej , ek〉+ sin2 θ〈f∗ej , f∗ek〉
= δjk.
(2.15)
This means {e1, · · · , en} form an orthonormal basis of (TxSn, g). Here and in the sequel, we call
such {ε1, · · · , εn} and {e1, · · · , en} the S-bases of (Sn, gn) and (Sn, g) for f (w.r.t. λ1, · · · , λn
and λ1√
cos2 θ+sin2 θλ2
1
, · · · , λn√
cos2 θ+sin2 θλ2n
respectively). Then
2e(Id) =
n∑
j=1
〈ej , ej〉 =
n∑
j=1
1
cos2 θ + sin2 θλ2j
,
and therefore (b)⇔(c). Also note that for a fixed acute angle θ
n∑
j=1
1
cos2 θ + sin2 θλ2j
= n ⇔
n∑
j=1
λ2j
cos2 θ + sin2 θλ2j
= n.
So (b) and (d) are equivalent as well.
Apparently, H = 0 in (2.12) implies τ(Id) = τ(f) = 0 and e(Id) = e(f) = n2 , i.e., Conditions
(a)-(b). Conversely, under Conditions (a)-(b), (2.12) becomes H = (cos θ · τ(Id), 0). Observing
H⊥(If,θ)∗(TxSn),
0 = 〈H, (If,θ)∗v〉 =
〈
(cos θ · τ(Id), 0), (v, f∗v)
〉
= cos θ〈τ(Id), v〉
for every v ∈ TxSn, we know
τ(Id) = 0 (2.16)
and therefore H = 0.
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2.3. Characterizations of trivial LOMs
For an isometric totally geodesic embedding f : (Sn, gn) → (Sm, gm), Mf,θ is totally geodesic
in Sn+m+1 for arbitrary θ ∈ (0, π/2). In such case f is called a trivial LOM.
Proposition 2.3. For an LOM f : Sn → Sm, the followings are equivalent:
(i) All singular values of (f∗)x are equal at each x.
(ii) All singular values of (f∗)x are equal to 1.
(iii) f : (Sn, gn)→ (Sm, gm) is an isometric immersion.
(iv) f : (Sn, gn)→ (Sm, gm) is an isometric totally geodesic embedding.
(v) For every θ ∈ (0, π/2), Mf,θ is totally geodesic.
(vi) There exists θ ∈ (0, π/2), such that Mf,θ is a totally geodesic LOS.
Proof. (i)⇒(ii) immediately follows from Condition (b) in Theorem 2.2; (iii)⇒(iv) is a direct
corollary of Condition (a) in Theorem 2.2 and the Gauss equations of submanifold; and (ii)⇒(iii)
and (iv)⇒(v)⇒(vi)⇒(i) are trivial.
Corollary 2.4. Let f : Sn → Sm be a smooth map. Then
• If n ≥ 2 and m = 1, then f cannot be an LOM.
• If n ≤ 2 and m ≥ n, then f is an LOM if and only if f is a trivial one.
Proof. We study each case according to values of n and m.
Case I. n = 1. (f∗)x has only one singular value. By (i) of Proposition 2.3, f is an LOM if
and only if f is a trivial one.
Case II. n ≥ 2, m = 1. If there were one LOM f , then by Theorem 2.2 f : (Sn, g) → S1 is
harmonic. So is its lifting map f˜ : (Sn, g) → R. But the strong maximal principle forces f˜ (and
therefore f) to be constant. This contradicts (ii) of Proposition 2.3. So there are no LOMs in the
setting.
Case III. n = 2,m ≥ 2. Assume f is an LOM. Then by Theorem 2.2 and (2.16) both
Id : (S2, g) → (S2, g2) and f : (S2, g)→ (Sm, gm) are harmonic. Since every harmonic map from
2-sphere (equipped with arbitrary metric) is conformal (see §I.5 of [38]), there exist an orthonormal
basis {e1, e2} of (TxS2, g) with
〈e1, e1〉 = 〈e2, e2〉 = e(Id) = 1, 〈e1, e2〉 = 0
and
〈f∗e1, f∗e1〉 = 〈f∗e2, f∗e2〉 = e(f) = 1, 〈f∗e1, f∗e2〉 = 0.
Hence f : (S2, g2)→ (Sm, gm) is an isometric immersion. By (iii) of Proposition 2.3, f : (S2, g2)→
(Sm, gm) is a trivial LOM.
2.4. Nontrivial LOMSEs
In this subsection we focus on nontrivial LOMSEs. We first establish a useful structure theorem
for LOMSEs.
Theorem 2.5. For smooth f : Sn → Sm, the followings are equivalent:
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(i) f is a nontrivial LOMSE, namely for each x ∈ Sn all nonzero singular values of (f∗)x are
equal.
(ii) f is an LOM and has two constant singular values 0 and λ > 0 of constant multiplicities
(n− p) and p respectively everywhere.
(iii) There exist a p-dimensional Riemannian manifold (P, h), a real number λ >
√
n
p , π : S
n → P
and i : P → Sm, such that f = i ◦ π, π : (Sn, gn) → (P, h) is a harmonic Riemannian sub-
mersion with connected fibers and i : (P, λ2h)→ (Sm, gm) an isometric minimal immersion.
Moreover, if f satisfies one of the above, then Mf,θ is an LOS exactly when
θ = arccos
√
n− p
n(1− λ−2) . (2.17)
We shall utilize next two lemmas in proving Theorem 2.5.
Lemma 2.6. Let (N¯n, g¯), (Nm, g) be Riemannian manifolds. Assume further N¯ is connected
and compact, and φ : (N¯ , g¯)→ (N, g) a smooth map with singular values 0 and 1 of multiplicities
(n−p) and p pointwise. Then there exist a Riemannian manifold (P p, h), a Riemannian submersion
π : (N¯ , g¯)→ (P, h) with connected fibers and an isometric immersion i : (P, h)→ (N, g), such that
φ = i ◦ π.
We save its proof to Appendix §4.1.
Lemma 2.7. Given a smooth foliation {Kα : α ∈ Λ} of d-dimensional submanifolds in a manifold
Mn, suppose g and g˜ are Riemannian metrics on M , satisfying:
(a) ∃ constant µ > 0 so that g˜|Kα = µg|Kα for all α ∈ Λ;
(b) For every α ∈ Λ, p ∈ Kα, v ∈ TpM and w ∈ TpKα,
g˜(v, w) = 0 if and only if g(v, w) = 0.
Then Kα is minimal in (M, g˜) if and only if it is minimal in (M, g).
Proof. Let ∇ be the Levi-Civita connection for g. Then (e.g. see §2.3 of [9])
g(∇XY, Z) = 1
2
{
∇Xg(Y, Z) +∇Y g(Z,X)−∇Zg(X,Y )
+ g(Y, [Z,X ]) + g(Z, [X,Y ])− g(X, [Y, Z])
} (2.18)
for vector fields X,Y, Z on M .
Denote by B the second fundamental form of Kα in (M, g) and H the mean vector field. From
(2.18) we get
g(H, ν) =
d∑
i=1
g(B(Ei, Ei), ν) =
d∑
i=1
g(∇EiEi, ν)
=
d∑
i=1
1
2
{
2∇Eig(Ei, ν)−∇νg(Ei, Ei) + 2g(Ei, [ν, Ei]) + g(ν, [Ei, Ei])
}
=
d∑
i=1
g(Ei, [ν, Ei]).
Here {E1, · · · , En} is a local orthonormal frame such that pointwise the first d terms form an
orthonormal basis of leaves, and ν a vector field orthogonal to leaves.
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Similarly, using symbols B˜ and H˜ for g˜, we have
g˜(H˜, ν) =
d∑
i=1
µ−1g˜(B˜(Ei, Ei), ν) = µ
−1
d∑
i=1
g˜(Ei, [ν, Ei]) =
d∑
i=1
g(Ei, [ν, Ei]).
Therefore, H = 0 if and only if H˜ = 0.
Proof of Theorem 2.5. Under (i), Condition (b) of Theorem 2.2 implies
λ =
√
n cos2 θ
p− n sin2 θ ∈
(√
n
p
,+∞
)
. (2.19)
Since λ varies continuously on Sn, both λ and p must be constant. Hence (i)⇒(ii) and (2.17) hold.
To show (ii)⇒(iii), note that f : (Sn, gn) → (Sm, λ−2gm) has singular values 0 and 1 of
multiplicities (n− p) and p. By Lemma 2.6, there exist Riemannian manifold (P p, h), Riemannian
submersion π : (Sn, gn) → (P, h) with connected fibers and isometric immersion i : (P, h) →
(Sm, λ−2gm), such that f = i ◦ π. Now it suffices to show that such π and i are harmonic.
By Condition (a) of Theorem 2.2, f : (Sn, g) → (Sm, gm) is harmonic. So is f : (Sn, g) →
(Sm, λ−2gm). Moreover, (2.5) leads to
0 = τ(f) = τ(i ◦ π) = τ(π) +
n∑
j=1
B(π∗ej , π∗ej),
where {e1, · · · , en} form an orthonormal basis at the considered point w.r.t. g andB the second fun-
damental form of the immersed (P, h) in (Sm, λ−1gm). Observe that τ(π) and
∑n
j=1 B(π∗ej , π∗ej)
are tangent and normal vectors to P respectively. Therefore, π : (Sn, g)→ (P, h) is harmonic, and
n∑
j=1
B(π∗ej , π∗ej) = 0. (2.20)
Assume λ1 = · · · = λp = λ and λp+1 = · · · = λn = 0. Choose {ε1, · · · , εn} and {e1, · · · , en} to
be S-bases of (TxS
n, gn) and (TxS
n, g) for f accordingly. Then {π∗ε1, · · · , π∗εp} give an orthonor-
mal basis of (Tpi(x)P, h) and π∗εi = 0 for p + 1 ≤ i ≤ n. Hence
p∑
j=1
B(π∗εj , π∗εj) = 0. By (2.14),
i : (P, h)→ (Sm, λ−2gm) is an isometric minimal immersion.
Next, we show π : (Sn, gn) → (P, h) is harmonic. By the above, both π : (Sn, g) → (P, µ2h)
with µ := (cos2 θ+sin2 θλ2)−
1
2 and π : (Sn, gn)→ (P, h) are Riemannian submersions. Since g and
gn satisfy Conditions (a)-(b) of Lemma 2.7, together with Proposition 2.1 we gain the harmonicity
of π : (Sn, gn)→ (P, h) from that of π w.r.t. g. Thus, (ii)⇒(iii).
Finally, the proof of (iii)⇒(i) is similar to that of (ii)⇒(iii), where one instead argues that the
minimality of fibers to gn coincides with that to g by Lemma 2.7.
2.5. LOMSEs of (n,p,k)-type
Based on Theorem 2.5 and the spectrum theory of Laplacian operators, we further divide
LOMSEs as follows.
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Theorem 2.8. Let f : Sn → Sm be an LOMSE with nonzero singular value λ of multiplicity p.
Then there exists an integer k ≥ 2, such that:
• For im ◦ f(x) =
(
f1(x), · · · , fm+1(x)
)
in Rm+1, each component fi is a spherical harmonic
function of degree k.
• λ =
√
k(k+n−1)
p .
• Mf,θ is an LOS if and only if
θ = arccos
√
1− pn
1− pk(k+n−1)
. (2.21)
We call such f an LOMSE of (n,p,k)-type.
Proof. By Theorem 2.5, we have (P p, h), π : Sn → P and i : P → Sm, such that f = i ◦ π,
π : (Sn, gn) → (P, h) a harmonic Riemannian submersion and i : (P, h) → (Sm, λ−2gm) an
isometric minimal immersion.
Denote by Y(y) the position vector of i(y) in Rm+1 for y ∈ P . Then Y = im ◦ i ◦ Id where
Id : (P, h) → (P, λ2h) is the identity map. Since i : (P, λ2h) → (Sm, gm) is an isometric minimal
immersion and Id totally geodesic, we gain τ(i ◦ Id) = 0 and thereby via (2.5) obtain
∆h(Y) = τ(Y) = τ(im ◦ i ◦ Id) = τ(i ◦ Id) +
p∑
j=1
Bm ((i ◦ Id)∗ej , (i ◦ Id)∗ej)
=−

 p∑
j=1
〈(i ◦ Id)∗ej, (i ◦ Id)∗ej〉

Y = −

 p∑
j=1
λ2h(ej , ej)

Y = −λ2p ·Y
(2.22)
where {e1, · · · , ep} form an orthonormal basis of (TyP, h). For
(
h1(y), · · · , hm+1(y)
)
:= Y(y),
(2.22) states precisely
∆h(hj) = −λ2p · hj , for 1 ≤ j ≤ m+ 1. (2.23)
Coupling (2.4) with (2.23), we get
∆gn(hj ◦ π) = τ(hj ◦ π) = (hj)∗(τ(π)) +
n∑
j=1
Bpi∗εj ,pi∗εj (hj)
=
n∑
j=1
Hessh(hj)(π∗εj, π∗εj) = ∆h(hj) ◦ π
= −λ2p(hj ◦ π),
(2.24)
where {ε1, · · · , εn} form an orthonormal basis of (TxSn, gn) such that {π∗ε1, · · · , π∗εp} be an
orthonormal basis of (Tpi(x)P, h) and π∗εp+1 = · · · = π∗εn = 0. In other words,
∆gnfj = −λ2p · fj ∀1 ≤ j ≤ m+ 1. (2.25)
The theory of eigenvalues of Laplacian operators on Euclidean spheres confirms the existence
of positive integer k so that every fj is a spherical harmonic function of degree k (see §II.4 of [11])
and λ2p = k(k + n− 1), i.e.,
λ =
√
k(k + n− 1)
p
. (2.26)
Moreover, λ >
√
n
p forces k ≥ 2. Finally, (2.26) and (2.17) give (2.21).
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Based on Theorem 2.8, several geometric quantities of LOSs or LOCs for LOMSEs of (n, p, k)-
type can be expressed explicitly. See Appendix §4.2 for details.
Corollary 2.9. Let f be an LOMSE of (n, p, k)-type, Mf,θ and Cf,θ the corresponding LOS and
LOC. Then
(A) All normal planes of Mf,θ have a constant acute angle αn,p,k to a preferred reference plane
Q0 (see §4.2), with
cosαn,p,k =
√
1− pn
1− pk(k+n−1)
·
(
n− p
k(k + n− 1)− p
) p
2
. (2.27)
(B) The volume of Mf,θ is
Vn,p,k =
(
k(k + n− 1)
n
) p
2
(
1− pn
1− pk(k+n−1)
)n−p
2
ωn, (2.28)
where ωn is the volume of n-dimensional unit Euclidean sphere.
(C) Cf,θ is an entire minimal graph with constant Jordan angles relative to Q0. The Jordan
angles of Cf,θ are given by
arccos
√
n− p
k(k + n− 1)− p , arccos
√
1− pn
1− pk(k+n−1)
, 0, (2.29)
of multiplicities p, 1, n − p respectively. The slope function of Cf,θ is identically equal to
Wn,p,k := secαn,p,k.
Remarks.
• The three original LOMs are LOMSEs of (2m− 1, 2m, 2)-type for m = 2, 4, 8. Exact values
of acute angles for them were provided in [29].
• E. Calabi [8] proved that the area of any minimal S2 in spheres has to be an integer multiple of
2π. In the case of higher dimension, the gap phenomenon between volume of totally geodesic
spheres and those of other minimal submanifolds in spheres was discovered by Cheng-Li-Yau
[12]. (B) says that volumes of our examples are discrete. It should be interesting to study
whether volumes of all compact minimal submanifolds take values discretely.
• (C) tells that, although LOCs derived from LOMSEs are all of constant Jordan angles and are
uncountably many (cf. Theorem 2.10 and the remarks), the angles take values in a discrete
set. This gives a partial affirmative answer to Problem 1.1 in [28].
Let f1 : S
n → Sm1 , f2 : Sn → Sm2 be nontrivial LOMs and m1 ≤ m2. If there exist isometry
χ : (Sn, gn) → (Sn, gn) and totally geodesic isometric embedding ψ : (Sm1 , gm1) → (Sm2 , gm2),
such that the following diagram commutes
Sn
χ−−−−→ Sn
f1
y yf2
Sm1
ψ−−−−→ Sm2
then f1 and f2 are said to be equivalent. By the virtue of structure theorems on Riemannian
submersions from Euclidean spheres and minimal immersions into Euclidean spheres, we obtain a
classification of LOMSEs.
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Theorem 2.10. Let Fn,p,k be the set of all equivalence classes of (n, p, k)-type LOMSEs. Then
Fn,p,k is nonempty if and only if k is a positive even integer and (n, p) = (15, 8), (2l + 1, 2l) or
(4l + 3, 4l) for some positive integer l. Moreover,
• If (n, p) = (2l + 1, 2l), there exists a 1 : 1 correspondence between F2l+1,2l,k and the set of
equivalence classes of full isometric minimal immersions (see [10] for definitions of ‘equiv-
alence’ and ‘full’) of (CPl, k(k+2l)2l gFS) into unit Euclidean spheres where gFS means the
Fubini-Study metric.
• If (n, p) = (4l + 3, 4l), there exists a 1 : 1 correspondence between F4l+1,4l,k and the set
of equivalence classes of full isometric minimal immersions of (HPl, k(k+4l+2)4l gST ) into unit
Euclidean spheres where gST is the standard metric on HP
l (see §3.2 of [7] for details).
• If (n, p) = (15, 8), there exists a 1 : 1 correspondence between F15,8,k and the set of equivalence
classes of full isometric minimal immersions of (S8, k(k+14)32 g8) into unit Euclidean spheres.
Proof. By Theorem 2.5, an LOMSE f = i ◦ π where π : (Sn, gn) −→ (P, h) is a harmonic Rie-
mannian submersion with connected fibers and i : (P, λ2h) −→ (Sm, gm) an isometric minimal im-
mersion. By Wilking’s classification theorem [44], π is among Hopf fibrations: (S2l+1, g2l+1) −→
(CPl, gFS), (S
4l+3, g4l+3) −→ (HPl, gST ) and (S15, g15) −→ (S8, 14g8). Therefore, the set of all
equivalence classes of (n, p, k)-type LOMSEs 1 : 1 corresponds to the set of equivalence classes of full
isometric minimal immersions from (CPl, k(k+2l)2l gFS) (when (n, p) = (2l+1, 2l)), (HP
l, k(k+4l+2)4l gST )
(when (n, p) = (4l + 3, 4l)) or (S8, k(k+14)32 g8) (when (n, p) = (15, 8)), into unit Euclidean spheres.
By Theorem 2.8, coordinate functions of f in Rm+1 are all spherical harmonic polynomials of
degree k. Since π(x) = π(−x) for x ∈ Sn, k has to be even for nonempty Fn,p,k.
Given (n, p) = (2l + 1, 2l) and k = 2κ where l, κ ∈ Z+, we need to explain Fn,p,k is nonempty.
Similar argument holds for other cases. Let Vκ be the eigenspace of the Laplace-Beltrami operator
of (CPl, k(k+2l)2l gFS) corresponding to the κ-th eigenvalue. It is known (see e.g. §III.C of [3])
that Vκ is nonempty and elements in Vκ are S
1-invariant spherical polynomials of degree 2κ on
S2l+1. Choosing an orthonormal basis {f1, . . . , fm+1} of Vκ w.r.t. the L2-inner product of a
normalized measure defined in [10, 42], then from Takahashi’s Theorem [39] we know that the
isometric immersion i : (CPl, k(k+2l)2l gFS) −→ Sm by x 7→ (f1(x), . . . , fm+1(x)) is minimal. This is
called the standard minimal immersion in [10, 42]. Combining Theorems 2.5 and 2.8 implies that
f := i ◦ π is a LOMSE of (2l+1, 2l, k)-type. Such an LOMSE will be called a standard LOMSE
in the sequel. This completes the proof.
Remarks.
• In [48] we give explicit expressions for standard LOMSEs of (2l+1, 2l, 2), (4l+3, 4l, 2)-type.
By rigidity results of E. Calabi [8], do Carmo-Wallach [10], N. Wallach [43], K. Mashimo
[30, 31] and Ohnita [34], our construction exhausts all LOMSEs of (2l+1, 2l, 2), (4l+3, 4l, 2)-
type. We also show that all LOCs corresponding to k = 2 are area-minimizing therein.
• By Theorem 2.10 and structure properties of minimal immersions from symmetric spaces into
spheres due to do Carmo-Wallach [10], Wallach [43] and Urakawa [42], Fn,p,k is smoothly
parameterized by a convex body L in a vector spaceW2. By do Carmo-Wallach [10], G. Toth
[40] and H. Urakawa [42], dimW2 ≥ 18 for (n, p) = (7, 4) or (15, 8) and k ≥ 8; dimW2 ≥ 91
for (n, p) = (2l+ 1, 2l), l ≥ 2, k ≥ 8 and dimW2 ≥ 29007 for (n, p) = (11, 8), k ≥ 8.
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3. On Dirichlet problems related to LOMSEs
3.1. Necessary and sufficient conditions for minimal graphs
Given smooth f : Sn → Sm and smooth ρ : U ⊂ (0,∞)→ R, we shall study when submanifold
Mf,ρ in R
n+m+2 of form (1.8) is minimal.
Let g be the induced metric on Mf,ρ and hr := I
∗
r g for r ∈ U where Ir : Sn →Mf,ρ
x 7→ (rx, ρ(r)f(x)). (3.1)
By r and ρ we mean smooth functions (rx, ρ(r)f(x)) 7→ r and (rx, ρ(r)f(x)) 7→ ρ(r). From now
on we use the symbol ∇ for the Levi-Civita connection on (Mf,ρ, g). Obviously ∇vr = ∇vρ = 0
for any v ∈ TIr0(Sn).
We derive following characterization for minimality of Mf,ρ in terms of r and ρ.
Theorem 3.1. Assume the above function ρ > 0. Then (Mf,ρ, g) is minimal in R
n+m+2 if and
only if the following two conditions hold:
(a) For each r ∈ U , f : (Sn, hr)→ (Sm, gm) is harmonic.
(b) For each r ∈ U , ∆gρ− 2ρ · e(f) = 0 pointwise in Ir(Sn) where e(f) is the energy density of
f : (Sn, hr)→ (Sm, gm).
Moreover, Condition (b) has an equivalent description in terms of singular values λ1, · · · , λn
of (f∗)x : (TxS
n, gn)→ (Tf(x)Sm, gm), and that is
ρrr
1 + ρ2r
+
n∑
i=1
ρr
r −
λ2i ρ
r2
1 +
λ2i ρ
2
r2
= 0. (3.2)
Proof. Define X : U × Sn → Rn+m+2 by (r, x) 7→ (rY1(x), ρ(r)Y2(x)) where Y1(x) ∈ Rn+1 and
Y2(x) ∈ Rm+1 are position vectors of x and f(x) respectively. Then X is the position function of
Mf,ρ. The tangent plane at X(r, x) is spanned by
∂
∂r
:= (Y1(x), ρrY2(x)) and Ei := (rεi, ρ(r)f∗εi)
determined by a basis {ε1, · · · , εn} of TxSn. Easy to see
〈 ∂
∂r
, Ei〉 = 0 and 〈 ∂
∂r
,
∂
∂r
〉 = 1 + ρ2r. (3.3)
For the mean curvature vector field on Mf,ρ
H = ∆gX =
(
∆g(rY1),∆g(ρ(r)Y2)
)
, (3.4)
let us do calculations on its second component. As Y2(x) is independent of r on (Mf,ρ, g), we get
Hess Y2(
∂
∂r
,
∂
∂r
) = ∇ ∂
∂r
∇ ∂
∂r
Y2 − (∇ ∂
∂r
∂
∂r
)Y2 = −(∇ ∂
∂r
∂
∂r
)Y2.
Since 〈∇ ∂
∂r
∂
∂r , Ei〉 = 〈∇ ∂∂r (Y1(x), ρrY2(x)), Ei〉 =
〈
(0, ρrrY2(x)), (rεi, ρ(r)f∗εi)〉 = 0 for 1 ≤
i ≤ n, ∇ ∂
∂r
∂
∂r is parallel to
∂
∂r and hence Hess Y2(
∂
∂r ,
∂
∂r ) = 0. Moreover, in the Riemannian
submanifold (Sn, hr) in (Mf,ρ, g), we have
∆gY2 = ∆hrY2 + 〈
∂
∂r
,
∂
∂r
〉−1Hess Y2( ∂
∂r
,
∂
∂r
) = ∆hrY2. (3.5)
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As in §2.2, for f : (Sn, hr)→ (Sm, gm) we gain
∆gY2 = ∆hrY2 = τ(Y2) = τ(f)− 2e(f)Y2, (3.6)
and further,
∆g(ρ(r)Y2)
=(∆gρ)Y2 + ρ∆gY2 + 2〈 ∂
∂r
,
∂
∂r
〉−1ρr∇ ∂
∂r
Y2 +
∑
i,j
gij∇Eiρ∇EjY2
=ρ · τ(f) + (∆gρ− 2ρ · e(f))Y2,
(3.7)
where (gij) is the inverse matrix of (gij) :=
(〈Ei, Ej〉).
Therefore, H = 0 implies τ(f) = 0 and ∆gρ − 2ρ · e(f) = 0. Conversely, τ(f) = 0 and
∆gρ− 2ρ · e(f) = 0 lead to H = (∆g(rY1), 0). Since
0 = 〈H, ∂
∂r
〉 = 〈(∆g(rY1), 0), (Y1, ρrY2)〉 = 〈∆g(rY1),Y1〉
and
0 = 〈H, Ei〉 =
〈
(∆g(rY1), 0), (rεi, ρf∗εi)
〉
= r〈∆g(rY1), εi〉 ∀1 ≤ i ≤ n,
it follows ∆g(rY1) = 0 and thus H = 0.
To show the equivalence of Condition (b) and (3.2), we express e(f) and ∆gρ explicitly. For an
S-basis {ε1, · · · , εn} of (TxSn, gn) subject to λ1, · · · , λn,
〈Ei, Ej〉 = 〈(rεi, ρrf∗εi), (rεj , ρf∗εj)〉 = (r2 + ρ2λ2i )δij (3.8)
and
2e(f) =
n∑
i=1
〈f∗εi, f∗εi〉
hr(εi, εi)
=
n∑
i=1
〈f∗εi, f∗εi〉
〈Ei, Ei〉 =
n∑
i=1
λ2i
r2 + ρ2λ2i
. (3.9)
Meanwhile, we have
∆gρ(r) = ρr∆gr + ρrr|gradgr|2
= ρr
(
Hessgr(
∂
∂r ,
∂
∂r )
〈 ∂∂r , ∂∂r 〉
+
n∑
i=1
Hessgr(Ei, Ei)
〈Ei, Ei〉
)
+ ρrr|gradgr|2
(3.10)
where Hessg and gradg are Hessian and gradient operators respectively. Using
|gradgr|2 = 〈
∂
∂r
,
∂
∂r
〉−1 = 1
1 + ρ2r
, (3.11)
Hessgr(
∂
∂r
,
∂
∂r
) = ∇ ∂
∂r
dr(
∂
∂r
)− dr(∇ ∂
∂r
∂
∂r
)
=−
〈∇ ∂
∂r
∂
∂r ,
∂
∂r 〉
〈 ∂∂r , ∂∂r 〉
dr(
∂
∂r
) = −
∇ ∂
∂r
〈 ∂∂r , ∂∂r 〉
2〈 ∂∂r , ∂∂r 〉
= − ρrρrr
1 + ρ2r
(3.12)
and
Hessgr(Ei, Ei) = ∇Eidr(Ei)− dr(∇EiEi)
= − 〈∇EiEi,
∂
∂r 〉
〈 ∂∂r , ∂∂r 〉
dr(
∂
∂r
) =
〈∇Ei ∂∂r , Ei〉
〈 ∂∂r , ∂∂r 〉
=
r + ρρrλ
2
i
1 + ρ2r
,
(3.13)
we can simplify (3.10) to be
∆gρ =
ρrr
(1 + ρ2r)
2
+
n∑
i=1
ρr(r + ρρrλ
2
i )
(1 + ρ2r)(r
2 + ρ2λ2i )
(3.14)
which together with (3.9) shows that Condition (b) and (3.2) are the same.
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Remark. Let ρ : U → R be smooth (not requiring ρ > 0) so that Mf,ρ is minimal. Set
Z = {r : ρ(r) = 0}. Then, by (3.7), f : (Sn, hr) → (Sm, gm) is harmonic for r ∈ U − Z. If Z
has interior points, the analyticity forces ρ ≡ 0. For ρ 6≡ 0, since the tension field is smoothly
depending on metric, the harmonicity of f : (Sn, hr) → (Sm, gm) holds for r ∈ Z. Therefore,
‘ρ > 0’ in the theorem can be replaced by ‘ρ 6≡ 0’.
In the sequel we first establish a simple version of Theorem 3.1 for LOMSEs and then obtain
several important applications.
3.2. Entire minimal graphs associated to LOMSEs
For an LOMSE f : Sn → Sm of (n, p, k)-type we know in Theorem 2.8 that
λ =
√
k(k + n− 1)
p
(3.15)
is the nonzero singular value and from Theorem 2.5 that f = i ◦ π where π : (Sn, gn)→ (P, h) is a
harmonic Riemannian submersion and i : (P, h)→ (Sm, λ−2gm) an isometric minimal immersion.
Let x ∈ Sn, λ1 = · · · = λp = λ and λp+1 = · · · = λn = 0. Then under an S-basis {ε1, · · · , εn}
of (TxS
n, gn) for f subject to λ1, · · · , λn,
hr(εi, εj) = (r
2 + ρ2λ2i )δij =


0 i 6= j,
r2 + ρ2λ2 1 ≤ i = j ≤ p,
r2 p+ 1 ≤ i = j ≤ n.
(3.16)
Then π : (Sn, hr) → (P, µh) is a Riemannian submersion and i : (P, µh) → (Sm, µλ−2gm) an
isometric minimal immersion, where µ := r2+ρ2λ2. Further, by Lemma 2.7 we gain the harmonicity
of π : (Sn, hr)→ (P, µh) as in the proof of Theorem 2.8. Employing (2.5), we know that f = i◦π :
(Sn, hr)→ (Sm, gm) is always harmonic for r ∈ U , and hence simplify Theorem 3.1 for LOMSEs.
Theorem 3.2. Given an LOMSE f : Sn → Sm and smooth ρ : U ⊂ (0,+∞) → R, Mf,ρ is
minimal in Rn+m+2 if and only if
ρrr
1 + ρ2r
+
(n− p)ρr
r
+
p(ρrr − λ
2ρ
r2 )
1 + λ
2ρ2
r2
= 0. (3.17)
Remark. Description (3.17) for H2m−1,m where m = 2, 4 or 8 was first found by Ding-Yuan
[16] based on special symmetries of Hopf maps. It should be pointed out that our argument is also
applicable to non-equivariant f .
Let us analyze the ODE (3.17). As in [16], set
ϕ :=
ρ
r
, t := log r. (3.18)
Since
ρr = (e
tϕ)t
dt
dr
= ϕt + ϕ (3.19)
and
ρrr = (ϕt + ϕ)t
dt
dr
=
ϕtt + ϕt
r
, (3.20)
we can rewrite (3.17) as
ϕtt + ϕt
1 + (ϕt + ϕ)2
+ (n− p)(ϕt + ϕ) + p(ϕt + ϕ− λ
2ϕ)
1 + λ2ϕ2
= 0. (3.21)
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By introducing
ψ := ϕt, (3.22)
we transform (3.17) to an autonomous system{
ϕt = ψ,
ψt = −ψ −
[(
n− p+ p1+λ2ϕ2
)
ψ +
(
n− p+ (1−λ2)p1+λ2ϕ2
)
ϕ
][
1 + (ϕ+ ψ)2
]
.
(3.23)
So γ : t 7→ (ϕ(t), ψ(t)) satisfies (3.23) if and only if γ is an integral curve of vector field X :=
(X1, X2) where{
X1 = ψ,
X2 = −ψ −
[(
n− p+ p1+λ2ϕ2
)
ψ +
(
n− p+ (1−λ2)p1+λ2ϕ2
)
ϕ
][
1 + (ϕ+ ψ)2
]
.
(3.24)
It can be seen that X has exactly 3 zero points (0, 0) and (±ϕ0, 0), where
ϕ0 :=
√
p− nλ−2
n− p . (3.25)
Since X is symmetric about the origin (i.e., X(−ϕ,−ψ) = −X(ϕ, ψ)), we shall only focus on the
half plane ϕ ≥ 0.
Remark. The zero point (0, 0) in fact stands for the coordinate (n+1)-plane. The other zero
point (ϕ0, 0) corresponds to ρ(r) = ϕ0r that gives a Lipschitz solution
Ff,ρ(y) =
{
ϕ0|y|f( y|y|) y 6= 0
0 y = 0
to the minimal surface equations. It is easy to see that ϕ0 = tan θ.
The linearization of the system (3.23) at (0, 0) is(
ϕt
ψt
)
= A
(
ϕ
ψ
)
(3.26)
where
A =
(
0 1
λ2p− n −n− 1
)
=
(
0 1
k(k + n− 1)− n −n− 1
)
. (3.27)
Through calculations the eigenvalues of A are
µ1 = k − 1, µ2 = −n− k, (3.28)
with eigenvectors
V1 := (1, µ1)
T , V2 := (1, µ2)
T , (3.29)
respectively. Hence (0, 0) is a saddle critical point.
The linearization of the system (3.23) at (ϕ0, 0) is(
(ϕ− ϕ0)t
ψt
)
= B
(
ϕ− ϕ0
ψ
)
(3.30)
where
B =
(
0 1
a b
)
, (3.31)
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and
a :=
2λ2(1 − λ2)pϕ20(1 + ϕ20)
(1 + λ2ϕ20)
2
= 2n
( n
k(k + n− 1) − 1
)
,
b := −1− (n− p+ p
1 + λ2ϕ20
)(1 + ϕ20) = −n− 1.
(3.32)
For the eigenvalues µ3, µ4 of B, we have
µ3 + µ4 = tr B = b < 0, µ3µ4 = |B| = −a > 0 and
(µ3 − µ4)2 = (µ3 + µ4)2 − 4µ3µ4 = b2 + 4a = n2 − 6n+ 1 + 8n
2
k(k + n− 1) .
When n = 3, k ≥ 4 or n = 5, k ≥ 6, {µ3, µ4} become a pair of conjugate complex numbers with
negative real part; while in other cases, both µ3 and µ4 are negative real numbers. Therefore
(I) If (n, p, k) = (3, 2, 2), (5, 4, 2), (5, 4, 4) or n ≥ 7, (ϕ0, 0) is a stable center of (3.23);
(II) If (n, p) = (3, 2), k ≥ 4 or (n, p) = (5, 4), k ≥ 6, (ϕ0, 0) is a stable spiral point of (3.23).
Using proceding local analysis, we are able to establish the existence of a nontrivial bounded
solution in both cases. A technique point is to construct suitable barrier functions. Since the
proofs are a bit long and subtle, we leave them in Appendices §4.3-4.4.
Proposition 3.3. If (n, p, k) = (3, 2, 2), (5, 4, 2), (5, 4, 4) or n ≥ 7, then there exists a smooth
solution t ∈ R 7→ (ϕ(t), ψ(t)) to (3.23), with properties
• lim
t→−∞
(ϕ(t), ψ(t)) = (0, 0);
• ϕ(t) = O(e(k−1)t) and ψ(t) = O(e(k−1)t) as t→ −∞;
• lim
t→+∞
(ϕ(t), ψ(t)) = (ϕ0, 0);
• t 7→ ϕ(t) is a strictly increasing function;
• ψ(t) > 0 for every t ∈ R.
0 '0 '
 
Proposition 3.4. If (n, p) = (3, 2), k ≥ 4 or (n, p) = (5, 4), k ≥ 6, then there exist a smooth
solution t ∈ R 7→ (ϕ(t), ψ(t)) to (3.23) and a strictly increasing sequence {Ti : i ∈ Z+} in R, such
that
• lim
t→−∞
(ϕ(t), ψ(t)) = (0, 0);
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• ϕ(t) = O(e(k−1)t) and ψ(t) = O(e(k−1)t) as t→ −∞;
• lim
t→+∞
(ϕ(t), ψ(t)) = (ϕ0, 0);
• lim
i→∞
Ti = +∞;
• ψ(Ti) = 0 for all i ∈ Z+;
• With ϕi := ϕ(Ti), {ϕ2m−1 : m ∈ Z+} is strictly decreasing and {ϕ2m : m ∈ Z+} is strictly
increasing with the common limit ϕ0;
• ψ(t) > 0 for t ∈ (−∞, T1) ∪
( ⋃
m∈Z+
(T2m, T2m+1)
)
;
• ψ(t) < 0 for t ∈ ⋃
m∈Z+
(T2m−1, T2m);
• (ϕ+ ψ)(t) > 0 for all t ∈ R.
Namely, the orbit of this solution tends to the saddle point (0, 0) as t→ −∞ and spins around the
spiral point (ϕ0, 0) as t→ +∞.
Based on Propositions 3.3-3.4, we find entire minimal graphs associated to LOMSEs as follows.
Theorem 3.5. For an LOMSE f , there exists a smooth function ρ on (0,∞) such that
Ff,ρ(y) =
{
ρ(|y|)f( y|y|) y 6= 0,
0 y = 0.
(3.33)
gives an analytic entire minimal graph with Cf,θ, the LOC associated to f , as its tangent cone at
infinity.
Proof. Let t ∈ R 7→ (ϕ(t), ψ(t)) be the solution to (3.23) in Proposition 3.3 or 3.4. Then
ρ(r) = r · ϕ(log r), for r ∈ (0,+∞) 7→ ρ(r) (3.34)
satisfies (3.17). By Theorem 3.2, Mf,ρ is a minimal submanifold in R
n+m+2. Moreover, as r → 0,
ρ(r) = r · ϕ(log r) = O(rk), (3.35)
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ρr = ϕ(log r) + ψ(log r) = O(r
k−1). (3.36)
Hence Ff,ρ is C
1 and further (by Theorem 6.8.1 in [32]) analytic through the origin.
In addition, by Propositions 3.3-3.4, ϕ(t) → ϕ0 = tan θ as t → +∞. Therefore, the LOC Cf,θ
is the unique tangent cone of the graph of Ff,ρ at infinity.
3.3. Non-uniqueness and non-minimizing of minimal graphs
The amusing spiral asymptotic behavior of the solutions in Proposition 3.4 produces following
interesting corollaries. They exhibit the non-uniqueness of analytic solutions to the corresponding
Dirichlet problem and the non-minimizing property of those LOCs.
Corollary 3.6. For an LOMSE f of (n, p, k)-type with (n, p) = (3, 2), k ≥ 4 or (n, p) = (5, 4),
k ≥ 6, there exist infinitely many analytic solutions to the Dirichlet problem for boundary data fϕ0 .
Proof. For the solution t ∈ R 7→ (ϕ(t), ψ(t)) to (3.23) in Proposition 3.4, define {ti} to be the
increasing sequence for ϕ(ti) = ϕ0. Set di = e
ti and recall
Ff,ρdi (y) =
1
di
Ff,ρ(di · y), for y ∈ Dn+1 and i ∈ Z+. (3.37)
Since the minimality is rescaling invariant, {Ff,ρdi : i ∈ Z+} give infinitely many analytic solutions
to the minimal surface equations, with (see (3.33))
Ff,ρdi (x) =
ρ(di)
di
f(x) = ϕ(ti)f(x) = ϕ0 · f(x), for x ∈ ∂Dn+1. (3.38)
Hence we accomplish the proof.
Remark. Similarly, for each ϕ ∈ [0, ϕ1], there exists at least one analytic solution to the
Dirichlet problem for fϕ; and moreover, for ϕ ∈ [ϕ2, ϕ1) analytic solutions are not unique.
Corollary 3.7. For an LOMSE f of (n, p, k)-type with (n, p) = (3, 2), k ≥ 4 or (n, p) = (5, 4),
k ≥ 6, the LOC Cf,θ is non-minimizing.
Proof. Let M be the graph of Ff,ρ. Then the density function Θ : R
+ → R of M centered at the
origin given by
Θ(R) =
Vol
(
M ∩Dn+m+2(R))
ωn+1Rn+1
, (3.39)
where ωn+1 denotes the volume of unit ball in R
n+1.
Denote by Mi the graph of Ff,ρdi in (3.37) and Θi := Θ
(√
d2i + ρ(di)
2
)
. Then
Θi =
dn+1i Vol(Mi)
ωn+1
(√
d2i + ρ(di)
2
)n+1 = Vol (Mi)
ωn+1
(√
1 + tan2 θ
)n+1 . (3.40)
By the monotonicity theorem for minimal submnaifolds (see e.g. [13, 18]), these quantities increas-
ingly approach the density Θ∞ of Cf,ρ − the tangent cone of M at infinity, i.e.,
Θ1 ≤ · · · ≤ Θk · · · → Θ∞ =
Vol
(
Cf,θ ∩Dn+m+2
(√
1 + tan2 θ
))
ωn+1
(√
1 + tan2 θ
)n+1 . (3.41)
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If Θ1 = · · · = Θ∞, then M is a cone. Since it is not the case, we have Θ1 < Θ0 and
Vol
(
M1
)
< Vol
(
Cf,θ ∩Dn+m+2
(√
1 + tan2 θ
))
.
As
∂
(
M1
)
= ∂
(
Cf,θ ∩Dn+m+2
(√
1 + tan2 θ
))
,
we conclude that Cf,θ is not area-minimizing.
4. Appendix
4.1. Proof of Lemma 2.6
Assume φ : (N¯ , g¯)→ (N, g) and x ∈ Im(φ) ⊂ N . By the constant rank theorem (see e.g. §II.7
of [5]) and the compactness of N¯ , the fiber φ−1(x) over x is a compact submanifold of N¯ with
finitely many connected components. Given x¯ ∈ φ−1(x), denote by [x¯] the connected component
of φ−1(x) containing x¯ and set
P := {[x¯] : x¯ ∈ N¯}. (4.1)
Define
π(x¯) = [x¯] and i([x¯]) = x. (4.2)
Then each fiber of π is connected and φ = i ◦ π.
Let d¯ and d be the intrinsic distance functions on (N¯ , g¯) and (N, g), respectively, and dH the
Hausdorff distance function on P , i.e.
dH([x¯0], [y¯0]) = max{ sup
x¯∈[x¯0]
inf
y¯∈[y¯0]
d¯(x¯, y¯), sup
y¯∈[y¯0]
inf
x¯∈[x¯0]
d¯(y¯, x¯)} < +∞. (4.3)
Then (P, dH) becomes a metric space with induced topology.
Given [x¯0], [y¯0] ∈ P where representatives x¯0 and y¯0 are chosen so that
d¯(x¯0, y¯0) = d¯([x¯0], [y¯0]) := inf{d¯(x¯, y¯) : x¯ ∈ [x¯0], y¯ ∈ [y¯0]},
let ξ¯ : [0, 1] → N¯ be a shortest geodesic from x¯0 to y¯0 and ξ := φ ◦ ξ¯. Due to the assumption
on singular values, (φ∗)x¯ :
(
(ker(φ∗)x¯)
⊥, g¯
) ⊂ (Tx¯N¯, g¯) → (TxN, g) is an isometric embedding for
each x¯ ∈ N¯ . Then for each x¯ ∈ [x¯0], there exists a unique smooth curve ξ¯x¯ : [0, 1]→ N¯ such that
φ ◦ ξ¯x¯ = ξ, ξ¯x¯(0) = x¯ and ξ¯′x¯(t) perpendicular to [ξ¯x¯(t)]. Denote
Φ(x¯) = ξ¯x¯(1). (4.4)
Since ξ¯x¯ smoothly dependents on x¯ and Length(ξ¯x¯) = Length(ξ) = Length(ξ¯), we have
(A) Φ is a diffeomorphism between [x¯0] and [y¯0];
(B) d¯(x¯,Φ(x¯)) = d¯([x¯0], [y¯0]) = dH([x¯0], [y¯0]) for each x¯ ∈ [x¯0].
By the constant rank theorem, the compactness of N¯ guarantees the existence of a positive
constant δ so that:
For each x¯ ∈ N¯ with x := φ(x¯), φ(B˜δ(x¯)) is a p-dimensional embedded submanifold of N ,
and B˜δ(x¯) ∩ φ−1(x) ⊂ [x¯], where B˜r(x¯) is the geodesic ball centered at x¯ and of radius r.
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Denote by Br([x¯]) ⊂ P the ball of radius r centered at [x¯]. Based on (A)-(B), we can derive
the followings:
(C) i|Bδ/2([x¯]) is injective;
(D) i(Bδ/2([x¯])) = φ(B˜δ/2(x¯)) is a p-dimensional embedded submanifold of N .
Therefore, we can endow P with a differential structure so that both i and π are smooth. Moreover,
under h := i∗g, π : (N¯ , g¯) → (P, h) is a Riemannian submersion and i : (P, h) → (N, g) an
isometric immersion. It is worth noting that dH is just the intrinsic distance function on (P, h).
This completes the proof of Lemma 2.6.
4.2. Proof of Corollary 2.9
Suppose f : Sn → Sm is an LOM with singular values λ1, · · · , λn at x ∈ Sn. Let {ε1, · · · , εn}
and {e1, · · · , en} be corresponding S-bases of (TxSn, gn) and (TxSn, g), respectively. Set
Ej = (If,θ)∗ej =
(cos θεj , sin θf∗εj)√
cos2 θ + sin2 θλ2j
, ∀1 ≤ j ≤ n. (4.5)
Then {E1, · · · , En} form an orthonormal basis of TIf,θ(x)Mf,θ, and
∗(ν1 ∧ · · · ∧ νm+1) = X ∧ E1 ∧ · · · ∧ En
where ∗ is the Hodge star operator and {ν1, · · · , νm+1} is an oriented orthonormal basis of the
normal plane NIf,θ(x)Mf,θ.
Let {εn+2, · · · , εn+m+2} be an oriented orthonormal basis of Q0 := {x1 = · · · = xn+1 = 0} and
α the angle between Q0 and NIf,θ(x)Mf,θ. Then
cosα = 〈ν1 ∧ · · · ∧ νm+1, εn+2 ∧ · · · ∧ εn+m+2〉
= 〈∗(ν1 ∧ · · · ∧ νm+1), ∗(εn+2 ∧ · · · ∧ εn+m+2)〉
= 〈X ∧ E1 ∧ · · · ∧ En,Y1 ∧ ε1 ∧ · · · ∧ εn〉
=
∣∣∣∣∣∣∣∣
〈X,Y1〉 〈X, ε1〉 · · · 〈X, εn〉
〈E1,Y1〉 〈E1, ε1〉 · · · 〈E1, εn〉
· · ·
〈En,Y1〉 〈En, ε1〉 · · · 〈En, εn〉
∣∣∣∣∣∣∣∣
= cos θ
n∏
j=1
cos θ√
cos2 θ + sin2 θλ2j
(4.6)
By applying Theorem 2.8, we obtain (2.27).
Note that on (Sn, g) the volume form
dV =
√
det
(
g(εj, εk)
)
ε∗1 ∧ · · · ∧ ε∗n =
n∏
j=1
√
cos2 θ + sin2 θλ2j ε
∗
1 ∧ · · · ∧ ε∗n. (4.7)
By integration over Sn, the fomula (2.28) follows.
It is easy to see that, at y = tIf,θ(x) for t > 0, X,E1, · · · , En are precisely the angle directions
(see [45] for definition) of TyCf,θ relative to Q
⊥
0 , with Jordan angles
θ0 = θ and θi = arccos
(
cos θ
cos2 θ + sin2 θλ2i
)
∀1 ≤ i ≤ n. (4.8)
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As in [47][25], the slope function of Cf,θ is thereby
W =
n∏
j=0
sec θj = sec θ
n∏
j=1
√
cos2 θ + sin2 θλ2j
cos θ
. (4.9)
4.3. Proof of Proposition 3.3
Let D be the bounded closed domain on the ϕψ-plane enclosed by the line segment from (0, 0)
to (ϕ0, 0) and the graph of function h : [0, ϕ0]→ R given by
h(ϕ) =
( (λ2−1)p
1+λ2ϕ2 − (n− p)
)
ϕ
c(n− p) , (4.10)
where c ∈ (0, 1] is a constant to be chosen.
0 '0 '
 
D
We shall prove that D is invariant under the forward development of (3.23) by verifying that
X = (X1, X2) points inward in ∂D except at the zero points (0, 0) and (ϕ0, 0). In other words, we
need to show:
(A) X2(ϕ, 0) > 0 for ϕ ∈ (0, ϕ0);
(B) h′(ϕ) > X2X1 (ϕ, h(ϕ)) for ϕ ∈ (0, ϕ0).
Here (A) is obvious and (B) requires following careful calculations.
Set
f1(ϕ) :=
(λ2 − 1)p
1 + λ2ϕ2
− (n− p),
f2(ϕ) := n− p+ p
1 + λ2ϕ2
,
(4.11)
and
h(ϕ) =
f1(ϕ)ϕ
c(n− p) . (4.12)
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Then
h′(ϕ) =
f1(ϕ) + f
′
1(ϕ)ϕ
c(n− p) . (4.13)
Due to (3.24), (4.11), (4.12) and (4.13), (B) is equivalent to
0 < h′(ϕ) + 1 +
[
n− p+ p
1 + λ2ϕ2
+
(
n− p+ (1− λ
2)p
1 + λ2ϕ2
) ϕ
h(ϕ)
][
1 + (ϕ+ h(ϕ))2
]
=
(
1 +
f1(ϕ)
c(n− p)
)
+
f ′1(ϕ)ϕ
c(n− p) + (f2(ϕ) − c(n− p))
[
1 + ϕ2
(
1 +
f1(ϕ)
c(n− p)
)2]
: = I + II + III · IV.
(4.14)
By (3.25),
λ2ϕ20 =
λ2p− n
n− p , 1 + λ
2ϕ20 =
(λ2 − 1)p
n− p . (4.15)
Set
s :=
1 + λ2ϕ20
1 + λ2ϕ2
− 1. (4.16)
Then ϕ ∈ (0, ϕ0) implies s ∈ (0, λ2ϕ20) = (0, λ
2p−n
n−p ), and
1
1 + λ2ϕ2
=
1 + s
1 + λ2ϕ20
=
n− p
(λ2 − 1)p (1 + s),
λ2ϕ2 =
1 + λ2ϕ20
1 + s
− 1 = λ
2ϕ20 − s
1 + s
=
λ2p−n
n−p − s
1 + s
.
(4.17)
It immediately follows that
f1(ϕ) = (n− p)s, (4.18)
f2(ϕ) =
(n− p)(λ2 + s)
λ2 − 1 (4.19)
and
f ′1(ϕ)ϕ = −
2(λ2 − 1)pλ2ϕ2
(1 + λ2ϕ2)2
= −2(λ2 − 1)p(1− 1
1 + λ2ϕ2
) 1
1 + λ2ϕ2
= − 2(n− p)
(λ2 − 1)p (λ
2p− n− (n− p)s)(1 + s).
(4.20)
Therefore
I = 1 +
s
c
:= I(s), (4.21)
II = − 2(n− p)
c(λ2 − 1)p
(
λ2p− n
n− p − s
)
(1 + s) := II(s), (4.22)
III =
n− p
λ2 − 1(λ
2 − c(λ2 − 1) + s) := III(s) (4.23)
and
IV = 1 + ϕ2(1 +
f1(ϕ)
c(n− p) )
2
= 1 + λ−2(λ2ϕ2)(1 +
f1(ϕ)
c(n− p) )(1 +
f1(ϕ)
c(n− p) )
= 1 + λ−2(
λ2p− n
n− p − s)
1 + sc
1 + s
(1 +
s
c
)
≥ 1 + λ−2(λ
2p− n
n− p − s)(1 +
s
c
)
: = IV (s).
(4.24)
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Let
F (s) := I(s) + II(s) + III(s) · IV (s). (4.25)
By c ∈ (0, 1] and s > 0, III(s) > 0. So I + II + III · IV ≥ F (s) for s ∈ (0, λ2ϕ20), i.e.,
ϕ ∈ (0, ϕ0). Observe that F (s) is a cubic polynomial in s and the coefficient of the third order
term is − n−pcλ2(λ2−1) < 0. Hence F (s) = F (0) + sG(s), where G(s) is a quadratic polynomial whose
graph is a parabola opening downward. This implies G(s) ≥ min{G(0), G(λ2ϕ20)} for s ∈ (0, λ2ϕ20).
Therefore, for (4.14), it suffices to show
• F (0) ≥ 0;
• G(0) > 0;
• G(λ2ϕ20) > 0.
A straightforward calculation shows
F (0) = I(0) + II(0) + III(0) · IV (0)
= 1− 2(λ
2p− n)
c(λ2 − 1)p + (n− p)(
λ2
λ2 − 1 − c)(1 +
λ2p− n
λ2(n− p) )
= 1 + n− 2(λ
2p− n)
c(λ2 − 1)p −
c(λ2 − 1)n
λ2
,
(4.26)
G(0) =F ′(0) = I ′(0) + II ′(0) + III ′(0) · IV (0) + III(0) · IV ′(0)
=
1
c
− 2(n− p)
c(λ2 − 1)p (
λ2p− n
n− p − 1) +
n− p
λ2 − 1(1 +
λ2p− n
λ2(n− p) )
+ (n− p)( λ
2
λ2 − 1 − c)λ
−2(
λ2p− n
c(n− p) − 1)
=(
1
c
− 1)p− 1
c
+
(4−pc − p)(n− p)
λ2p− p +
(c+ 2)n− cp
λ2
,
(4.27)
F (λ2ϕ20) = I(λ
2ϕ20) + II(λ
2ϕ20) + III(λ
2ϕ20) · IV (λ2ϕ20)
= 1 +
λ2p− n
c(n− p) +
n− p
λ2 − 1(λ
2 − c(λ2 − 1) + λ
2p− n
n− p )
= 1 + n+
λ2p− n
c(n− p) − c(n− p)
(4.28)
and
G(λ2ϕ20) =
F (λ2ϕ20)− F (0)
λ2ϕ20
=
1
c
+
c(n− p)
λ2
+
2(n− p)
c(λ2 − 1)p > 0.
(4.29)
Recalling λ2 = k(k+n−1)p , we choose c according to the values of (n, p, k):
Case 1. (n, p, k) = (3, 2, 2).
Using c = 1, we have
F (0) = 4− 5
3c
− 9c
4
=
1
12
> 0
and
G(0) =
4
3c
− 5
6
+
c
4
=
3
4
> 0.
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Case 2. (n, p, k) = (5, 4, 2).
With c = 1,
F (0) = 6− 7
4c
− 10c
3
=
11
12
> 0
and
G(0) =
3
c
− 7
6
+
c
3
=
13
6
> 0.
Case 3. (n, p, k) = (5, 4, 4).
For c = 67 ,
F (0) = 6− 27
14c
− 35c
8
= 0
and
G(0) =
3
c
− 81
28
+
c
8
=
5
7
> 0.
Case 4. n ≥ 7.
In this case, Theorem 2.10 asserts p < n < 2p and p ≥ 4.
Take c = 12 . By n > p,
F (0) = 1 + n− 2(λ
2p− n)
c(λ2 − 1)p −
c(λ2 − 1)n
λ2
≥ 1 + n− 2
c
− cn = n
2
− 3 > 0.
From 2p > n we have
(λ2p− p)− 3(n− p) = k(k + n− 1)− p− 3(n− p)
≥2(n+ 1)− p− 3(n− p) = 2p− n+ 2 > 0,
i.e., n−pλ2p−p <
1
3 . Hence
G(0) = p− 2 + (8− 3p)(n− p)
λ2p− p +
5n− p
2λ2
> p− 2 + 8− 3p
3
> 0
Therefore we establish (B) that D is invariant under the forward development of (3.23). Since
(0, 0) is a saddle critical point, there exists a smooth solution t ∈ (−∞, T∞) 7→ (ϕ(t), ψ(t)) ∈ R2
to (3.23), with lim
t→−∞
(ϕ(t), ψ(t)) = (0, 0). Here T∞ ∈ R ∪ {+∞} such that (−∞, T∞) is the
maximal existence interval of this solution. Moreover, by Theorem 3.5 in §VIII of [21], as t→ −∞,
ϕ(t) = O(eµ1t), ψ(t) = O(eµ1t) and the direction of (ϕ(t), ψ(t))T converges to that of V1, i.e., an
eigenvector of A associated to µ1 (see (3.27), (3.28) and (3.29)). It is easy to check that h
′(0) > µ1.
Thus the orbit of this solution remains in D and T∞ = +∞. By (A), we know ϕ′(t) = ψ(t) > 0.
Hence the ω-limit set of the orbit must be a critical point, not a limit cycle, as t tends to positive
infinity. Now we complete the proof.
4.4. Proof of Proposition 3.4
The proof relies on the following lemma.
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Lemma 4.1. For (n, p) = (3, 2), k ≥ 4 or (n, p) = (5, 4), k ≥ 6, let t ∈ [b0, b2] 7→ (ϕ(t), ψ(t)) be a
smooth solution to (3.23) and b1 ∈ (b0, b2) so that
• ϕ(b0) ≥
√
3p−n−1
3(n−p) ;
• ψ(b0) = ψ(b1) = ψ(b2) = 0;
• ψ(t) > 0 for t ∈ (b0, b1), and ψ(t) < 0 for t ∈ (b1, b2).
Then ϕ(b1) > ϕ0 and ϕ(b0) < ϕ(b2) < ϕ0. Namely, there are no limit cycles of (3.23) on the
region ϕ ≥
√
3p−n−1
3(n−p) .
Proof. Using symbols in Appendix 4.3, we have from (3.23) that
ψt = −ψ − (f2(ϕ)ψ − f1(ϕ)ϕ)
[
1 + (ϕ+ ψ)2
]
. (4.30)
By assumptions, ϕ(b1) 6= ϕ0 and 0 ≥ ψ′(b1) = f1(ϕ(b1))ϕ(b1)
(
1 + ϕ(b1)
2
)
. So ϕ(b1) > ϕ0 and
ψ′(b1) < 0. Similarly ϕ(b0), ϕ(b2) < ϕ0.
For t ∈ (b1, b2), with {
ϕ˜ = ϕ
ψ˜ = −ψ (4.31)
(3.23) becomes {
ϕ˜t = −ψ˜
ψ˜t = −ψ˜ −
(
f2(ϕ˜)ψ˜ + f1(ϕ˜)ϕ˜
)[
1 + (ϕ˜− ψ˜)2] (4.32)
By the monotonicity, ψ for t ∈ (b0, b1) and ψ˜ for t ∈ (b1, b2) can be written as smooth functions
ψ(ϕ) and ψ˜(ϕ) respectively. Then we have
dψ
dϕ
= −1−
[
f2(ϕ) − f1(ϕ)ϕ
ψ
] [
1 + (ϕ+ ψ)
2
]
, (4.33)
and
dψ˜
dϕ
= 1 +
[
f2(ϕ) + f1(ϕ)
ϕ
ψ˜
] [
1 +
(
ϕ− ψ˜
)2]
. (4.34)
Therefore
dψ
dϕ
− dψ˜
dϕ
< f1(ϕ)
{
ϕ
ψ
[
1 + (ϕ+ ψ)2
]
− ϕ
ψ˜
[
1 +
(
ϕ− ψ˜
)2]}
. (4.35)
Note that ψ − ψ˜ is continuous on [ϕ0, ϕ(b1)] with value zero at ϕ(b1). Through a contradiction
argument, we have ψ > ψ˜ on [ϕ0, ϕ(b1)).
'0 ''(b1)'(b2)
σ
a1
Y
'(b0)
D
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Let σ be the orbit of the backward solution to (3.23) from (ϕ0, ψ˜(ϕ0)) to (a1, 0) for some
a1 > ϕ(b0). Based on (4.32), set
Y1(ϕ, ψ) = −ψ,
Y2(ϕ, ψ) = −ψ − (f2(ϕ)ψ + f1(ϕ)ϕ)
[
1 + (ϕ− ψ)2]. (4.36)
If we have
(⋆) :
∣∣∣∣ X1 X2Y1 Y2
∣∣∣∣ < 0 at (ϕ, ψ) when ϕ ≥√ 3p−n−13(n−p) and ψ > 0,
then the inequality holds on σ. Hence the region D embraced by σ, the ϕ-axis and the striaight
line ϕ = ϕ0 forms an invariant set under the forward development of (4.32). Therefore ϕ(b0) <
a1 < ϕ(b2) < ϕ0.
Since X1 = −Y1 = ψ > 0, (⋆) is equivalent to show Y2 + X2 < 0. So we do the following
calculations.
Y2 +X2 =− ψ − (f2(ϕ)ψ + f1(ϕ)ϕ)
[
(1 + (ϕ− ψ)2]
− ψ − (f2(ϕ)ψ − f1(ϕ)ϕ)
[
1 + (ϕ+ ψ)2
]
=− 2ψ − 2f2(ϕ)ψ(1 + ϕ2 + ψ2) + 4f1(ϕ)ϕ2ψ
≤2ψ(−1− f2(ϕ)(1 + ϕ2) + 2f1(ϕ)ϕ2)
=
2ψ
1 + λ2ϕ2
[
− 1− λ2ϕ2 − (1 + ϕ2)((n− p)(1 + λ2ϕ2) + p)
+ 2ϕ2
(
(λ2 − 1)p− (n− p)(1 + λ2ϕ2))]
=
2ψ
1 + λ2ϕ2
[−3λ2(n− p)ϕ4 + (λ2(3p− n− 1)− 3n)ϕ2 − n− 1]
<− 6λ
2(n− p)ψ
1 + λ2ϕ2
ϕ2(ϕ2 − 3p− n− 1
3(n− p) ) ≤ 0.
Now the proof of the lemma gets complete.
As in Appendix 4.3, there exists a smooth solution t ∈ (−∞, T∞) 7→ (ϕ(t), ψ(t)) to (3.23),
with lim
t→−∞
(ϕ(t), ψ(t)) = (0, 0), ϕ(t) = O(eµ1t), ψ(t) = O(eµ1t) and the direction of (ϕ(t), ψ(t))T
convergent to that of V1 as t → −∞. We shall accomplish the proof of Proposition 3.4 in several
steps.
Step 1. Show the existence of t1 ∈ (−∞, T∞) ⊂ R, such that ψ(t) > 0 for all t ∈ (−∞, t1]
with
ϕ(t1) = ϕ0 and ψ(t1) ≤ 1
5
ϕ0. (4.37)
Define g : [0, ϕ0]→ R by
g(ϕ) = (2f1(ϕ) +
1
5
)ϕ. (4.38)
Let D be the domain enclosed by the graph of g, the ϕ-axis and the line ϕ = ϕ0.
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0 '0 '
 
('0;  (t1))
D
 = g(')
We claim that the vector field X points inward on ∂D − {ϕ = ϕ0}. Namely,
(A) X2(ϕ, 0) > 0 for each ϕ ∈ (0, ϕ0);
(B) g′(ϕ) > X2X1 (ϕ, g(ϕ)) for any ϕ ∈ (0, ϕ0).
Here (A) is trivial and (B) is equivalent to
0 <g′(ϕ) + 1 +
(
f2(ϕ)− ϕf1(ϕ)
g(ϕ)
)[
1 + (ϕ + g(ϕ))2
]
=
(
6
5
+ 2f1(ϕ)
)
−
(
− 2f ′1(ϕ)ϕ
)
+
(
f2(ϕ)− f1(ϕ)
2f1(ϕ) +
1
5
)[
1 + ϕ2(
6
5
+ 2f1(ϕ))
2
]
:=I − II + III · IV.
(4.39)
As in §4.3, we use
s :=
1 + λ2ϕ20
1 + λ2ϕ2
− 1 and s ∈ (0, λ2ϕ20).
Similarly, we have (now n− p = 1 in our cases)
I =
6
5
+ 2s,
II =
4
(λ2 − 1)p (λ
2p− n− s)(1 + s),
III =
λ2 + s
λ2 − 1 −
s
2s+ 15
,
IV = 1 +
λ2p− n− s
λ2(1 + s)
(
6
5
+ 2s)2 = 1 +
(λ2 − 1)p
4λ2
( 6
5 + 2s
1 + s
)2
· II.
(4.40)
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Therefore
I − II + III · IV
=I + III +
[
(λ2 − 1)p
4λ2
( 6
5 + 2s
1 + s
)2
· III − 1
]
· II
≥I + III +
[
p
4
( 6
5 + 2s
1 + s
)2(
1− s
2s+ 15
)
− 1
]
· II
(4.41)
Set
F (s) :=
( 6
5 + 2s
1 + s
)2(
1− s
2s+ 15
)
=
4
25
(
3 + 5s
1 + s
)2
1 + 5s
1 + 10s
. (4.42)
Then
logF = log
4
25
+ 2 log(3 + 5s)− 2 log(1 + s) + log(1 + 5s)− log(1 + 10s)
and
d logF
ds
=
10
3 + 5s
− 2
1 + s
+
5
1 + 5s
− 10
1 + 10s
=
−11 + 20s+ 175s2
(3 + 5s)(1 + s)(1 + 5s)(1 + 10s)
.
Hence F ′(s) = 0(> 0, < 0) if and only if s = 15 (>
1
5 , <
1
5 ), and
min
s∈(0,∞)
F = F (
1
5
) =
32
27
. (4.43)
For (n, p) = (5, 4), substituting (4.43) into (4.41) leads to
I − II + III · IV ≥ I + III + 5
27
II > 0. (4.44)
For (n, p) = (3, 2), it then produces
I − II + III · IV ≥ I + III − 11
27
II
=
6
5
+ 2s+
λ2 + s
λ2 − 1 −
s
2s+ 15
− 22
27(λ2 − 1)(2λ
2 − 3− s)(1 + s)
≥6
5
+ 2s+ 1− s
2s+ 15
− 44
27
(1 + s)
=
19
270
+
10
27
s+
1
20s+ 2
> 0.
(4.45)
Hence (B) holds for both cases.
Since g′(0) > µ1, the solution develops in D until it hits the border line ϕ = ϕ0 at t1 ∈ R or
it approaches (ϕ0, 0) as t → +∞. Due to the fact that (ϕ0, 0) is a spiral point, the latter cannot
occur and moreover t1 < +∞, ϕ(t1) = ϕ0 and ψ(t1) > 0.
Step 2. Before ψ(t) reaches zero, we have ϕt = ψ > 0, ϕ > ϕ0 (after t1) and f1(ϕ) > 0.
Consequently,
(ϕ+ ψ)t = −(f2(ϕ)ψ − f1(ϕ)ϕ)
[
1 + (ϕ+ ψ)2
] ≤ 0. (4.46)
Hence the solution intersects the ϕ-axis for the first time when t equals some T1 ∈ R, with
ϕ0 < ϕ1 := ϕ(T1) ≤ ϕ0 + ψ(t1) ≤ 65ϕ0.
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Step 3. At t = T1, ψt < 0. So the solution dips into the lower half plane and similarly cannot
limits to (ϕ0, 0). By the argument in the proof of Lemma 4.1, the solution extends forward to
touch the ϕ-axis again (after T1) when t equals some T2 ∈ R. Mark t2 ∈ (T1, T2) for ϕ(t2) = ϕ0.
When ψ < 0 and ϕ ≤ ϕ0, we have (ϕ + ψ)t ≥ 0. Therefore, ϕ0 > ϕ2 := ϕ(T2) > ϕ0 + ψ(t2) ≥
ϕ0 − ψ(t1) ≥ 45ϕ0.
Step 4. By induction, we obtain {Ti : i ∈ Z+} and ϕi := ϕ(Ti) with properties:
• ψ(Ti) = 0 for each i ∈ Z+;
• {ϕ2m−1 : m ∈ Z+} is a strictly decreasing sequence in (ϕ0, 65ϕ0],
{ϕ2m : m ∈ Z+} is a strictly increasing sequence in [ 45ϕ0, ϕ0);
• ψ(t) > 0 in (−∞, T1) ∪
( ⋃
m∈Z+
(T2m, T2m+1)
)
;
• ψ(t) < 0 in ⋃
m∈Z+
(T2m−1, T2m).
Step 5. Assume a := lim
m→∞
ϕ(T2m) < ϕ0. Then there would be a limit cycle for (3.23) through
(a, 0). But a > 45ϕ0 >
√
3p−n−1
3(n−p) . It leads to a contradiction to the nonexistence of limit cycles in
Lemma 4.1. The same for lim
m→∞
ϕ(T2m−1). Therefore, lim
m→∞
ϕ(T2m) = lim
m→∞
ϕ(T2m−1) = ϕ0.
Since the solution cannot attain (ϕ0, 0) in a finite time, it is now clear that Ti → +∞. This
completes the proof of Proposition 3.4.
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