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Abstract—This paper presents a novel approach to music
representation learning. Triplet loss based networks have be-
come popular for representation learning in various multime-
dia retrieval domains. Yet, one of the most crucial parts of
this approach is the appropriate selection of triplets, which is
indispensable, considering that the number of possible triplets
grows cubically. We present an approach to harness multi-
tag annotations for triplet selection, by using Latent Semantic
Indexing to project the tags onto a high-dimensional space.
From this we estimate tag-relatedness to select hard triplets.
The approach is evaluated in a multi-task scenario for which
we introduce four large multi-tag annotations for the Million
Song Dataset for the music properties genres, styles, moods, and
themes.
Index Terms—Music Representations Learning, Multi-Task
Representation Learning, Multi-Label Embedding, Deep Neural
Networks
I. INTRODUCTION
Search-by-example, such as finding music tracks that are
similar to a query track, is an actively researched task [1], [2].
Research on music similarity estimation currently faces two
major obstacles. First, music similarity is a highly subjective
concept and is strongly influenced by the listening habits
and music taste of the listener [3]. Second, state-of-the-
art approaches to music similarity estimation are still not
able to satisfactorily close the semantic gap between the
computational description of music content and the perceived
music similarity [4]. The many facets of music similarity -
such as specific music characteristics (e.g. rhythm, tempo,
key, melody, instrumentation), perceived mood (e.g. calm,
aggressive, happy), listening situation (e.g. for dinner, to con-
centrate, for work out), musicological factors (e.g. composer
influenced by) - complicate the definition of a unified music
representation which captures all semantic concepts of music.
One of the main challenges in music similarity estimation
is the definition of appropriate music content descriptors to
efficiently calculate similarity as a function of vector similarity
or dissimilarity. Traditionally this has been approached by
defining a set of features, which extract certain low level music
characteristics such as timbre [5] or rhythm [6], mid-level
properties such as chords [7], but also high-level features.
This approach faces the problem that hand-crafted feature
design is neither scale-able nor sustainable [8]. Representation
learning using Deep Neural Networks (DNN) has been actively
explored in recent years [9], [10] as an alternative to feature
engineering. Although some of these approaches outperform
feature-based methods, a major obstacle is their dependency on
large amounts of training data. Although it has been shown that
shallow DNNs have an advantage on small datasets [11] they
struggle to describe the latent complexity of music concepts
and do not generalize on large datasets [8]. The Million Song
Dataset (MSD) [12] is currently the largest resource for the
MIR domain and consists of one million meta-data entries and
links to audio-samples. A major obstacle is the absence of
adequate labels or ground-truth data for these songs. Provided
labels are either unstructured such as the Last.fm Dataset [12],
or relatively small [13]. The largest contributed ground-truth
assignments [14] facilitate research only on a small set of
research tasks such as automatic genre classification.
In this paper we introduce four large multi-tag ground-truth
assignments for tracks of the MSD for the semantic music
concepts Genre, Style, Mood and Theme. This facilitates re-
search in multiple research tasks in the MIR domain including
emotion recognition, genre classification and music similarity
estimation. Through their quantity these tag-sets further facili-
tate improved music representation learning. Neural networks
based on siamese- or triplet-network architectures have proven
to be effective for this task [15] using a margin optimizing loss
such as contrastive [16] or triplet loss [17]. Following this
approach the network learns to maximize the margin between
the distances of a reference track and its positive similar
example and its negative dissimilar example. This learned
semantic embedding space is based on the constraint that the
vector distance of the positive pair should be much smaller
than the distance of the negative pair. The challenge is to
select optimal positive and negative examples for a reference
track. This approach was adopted from the image retrieval
domain where it was successfully applied to the task of person
re-identification [17]. In that scenario triplets were selected
based on identity of a person. A similar approach was taken
in [15] where triplets were selected based on the identity
of the performing artist. The problem with that approach is,
that different music artists could still have similar sounding978-1-7281-4673-7/19/$31.00 ©2019 IEEE
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tracks. Further, distinct characteristics such as style, mood or
theme cannot be estimated from artist identities. Thus, the
semantic properties of the learned representation can not be
influenced. In this paper we propose an approach to harness
the semantic information of the provided tag-sets. We use
Latent Semantic Indexing (LSI) to project the categorical tag-
information onto a high-dimensional numerical space. Tag-
relatedness can then be calculated based on the vector-distance
within this vector-space which is then used to select positive
and negative examples for the triplet network. By combining
multiple task-related tag-sets such as Genre and Mood their
semantic context is transferred to the learned representation
via the more complex tag-relatedness function. The main
contribution of our paper can be summarized as follows:
• A novel approach to multi-task music representation
learning by defining music track relatedness as a projec-
tion of categorical data onto a continuous numerical space
using Latent Semantic Indexing (LSI) and using a margin
optimizing online triplet loss to learn the representation
• We introduce four large multi-tag ground truth assign-
ments for the Million Song Dataset (MSD) for the
semantic music concepts Genre, Style, Mood and Theme.
• Experimental results and evaluations to demonstrate that
the described approach is able to learn improved music
representation by harnessing the semantic information of
multiple music related tasks.
II. RELATED WORK
a) Representation Learning (RL): RL using DNNs
gained attention through the publication of FaceNet [10]
which significantly improved the state-of-the-art of face re-
identification. This approach is based on global item related-
ness where faces belonging to the same person are similar
and dissimilar otherwise. A similar approach using the global
relatedness of performing artists has been applied to music
data [15]. Contextualized relatedness especially in the domain
of music has been used in [18]. A similar approach to ours of
estimating tag-relatedness from user-tags was taken in [18].
Latent Dirichlet Analysis (LDA) was used to project the
categorical data into a numerical space. The approach was
evaluated using a siamese neural network on three smaller
datasets including the MSD subset using the noisy user-
generated tag-sets of the Last.fm dataset. A differentiated
evaluation of the learned semantic context as provided in this
paper was missing.
b) Ground-truth assignments for the MSD: To facilitate
large scale MIR experiments the Million Song Dataset (MSD)
[12] was introduced in 2011. Initially lacking ground-truth
label assignments music genres were provided in [14] which
were collected from AllMusic (formerly: the All Music Guide
or AMG)1. Those were verified by creating a consensus of
a combination with three additional datasets [19]. The data
collection and processing approach of this paper is similar to
[14]. Ground truth assignments for mood are provided in [20].
1http://allmusic.com
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Fig. 1. Deep Parallel Neural Network architecture used as base model of the
triplet architecture in the evaluation. The input spectrogram is processed by
two separate parallel CNN stacks to learn timbral and rhythmic features.
These tags are derived from the Last.fm Dataset [12]. These
annotations are based on user-generated tags which are highly
noisy and require extensive pre-processing. The annotations
contributed by our paper have been created by music expert
annotators, are based on a closed vocabulary and are thus more
reliable. AllMusic Mood labels have also been used in [21]
following a similar approach as taken in our paper but on a
much smaller scale and a custom dataset. Outside the context
of this paper AllMusic tags have been used in [22] to create
a dataset of lyrics based on Valence-Arousal model.
III. METHOD
The proposed method is based on a triplet neural network
architecture to learn the contextualized semantic representation
using a max-margin hinge loss with online triplet selection.
A. Representation Learning
To learn the music representation we use a triplet network
architecture which consists of three shared Convolutional Neu-
ral Network (CNN) stacks. The base-CNN stack is described
in Section IV-A and depicted in Figure 1. Using this triplet
network, an input audio spectrogram x is embedded f(xai )
into a d-dimensional Euclidean space Rd. The input consists
of a triplet of music content items: a query track (anchor) xai ,
a track similar (positive) xpi and dissimilar (negative) x
n
i to the
anchor. The objective is to satisfy the following constraint:
‖f(xai )− f(xpi )‖22 + α < ‖f(xai )− f(xni )‖22 (1)
For ∀(f(xai ), f(xpi ), f(xni )) ∈ τ , where ‖f(xai )− f(xpi )‖22 is
the squared Euclidean distance between xai and x
p
i , which
should be much smaller than the distance between xai and
xni . α is the enforced margin between positive and negative
pair-distances and τ represents the set of all possible triplets
in the training-set. The objective of Eq. 1 is reformulated as
the following triplet-loss function:
N∑
i=1
max
[
‖f(xai )− f(xpi )‖22 − ‖f(xai )− f(xni )‖22 + α
]
(2)
Based on this loss function, the model learns to assign sim-
ilar feature values to items with similar semantic properties
and different values to dissimilar items. Efficient selection
of triplets is thus a crucial step in training the network.
Generating all possible triplet combinations τ is inefficient
due to the cubic relation and the lacking contribution to the
training-success of triplets not violating Eq. 1. Thus it is
required to select hard triplets violating this constraint. A
common approach to this is online triplet selection where
triplets are combined within a mini-batch [10]. Our loss
function takes two matrices as input: the music embeddings
as provided by the model and the semantic tag-embeddings
LSIts (see Sect. III-B). To select positive and negative pairs,
the pairwise cosine-distance cos(LSIts1 , LSI
ts
2 ) matrix of the
corresponding l2 normalized semantic tag-embeddings is cal-
culated for all mini-batch instances. The diagonal elements
are set to zero to avoid identical pairs. For each row in
this similarity matrix positive and negative pairs are selected.
Thresholds for pair-selection were evaluated empirically by
analyzing the distribution of the cosine-distance space of
the tag-embeddings and set to cos(LSIts1 , LSI
ts
2 ) ≥ 0.8
(upper) and cos(LSIts1 , LSI
ts
2 ) < 0.2 (lower). For every valid
pair the squared Euclidean distances of the corresponding
music embeddings are calculated. To select hard positives and
negatives, argmin is computed from the euclidean distances
to identify the final positive and argmax for the negative pair.
To select appropriate triplets we use a batch size of 600 tracks.
To avoid influences from production processes, also referred
to as the “Album Effect” [23], we apply an album filter on the
mini-batch to avoid pairs from the same album.
B. Tag-Relatedness Measure
To present the triplet network with a target value to learn the
relations between songs, we build a similarity measure based
on a predefined tag set with controlled vocabulary. We make
use of labels assigned by experts, i.e. the editors of AllMusic,
which is the website we extracted the labels from (cf. sec-
tion V). Such expert tags typically show higher quality in an-
notation than user-generated tags and do not suffer from noise
or vandalism [24], [25]. However, especially with fine-grained
genre and style taxonomies used as a basis for annotation,
we find that a similarity measure based on simple tag overlap
poses a problem. For example, considering acoustically similar
styles such as Punk, Punk Revival, and Pop-Punk as fully
distinct categories, is not serving the purpose of learning rep-
resentations optimized to resemble human perception of music.
For track similarity calculation we therefore opt for a latent
representation that takes the similarities of tags into account.
To this end, we apply latent semantic indexing (LSI) [26].
LSI models latent topics as semantic associations of tags in
a corpus of documents (in our case the tags over all music
tracks). Technically, LSI operates on the m×n weight matrix
W where each row corresponds to a tag tj=1...m and each
column to a music track ai=1...n. Each cell wij = 1 iff tag tj
is attributed to track ai, and wij = 0 otherwise. The clustering
is achieved by approximating W using truncated singular value
decomposition (SVD), yielding new representations of musical
entities based on the uncovered topics, cf. [27]. As a result,
each music track is represented in the LSI-derived concept
space via a cluster affinity vector (in the following referred
to as LSI vector). Due to the nature of the SVD emerging
topics are sorted in order of decreasing importance wrt.
reconstruction of the data. The chosen number of considered
topics (i.e. the dimensionality of the LSI vectors) therefore can
be used as a parameter to control generalization of the model
vs preservation of the original tag information.
IV. EVALUATION
The aim of this evaluation is to empirically asses the
influence of a tag-set on the ability of a given model to learn a
generally applicable music representation. To achieve this, the
exact same model architecture as described in the following
subsection is used for all experiments. The only parameter that
changes in the experiments are the differently generated LSI
vectors for each track. We further controlled for all random
processes such as kernel initialization or shuffling of training
instances after each epoch. The same training, validation
and test splits are used in all experiments. By controlling
all these parameters to our best knowledge we hypothesize
that the learned representations are only influenced by LSI
representation of the semantic space of the tag-sets and tag-
set combinations.
A. Model Architecture - Deep Parallel Neural Networks
For the evaluation we are using a slight adaption of the Deep
Parallel Neural Network (DPNN) architecture as described
in [11]. It is a parallel arrangement of rectangular shaped
filters and Max-Pooling windows to capture frequency and
temporal relationships at once (see Figure 1). The Parallel
Neural Network (PNN) architecture was first described in
[28]. It generally consists of two - not shared - Convolutional
Neural Network (CNN) stacks which process the same input
Spectrogram in parallel. The aim is to learn intermediate
embeddings for rhythm and timbre separately which are then
concatenated to a combined music representation. To achieve
this, the left stack aims at capturing frequency relations using
horizontally aligned rectangular filter kernel shapes [29]. By
applying Max Pooling to reduce information on the temporal
axis, this stack is forced to facilitate spectral information. The
right stack performs adequately but uses vertically aligned
rectangular filter shapes and applies Max Pooling to reduce
information on the spectral axis. Its aim is to capture rhythmic
patterns over time. Due to the large number of data instances in
this evaluation, we are using the Deep Parallel Neural Network
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Fig. 2. Tag-Set overview. Top-10 most frequent tags for each set.
architecture [11] which showed better performance on larger
data-sets. This architecture is further adapted by applying
Batch normalization to each convolution layer and by using
Exponential Linar Units (ELU) as activation function for all
layers. Due to the larger input Spectrogram, the Max Pooling
layers were also slightly different parametrized (see Figure 1).
The final representation layer has a dimensionality of 256.
B. Data Pre-processing
1) Tag-Set Pre-processing: To avoid influences through
sparsity within the annotation spaces, we only use the inter-
section of the tag-sets where for each track and tag-set at least
one tag and an audio sample is available. This step reduced the
size of the data-set to about 58% on average and eliminated
106 unique style and one mood tags (see Table I).
2) Audio Data Processing: The evaluation uses audio sam-
ples assembled in [14] which are re-sampled to 22.050 Hz. A
6 seconds segment is read using a 3 seconds offset to avoid
frequent fade-in effects. Short-time Fourier Transform (STFT)
with a Hanning-windowing function and a 2048 samples win-
dow size with 50% overlap is applied. The Spectrograms are
transformed to the log-transformed Mel-space using 80 Mel-
filters and cut-off frequencies of 16Hz (min) and 11.000Hz
(max) resulting in an input matrix shape of 80x130x1. Instead
of normalizing the feature-space, we add a batch-normalization
layer on top of the neural network (see Fig. 1).
V. TAG-SET COLLECTIONS
The Million Song Dataset (MSD) is currently the largest
music dataset [12] and provides meta-data for one million
contemporary (until 2011) songs, including attributes such as
titles, artist and album names, but also references to third
party meta-data repositories such as MusicBrainz or 7Digital
over which audio samples can be obtained. AllMusic [30] is
a Web portal of a large music information database including
album reviews, artist biographies as well as expert tagging
for albums according into genres, styles, moods and themes.
Data-collection is aligned to [14]. Meta-data was automatically
collected from AllMusic using a web-scraping script based on
direct string matching to query for artist-release combinations.
From the resulting Album Web page genre, style, mood and
TABLE I
TAG-SET STATISTICAL OVERVIEW.
Genres Styles Moods Themes
Unique Tags 21 939 286 166
Tag Combinations 688 13589 22577 7322
Labelled Albums 75339 52304 32148 19375
Labelled Tracks 504502 364326 229510 145555
Unique Tags 21 833 285 166
Tag Combinations 449 7446 14300 7298
Labelled Albums 19107 19107 19107 19107
Labelled Tracks 143587 143587 143587 143587
theme tags were collected (see Table I). The Genres Tag-Set is
the largest collection with a skewed distribution towards the
label ’Pop/Rock’. The set further contains cross-genre tags
such as Holiday and Children (see Fig. 2). The Styles Tag-Set
complement genres and provide a more detailed description of
music characteristic such as rhythm, harmony, instrumentation,
etc. Tags of the Moods Tag-Set depict emotions expressed by
the music. The Themes Tag-Set describes certain cross-genre
scenarios or occasions such as holiday, party or Christmas.
The introduced multi-label tag-sets are provided for download
from our MSD-benchmark webpage: http://www.ifs.tuwien.ac.
at/mir/msd/download.html.
A. LSI-Transformed Topic Sets
To avoid the issues coming from an overlap-oriented sim-
ilarity measure described in section III-B, we apply LSI to
model latent topics. We further want to investigate the poten-
tial of modeling joint representations of tags from different
learning tasks. To this end, beside modeling individual tag
sets (see above) using LSI, we also exhaustively explore
combinations of two, three, and four tag sets from the different
tasks by joining tag sets prior to applying LSI. Figure 3 shows
exemplary resulting LSI topics from different mixtures of tag
sets. The number in parenthesis refers to ordinal number of
the concept cluster as obtained from the SVD process. As the
topics are connected to the singular values which are ordered
in descending relevance, the ordinal number of the cluster is
indicative of the relevance in describing the data. For instance,
for LSI topic #2 derived from style tags only, we can see
Fig. 3. Exemplary LSI topics from mixtures of tag sets (topic numbers in parentheses). From left to right: styles (#2), styles+moods (#1), styles+moods+themes
(#61), and styles+moods+themes+genres (#7). Styles in red, moods in orange, themes in purple, genres in black.
how concept modeling a distinction between various types
of alternative and contemporary rock and songwriting on one
hand (positive loading), and various forms of heavy metal on
the other (negative loading). For the #1 topic derived from a
combination of styles and mood tags we can see a separation of
the moods “intimate” and “gentle” from many mood variants
capturing “aggressive” and “angry” sentiment. While this con-
cept is heavily defined by moods, the style heavy metal con-
tributes to the aggressive side. The combined styles, moods,
and themes topic #61 (as an example of a higher order concept
capturing more fine-grained aspects) shows more introverted
facets on one side (with themes like “solitude”, “rainy day”,
and “drinking”; “contemporary country” as a style; and moods
like “warm”, “searching”, and “indulgent”) as opposed to
urgent activity on the other (with themes like “day driving”;
styles like “alternative metal”; and moods like “rebellious”,
“yearning”, “rowdy”, and “uncompromising”). Finally, from a
combination of styles, moods, themes, and genres, we see how
conceptual clusters span across tasks and tag sets. As such,
topic #7 connects themes like “girls night out”, “heartache”,
and “in love” with “dance pop” (style), “sexy” (mood), and
“r&b” (genre). This is opposed by two trends, namely musical
sophistication (“jazz”, “cerebral”, “creative”, “complex”) and
spiritual music (“spiritual”, “religious”).
VI. RESULTS
Experimental results are provided in Table II. To guarantee
that the semantic concepts of the tag-sets is the only influenc-
ing factor to the results, we took care to control every random
process in the experiments including kernel initialization of the
networks layers, as well the shuffling of training instances after
each epoch. We used constant artist-stratified train, validation
and test splits (122.766, 6.461, 14.358). Experiments were per-
formed by increasing the number of LSI topics by steps of 10
until 400 for each tag-set as well for each tag-set combination.
The learned representations were evaluated in different tasks
according their precision (at cut-off 100) to retrieve tracks of
the same genre, style, mood, theme, artist or album. The results
show that the coarse defined genre tag-set only contributes to
the retrieval of itself and does not gain from combinations
with other tags. It is interesting to observe, that representation
learned with the mood tag-set show much higher precision
values than style tags, which are more frequent. This can also
be observed for all tag-set combinations. All combinations
containing mood tags outperform the others. Further, it can be
observed that the latent semantic information is better captured
using more LSI concepts - although we observed that there is
a glass ceiling.
VII. CONCLUSIONS AND FUTURE WORK
We introduced a novel approach to music representation
learning. We showed how to estimate tag-relatedness from
multi-tag annotations by projecting the categorical data into
a vector space using Latent Semantic Indexing. This tag-
relatedness is used for online triplet selection to train a triplet
deep neural network. This approach solved two issues. First,
how to estimate subjective music similarity for triplet selection
and second, how to estimate tag-relatedness from multi-label
annotations. In the experiments we showed that this method
facilitates to learn music representations which are optimized
towards the semantic context of a given task. Future work
could extend the track relatedness to other modalities such as
song lyrics, album reviews or album-cover arts.
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