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Abstract
A lot is known about the Ho¨lder regularity of stochastic processes, in particular in the case of Gaussian
processes. Recently, a finer analysis of the local regularity of functions, termed 2-microlocal analysis, has
been introduced in a deterministic frame: through the computation of the so-called 2-microlocal frontier,
it allows us in particular to predict the evolution of regularity under the action of (pseudo-)differential
operators. In this work, we develop a 2-microlocal analysis for the study of certain stochastic processes.
We show that moments of the increments allow us, under fairly general conditions, to obtain almost sure
lower bounds for the 2-microlocal frontier. In the case of Gaussian processes, more precise results may
be obtained: the incremental covariance yields the almost sure value of the 2-microlocal frontier. As an
application, we obtain new and refined regularity properties of fractional Brownian motion, multifractional
Brownian motion, stochastic generalized Weierstrass functions, Wiener and stable integrals.
c© 2008 Elsevier B.V. All rights reserved.
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1. Introduction
It is a well-known fact that the pointwise Ho¨lder exponent of a function or a process is
not stable through the action of (pseudo-)differential operators. In addition, it does not give a
complete picture of the regularity of a function at a given point, even if it is supplemented by the
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local Ho¨lder exponent (see Section 3.1 for definitions). Let us give two examples that show the
significance of this for random processes.
Define the function:
c(t) = |t − t0|γ sin(|t − t0|−β), (1)
where t0, γ and β are positive real numbers. This is an instance of a so-called “chirp”, and is the
simplest example of a function with non-trivial behaviour upon integro-differentiation [1]. Now
consider a multifractional Brownian motion X H (t) (see Section 4 for a definition). This process
and its generalizations have been the subject of various studies in recent years [2–6]. It is also
currently used as a model in applications such as traffic engineering [7] or financial analysis [8].
It is parameterized by a function H , which controls its almost sure pointwise Ho¨lder exponent
at each time. In applications, it is not expected that H will behave smoothly. As a consequence
X H (t) may have a complicated local regularity structure, and it is not easy to evaluate how it
will be modified by various transforms of interest. Take for instance H(t) = a + bc(t) in a
neighbourhood of t0. Here c is defined by (1) and a, b are chosen such that c(t) ∈ (0, 1) for
t in a neighbourhood of t0. Then the pointwise Ho¨lder exponent of X H (t) at t0 is equal to γ
(provided that H(t0) > γ ). However, the pointwise Ho¨lder exponent of a fractional derivative of
order ε < γ/(1 + β) of X H at t0 is equal to γ − ε(1 + β). The fact that the regularity of X H
decreases by more than ε through ε-differentiation cannot be deduced from the sole knowledge
of the exponent of X H , but it is easily obtained with the help of the 2-microlocal analysis that we
develop below. Example 1 in Section 4 yields more details on this process, and describes a case
where the evolution of the pointwise exponent is even “stranger”.
As a second example, consider, for t ≥ 0, the Wiener integral
Yt =
∫ t
0
η(u)dBu, (2)
where B is standard Brownian motion and η(t) = √|c(t)|. The pointwise Ho¨lder exponent of Y
at t0 is equal to (γ +β+ 1)/2 and its local exponent at t0 is equal to γ /(2+ 2β)+ 1/2, provided
both these values are smaller than one. A fractional derivative of order ε < γ/(2 + 2β) + 1/2
of Y has pointwise and local exponents respectively equal to (γ + β + 1)/2 − ε(β + 1) and
γ /(2 + 2β) + 1/2 − ε at t0. The variation of the pointwise exponent of Y cannot be predicted
from the sole knowledge of the exponents of Y , but are direct outputs of 2-microlocal analysis.
See Example 2 in Section 4 for more on the Wiener integral (and Example 3 which deals with
the case of stable integrals).
Although these examples may seem somewhat ad hoc, they allow highlighting, in a simple
case, that there is more to local regularity that the mere local and pointwise Ho¨lder exponents
classically considered. In addition, functions with even more irregular behaviour than the chirp
can easily be exhibited, and such functions might as well pop up in applications. The aim
of the present study is to provide new tools for the fine characterization of the regularity of
stochastic processes, and in particular Gaussian processes, using the theory of 2-microlocal
analysis. Basically, 2-microlocal analysis allows describing how the pointwise regularity of a
function evolves under the action of (pseudo-)differential operators. This is useful in various
areas, such as PDE (for which it was originally developed), signal or image analysis. The idea
is to “mix”, in a clever way, the local and pointwise characterizations of Ho¨lder regularity in
a single condition involving two exponents (see inequality (3) for a precise statement). So far,
2-microlocal analysis has only been considered in a deterministic frame. Since the pointwise
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regularity of random processes also is important both in theory and in applications such as the
ones mentioned in the previous paragraph, it seems desirable to develop a stochastic version of
2-microlocal analysis.
We provide first steps in this direction below. We show first that an upper bound on moments
on the increments of a process X around a point t ∈ RN+ provides an almost sure lower bound
for the 2-microlocal frontier at this point. We also prove a related uniform result on RN+ . In the
case where X is a Gaussian process, we are able to obtain more precise results: the behaviour of
the incremental covariance allows obtaining the almost sure value of the 2-microlocal frontier at
any given point. It also provides uniform results, which are however less precise. These results
apply at once to classical processes, and allow us for instance to recover easily known facts
about multifractional Brownian motion. We obtain in addition new information which allow
us in particular to deal with the examples mentioned above concerning Wiener integrals and
multifractional Brownian motion.
The remaining of this paper is organized as follows: we start by recalling some basic facts
about (deterministic) 2-microlocal analysis in Section 2. Section 3 contains our main results
about the 2-microlocal analysis of continuous random processes: lower bounds for general
processes, upper and lower bounds for Gaussian processes. We apply these results to various
well-known processes in Section 4. Finally, proofs of intermediate results are gathered in
Section 5.
2. Background: Deterministic 2-microlocal analysis
2-microlocal analysis, which was introduced by Bony in [9], provides a tool that allows
predicting the evolution of the local regularity of a function under the action of (pseudo-)
differential operators. To be more precise, let f (ε) denote the fractional integral (when ε < 0) or
fractional derivative (when ε > 0) of the real function f . The pointwise Ho¨lder exponent of f (ε)
at t is denoted α f (ε)(t) (see Definition 3.2). In several applications (e.g. PDE, signal or image
processing), one needs to have access to the functionHt : ε 7→ α f (ε)(t). Knowledge ofH allows
answering questions such as: how much does one (locally) regularize the process f by integrating
it? The problem comes from the well-known fact that the pointwise Ho¨lder exponent is not stable
under integro-differentiation: while it is true in simple situations that α f (n)(t) = α f (t) − n, in
general, one can only ensure that α f (n)(t) ≤ α f (t)− n. 2-microlocal analysis provides a way to
assess the evolution of α f through the use of a fine scale of functional spaces. These 2-microlocal
spaces, denoted Cs,s
′
, generalize the classical Ho¨lder spaces in a way we describe now.
Since H cannot be deduced from the sole knowledge of α f 1, predicting changes in the
regularity of a process under integro-differentiation basically requires recording the whole
function ε 7→ α f (ε)(t). 2-microlocal analysis does this in a clever way and without having to
compute any integro-differentials: it associates to any given point t a curve in a abstract space,
its 2-microlocal frontier, whose slope is the rate of increase of ε 7→ α f (ε)(t). The 2-microlocal
frontier may be estimated through a fine analysis of the local regularity of f around t . This
analysis can be conducted in the Fourier [9], wavelet [10] or time [11,1] domains. We shall use
in this work the time-domain characterization of 2-microlocal spaces. Proofs of the results of this
section and more information on 2-microlocal analysis may be found in [9,1].
1 Due to the inequality α f (n) ≤ α f −n,H has to decrease faster than ε 7→ −ε. One can show that, apart from this and
a certain regularity property, there are no other constraints on the evolution of the pointwise Ho¨lder exponent (see [1]).
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Definition 2.1 (Time Domain Definition of 2-Microlocal Spaces). Let x0 ∈ R, and s, s′ be two
real numbers satisfying s + s′ > 0, s + s′ 6∈ N, and s′ < 0 (and thus s > 0). Let m = [s + s′]
(the integer part of s + s′).
A function f : R→ R belongs to Cs,s′x0 if and only if its mth derivative exists around x0, and
if there exist a positive real δ, a polynomial P of degree not larger than [s] − m, and a constant
C , that verify∣∣∣∣∂m f (x)− P(x)|x − x0|[s]−m − ∂
m f (y)− P(y)
|y − x0|[s]−m
∣∣∣∣ ≤ C |x − y|s+s′−m(|x − y| + |x − x0|)−s′−[s]+m
for all x, y such that 0 < |x − x0| < δ, 0 < |y − x0| < δ.
Except in this introductory section, we shall restrict to the case where (s, s′) verify 0 <
s + s′ < 1, s < 1, s′ < 0. This corresponds to the situation where f is not differentiable at x0,
but has some global regularity in the neighbourhood of x0. More precisely, we shall assume that
there exists an interval I containing x0 and a real number η ∈ (0, 1) such that f belongs to the
global Ho¨lder space Cη(I ). This restriction allows avoiding certain technicalities in the analysis.
We believe all the results should hold in the general case with appropriate modifications. When
(s, s′) satisfy the above inequalities, m in Definition 2.1 is equal to 0 and the polynomial P is a
constant. As a consequence, the inequality characterizing 2-microlocal spaces reduces to:
Definition 2.2 (Time Domain Definition of 2-Microlocal Spaces, Case of Non-Differentiable
Continuous Functions). Let D = {(s, s′) : 0 < s+s′ < 1, s < 1, s′ < 0}. A function f : R→ R
belongs to Cs,s
′
x0 , with (s, s
′) ∈ D, if there exist a positive real δ and a constant C such that for
all (x, y) with 0 < |x − x0| < δ, 0 < |y − x0| < δ,
| f (x)− f (y)| ≤ C |x − y|σ (|x − x0| + |x − y|)−s′ , (3)
where σ = s + s′.
Recall that the pointwise Ho¨lder exponent of f at x is defined as the supremum of the α
such that f belongs to pointwise Ho¨lder spaces Cαx . 2-microlocal spaces use two parameters
(s, s′). The relevant notion generalizing the pointwise exponent is the 2-microlocal frontier.
In order to define this frontier, consider the 2-microlocal domain of f at x0, i.e. the set
E( f, x0) = {(s, s′) : f ∈ Cs,s′x0 }. One can prove that E( f, x0) is always a convex subset of the
abstract plane (s, s′). The 2-microlocal frontier Γ ( f, x0) is the convex curve in the (s, s′)-plane
defined by
Γ ( f, x0) : R→ R
s′ 7→ s(s′) = sup
{
r : f ∈ Cr,s′x0
}
.
For various reasons (see [1]), it is useful to describe the 2-microlocal frontier as a function
s′ 7→ σ(s′) (recall that σ = s + s′), and this is the parameterization we shall mainly use in the
following. By abuse of language, we shall refer to σ(s′) as the 2-microlocal frontier in the sequel.
The following property of σ(s′) will be useful:
Proposition 2.3. The 2-microlocal frontier of f at any point x0, seen as a function s′ 7→ σ(s′),
verifies
• σ(s′) is a concave, non-decreasing function,
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Fig. 1. 2-microlocal frontier of a function f in the (s′, σ )-plane (solid curve). The intersection with the s′ axis occurs at
−α, and the one with the σ axis occurs at α˜. The dotted curve shows the frontier of an ε-integral of f . It is obtained by
translation of ε along the ordinate axis.
• σ(s′) has left and right derivatives always between 0 and 1.
We present now the fundamental properties of the 2-microlocal frontier (see Definition 3.2 for
the definition of the local Ho¨lder exponent α˜ f (x0) of f at x0):
Proposition 2.4 (Stability under Fractional Integro-Differentiation). For any function
f : R→ R, for all (s, s′) ∈ R, for all x0 and for all ε
f ∈ Cs,s′x0 ⇐⇒ f (ε) ∈ Cs−ε,s
′
x0 .
Proposition 2.5 (Pointwise Ho¨lder Exponent). Assume f ∈ Cη(R) for some η > 0.
Then, the pointwise Ho¨lder exponent of f at x0 is given by
α f (x0) = − inf
{
s′ : σ(s′) ≥ 0} ,
with the convention that α f (x0) = +∞ if σ(s′) ≥ 0 for all s′.
Proposition 2.6 (Local Ho¨lder Exponent). Assume f ∈ Cη(R) for some η > 0. Then, the local
Ho¨lder exponent of f at x0 is given by
α˜ f (x0) = σ(0).
The above propositions show that the 2-microlocal frontier contains the whole information
pertaining to ε 7→ α f (ε)(t). Indeed, fractional integro-differentiation of order ε amounts
to translating the 2-microlocal frontier by −ε along the σ direction in the (s′, σ )-plane
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(Proposition 2.4). The pointwise Ho¨lder exponent of f (ε) is then given by (minus) the
intersection of the translated frontier with the s′ axis (Proposition 2.6), provided ε > α˜ f
(Proposition 2.5). See Fig. 1.
For our examples below, we will need the 2-microlocal frontiers of the following functions:
the function x 7→ |t − t0|γ has a trivial frontier at t0: it is parallel to the first bisector and
passes through the point (−γ, 0). The 2-microlocal frontier of the chirp t 7→ |t− t0|γ sin( 1|t−t0|β )
at t0 is the straight line defined by σ(s′) = 1β+1 s′ + γβ+1 . Finally, the Weierstrass function
Ws(t) = ∑+∞n=1 λ−nh sin(λn t), where λ ≥ 2, 0 < h < 1 has the same frontier at all t :
σ(s′) = s′ + h for s′ ≤ 0, and σ(s)′ = h for s′ ≥ 0. See [1].
This ends our recalls on 2-microlocal analysis.
3. 2-microlocal analysis of random processes
In the remaining of this article, we shall perform the 2-microlocal analysis of certain random
processes. We start by transposing the notion described in the previous section in a stochastic
frame, and by defining some quantities that will prove useful for computing the almost-sure
frontier of our processes.
3.1. Stochastic 2-microlocal analysis
Let X = {X t ; t ∈ RN+} be a continuous random process. For each t0 ∈ RN+ , let us define the
2-microlocal frontier of X at t0 as the random function s′ 7→ σ t0(s′), defined for s′ ∈ (−∞; 0)
by
σ t0(s
′) = sup
{
σ ; lim sup
ρ→0
sup
t,u∈B(t0,ρ)
|X t − Xu |
‖t − u‖σρ−s′ <∞
}
. (4)
Each couple
(
s′;σ t0(s′)
)
could be called a “2-microlocal exponent” of X at t0.
While (4) makes sense for all s′ ∈ (−∞; 0) and all σ , σ will not in general coincide with
a stochastic version of the 2-microlocal frontier: indeed, it states that, for a given realization ω,
X (ω) ∈ Cs,s′t0 whenever s < σ t0(s′) − s′ only when Definition 2.2 may be applied in place of
the more general Definition 2.1. Thus, in the sequel, we shall always assume that σ t0 (or, more
correctly, its representation in the (s, s′)-plane) intersects the region D = {(s, s′) : 0 < s + s′ <
1, s < 1, s′ < 0}. Recall that this is equivalent to assuming that X is not differentiable at t0, but
belongs to Cη(I ) for some interval I containing t0 and some η ∈ (0, 1). Note also that D may
equivalently by characterized by
D = {(s′, σ ) : −1 < s′ < 0, 0 < σ < 1+ s′} .
This assumption will allow us to avoid technicalities entailed by the use of Definition 2.1.
However, the fact that we restrict to this region implies that we will only be able to predict the
variations of the pointwise exponent through differentiation of order ε small enough. Indeed,
integration means translating the frontier in the direction of positive σ . As a consequence,
evaluating the pointwise exponent after integration requires knowledge of at least a part of the
frontier that is below the s′ axis prior to integration. Furthermore, all the results are valid only
when the local exponent remains positive, and this means that we cannot consider differentiation
of too high an order.
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In order to obtain almost sure results, we shall seek triples (η, µ, ν) such that
lim sup
ρ→0
sup
t,u∈B(t0,ρ)
E [X t − Xu]η
‖t − u‖N+µρ−ν < +∞. (5)
In the case where X is Gaussian, it is natural to take η = 2 and to consider the set of couples(
s′, σ
)
such that
lim sup
ρ→0
sup
t,u∈B(t0,ρ)
E [X t − Xu]2
‖t − u‖2σρ−2s′ < +∞. (6)
This approach is usual in the analysis of Gaussian processes (see, e.g., [12–14]), and it leads
naturally to define “deterministic 2-microlocal spaces” as follows:
Definition 3.1. A Gaussian process X is said to belong to Cs,s
′
t0 for a fixed t0 ∈ RN+ and some
s, s′ such that0 < s + s
′ < 1
s < 1
s′ < 0
(7)
if condition (6) is satisfied for σ = s + s′.
Recall the definitions of the pointwise and local Ho¨lder exponents of X at t0:
Definition 3.2. The pointwise and local Ho¨lder exponents of X at t0 are defined as the random
variables:
α(t0) = sup
{
α; lim sup
ρ→0
sup
t,u∈B(t0,ρ)
|X t − Xu |
ρα
<∞
}
,
α˜(t0) = sup
{
α; lim sup
ρ→0
sup
t,u∈B(t0,ρ)
|X t − Xu |
‖t − u‖α <∞
}
.
Note that although these quantities are in general random variables, we will omit the dependency
in ω and write α(t0) and α˜(t0) instead of α(t0, ω) and α˜(t0, ω).
It is easily seen that for all t0 and all s′ < 0, we have (for all ω)
α˜(t0) ≤ σ t0(s′)− s′ ≤ α(t0). (8)
To show this inequality, proceed as follows:
• For all 0 < σ < σ t0(s′),
|X t − Xu |
ρσ−s′
= |X t − Xu |‖t − u‖σρ−s′
(‖t − u‖
ρ
)σ
which gives σ − s′ ≤ α(t0). As a consequence, σ t0(s′)− s′ ≤ α(t0).• For all α < α˜(t0),
|X t − Xu |
‖t − u‖α+s′ρ−s′ =
|X t − Xu |
‖t − u‖α
(‖t − u‖
ρ
)−s′
which gives α + s′ ≤ σ t0(s′). As a consequence, α˜(t0) ≤ σ t0(s′)− s′. 
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Section 3.2 is concerned with general processes and obtains in this case lower bounds for the
2-microlocal frontier. In Section 3.3, we focus on Gaussian processes and obtain upper bounds.
We would like to mention here that there is a large body of results about the regularity of sample
paths of Gaussian processes. A non-exhaustive list of authors who contributed to these results
includes Berman, Dudley, Fernique, Marcus, Orey, Rosen, Pitt, Pruitt, Talagrand, Xiao etc. We
refer to [12,15–17] for a contemporary and complete survey of these works. This field of research
is still very active (e.g. [18–20]). Extremely precise results are known, under various conditions,
on uniform moduli of continuity and local moduli of continuity, using the terminology of [17],
chapter 7. Uniform moduli of continuity give information which is finer than the mere local
Ho¨lder exponent, and α˜ is easily obtained once an exact uniform modulus of continuity is
known. Likewise, local moduli of continuity give richer information than the pointwise Ho¨lder
exponent, and α may be deduced at once from an exact local modulus of continuity. Theorem
7.1.2 in [17] is a general, rather abstract, result giving a uniform modulus of continuity based
on a majorizing measure (see also [12,16,14]). Precise bounds for moduli of continuity are
given in [17, Theorem 7.2.1] under an assumption related to, but weaker than, stationarity of
the increments. Theorem 7.4.5 gives another result under different but fairly general conditions.
When the Gaussian process has stationary increments and when its incremental variance verifies
some regularity assumptions, exact moduli of continuity may be obtained, see Theorems 7.2.9,
7.2.10, 7.2.14, 7.2.15, 7.6.4 and 7.6.9 in [17]. These results do not, however, apply directly to
our situation, for two reasons.
First, for the processes we will mostly be interested in, it is not straightforward to obtain
a majorizing measure, so it is not clear how to apply Theorem 7.1.2 of [17]. As for the other
Theorems mentioned above, the ones using stationarity of the increments cannot be used since the
processes we have in mind are “strongly” non-increment-stationary: mBm, for instance, is such
that its increments of any order are never stationary as soon as the H function is not constant. The
other, weaker, assumptions made in these theorems are either that E [X t − Xu]2 ≤ ϕ(|t−u|) for
some strictly increasing function ϕ, or that E [X t Xu] ≤ min(E [X t ]2 , E [Xu]2). None of these
assumptions is verified by mBm.
Second, although the results of [17] mentioned above, when available, give much more precise
information on the pointwise and local regularity than the ones we are going to obtain, they
would not directly allow us to compute the 2-microlocal frontier. As a consequence, they would
be of no use for, e.g., computing the variation of regularity under differentiation of the “chirped
multifractional Brownian motion” mentioned at the beginning of the introduction. Indeed, as
explained at the beginning of this work, the sole knowledge of α˜ and α, or even of exact moduli
of continuity, is not sufficient in order to predict the evolution of pointwise regularity under
integro-differentiation, and one needs rather to obtain bounds “mixing” the two exponents, as in
inequality (3). Although it should be possible to generalize the approach described in [17] based
on the powerful tool of majorizing measures to obtain 2-microlocal characterizations, we follow
below a different path. In our frame, the Gaussian assumption is not necessary to obtain lower
bounds, and we deal instead with the more general class of processes satisfying condition (9).
3.2. Lower bound for the 2-microlocal frontier of stochastic processes
In this section, we give conditions for the paths of a stochastic process, not necessarily
Gaussian, to belong to a given 2-microlocal space Cs,s
′
t0 .
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3.2.1. Pointwise almost sure result
Proposition 3.3. Let X = {X t ; t ∈ RN+} be a cadlag (right continuous with left limits)
stochastic process. Assume that for some t0, there exists two constants C > 0 and ρ0 > 0
such that
∀0 < ρ < ρ0,∀t, u ∈ B(t0, ρ); E |X t − Xu |η ≤ C‖t − u‖N+µρ−ν (9)
with η > 0, µ > 0 and ν < 0.
Then, almost surely, the paths of the process X belong to Cσ−ν/η,ν/ηt0 , for all σ <
µ
η
.
In other words, the 2-microlocal frontier of X at t0 verifies
σ t0
(
ν
η
)
≥ µ
η
a.s.
Proof. Let s′ = ν/η and 0 < σ < µ/η. Let us take ρ = 2−n for n ≥ n0 = − log2 ρ0 and set
Dmn (t0) =
{
t0 + k.2−(m+n); k ∈ {0,±1, . . . ,±2m}N
}
. Let us consider the event
Ωmn =
 maxk,l∈{0,...,±2m }N
‖k−l‖=1
∣∣X t0+k.2−(m+n) − X t0+l.2−(m+n) ∣∣ > 2−σ(m+n)2s′n
 .
We have
P
{
Ωmn
} ≤ ∑
k,l∈{0,...,±2m }N
‖k−l‖=1
P
{∣∣X t0+k.2−(m+n) − X t0+l.2−(m+n) ∣∣ > 2−σ(m+n)2s′n}
≤
∑
k,l∈{0,...,±2m }N
‖k−l‖=1
E
∣∣X t0+k.2−(m+n) − X t0+l.2−(m+n) ∣∣η
2−ησ(m+n)2ηs′n
≤ 2N C # {0, . . . ,±2m}N︸ ︷︷ ︸
(1+2(m+1))N
2−(N+µ−ησ)(m+n).
Then,
P
{
Ωmn
} ≤ (2N .22N ) C 2−(µ−ησ)m 2−(N+µ−ησ)n
and
P
{∃m;Ωmn } = P
{⋃
m
Ωmn
}
≤
∑
m
P
{
Ωmn
}
≤ (2N .2
2N ) C 2−(N+µ−ησ)n
1− 2−(µ−ησ) .
The Borel–Cantelli lemma implies existence of a random variable n∗ ≥ n0 such that, almost
surely,
∀n ≥ n∗,∀m ∈ N; max
k,l∈{0,...,±2m }N
‖k−l‖=1
∣∣X t0+k.2−(m+n) − X t0+l.2−(m+n) ∣∣ ≤ 2−σ(m+n)2s′n .
2286 E. Herbin, J. Le´vy-Ve´hel / Stochastic Processes and their Applications 119 (2009) 2277–2311
Therefore, by induction, we get for all n ≥ n∗ and all m ∈ N
∀q > m, ∀t, u ∈ Dqn (t0); s.t.‖t − u‖ < 2−(m+n);
|X t − Xu | ≤ 2
(
q∑
j=m+1
2−σ( j+n)
)
2s
′n ≤ 2.2
−σ(m+n+1)
1− 2−σ 2
s′n
which leads to
∀t, u ∈ Dn(t0) =
⋃
m
Dmn (t0); |X t − Xu | ≤
2
1− 2−σ ‖t − u‖
σ 2s
′n
and using the right continuity of X ,
∀t, u ∈ B(t0, 2−n); |X t − Xu | ≤ 21− 2−σ ‖t − u‖
σ 2s
′n .
Hence, almost surely, for all ρ ∈ (0, 2−n∗), there exists n > n∗ such that 2−(n+1) ≤ ρ ≤ 2−n
and
∀t, u ∈ B(t0, ρ); |X t − Xu | ≤ 21− 2−σ ‖t − s‖
σ 2s
′n
≤ 2−s′ 2
1− 2−σ ‖t − u‖
σρ−s′ . (10)
This inequality proves that the sample paths of X belong to Cσ−ν/η,ν/ηt0 . This implies that for all
 > 0, P{σ t0(ν/η) ≥ µ/η − } = 1. Taking  ∈ Q+, we get P{σ t0(ν/η) ≥ µ/η} = 1. 
Corollary 3.4. Let X = {X t ; t ∈ RN+} be a continuous Gaussian process. Assume that for some
t0, there exists two constants C > 0 and ρ0 > 0 such that
∀0 < ρ < ρ0,∀t, u ∈ B(t0, ρ); E [X t − Xu]2 ≤ C‖t − u‖2σρ−2s′ (11)
with σ > 0 and s′ < 0.
Then, almost surely, the paths of the process X belong to C σ˜−s
′,s′
t0 , for all σ˜ < σ .
In other words,
X ∈ Cσ−s′,s′t0 ⇒
[
∀σ˜ < σ, X ∈ C σ˜−s′,s′t0 a.s.
]
and consequently,
σ t0(s
′) ≥ σ a.s.
Proof. From (11), for all p ∈ N∗ we get
∀0 < ρ < ρ0,∀t, u ∈ B(t0, ρ); E [X t − Xu]2p ≤ C λp ‖t − u‖2pσρ−2ps′
where λp is the positive constant such that for all centered Gaussian random variable Y , we have
E[Y 2p] = λp
(
E[Y 2])p.
For any p ∈ N∗ such that 2pσ > N , Proposition 3.3 implies that the sample paths of X
belong to C σ˜−s
′,s′
t0 for all σ˜ < σ − N2p . The result follows. 
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Remark 1. The assumptions of Corollary 3.4 are equivalent to the existence of σ > 0 and s′ < 0
such that
lim sup
ρ→0
sup
t,u∈B(t0,ρ)
E [X t − Xu]2
‖t − u‖2σρ−2s′ < +∞.
In Proposition 3.3, if (9) holds for all t0 in [a, b], by Kolmogorov’s criterion, the process
X admits a version X˜ , which is continuous on [a, b]. Therefore, the cadlag condition may be
thought unnecessary: The regularity of the paths of X would stand for the regularity of the paths
of one of its continuous versions.
On the contrary to pointwise results, uniform almost sure regularity at t0 ∈ RN+ should depend
on the considered version. In that view, we assume that X is cadlag and as all the cadlag versions
of X are indistinguishable, the question of uniformity in t0 ∈ RN+ is worth further investigation.
3.2.2. Uniform almost sure result on RN+
Inequalities (8) show that an uniform lower bound for the local Ho¨lder exponent gives an
uniform lower bound for σ t0(s
′).
Proposition 3.5. Let X = {X t ; t ∈ RN+} be a continuous stochastic process. Assume that there
exist a constant η > 0 and a positive function µ which admits a positive lower bound, and that
for all t0 ∈ RN+ , there exists C0 > 0 and ρ0 > 0 such that
∀t, u ∈ B(t0, ρ0), E |X t − Xu |η ≤ C0 ‖t − u‖N+µ(t0). (12)
Then, almost surely
∀t0 ∈ RN+; α˜(t0) ≥ lim infu→t0
µ(u)
η
(13)
and, as a consequence
∀t0 ∈ RN+ ,∀s′ < 0; σ t0(s′) ≥ s′ + lim infu→t0
µ(u)
η
. (14)
Proof. First, let us suppose that the function µ is constant.
By (16) and Kolmogorov’s criterion, for all t0 ∈ RN+ , there exists a modification X˜ t0 of X
which is α-Ho¨lder continuous for all α ∈ (0, µ/η) on B(t0, ρ0). Therefore the local Ho¨lder
exponent of X˜ t0 satisfy
∀t ∈ B(t0, ρ0); α˜ X˜ t0 (t) ≥
µ
η
.
As a consequence, for all t0 ∈ RN+ , there exists ρ0 > 0 such that
P
{
∀t ∈ B(t0, ρ0); α˜(t) ≥ µ
η
}
= 1.
For all a, b ∈ QN+ , such that a ≺ b, we have
[a, b] ⊂
⋃
t0∈[a,b]
B(t0, ρ0).
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As [a, b] is compact, there exists a finite number of balls B1, . . . , Bn such that
[a, b] ⊂
n⋃
i=1
Bi
and
∀i = 1, . . . , n; P
{
∀t ∈ Bi ; α˜(t) ≥ µ
η
}
= 1.
Therefore, we get
P
{
∀t ∈ [a, b]; α˜(t) ≥ µ
η
}
= 1.
As RN+ can be covered by a countable number of compact sets [a, b], this leads to
P
{
∀t ∈ RN+; α˜(t) ≥
µ
η
}
= 1. (15)
Using (8) and the continuity of s′ 7→ σ t0(s′), the result follows.
In the general case of a non-constant function µ, for all a, b ∈ QN+ with a ≺ b and all
σ = infu∈[a,b] µ(u)/η −  with  > 0, there exists a constant C > 0 such that
∀t, u ∈ [a, b]; E |X t − Xu |η ≤ C ‖t − u‖N+σ .
Then (15) implies the existence of Ω∗ ⊂ Ω such that P {Ω∗} = 1 and for all ω ∈ Ω∗,
∀a, b ∈ QN+ ,∀ ∈ Q+,∀t0 ∈
◦︷ ︸︸ ︷
[a, b]; α˜(t0) ≥ inf
u∈[a,b]
µ(u)
η
− .
Therefore, taking two sequences (an)n∈N and (bn)n∈N such that ∀n ∈ N; an < t0 < bn and
converging to t0, we have for all ω ∈ Ω∗
∀t0 ∈ RN+; α˜(t0) ≥ lim infu→t0
µ(u)
η
. 
Example 1. Linear Multifractional Stable Motion on R.
The Linear Multifractional Stable Motion (LMSM) is an α-stable process (with 0 < α < 2)
which is obtained from the better-known linear fractional stable motion by replacing the constant
H by a Ho¨lder-continuous function H(t). See [21, Chapter 3] for details on the linear fractional
stable motion and [5,22] for the definition and properties of the LMSM. Let us consider such an
LMSM, with the following assumptions : α > 1, and, for all t , 1/α < H(t) < 1. Assume in
addition that, for all t0, α˜H (t0) > 1/α. It is shown in [22], inequality (3.6), that:
∀p ∈ (1, α),∀t, u ∈ B(t0, ρ0), E |X t − Xu |p ≤ C(p)|t − u|
p(α˜H (t0)∧ min
v∈B(t0,ρ0)
H(v))
.
A direct application of Proposition 3.5 then yields:
∀t0 ∈ RN+ ,∀s′ < 0; σ t0(s′) ≥ s′ + α˜H (t0) ∧ H(t0)−
1
α
.
[22] contains more precise statements on the local and pointwise Ho¨lder exponents of the LMSM.
See Section 4.4 for related results on stable integrals.
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Using the same technique as in Corollary 3.4, one gets, in the particular case of Gaussian
processes:
Corollary 3.6. Let X = {X t ; t ∈ RN+} be a continuous Gaussian process. Assume that there
exists a function σ which admits a positive lower bound, and that for all t0 ∈ RN+ , there exists
C0 > 0 and ρ0 > 0 such that
∀t, u ∈ B(t0, ρ0), E [X t − Xu]2 ≤ C0 ‖t − u‖2σ(t0). (16)
Then, almost surely
∀t0 ∈ RN+; α˜(t0) ≥ lim infu→t0 σ(u) (17)
and, as a consequence
∀t0 ∈ RN+ ,∀s′ < 0; σ t0(s′) ≥ s′ + lim infu→t0 σ(u). (18)
The uniform almost sure lower bound for the 2-microlocal frontier can be improved when
E |X t − Xu |η admits, in the ball B(t0, ρ), an upper bound function of ‖t − u‖ and ρ, uniformly
in t0. We only state the result in the Gaussian case.
Proposition 3.7. Let X = {X t ; t ∈ RN+} be a continuous Gaussian process. Assume that for all
t0, there exists a real function ςt0 such that
∀t0,∀s′ < 0; ςt0(s′) ≥ m(s′) > 0
and that there exists two constants C > 0 and δ > 0 such that for all t0 ∈ [0, 1] and all s′ < 0
∀0 < ρ < δ, ∀t, u ∈ B(t0, ρ); E [X t − Xu]2 ≤ C ‖t − u‖2ςt0 (s′)ρ−2s′ . (19)
Then for all s′ < 0, almost surely
∀t0 ∈ [0, 1]; σ t0(s′) ≥ lim infu→t0 ςu(s
′).
The proof of Proposition 3.7 is an improvement of the one of Proposition 3.3 and is somewhat
technical. It is given in Section 5.
3.3. Upper bound for the 2-microlocal frontier of Gaussian processes
In this section, we assume that the considered processes are Gaussian. We show that an almost
sure upper bound can be established for the 2-microlocal frontier of the sample paths.
3.3.1. Pointwise almost sure result
To get an almost sure upper bound for σ t0(s
′), we need the following
Lemma 3.8. Let X = {X t ; t ∈ RN+} be a continuous Gaussian process. Assume that for some
t0 ∈ RN+ , there exist σ > 0 and s′ < 0 such that there are two sequences (tn)n∈N and (un)n∈N
converging to t0, and a constant c > 0 such that
∀n ∈ N; E [X tn − Xun ]2 ≥ c‖tn − un‖2σρ−2s′n
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where ρn ≥ max(‖tn − t0‖, ‖un − t0‖). Then the 2-microlocal exponent satisfies almost surely
σ t0(s
′) ≤ σ.
Proof. Let  > 0 and consider two sequences (tn)n∈N and (un)n∈N as in the statement of the
Lemma.
For all n ∈ N, the law of the random variable X tn−Xun‖tn−un‖σ+ρ−s′n is N (0, σ
2
n ).
From the assumption, we have σn ≥ c‖tn − un‖−2 →+∞ as n→+∞.
Then, for all λ > 0,
P
{
‖tn − un‖σ+ρ−s′n
|X tn − Xun |
< λ
}
= P
{ |X tn − Xun |
‖tn − un‖σ+ρ−s′n
>
1
λ
}
=
∫
|x |> 1
λ
1√
2piσn
exp
(
− x
2
2σ 2n
)
.dx
= 1
2pi
∫
|x |> 1
λσn
exp
(
− x
2
2
)
.dx
n→+∞−→ 1.
Therefore the sequence
(
‖tn−un‖σ+ρ−s′n|X tn−Xun |
)
n∈N
converge to 0 in probability. This implies the
existence of a subsequence which converge to 0 almost surely. Thus, almost surely, σ t0(s
′) ≤
σ + . Taking  ∈ Q+, the result follows. 
Remark 2. The assumptions of Lemma 3.8 are equivalent to the existence of σ > 0 and s′ < 0
such that
lim sup
ρ→0
sup
t,u∈B(t0,ρ)
E [X t − Xu]2
‖t − u‖2σρ−2s′ > 0.
3.3.2. Uniform almost sure result on RN+
In contrast with what happens in the case of the lower bound, if the assumptions of Lemma 3.8
are satisfied for all t0, the conclusion holds uniformly in t0:
Proposition 3.9. Let X = {X t ; t ∈ RN+} be a continuous Gaussian process. Suppose that the
assumptions of Lemma 3.8 are satisfied for all t0 ∈ RN+ , with the same σ and s′. Then the
2-microlocal exponent satisfies almost surely
∀t0 ∈ RN+; σ t0(s′) ≤ σ.
For the sake of readability, we postpone the proof of this Proposition to Section 5. In the light
of Remark 2, Proposition 3.9 implies
Theorem 3.10. Let X = {X t ; t ∈ RN+} be a continuous Gaussian process. Assume that for all
t0 ∈ RN+ and all s′ < 0, there exists ςt0(s′) > 0 such that
lim sup
ρ→0
sup
t,u∈B(t0,ρ)
E [X t − Xu]2
‖t − u‖2ςt0 (s′)ρ−2s′ > 0.
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Then for all s′ < 0, we have almost surely
∀t0 ∈ RN+; σ t0(s′) ≤ lim sup
u→t0
ςu(s
′).
Proof. Under the assumptions of the theorem, for all a, b ∈ QN+ with a ≺ b and all ς(s′) =
supu∈[a,b] ςu(s′),
∀t0 ∈ [a, b]; lim sup
ρ→0
sup
s,t∈B(t0,ρ)
E [X t − Xs]2
‖t − s‖2ς(s′)ρ−2s′ > 0.
Therefore, by Proposition 3.9, for all s′ < 0, there exists a set Ω∗ ⊂ Ω with P {Ω∗} = 1 such
that for all ω ∈ Ω∗
∀a, b ∈ QN+ ,∀t0 ∈
◦︷ ︸︸ ︷
[a, b]; σ t0(s′) ≤ sup
u∈[a,b]
ςu(s
′).
Taking two sequences (an)n∈N and (bn)n∈N such that ∀n ∈ N; an < t0 < bn and converging to
t0, we have for all ω ∈ Ω∗
∀t0 ∈ RN+; σ t0(s′) ≤ lim sup
u→t0
ςu(s
′). 
3.4. Where is, almost surely, the 2-microlocal frontier?
In this section, we show that, not surprisingly, the 2-microlocal frontier of the paths of a
Gaussian process can be evaluated by studying its incremental covariance. The proofs rely on
the computation of almost sure lower and upper bounds for the frontier, which were developed
in Sections 3.2 and 3.3.
As a counterpart to the random Ho¨lder exponents and frontier σ t0(s
′), let us introduce the
deterministic local Ho¨lder exponent
(t0) = sup
{
α; lim sup
ρ→0
sup
t,u∈B(t0,ρ)
E [X t − Xu]2
‖t − u‖2α <∞
}
(20)
and the deterministic 2-microlocal frontier s′ 7→ t0(s′):
t0(s
′) = sup
{
σ ; lim sup
ρ→0
sup
t,u∈B(t0,ρ)
E [X t − Xu]2
‖t − u‖2σρ−2s′ <∞
}
= sup
{
σ ; X ∈ Cσ−s′,s′t0
}
. (21)
The same proof as in the frame of deterministic functions allows us to show that the
deterministic 2-microlocal frontier s′ 7→ t0(s′) is concave and thus continuous on (−1, 0).
The two following sections give almost sure pointwise and uniform results concerning the
2-microlocal frontier (recall that we assume that σ t0 intersects the region defined by conditions
(7)).
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3.4.1. Pointwise almost sure 2-microlocal frontier
Proposition 3.3 in Section 3.2 shows that for all s′, almost surely,
t0(s
′) ≤ σ t0(s′).
Conversely, according to Lemma 3.8, for all s′, almost surely,
σ t0(s
′) ≤ t0(s′).
Using additionally the continuity of the frontier, one may thus state
Theorem 3.11. Let X = {X t ; t ∈ RN+} be a continuous Gaussian process. For any t0 ∈ RN+ ,
the 2-microlocal frontier of X at t0 is almost surely equal to the function s′ 7→ t0(s′).
In the same way as in the deterministic frame, the almost sure values of the pointwise
and local Ho¨lder exponents can be computed from the almost sure 2-microlocal frontier (see
Propositions 2.5 and 2.6).
Corollary 3.12. For any t0 ∈ RN+ , the pointwise Ho¨lder exponent of X at t0 is almost surely
equal to − inf{s′ : t0(s′) ≥ 0}, provided t0(0) > 0.
Corollary 3.13. For any t0 ∈ RN+ , the local Ho¨lder exponent of X at t0 is almost surely equal to
t0(0), provided t0(0) > 0.
3.4.2. Uniform almost sure result on RN+
Proposition 3.5 and Theorem 3.10 in Sections 3.2 and 3.3 provide some almost sure results
about the 2-microlocal frontier and the local Ho¨lder exponent, uniformly in t0 ∈ RN+ .
Theorem 3.14. Let X = {X t ; t ∈ RN+} be a continuous Gaussian process. Assume that the
function t0 7→ lim infu→t0 (u) is positive. Then, almost surely
∀t0 ∈ RN+; lim infu→t0 (u) ≤ α˜(t0) ≤ lim supu→t0
(u). (22)
Proof. By definition of (t0), for all  > 0, and all t0 ∈ RN+ , there exist C0 > 0 and ρ0 > 0 such
that
∀t, u ∈ B(t0, ρ0); E [X t − Xu]2 ≤ C0‖t − u‖2( (t0)−).
Proposition 3.5 implies that, almost surely,
∀t0 ∈ RN+; α˜(t0) ≥ lim infu→t0 (u)− 
and, taking  ∈ Q+,
∀t0 ∈ RN+; α˜(t0) ≥ lim infu→t0 (u).
Conversely, using Theorem 3.10 with s′ = 0, for all  > 0, we have almost surely
∀t0 ∈ RN+; α˜(t0) ≤ lim sup
u→t0
(u)+ .
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Taking  ∈ Q+, we get
∀t0 ∈ RN+; α˜(t0) ≤ lim sup
u→t0
(u). 
Corollary 3.15. Let X = {X t ; t ∈ RN+} be a continuous Gaussian process. Assume that the
function t0 7→ (t0) is continuous and positive. Then, almost surely
∀t0 ∈ RN+; α˜(t0) = (t0). (23)
By Remark 3.2, Theorems 3.10 and 3.14 imply
Corollary 3.16. Let X = {X t ; t ∈ RN+} be a Gaussian process. Assume that the function
t0 7→ (t0) is continuous and positive. Then, almost surely
∀t0 ∈ RN+ ,∀s′ < 0; (t0)+ s′ ≤ σ t0(s′) ≤ lim sup
u→t0
u(s
′). (24)
Theorem 3.14 and Corollary 3.16 only give bounds for the uniform almost sure 2-microlocal
frontier. However, in specific cases, we are able to obtain a sharp result: This happens for instance
for fractional Brownian motion and regular multifractional Brownian motion, as we show below.
4. Applications to some well-known Gaussian and non-Gaussian processes
The results of the previous section can be used to compute the almost sure 2-microlocal
frontier of some well-known Gaussian processes such as (multi)fractional Brownian motion,
generalized Weierstrass function, and Wiener integrals. We also briefly consider the case of stable
integrals in Section 4.4.
4.1. Fractional Brownian motion
Fractional Brownian motion (fBm) is one of the simplest processes whose regularity has been
deeply studied (see [12] for a recent account). It is defined as the continuous Gaussian process
B H = {B Ht ; t ∈ R+} such that for all t, u ∈ R+,
E
[
B Ht − B Hu
]2 = |t − u|2H (25)
where H ∈ (0, 1).
It is well-known that fBm is almost surely Ho¨lder-continuous but nowhere differentiable. As a
consequence, its 2-microlocal frontier intersects the region defined by conditions (7). The results
of paragraph 3.4.2 can then be applied to fBm. Theorem 3.14 directly yields the value of the
almost sure local Ho¨lder exponent uniformly on R+. The uniformity of (25) in the whole of R+,
then allows us to get the almost sure 2-microlocal frontier of fBm, uniformly in R+.
Proposition 4.1. Almost surely, the 2-microlocal frontier at any t0 of the fractional Brownian
motion in the region{
0 < σ < 1+ s′
−1 < s′ < 0
is equal to the line σ = H + s′.
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Proof. According to Corollary 3.16, the result relies on the fact that t0(s
′) = H + s′ for all
t0 ∈ R+ and all s′ < 0.
To prove this fact, we first observe that definition of fBm implies that
∀t0 ∈ R+; (t0) = H,
which gives the lower bound for t0(s
′). Secondly, to get the upper bound, we consider any
sequences (ρn)n∈N converging to 0, (un)n∈N and (tn)n∈N such that for all n ∈ N, un, tn ∈
B(t0, ρn) and |tn − un| = ρn . As a consequence, for all n,
E
[
X tn − Xun
]2
|tn − un|2(H+s′)ρ−2s′n
= |tn − un|−2s′ρ2s′n
= 1
which gives
lim sup
ρ→0
sup
t,u∈B(t0,ρ)
E [X t − Xu]2
|t − u|2(H+s′)ρ−2s′ > 0
and then,
∀t0 ∈ R+,∀s′ < 0; t0(s′) ≤ H + s′. 
As the pointwise (resp. local) Ho¨lder exponent is the intersection of the 2-microlocal frontier
with the axis s′ = 0 (resp. the line σ = 0), one recover the following well-known results as
immediate consequences of Proposition 4.1.
Corollary 4.2. The local and pointwise Ho¨lder exponents satisfy almost surely
∀t0 ∈ R+; α˜(t0) = α(t0) = H.
4.2. Multifractional Brownian motion
As shown in Corollary 4.2, the local regularity of fBm is constant along the paths. A natural
extension of fBm is to substitute the constant parameter H , with a function t 7→ H(t) taking
values in (0, 1). This leads to multifractional Brownian motion (see [23,4]). The mBm can be
defined as the process X = {X t ; t ∈ R+} such that
X t =
∫
R
[
|t − u|H(t)+ 12 − |u|H(t)+ 12
]
.W(du)
where W denotes the white noise of R.
This process is now well studied, with many results on its local regularity [4], higher
dimensional versions [3,6], extension to the case where H is itself random [24], study of its local
time [19,2,6] and more. The covariance structure of mBm was first computed in [25] and the
asymptotic behaviour of the incremental covariance was investigated in [3]. For all a, b ∈ [0, 1],
and all t0 ∈ [a, b], there exist positive constants K (t0) and L(t0) such that
∀t, u ∈ B(t0, ρ); E [X t − Xu]2 = K (t0)‖t − u‖2H(t) + L(t0) [H(t)− H(u)]2
+ oa,b
(
‖t − u‖2H(t)
)
+ oa,b (H(t)− H(u))2 . (26)
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This approximation, together with the fact that mBm is Ho¨lder-continuous but not differentiable,
allows computing the almost sure 2-microlocal frontier of the mBm at any point t0. However,
in contrast to the case of fBm, (26) only gives local information about the covariance. As a
consequence, obtaining almost sure results uniformly in t0 requires further work.
4.2.1. Pointwise almost sure 2-microlocal frontier of the mBm
Proposition 4.3. The 2-microlocal frontier of the multifractional Brownian motion in the region{−1 < s′ < 0
0 < σ < 1+ s′
is, at any fixed t0, almost surely equal to the “minimum” of the 2-microlocal frontier of H at t0
and the line σ = H(t0) + s′. More precisely, for all t0, σ t0(s′) = (H(t0) + s′) ∧ βt0(s′) with
probability one, where βt0(s
′) denotes the 2-microlocal frontier of the deterministic function H
at t0.
Proof. By definition, for each s′ ∈ (−∞; 0),
βt0(s
′) = sup
{
β; lim sup
ρ→0
sup
t,u∈B(t0,ρ)
|H(t)− H(u)|
‖t − u‖βρ−s′ <∞
}
. (27)
We have to distinguish the 2 following cases:
• H(t0)+ s′ < βt0(s′).
For all σ < H(t0)+ s′, there exists η0 > 0 such that
∀t ∈ B(t0, η0); σ < H(t)+ s′.
Then, for all 0 < ρ < η0
‖t − u‖2H(t)
‖t − u‖2σρ−2s′ =
‖t − u‖2(H(t)−σ)
ρ−2s′
≤ (2ρ)
2(H(t)−σ)
ρ−2s′
→ 0
and
[H(t)− H(u)]2
‖t − u‖2σρ−2s′ → 0.
Then by (26), we have σ ≤ t0(s′). This implies
H(t0)+ s′ ≤ t0(s′). (28)
For all σ s.t. H(t0)+ s′ < σ < βt0(s′), there exists η1 > 0 such that
∀t ∈ B(t0, η1); H(t)+ s′ < σ.
Let us consider ρn = 1n and un, tn ∈ B(t0, ρn) such that |tn − un| = ρn . For 1n ≤ η1, we have
‖tn − un‖2H(tn)
‖tn − un‖2σρ−2s′n
= ρ2(H(tn)+s′−σ)n →+∞
and
[H(tn)− H(un)]2
‖tn − un‖2σρ−2s′n
→ 0.
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Then from (26), we get σ ≥ t0(s′). This implies
t0(s
′) ≤ H(t0)+ s′. (29)
• βt0(s′) < H(t0)+ s′.
There exists η2 > 0 such that
∀t ∈ B(t0, η2); βt0(s′) < H(t)+ s′.
For all σ < βt0(s
′), we have
‖t − u‖2H(t)
‖t − u‖2σρ−2s′ → 0
and
[H(t)− H(u)]2
‖t − u‖2σρ−2s′ → 0.
Then, by (26), we have σ ≤ t0(s′). This implies
βt0(s
′) ≤ t0(s′). (30)
For all σ s.t. βt0(s
′) < σ < H(t0)+ s′, there exist sequences:
– (ρn)n of positive real numbers converging to 0,
– (un)n and (tn)n s.t. ∀n; un, tn ∈ B(t0, ρn)
such that
[H(tn)− H(un)]2
‖tn − un‖2σρ−2s′n
→+∞.
Moreover, there exists η3 > 0 such that
∀t ∈ B(t0, η3); σ < H(t)+ s′.
Let N3 ∈ N be such that ∀n ≥ N0; 0 < ρn < η3. For n ≥ N3, we have
‖tn − un‖2H(tn)
‖tn − un‖2σρ−2s′n
→ 0.
Then, from (26), we get σ ≥ t0(s′). This implies
t0(s
′) ≤ βt0(s′). (31)
From (28)–(31), the result follows with Theorem 3.11. 
As in fBm’s case, the almost sure pointwise and local Ho¨lder exponents of mBm can be
deduced from its almost sure 2-microlocal frontier.
Corollary 4.4. At any t0, the pointwise and local Ho¨lder exponents of the multifractional
Brownian motion verify almost surely:
α(t0) = H(t0) ∧ β(t0)
α˜(t0) = H(t0) ∧ β˜(t0)
where β(t0) and β˜(t0) denote the pointwise and local Ho¨lder exponents of H at t0.
This result was already stated in [3].
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Example 1. Following the introduction section, consider an mBm X whose H function is equal
to a+b|t− t0|γ sin(|t− t0|−δ) in a neighbourhood of t0, where γ > 0, δ > 0, and a, b are chosen
such that H(t) ∈ (0, 1) for t in a neighbourhood of t0. We may apply Proposition 4.3 to get the
almost sure 2-microlocal frontier of X at t0.
Recall from Section 2 that the 2-microlocal frontier of H is the function βt0 : s′ 7→ βt0(s′) =
1
δ+1 s
′ + γ
δ+1 . Recall also that, because we are restricting to the part of the frontier that intersects
the region defined by (7), we can only consider what happens through differentiation of small
enough order.
Three situations may occur, depending on the values of a, γ and δ. If a = H(t0) < γδ+1 , then
the 2-microlocal frontier of X is the line s′ 7→ a + s′, and nothing interesting happens from the
2-microlocal point of view. If a > γ , then the frontier of X is equal to βt0 . As a consequence,
differentiation of X of order ε decreases its pointwise exponent by −ε(1 + δ) instead of the
expected −ε, as long as ε < γ
δ+1 (i.e. the local exponent remains positive). In the intermediate
case γ
δ+1 ≤ a ≤ γ , the frontier is the union of two line segments. An even more unexpected
behaviour then occurs: since its is parallel to the bisector in the neighbourhood of σ = 0, the
behaviour of the pointwise exponent is regular (i.e. it decreases by ε through ε-differentiation) for
ε small enough. However, when ε is larger than the ordinate of the point of intersection between
the lines s′ 7→ H(t0) + s′ and s′ 7→ βt0(s′), namely for ε > (γ − a)/δ, the decrease of the
pointwise exponent will be equal to (γ − a)/δ + (ε − (γ − a)/δ)(1+ δ).
4.2.2. Uniform almost sure 2-microlocal frontier of mBm
Under some assumptions on the function H or its regularity, uniform results hold. First, in the
case where the local regularity of H varies continuously, a direct application of Theorem 3.14
yields the following statement:
Proposition 4.5. Let X = {X t ; t ∈ R+} be a multifractional Brownian motion such that the
function t 7→ β˜(t), where β˜(t) is the local Ho¨lder exponent of H at t , is continuous on some
open interval I . Then the local Ho¨lder exponent of X satisfies almost surely
∀t ∈ I : α˜(t) = H(t) ∧ β˜(t).
Proof. Using the approximation (26), the deterministic Ho¨lder exponent of X at t0 can be
computed as in Proposition 4.3
(t0) = H(t0) ∧ β˜(t0).
The result follows from Theorem 3.14. 
In the case of a regular mBm, i.e. when the values taken by the function H are smaller than
its regularity, a uniform result for the 2-microlocal frontier of the process holds as well:
Theorem 4.6. Let X = {X t ; t ∈ R+} be a multifractional Brownian motion such that the
function H satisfy, for some open interval I ,
∀t ∈ I ; H(t) < β˜(t)
where β˜(t) is the local Ho¨lder exponent of H at t .
Then, almost surely, the 2-microlocal frontier at all t0 ∈ I of X in the region{
0 < σ < 1+ s′
−1 < s′ < 0
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is equal to the line σ = H(t0)+ s′.
In particular, almost surely, for all t0 ∈ I , α(t0) = α˜(t0) = H(t0).
Proof. Under the assumptions of the theorem, for all t0 ∈ I , (26) implies
∀t0 ∈ I ; (t0) = H(t0). (32)
Conversely, for all t0 ∈ I , and all sequence (ρn)n∈N converging to 0, there exist two sequences
(tn)n∈N and (un)n∈N such that for all n ∈ N, tn, un ∈ B(t0, ρn) and |tn − un| = ρn .
Then, by (26), for all σ s.t. H(t0)+ s′ < σ < β˜(t0)+ s′, we have
E
[
X tn − Xun
]2
|tn − un|2σρ−2s′n
−→ +∞
as n goes to +∞, which gives
lim sup
ρ→0
sup
t,u∈B(t0,ρ)
E [X t − Xu]2
|t − u|2σρ−2s′ > 0
and thus
∀t0 ∈ I,∀s′ < 0; t0(s′) ≤ H(t0)+ s′. (33)
The result follows from (32) and (33) and Corollary 3.16. 
Remark 3. With global regularity conditions on the function H , one can obtain a uniform analog
of Proposition 4.3. For instance, it is not hard to adapt the proofs above to show that if the
inequality
lim sup
ρ→0
sup
t,u∈B(t0,ρ)
|H(t)− H(u)|
‖t − u‖βt0ρ−s′ <∞
is verified for all t0 ∈ I , then, almost surely, for all t0 ∈ I ,
σ t0(s
′) = (H(t0)+ s′) ∧ βt0(s′)
and
α(t0) = H(t0) ∧ β(t0)
α˜(t0) = H(t0) ∧ β˜(t0)
where β(t0) and β˜(t0) denote the pointwise and local Ho¨lder exponents of H at t0.
4.3. Generalized Weierstrass function
Let us recall the definition of the well-known Weierstrass function [26]:
WH (t) =
∞∑
j=1
λ− j H sin λ j t (34)
where λ ≥ 2 and H ∈ (0, 1).
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The Ho¨lder regularity of a stochastic version of the Weierstrass function has been studied
in [18]. Let
(
Z j
)
j∈N be a sequence ofN (0, 1) i.i.d. random variables and define the generalized
Weierstrass function (GW) as the following Gaussian process X = {X t ; t ∈ R+}:
X t = WH(t)(t) =
∞∑
j=1
Z jλ
− j H(t) sin λ j t (35)
where t 7→ H(t) takes values in (0, 1).
The regularity of this process can be obtained by the computation of the incremental
covariance. It is easy to show that X is Ho¨lder-continuous but not differentiable.
4.3.1. Bound for the incremental covariance of GW
Proposition 4.7. Let X = {X t ; t ∈ R+} be a generalized Weierstrass function. For all 0<a <b,
there exists positive constants K = K (a) and L = L(a) such that
∀t, u ∈ [a, b]; E [X t − Xu]2 ≤ K |t − u|H(t)+H(u) + L (H(t)− H(u))2 . (36)
Proof. From (35), one computes
E [X t − Xu]2 =
∑
j,k
(
λ− j H(t) sin λ j t − λ− j H(u) sin λ j u
)
×
(
λ−k H(t) sin λk t − λ−k H(u) sin λku
)
.E
[
Z j Zk
]
=
∑
j
(
λ− j H(t) sin λ j t − λ− j H(u) sin λ j u
)2
. (37)
Using the decomposition
λ− j H(t) sin λ j t − λ− j H(u) sin λ j u =
(
λ− j H(t) − λ− j H(u)
)
× sin λ j t + λ− j H(u)
(
sin λ j t − sin λ j u
)
,
we get
E [X t − Xu]2 ≤ 2
∑
j
(
λ− j H(t) − λ− j H(u)
)2
sin2 λ j t + 2
∑
j
λ−2 j H(u)
×
(
sin λ j t − sin λ j u
)2
. (38)
First, let us give an upper bound for the first term of (38).
∞∑
j=1
(
λ− j H(t) − λ− j H(u)
)2
sin2 λ j t ≤
∞∑
j=1
(
λ− j H(t) − λ− j H(u)
)2
.
By the finite increments theorem, there exists τ between H(t) and H(u) such that
λ− j H(t) − λ− j H(u) = − jλ− jτ (H(t)− H(u)) log λ
therefore
∞∑
j=1
(
λ− j H(t) − λ− j H(u)
)2
sin2 λ j t ≤ (H(t)− H(u))2 log2 λ.
∞∑
j=1
j2λ−2a. j . (39)
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To deal with the second term of (38), for given t, u ∈ [a, b], we consider the integer N such that
λ−(N+1) ≤ |t − u| ≤ λ−N .
∞∑
j=1
λ−2 j H(u)
(
sin λ j t − sin λ j u
)2 ≤ N∑
j=1
λ−2 j H(u)
×
(
sin λ j t − sin λ j u
)2 + 4 ∞∑
j=N+1
λ−2 j H(u). (40)
Then, using the inequality(
sin λ j t − sin λ j u
)2 = 4 sin2 λ j t − u
2
cos2 λ j
t + u
2
≤ λ2 j |t − u|2 ≤ λ2 jλ−2N ,
we get
N∑
j=1
λ−2 j H(u)
(
sin λ j t − sin λ j u
)2 ≤ λ−2N N∑
j=1
λ2 j (1−H(u))
≤ λ−2Nλ2(1−H(u)) λ
2(N−1)(1−H(u))
λ2(1−H(u)) − 1
≤ λ
−2N H(u)
λ2(1−H(u)) − 1
≤ λ
2H(u)
λ2(1−H(u)) − 1 .|t − u|
2H(s).
Moreover, as
∞∑
j=N+1
λ−2 j H(u) = λ
−2(N+1)H(u)
1− λ−2H(u) ≤
|t − s|2H(u)
1− λ−2H(u) ,
we have
∞∑
j=1
λ−2 j H(u)
(
sin λ j t − sin λ j u
)2 ≤ ( λ2H(u)
λ2(1−H(u)) − 1 +
4
1− λ−2H(u)
)
.|t − u|2H(u).
(41)
As
|t − u|2H(u) − |t − u|H(u)+H(t) = Oa,b
(
|t − u|H(t)+H(u)(H(t)− H(u))
)
+ Oa,b (H(t)− H(u))2 ,
the result follows from (38), (39) and (41). 
To get a upper bound for the 2-microlocal frontier of the generalized Weierstrass function, we
need the following statement
Proposition 4.8. Let X = {X t ; t ∈ R+} be a generalized Weierstrass function. For all t0 ∈ R+,
there exists two sequences (tn)n∈N and (un)n∈N converging to t0 and positive constants k1 and l1
E. Herbin, J. Le´vy-Ve´hel / Stochastic Processes and their Applications 119 (2009) 2277–2311 2301
such that
∀n ∈ N;
(
E
[
X tn − Xun
]2) 12 ≥ k1|tn − un| H(tn )+H(un )2 − l1 |H(tn)− H(un)| .
Moreover, if H admits a positive local Ho¨lder exponent at t0, there exists positive constants k2
and l2 such that
∀n ∈ N;
(
E
[
X tn − Xun
]2) 12 ≥ − [k2 |H(tn)− H(un)| log |tn − un| + l2]
×|tn − un| H(tn )+H(un )2 .
Proof. From (37), for all t, u ∈ R+ and all n ∈ N, we have
E [X t − Xu]2 ≥
(
λ−nH(t) sin λn t − λ−nH(u) sin λnu
)2
.
Using the decomposition
λ−nH(t) sin λn t − λ−nH(u) sin λnu =
(
λ−nH(t) − λ−nH(u)
)
sin λn t
+ λ−nH(u) (sin λn t − sin λnu)
and the triangular inequality, we get
E [X t − Xu]2 ≥
(∣∣∣λ−nH(t) − λ−nH(u)∣∣∣ . ∣∣sin λn t∣∣− λ−nH(u) ∣∣sin λn t − sin λnu∣∣)2 . (42)
For all t0 ∈ R+, there exists a sequence (tn)n∈N converging to t0, and such that |sin λn tn| > 12
for all n ∈ N. For instance, let us start from a sequence (t˜n = t0 + piλn )n∈N converging to t0, and
set, for all n
tn =
t˜n if
∣∣sin λn tn∣∣ > 12
t˜n + pi2λn otherwise.
Moreover, for all t ∈ R+ and all n ∈ N, there exists hn such that λ−(n+1) ≤ hn ≤ λ−n and
|sin λn(t + hn)− sin λn t | ≥ 110 .
As a consequence, setting un = tn + hn for all n, we get a sequence (un)n∈N converging to t0,
and such that
∀n ∈ N;
(
E
[
X tn − Xun
]2) 12 ≥ 1
10
λ−nH(un) −
∣∣∣λ−nH(tn) − λ−nH(un)∣∣∣
and
∀n ∈ N;
(
E
[
X tn − Xun
]2) 12 ≥ 1
2
∣∣∣λ−nH(tn) − λ−nH(un)∣∣∣− 2λ−nH(un).
Recall that the local Ho¨lder exponent of H at t0 is
β˜(t0) = sup
{
β; lim sup
ρ→0
sup
t,u∈B(t0,ρ)
|H(t)− H(u)|
|t − u|β < +∞
}
.
2302 E. Herbin, J. Le´vy-Ve´hel / Stochastic Processes and their Applications 119 (2009) 2277–2311
As β˜(t0) > 0, we can choose 0 < β < β˜(t0). This implies
n (H(tn)− H(un)) ∼ − (H(tn)− H(un)) log |tn − un|
∼ − H(tn)− H(un)|tn − un|β︸ ︷︷ ︸
→0
|tn − un|β log |tn − un|︸ ︷︷ ︸
→0
−→ 0.
A Taylor expansion gives
λ−nH(tn) − λ−nH(un) = (H(tn)− H(un)) n log λ.λ−nH(un)
+ O
[
(H(tn)− H(un))2 n2λ−nH(un)
]
.
Therefore, using |tn − un| ≤ λ−n and the boundedness of nλ−nH(un), there exists l1 > 0 such
that
∀n ∈ N;
(
E
[
X tn − Xun
]2) 12 ≥ 1
10
|tn − un|H(un) − l1 |H(tn)− H(un)|
and there exists k2 > 0 such that
∀n ∈ N;
(
E
[
X tn − Xun
]2) 12 ≥ k2 |H(tn)− H(un)| |tn − un|H(un) (− log |tn − un|)
− 2 |tn − un|H(un).
We conclude in the same way as in the proof of Proposition 4.7. 
4.3.2. Almost sure 2-microlocal frontier of GW
Propositions 4.7 and 4.8 allow obtaining the almost sure 2-microlocal frontier of the
generalized Weierstrass function when H is regular. The situation here is similar to the one
of mBm.
Theorem 4.9. Let X = {X t ; t ∈ R+} be a generalized Weierstrass function such that the
function H satisfy, for some open interval I ,
∀t ∈ I ; H(t) < β˜(t)
where β˜(t) is the local Ho¨lder exponent of H at t .
Then, almost surely, the 2-microlocal frontier at any t0 ∈ I of X in the region{
0 < σ < 1+ s′
−1 < s′ < 0
is equal to the line σ = H(t0)+ s′.
Proof. The proof is similar to the one in the case of mBm. We sketch it below.
For each s′ ∈ (−∞; 0), we introduce
βt0(s
′) = sup
{
β; lim sup
ρ→0
sup
t,u∈B(t0,ρ)
|H(t)− H(u)|
‖t − u‖βρ−s′ <∞
}
. (43)
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From (8), for all s′ ∈ (−1, 0], we have H(t0) + s′ < βt0(s′). Then, for all σ < H(t0) + s′, we
have
‖t − u‖2H(t0)
‖t − u‖2σρ−2s′ =
‖t − u‖2(H(t0)−σ)
ρ−2s′
≤ (2ρ)
2(H(t0)−σ)
ρ−2s′
→ 0
and
[H(t)− H(u)]2
‖t − u‖2σρ−2s′ → 0.
Thus, by Proposition 4.7, we have σ ≤ t0(s′). This implies
H(t0)+ s′ ≤ t0(s′). (44)
Conversely, for all σ s.t. H(t0) + s′ < σ < βt0(s′), the two sequences (tn)n∈N and (un)n∈N
given by Proposition 4.8 can be chosen such that for all n ∈ N, t0 + piλn ≤ tn ≤ t0 + 3pi2λn and
λ−(n+1) ≤ un − tn ≤ λ−n .
As a consequence, we have
∀n ∈ N; t0 ≤ tn ≤ un and
λ−n
(
1
λ
+ pi
)
≤ un − t0 ≤ λ−n
(
1+ 3pi
2
)
.
Therefore, setting ρn = un − t0, we have tn, un ∈ B(t0, ρn) and
‖tn − un‖2H(t0)
‖tn − un‖2σρ−2s′n
≥ λ
−2H(t0)(n+1)
λ−2nσλ2ns′
(
1+ 3pi2
)−2s′ = λ2n(H(t0)+s′−σ)→+∞.
As, on the other hand,
[H(tn)− H(un)]2
‖tn − un‖2σρ−2s′n
→ 0
from Proposition 4.8, we get σ ≥ t0(s′). This implies
t0(s
′) ≤ H(t0)+ s′. (45)
From (44) and (45), we get
∀t0 ∈ I,∀s′ < 0; t0(s′) = H(t0)+ s′
(t0) = H(t0).
Corollary 3.16 then gives the result. 
When H(t) > β˜(t), we are not able to conclude in general but we get pointwise almost sure
bounds for the 2-microlocal frontier. However, it should be possible to obtain a complete almost
sure result if one uses the definition of the stochastic Weierstrass function used in [18] instead of
(35). The trick consists in summing over a particular set of indices that grows sufficiently fast to
infinity, rather than on the whole of N. See [18] for details.
Proposition 4.10. The 2-microlocal frontier at any t0 of the generalized Weierstrass function in
the region{
0 < σ < 1+ s′
−1 < s′ < 0
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is, almost surely, “above the minimum” of the line s′ 7→ H(t0)+ s′ and the 2-microlocal frontier
of H.
Proof. We have to distinguish between the following two cases:
• If H(t0)+ s′ < βt0(s′), Theorem 4.9 gives the result.
• If βt0(s′) < H(t0)+ s′.
For all σ < βt0(s
′), we have
‖t − u‖2H(t0)
‖t − u‖2σρ−2s′ → 0
and
[H(t)− H(u)]2
‖t − u‖2σρ−2s′ → 0.
Then, by Proposition 4.7 and Corollary 3.4, we have σ ≤ σ t0(s′) almost surely. This implies
almost surely
βt0(s
′) ≤ σ t0(s′).  (46)
Remark 4. Conversely, for all σ s.t. βt0(s
′) < σ < H(t0)+s′, there exist sequences (ρn)n , (tn)n
and (un)n such that ∀n; tn, un ∈ B(t0, ρn) and
[H(tn)− H(un)]2
‖tn − un‖2σρ−2s′n
→+∞.
Moreover, we have
‖tn − un‖2H(t0)
‖tn − un‖2σρ−2s′n
→ 0.
However, the inequalities given by Proposition 4.8 are not satisfied by the sequences (tn)n and
(un)n . Thus this cannot be used to get an almost sure upper bound for σ t0(s
′). Again, using the
definition set in [18] instead of (35) should allow us to draw a conclusion in general.
4.4. Application to Wiener and stable integrals
Let us go back to the example given at the beginning of this work. We wish to apply our results
to Wiener integrals. Theorem 3.11 applies to such processes and allows us to evaluate their almost
sure 2-microlocal frontier at any point. Before we proceed, we need to set a definition:
Definition 4.11. Let ϕ be a deterministic function. The pseudo-2-microlocal frontier of ϕ at t0
is the function s′ 7→ Σt0(s′), defined for s′ ∈ (−∞; 0) by
Σt0(s
′) = sup
{
σ ; lim sup
ρ→0
sup
t,u∈B(t0,ρ)
|ϕ(t)− ϕ(u)|
‖t − u‖σρ−s′ <∞
}
. (47)
In other words, the pseudo-frontier of ϕ is obtained by using Definition 2.2 for all s′ < 0
and all σ , instead of using Definition 2.1 when (s′, σ ) 6∈ D. In general, the “true” 2-microlocal
frontier and the pseudo one do not coincide. However, one can show that if either one of these
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frontiers passes through D, then also does the other one, and in this case they coincide in D (see
[27], Proposition 3.14, p.43 and also Proposition 3.15, p.44 for a more general result). A simple
example where the frontiers differ everywhere is provided by the function ϕ(t) = t+|t |γ , where
1 < γ < 2. The frontier of ϕ at 0 is the line σ(s′) = γ + s′ (the regular part is ignored in
Definition 2.1), while its pseudo-frontier is given by Σ (s′) = 1 + s′. Note that an even more
radical difference is observed by simply taking ϕ(t) = t . In contrast, for a chirp, both frontiers
coincide, whether they intersect D or not.
Theorem 4.12. Let X be the stochastic process defined by
X t =
∫ t
0
η(u) · dBu + ψ(t),
where η and ψ are L2 deterministic functions and B is standard Brownian motion. Let s′ 7→
βt0(s
′) (resp. s′ 7→ γt0(s′)) denote the pseudo-2-microlocal frontier of the function ϕ : t 7→
∫ t
0 η
2
(resp. ψ) at t0.
Then, the 2-microlocal frontier of X at t0 in the region defined by conditions (7) is almost
surely equal to 12βt0(2s
′) ∧ γt0(s′), provided this function intersects the considered region.
Proof. Write
∀s, t ∈ R+; X t − Xs =
∫ t
s
η(u) · dBu + ψ(t)− ψ(s).
By definition of the Wiener integral,
∀s < t; E [X t − Xs]2 =
∣∣∣∣∫ t
s
η2(u).du
∣∣∣∣+ (ψ(t)− ψ(s))2
= |ϕ(t)− ϕ(s)| + (ψ(t)− ψ(s))2 .
For all ρ > 0, all σ > 0 and all s′ < 0,
∀s, t ∈ B(t0, ρ); E [X t − Xs]
2
|t − s|2σρ−2s′ =
|ϕ(t)− ϕ(s)|
|t − s|2σρ−2s′ +
( |ψ(t)− ψ(s)|
|t − s|σρ−s′
)2
.
The deterministic 2-microlocal frontier of X at t0 is therefore
t0(s
′) = 1
2
βt0(2s
′) ∧ γt0(s′).
Since X is a Gaussian process, the result follows from Theorem 3.11. 
Remark 5. Assume ψ ≡ 0 so that the frontier of X is equal to 12βt0(2s′). Using the
characterizations of the pointwise and local exponents in terms of the frontier, one can easily
see that α˜(t0) = α˜ϕ(t0)/2 and α(t0) = αϕ(t0)/2 almost surely, at least when the pseudo-frontier
coincides with the true frontier.
Example 2. Following the introduction section, consider a Wiener integral X whose kernel η
is equal to
√
|t − t0|γ | sin(|t − t0 |−δ)| in a neighbourhood of t0, where γ > 0, δ > 0 (we take
ψ ≡ 0). We may apply Theorem 4.12 to get the almost sure 2-microlocal frontier of X at t0. The
pseudo-2-microlocal frontier of ϕ (as defined in Theorem 4.12) is equal to its plain 2-microlocal
frontier, and is given by βt0(s
′) = 1
δ+1 s
′ + γ
δ+1 + 1 (since ϕ is a primitive of a chirp, its frontier
is the one of the chirp plus one). Thus, the frontier of X is equal to 1
δ+1 s
′ + γ2δ+2 + 12 . It is
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then straightforward to check the values of the pointwise and local exponents announced in
the introduction. In addition, one can see that differentiation of X of order ε will decrease its
pointwise exponent by ε(1+ δ), as long as the local exponent remains positive.
In this case, one could have considered the true 2-microlocal frontier of ϕ as, for a chirp, it
coincides with the pseudo-frontier. But the use of the true 2-microlocal frontier of ϕ, instead
of its pseudo-frontier, can lead to wrong prediction. For instance, assume that we replace
η(t) =
√
|t − t0|γ | sin(|t − t0 |−δ)| with µ(t) =
√
1+ |t − t0|γ | sin(|t − t0 |−δ)| and consider
the Wiener integral Yt whose kernel is µ. Using the 2-microlocal frontier would lead to the
prediction that pointwise and local exponents of Y should be the same as the ones of X (since
the frontier of µ and ϕ are the same). In contrast, the use of the pseudo-frontier of µ yields the
correct result that Y has both local and pointwise exponents equal to 1/2.
Remark 6. In the above example, when γ, δ tend to 0, the 2-microlocal frontier of X tends to
the one of Brownian motion, and of course, both the exponents tend to 1/2. This is consistent
with the fact that X tends to Brownian motion. This “continuity” property is not true in the
deterministic frame: when γ, δ tend to 0, ϕ tends to a linear function, whose frontier is not the
limit of the frontier of ϕ, which is equal to β(s′) = s′ + 1. On the contrary to the “true” frontier,
this property holds for the pseudo-frontier.
Using Proposition 3.3 instead of Theorem 4.12, one may compute in the same manner as
above a lower bound for the 2-microlocal frontier of stable integrals. Such integrals are obtained
by replacing the Wiener measure by a stable measure in the definition of X (see [21] for an
account on stable integrals). More precisely, let X be the stochastic process defined by
X t =
∫ t
0
η(u).dMu,
where η is an Lα deterministic function and M is an α-stable random measure (α ∈ (0, 2)).
Then, provided α 6= 1, or, if α = 1 assuming M is symmetric,
∀s < t,∀p ∈ (0, α); E |X t − Xs |p = C(α, p)
(∫ t
s
|η(u)|α.du
) p
α
,
where C(α, p) is a constant depending only on α and p (see [21]).
Reasoning as in the Gaussian case, one may obtain a lower bound on the frontier of X in terms
βt0 , the pseudo-2-microlocal frontier of the function ϕ : t 7→
∫ t
0 |η|α . Indeed,
∀s, t ∈ B(t0, ρ),∀p ∈ (0, α); E |X t − Xs |
p
|t − s|µ+1ρ−ν = C(α, p)
(
|ϕ(t)− ϕ(s)|
|t − s|(µ+1) αp ρ−ν αp
) p
α
.
By definition of βt0 , the right-hand side in the equality above will be finite when
(µ+ 1)α
p
< βt0
(
ν
α
p
)
.
Using Proposition 3.3, this entails that
σ t0
(
ν
p
)
≥ 1
α
βt0
(
να
p
)
− 1
p
.
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Now set s′ = νp to get:
σ t0(s
′) ≥ 1
α
βt0(αs
′)− 1
p
.
Since this is true for all p ∈ (0, α), we get finally:
σ t0(s
′) ≥ 1
α
βt0(αs
′)− 1
α
.
Although this result is less precise than in the Gaussian case, a lower bound for the local
regularity is a very interesting result for sample paths of a stochastic process.
Example 3. Consider a stable integral X whose kernel is equal to
(|t − t0|γ | sin(|t − t0 |−δ)|) 1α
in a neighbourhood of t0, where γ > 0, δ > 0. We may apply the result above to get that the
frontier of X is almost surely not smaller than 1
δ+1 s
′ + γ
α(δ+1) . This is the frontier of a chirp
t 7→ |t − t0| γα sin(|t − t0|−δ).
We also mention the following curiosity: when α = 1 and the skewness function λ of M is
not zero, one has
E |X t − Xs |p = C(p)
(∫ t
s
|η(u)|.du +
∫ t
s
|η(u)λ(u) log(|η(u)|)|.du
)p
,
for all p ∈ (0, 1). In this case, one can obtain the same kind of 2-microlocal behaviour as above
even with a smooth function η by putting all the irregularity in the skewness function λ.
5. Proof of intermediate results
5.1. Proof of Proposition 3.7
Let us suppose first that s′ is fixed and that the function ς is constant equal to σ .
Let  > 0 such that σ˜ = σ −  > 0. Let us take ρ = 2−n for n ≥ n0 = − log2 δ and set
Dmn (t0) =
{
t0 + k.2−(m+n); k ∈ {0,±1, . . . ,±(2m − 1)}N
}
. Let us consider the event
Ωmn =
 maxi∈{0,...,2m+n}Nk,l∈{0,...,±2m }N
‖k−l‖=1
∣∣X(i+k).2−(m+n) − X(i+l).2−(m+n) ∣∣ > 2−σ˜ (m+n)2s′n
 .
For all p ∈ N∗, we have
P
{
Ωmn
} ≤ ∑
i∈{0,...,2m+n}N
k,l∈{0,...,±2m }N
‖k−l‖=1
P
{∣∣X(i+k).2−(m+n) − X(i+l).2−(m+n) ∣∣ > 2−σ˜ (m+n)2s′n}
≤
∑
i∈{0,...,2m+n}N
k,l∈{0,...,±2m }N
‖k−l‖=1
E
[
X(i+k).2−(m+n) − X(i+l).2−(m+n)
]2p
2−2pσ˜ (m+n)22ps′n
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≤ 2N C λp #
{
0, . . . ,±2m}N︸ ︷︷ ︸
(1+2m+1)N
#
{
0, . . . , 2m+n
}N︸ ︷︷ ︸
(1+2m+n)N
2−2p(m+n),
where λp is the positive constant such that for all centered Gaussian random variable Y and all
p ∈ N∗, we have E [Y 2p] = λp (E [Y 2])p.
Then,
P
{
Ωmn
} ≤ (2N .23N ) C λp 2(2N−2p)m2(N−2p)n .
Choosing p ∈ N such that 2N − 2p < 0, we deduce
P
{∃m;Ωmn } = P
{⋃
m
Ωmn
}
≤
∑
m
P
{
Ωmn
}
≤ (2N .2
3N ) C λp 2(N−2p)n
1− 22N−2p .
The Borel–Cantelli lemma implies existence of a random variable n∗ ≥ n0 such that, almost
surely,
∀n ≥ n∗,∀m ∈ N; max
i∈{0,...,2m+n}N
k,l∈{0,...,±2m }N
‖k−l‖=1
∣∣X(i+k).2−(m+n) − X(i+l).2−(m+n) ∣∣ ≤ 2−σ˜ (m+n)2s′n . (48)
Therefore, setting Er =
{
i.2−r ; i ∈ {0, . . . , 2r }N
}
⊂ [0, 1], we show that for all n ≥ n∗ and all
m ∈ N,
∀q > m, ∀t0 ∈ Eq+n; ∀t, u ∈ Dqn (t0) s.t.‖t − u‖ < 2−(m+n);
|X t − Xu | ≤ 2
(
q∑
j=m+1
2−σ˜ ( j+n)
)
2s
′n ≤ 2.2
−σ˜ (m+n+1)
1− 2−σ˜ 2
s′n . (49)
To prove (49), we proceed by induction:
• For q = m + 1, for all t0 ∈ Em+n+1, the conditions t, u ∈ Dm+1n (t0) and ‖t − u‖ < 2−(m+n)
impose on t and u to be neighbours in Dm+1n (t0). Therefore (49) follows from (48).• Assume that the property is valid for an integer M > m, then take t0 ∈ EM+n+1, and
t, u ∈ DM+1n (t0) such that |t − u| < 2−(m+n). There exists t˜0 ∈ EM+n such that
|t0 − t˜0| ≤ 2−(M+n+1). As t˜0 can be chosen such that the following strict inequality holds
‖u − t˜0‖ < ‖u − t0‖ + ‖t0 − t˜0‖
< 2−n − 2−(M+n+1) + 2−(M+n+1),
there exists u˜ ∈ DMn (t˜0) such that |u − u˜| ≤ 2−(M+n+1). In the same way, we get
t˜ ∈ DMn (t˜0) such that |t − t˜ | ≤ 2−(M+n+1). Moreover, t˜ and u˜ can be chosen such that
|t˜ − u˜| ≤ |t − u| < 2−(m+n). Then, by the triangular inequality
|X t − Xu | ≤ |X t − X t˜ | + |X t˜ − X u˜ | + |X u˜ − Xu |
and the fact that t, t˜, u˜, u belong to DM+1n (t˜0), (48) gives
|X t − Xu | ≤ 2.2−σ˜ (M+n+1)2s′n + |X t˜ − X u˜ |.
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Property (49) follows.
Let us take t0 ∈ ⋃q Eq+n and t, u ∈ ⋃q Dqn (t0). There exists m > 0 such that
2−(m+n+1) ≤ ‖t − u‖ < 2−(m+n). Then property (49) applied to m, t0, t and u gives
|X t − Xu | ≤ 21−2−σ˜ ‖t − u‖σ˜ .2s
′n .
Using the continuity of X , we get
∀t0 ∈ [0, 1]; ∀t, u ∈ B(t0, 2−n); |X t − Xu | ≤ 2
1− 2−σ˜ ‖t − u‖
σ˜2s
′n .
Hence, almost surely, for all ρ ∈ (0, 2−n∗), there exists n > n∗ such that 2−(n+1) ≤ ρ ≤ 2−n
and
∀t, u ∈ B(t0, ρ); |X t − Xu | ≤ 2
1− 2−σ˜ ‖t − u‖
σ˜2s
′n
≤ 2−s′ 2
1− 2−σ˜ ‖t − u‖
σ˜ρ−s′ . (50)
In the general case where ς is not constant, for all a, b ∈ QN+ with a ≺ b let us consider
σ = infu∈[a,b] ςu(s′) −  with  > 0. By (50), there exists a set Ω∗ ⊂ Ω such that P {Ω∗} = 1
and for all ω ∈ Ω∗,
∀a, b ∈ QN+ ,∀ ∈ Q+,∀t0 ∈
◦︷ ︸︸ ︷
[a, b]; σ (t0) ≥ inf
u∈[a,b] ςu(s
′)− .
Therefore, taking two sequences (an)n∈N and (bn)n∈N such that ∀n ∈ N; an < t0 < bn and
converging to t0, we have for all ω ∈ Ω∗
∀t0 ∈ RN+; σ t0(s′) ≥ lim infu→t0 ςu(s
′). (51)
5.2. Proof of Proposition 3.9
First of all, a classical proof allows us to show that Lemma 3.8 implies
∀σ˜ > σ ; P
{
∀t0 ∈ QN+;σ t0(s′) < σ˜
}
= 1.
To extend this result for all t0 ∈ RN+ , let us consider t0 ∈ RN+ − QN+ , and a sequence (x (m))m∈N
in QN+ such that x (m) → t0. We have, almost surely, for all m, σ x (m)(s′) < σ˜ . Then there exists
sequences (ρ(m)n )n∈N, (t (m)n )n∈N and (u(m)n )n∈N such that for all n ∈ N, t (m)n , u(m)n ∈ B(x (m), ρ(m)n )
and
lim
n→∞
|X
t (m)n
− X
u(m)n
|
‖t (m)n − u(m)n ‖σ˜ (ρ(m)n )−s′
= +∞. (52)
From these m sequences, we build 3 sequences (tn), (un) and (ρn) such that tn → t0, un → t0,
tn, un ∈ B(t0, ρn) and
lim
n→∞
|X tn − Xun |
‖tn − un‖σ˜ (ρn)−s′ = +∞.
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For all n and m, let us write{
t (m)n − t0 = t (m)n − x (m) + x (m) − t0
u(m)n − t0 = u(m)n − x (m) + x (m) − t0.
(53)
Let us fix  > 0. There exists N > 0 such that
∀m ≥ N ; |x (m) − t0| < . (54)
As for all m, |t (m)n − x (m)| → 0 when n→∞, there exists a subsequence (t (m)pn )n such that
∀n; |t (m)pn − x (m)| < |t (m−1)n − x (m−1)|
therefore, we can suppose that the sequences (t (m)n )n satisfy the properties
∀m, n; |t (m)n − x (m)| < |t (m−1)n − x (m−1)|. (55)
Moreover, in the same way, we can suppose
∀m, n; |u(m)n − x (m)| < |u(m−1)n − x (m−1)|. (56)
Then, using the fact that there exists N ′ ∈ N such that
∀n ≥ N ′;
{|t (1)n − x (1)| < 
|u(1)n − x (1)| < 
(55) and (56) imply
∀n ≥ N ′;
{|t (n)n − x (n)| < 
|u(n)n − x (n)| < .
(57)
Therefore (53), (54) and (57) lead to
lim t (n)n = lim u(n)n = t0. (58)
In the same way as previously, by (52), we can suppose that the sequences (t (m)n )n , (u
(m)
n )n
and (ρ(m)n )n satisfy
∀m, n;
|X
t (m)n
− X
u(m)n
|
‖t (m)n − u(m)n ‖σ˜ (ρ(m)n )−s′
>
|X
t (m−1)n
− X
u(m−1)n
|
‖t (m−1)n − u(m−1)n ‖σ˜ (ρ(m−1)n )−s′
. (59)
Then, for all M > 0, there exists N ′′ ∈ N such that
∀n ≥ N ′′;
|X
t (1)n
− X
u(1)n
|
‖t (1)n − u(1)n ‖σ˜ (ρ(1)n )−s′
> M
which leads to, using (59)
∀n ≥ N ′′;
|X
t (n)n
− X
u(n)n
|
‖t (n)n − u(n)n ‖σ˜ (ρ(n)n )−s′
> M. (60)
We have shown
lim
n→∞
|X
t (n)n
− X
u(n)n
|
‖t (n)n − u(n)n ‖σ˜ (ρ(n)n )−s′
= +∞. (61)
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Therefore (58) and (61) imply σ t0(s
′) ≤ σ˜ . Thus we can state that, almost surely,
∀t0 ∈ RN+; σ t0(s′) ≤ σ.
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