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Privacy preserving Naïve Bayes classifier for horizontally partitioned data
In this section, we will focus on secure Naïve Bayesian classifier on horizontally partitioned data. Records of different patients that are treated by different hospitals can be seen as an example of horizontally partitioned data. All of the information for a given patient is contained at one hospital, but different hospitals have different patients.
In order to see how a privacy preserving Naïve Bayesian classifier is constructed, we need to address two issues: how to calculate the probability for each attribute and how to classify a new tuple [4, 5, 6] . The following subsections provide details on both issues. The protocols presented below are very efficient. However, they compromise a little on security. At the end of the protocol, all parties learn only model parameters not the attribute value. We present a protocol which does not reveal anything except the final classifier or model parameters.
For horizontally partitioned data model, all the attributes needed for classifying new tuples are held by one party. Therefore, given the probabilities, no collaboration is needed for classifying a new tuple. At the first look it appears that a more secure solution can be obtained by hiding the probabilities and using a secure protocol to classify each new tuple. Since each party has knowledge of all of the attributes, eventually by classifying sufficiently many tuples, a party may learn or understand the hidden model or counts quite easily. Therefore, we do not try to hide the model in the horizontally partitioned data through Naïve Bayes classification method. Instead, we simply try to learn the Naïve Bayes classifier without revealing anything else.
Secure protocols with Un-trusted Third Party (UTP)
A straightforward solution for privacy preserving data mining is to use a trusted third party to gather data from all data sources and then send back results after running the desired data mining process. However, the level of trust is not acceptable in this scheme since the privacy of the data sources cannot be protected from the third party. There have been several approaches to support privacy preserving data mining over multi-party without using third parties [7, 8] . The existence of an UTP enables efficient protocols without revealing private information. The idea of an UTP is that it is willing to perform some computation for the parties in the protocol. It is not trusted with the data or the results. The trust placed in this party is that it does not join with any of the participating parties to violate information privacy and correctly executes the protocol. Correct execution of the protocol is only required to guarantee correct result, even a dishonest third party is unable to learn private information in the absence of collusion. Typically the third party is given some information in the form of intermediate result. We simply mean that the third party cannot make any sense of the data given to it without the assistance of the local parties involved in the protocol. The third party performs a computation on the intermediate result, possibly exchanging information with the other parties in the process.
Our Contributions
Our main contributions in this paper are as follows:
 We present a novel three-layer privacy preserving Naïve Bayes classifier.  It proposes a new protocol to calculate model parameters for horizontally partitioned databases.  It classifies new tuple by using model parameters.
Organization of the paper
The rest of the paper is organized as follows. In Section 2, we discuss the related work. Section 3, describes our three-layer privacy preserving Naïve Bayes classification model for horizontally partitioned data. Section 3.1 describes architecture of our model. Section 3.2 sets some assumptions. Section 3.3 and 3.4 describe informal algorithm and formal algorithms of our proposed work respectively. In Section 4, we present our calculation and results that are conducted by using our privacy preserving three-layer Naïve Bayes classifier on real-world data sets. In Section 5, we conclude our paper with the discussion of the future work.
II. Related Work
Privacy preserving data mining has been an active research area for a decade. A lot of work is going on by the researcher on privacy preserving classification in distributed data mining. The first Secure Multiparty Computation (SMC) problem was described by Yao [9] . SMC allows parties with similar background to compute result upon their private data, minimizing the threat of disclosure was explained [10] . A variety of tools discussed and how they can be used to solve several privacy preserving data mining problem [11] . We now give some of the related work in this area. Preserving customer privacy by distorting the data values proposed by Agrawal and Srikant [8] . Since then, there has been work improving this approach in various ways [12] .
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Classification is one of the most widespread data mining problems come across in real life. General classification techniques have been extensively studied for over twenty years. The classifier is usually represented by classification rules, decision trees, Naïve Bayes classification, neural networks. First ID3 decision tree classification algorithm is proposed by Quinlan [13] . Lindell and Pinkas proposed a secure algorithm to build a decision tree using ID3 over horizontally partitioned data between two parties using SMC [14] . A novel privacy preserving distributed decision tree learning algorithm [15] that is based on Shamir [16] . The ID3 algorithm is scalable in terms of computation and communication cost, and therefore it can be run even when there is a large number of parties involved and eliminate the need for third party and propose a new method without using third parties. A generalized privacy preserving variant of the ID3 algorithm for vertically partitioned data distributed over two or more parties introduced in [17, 18, 19, 20] and horizontally partitioned data distributed over multi parties introduced in [21, 22] . Privacy preserving Naïve Bayes classification for horizontally partitioned data introduced in [4] and vertically partitioned data introduced in [5, 6] . Centralized Naïve Bayes classification probability calculation is introduced in [23] .
III. Proposed Work
In this paper, we address the issue related to privacy preserving data mining in distributed environment. In particular, we focus on privacy preserving three-layer Naïve Bayes classification for horizontally partitioned databases using UTP. The objective of privacy preserving data classification is to build accurate classifiers without disclosing private information in the data being mined. The performance of privacy preserving techniques should be analyzed and compared in terms of both the privacy protection of individual data and the predictive accuracy of the constructed classifiers.
Architecture
Proposed architecture of our privacy preserving three-layer Naïve Bayes Classifier for horizontally partitioned databases is shown in Fig.1 
Assumptions
The following assumptions have been set:  UTP computes total probabilities from the intermediate results provided by all parties.  UTP sends total probabilities to all party.  Every party separately classify new tuple, therefore security is not needed for horizontally partitioned data at this level.  Each party is not communicating their input data to other party.  The communication networks used by the input parties to communicate with the UTP are secure.
Informal Algorithm
Building the classifier model for horizontal partition of data, each party has partial information about every attribute. Each party can locally compute the local count of tuples. UTP securely calculates the total or global counts by the sum of the local counts. The required probability can be computed by dividing the appropriate global sums. The procedure for calculating the parameters for nominal attributes is described below.
Input Layer
 Party individually calculates the counts for each value of every attribute for every class value and send to the UTP.  Party individually calculates total number of tuples they have and send to the UTP.
Computation Layer
 UTP computes the total counts of all parties of each value of every attribute for every class value.  UTP computes the probabilities of each value of every attributes for every class value.  UTP sends these probabilities (model parameters) to all party for classify new tuples. End for 7.
End for 8.
End for 9.
End for 10. End for. End for 6.
End for 7. End for.
3.4.2
Computation Layer Algorithm 4: Global_Att_Count ( ) -Calculate total or global counts for each attribute value for every attribute for all class value for all participating parties. For Attribute A j where j = 1 to a do 3.
For Attribute value y k where k = 1 to y j do 4.
If A jk = New.A jv then i. Total_Prob z = Total_Prob z * Prob jkz ii. Break 5.
End if 6.
End for 7.
End for i. Total_Prob z = Total_Prob z * Prob z ii. Return Total_Prob z 8. End for.
IV. Evaluation And Result
Since all the model parameters are completely present with all the parties, evaluation is simple. The party that wants to evaluate the tuple simply uses the Naïve Bayes evaluation procedure locally to classify the tuple. The other parties have no interaction in the process. Thus, there is no question of privacy being compromised. 200 84% We are running our algorithms on 50% training data and 50% test data. We find that execution time for calculating model parameters is less than the existing Naïve Bayes classifier, it is shown by fig 2 and the accuracy is almost same, it is given in Table 11 .
V. Conclusion And Future Work
We believe that it is possible to produce a privacy preserving Naïve Bayes classifier for horizontally partitioned databases with SMC techniques. In this paper, we proposed a new classifier using three-layer architecture that enables SMC by hiding the identity of the parties taking part in the classification process using UTP. Further we may describe that intermediate result is calculated by every party individually and send only intermediate result to UTP not the input data. Through the communication between UTP and all party, final result is carried out. It requires less memory space and provides fast and easy calculations. Using this protocol, data will almost secure and privacy of individual will be maintained. Further development of the protocol is expected for joining multi-party using Trusted Third Party (TTP). We are continuing work in this field to develop Naïve Bayes classifier for vertically partitioned databases and also analysis new as well as existing classifiers.
