Abstract-This paper considers the automatic design of fuzzyrule-based classification systems from labeled data. The performance of classifiers and the interpretability of generated rules are of major importance in these systems. In past research, some genetic-based algorithms have been used for the rule learning process. These genetic fuzzy systems have utilized different approaches to encode rules. In this paper, we have proposed a novel steadystate genetic algorithm to extract a compact set of good fuzzy rules from numerical data (SGERD). The selection mechanism of this algorithm is nonrandom, and only the best individuals can survive. Our approach is very simple and fast, and can be applied to high-dimensional problems with numerical attributes. To select the rules having high generalization capabilities, our algorithm makes use of some rule-and data-dependent parameters. We have also proposed an enhancing function that modifies the rule evaluation measures in order to assess the candidate rules more effectively before their selection. Experiments on some well-known data sets are performed to show the performance of SGERD.
I. INTRODUCTION
A FUZZY-RULE-BASED classification system is a special case of fuzzy modeling, where the output of the system is crisp and discrete. The fuzzy models present two main advantages: first, they permit working with imprecise data and also provide a comfortable way to naturally represent the missing values, and second, the acquired knowledge with these models may be more human-understandable. In designing fuzzy-rulebased systems, two conflicting objectives are addressed: the accuracy of systems and the interpretability of fuzzy rules. In practice, one of these objectives prevails over the other. Nevertheless, a new tendency to look for a good balance between the interpretability and the accuracy is increasing recently. In this research, improving the interpretability of rule-based systems is a central issue, while the accuracy and compaction of the obtained rules are also receiving attention [1] . Some studies have discussed the tradeoff between these two conflicting objectives [2] - [4] .
Many approaches have been proposed for generating and learning fuzzy classification rules from numerical data. These include simple heuristic procedures [5] , [6] , neuro-fuzzy techniques [7] , [8] , clustering methods [9] , and genetic algorithms [10] - [12] . Additionally, some approaches combining mentioned objectives are also reported, for example, applying linguistic constraints to fuzzy modeling [13] , data reduction via evolutionary stratified instance selection [14] , and using genetic algorithms for iteratively developing fuzzy classifiers [15] . Multiobjective genetic algorithms are also capable of capturing a set of nondominated solutions while including both the accuracy and the interpretability and compactness [4] , [16] - [19] . Genetic algorithms (GAs) are search algorithms that use operations found in natural evolution to guide, seeking the search space. GAs have been theoretically and empirically proven to provide robust search capabilities in complex spaces, offering a valid approach to problems requiring an efficient and effective searching. The basic idea is to maintain a population of chromosomes (representing candidate solutions to the concrete problem being solved) that evolves over time through a process of competition and controlled variation. Two distinct approaches in which GAs have been applied to learning processes are the Pittsburgh [20] , [21] and the Michigan [22] , [23] approaches. In the first approach, each individual encodes a complete rule set of classifiers, whereas in the second approach, each individual in the population corresponds to classifier rules that are evolved as a whole. Similar to the Michigan approach is the cooperativecompetitive approach, in which the complete population or a subset of it codifies the rule base [24] , [25] . The main intention in this approach is to develop a fuzzy-rule-based system that accompanies the cooperation among rules with competition between them [26] . A third alternative, the iterative approach [27] , is presented in which each individual represents a single rule.
The iterative approach attempts to reduce the search space for possible solutions. In this approach, as in Michigan, each individual represents a single rule, but contrary to the Pittsburgh approach, only the best individuals are selected as solutions. Therefore, in the iterative model, the GA provides a partial solution to the problem of learning. Some genetic-based iterative approaches, namely genetic-based machine learning (GBML) algorithms, have been used in the literature for generating fuzzy classification rules from data to find the nondominated rule set [28] , [29] .
A structural learning algorithm in a vague environment (SLAVE) [30] , [31] is an iterative fuzzy GBML algorithm that uses the concepts of fuzzy logic and GA. This learning algorithm extracts a set of fuzzy rules from examples. This process is developed through an iterative approach in which a rule is selected each time. SLAVE uses a GA to select the rule that best represents the system. Ishibuchi and Yamamoto [32] have also utilized a GBML algorithm to select a subset of fuzzy rules incorporating the combinatorial effect of rules. However, in these approaches, the number of possible rules increases exponentially with the problem dimension. This also occurs for the search space to select the best rule set. As a result, the genetic-based rule selection algorithms require a long CPU time and large memory storage in the case of high-dimensional problems [33] . To overcome these difficulties, we have proposed a steady-state algorithm for extracting fuzzy classification rules from data (SGERD), a steady-state genetic algorithm to extract a compact set of readable fuzzy rules from numerical data in much lower computational efforts.
SGERD is generational and population-based, where its generations are finite and bounded to the problem dimension. Individual selection in this algorithm is nonrandom, and only the best ones can survive. Each parent produces a finite number of offspring through reproduction, whereas the crossover and mutation operators are very specific, and a few crossovers might be replaced by mutations. The fitness function used in SGERD is based on a rule evaluation criterion, very determinant in featuring the best rules among all candidates. Because of its importance, we have also proposed an enhancing function that modifies the initial rule evaluation measures in order to conduct the selection of better rules.
The rule selection mechanism in SGERD induces competition among rules by only considering the quality of approximation performed by each rule. However, to consider the cooperation among rules in order to increase the generalization power of the classifier, we have proposed a heuristic approach that selects only more cooperative rules among the final population for a rule base.
The rest of this paper is organized as follows. In Section II, the general design of fuzzy-rule-based classification systems from labeled data is explained. Section III considers the rule evaluation criteria. In Section IV, the tradeoff between general and specific rules is discussed. Using SGERD to generate fuzzy classification rules is explained in Section V. In Section VI, we present the experimental results. Section VII concludes the paper.
II. GENERAL DESIGN OF FUZZY-RULE-BASED CLASSIFICATION SYSTEMS
Fuzzy if-then rules for a pattern classification problem with n attributes can be written as Rule R j : If x 1 is A j 1 and . . . and x n is A j n , then class C j ,
is an antecedent linguistic value, C j is the consequent class of R j , and N is the number of fuzzy rules. Generally, for an M-class problem with m labeled patterns X p = [x p1 , x p2 , . . . , x pn ], p = 1, 2, . . . , m, the task of the classifier design is to generate a set of N fuzzy rules in the form of (1) .
For this purpose, each attribute is first rescaled to unit interval [0, 1] by using a linear transformation that preserves the distribution of training patterns. Then, the pattern space is partitioned into fuzzy subspaces, and each subspace is identified by a fuzzy rule if there are some patterns in that subspace [6] . To do partitioning, usually K suitable membership functions are used to assign K linguistic values to each input attribute. Traditionally, triangular membership functions are used for this purpose, because they are simpler and more humanunderstandable. Fig. 1 Given an input partitioning of pattern space, one approach is to consider all possible combinations of antecedent linguistic values and generate a fuzzy rule for each combination. However, for high-dimensional problems, this approach can generate too many rules that are impractical to handle. For example, for a data set having n input attributes, K n fuzzy rules might be generated. An approach for handling this problem is employing some rule evaluation criteria to select a small subset of rules among all candidates [32] .
This approach simultaneously considers all membership functions in Fig. 1 for each attribute. That is, one of the 14 fuzzy sets can be used for each attribute when generating a candidate rule. In this case, for an n-dimensional problem, 14 n antecedent combinations should be considered. However, it is not practical to consider such a huge number of antecedent combinations when dealing with high-dimensional problems.
One solution for the aforementioned problem is presented in [17] by adding the fuzzy set don't care (with linguistic label L 0 ) to each attribute. The membership function of this fuzzy set is defined as µ L 0 (x) = 1 for all values of x. The trick is not to consider all antecedent combinations (which is now 15 n ); instead only short fuzzy rules having a limited number of antecedent conditions are generated as candidate rules. Though the number of candidate rules in this scheme would also be quite large for many problems, we have exploited this idea in Section V to propose a special GBML algorithm that selects a compact set of effective fuzzy rules among all candidates.
The consequent class C j of fuzzy rule R j in (1) is determined by training patterns in the corresponding fuzzy subspace. The compatibility grade of the training pattern X p is defined with the antecedent part A j = A j 1 × A j 2 × · · · × A j n of rule R j using the product operator as
where µ j i (·) is the membership function of the antecedent fuzzy set
. . , L 14 . In order to select the consequent class of a rule, we have used the heuristic method proposed by Ishibuchi and Nakashima [34] , which is based on the confidence of association rules from the field of data mining. A fuzzy classification rule in (1) can be viewed as an association rule of the form A j ⇒ Class C j , where A j is a multidimensional fuzzy set representing the antecedent condition of the rule and C j is its class label. In [34] , a measure for evaluating the confidence of a fuzzy association rule is provided as
The consequent class C j of the fuzzy rule R j is specified by identifying the class with the maximum confidence obtained by (3) . That is, the consequent class C j is chosen as
The most popular fuzzy reasoning method in fuzzy-rulebased classification systems is the reasoning based on a single winner rule [35] . This method is simple and intuitive for human users. Other fuzzy reasoning methods are studied in [35] and [36] . When using the single winner reasoning method, a new pattern X t = [x t1 , x t2 , . . . , x tn ] is classified according to the consequent class of winner rule R w . Indeed, the winner rule has the maximum compatibility grade with X t among the fired rules. This can be stated as
where µ j (X t ) is the compatibility grade of rule R j with X t using (2) . Note that the classification of a pattern not covered by any rule in the rule base is rejected. This also occurs for a pattern X t when two rules with different consequent class have the same value of µ(X t ) in (5). Although, in this paper, we have tried to generate a compact set of good fuzzy rules with an acceptable performance, nevertheless, it is possible to adjust the membership functions or to use weighted fuzzy rules to achieve higher classification accuracy. However, modifying the membership function of fuzzy sets will degrade the interpretability of fuzzy rules. Instead, assigning some appropriate weight for rules [37] , [38] or finding suitable weighting functions [39] will increase the accuracy of the classifier while preserving the comprehensibility of the fuzzy rules. In this paper, however, we have used fuzzy rules with no weights.
III. RULE EVALUATION CRITERIA
In the field of data mining, the support of association rules often has been used as rule evaluation criteria [40] . The fuzzy version of support s F for fuzzy classification rule A j ⇒ Class C j is defined in [41] as
where m is the number of given training patterns. The crisp version of support s C for this rule can be specified as
where η j is the number of patterns truly classified by rule R j as class C j (i.e., the number of true positives). Multiplying the fuzzy version of support in (6) with the confidence of R j from (3), we will obtain the rule evaluation measure proposed in [32] as
. (8) This criterion is used in Section VI for comparison purposes only.
In the SLAVE algorithm, a heuristic rule evaluation criterion based on the support has been used for extracting fuzzy rules from numerical data. Its simple criterion for rule evaluation can be specified as
whereη j is the number of patterns incorrectly classified by rule R j as class C j (i.e., the number of false positives). This rule evaluation measure can be fuzzified as
Since the number of training patterns m in (6) and (7) is equal for all fuzzy rules, it can be unconsidered. So, (10) can be obtained from the support of positive and negative patterns. This criterion is used as a basis in this paper for evaluating rules. In continuation, a proposed enhancing function is presented that modifies the measure in (10) to distinguish more effectively the better candidate rules.
Two main subspaces can be identified by each fuzzy rule: the covering subspace and the decision subspace. While any pattern in the covering subspace will cause the rule to be fired, only those in the decision subspace would be classified by it. The covering subspace of a rule has some overlaps with its adjacent rules, such that any pattern in this subspace will also fire the adjacent rules. However, in a rule generation phase, it is impossible to exactly identify the decision subspace of a rule since it depends on the decision area of adjacent rules. To do this approximately, we have introduced a threshold τ j for rule R j , and the patterns having compatibility grade above it are supposed to be in the decision subspace of R j . This threshold will depend on the length of R j (i.e., the number of antecedent variables). Since all membership functions in Fig. 1 are 0.5-complete and the compatibility grades in (2) are computed using the product operator, we have defined τ j = 0.5 k j , where k j is the length of rule R j .
Because of the importance of positive training patterns in the decision subspace of a rule, we have proposed a piecewise linear function to enhance the compatibility grade of these patterns. In [39] , we have presented a weighting function in this manner that improves the performance of fuzzy classification systems. Using this enhancing function, the compatibility grade of each positive pattern will be shifted above 1. Fig. 2 shows the input-output mapping of this function.
Applying the enhancing function to rule R j , the compatibility grade of positive patterns in its covering subspace will be modified as
and therefore, the rule evaluation measure in (10) can be modified by (11) as
or equivalently,
where γ j is the number of positive patterns in the decision subspace of R j (i.e., patterns having compatibility grade above τ j ).
It is notable that the positive patterns can be identified only after determining the consequent class of R j by using (4). Therefore, modifying the compatibility grade of positive patterns in (11) should not affect the confidence of R j in (3), and therefore, its consequent class in (4).
IV. GENERAL VERSUS SPECIFIC RULES
The most apparent drawback of fuzzy-rule-based classification systems obtained from labeled data is overfitting. This often occurs when the generated fuzzy rules are very specific (i.e., very data-dependent). These rules have high classification accuracy on training data, but their performance descends considerably when applying to test data, revealing a lack of generality. This is because the specific rules have more antecedent variables, and therefore, more restricted fuzzy subspaces. So, more rules must be generated to cover the whole space of the problem. Consequently, the overfitting occurs when many specific fuzzy rules with high classification accuracy on training data are generated to cover the problem space.
To prevent overfitting, a few general rules having large fuzzy subspaces are needed. But for some data sets with high classoverlapping patterns, the generated fuzzy rules must be specific enough to achieve an acceptable performance. Therefore, there is a tradeoff between the specificity and the generality of rules, and balancing them is an important challenge.
To overcome this difficulty, we have included some heuristics in computing the fitness function of SGERD. In this scheme, the evaluation measure of some longer rules (e.g., rules having antecedent variables more than n/2) is modified by two valuable factors. The first factor is rule-dependent and takes higher values for more general rules to appreciate the generality. This factor indeed measures the rule subspace size ρ j of rule R j . The second factor, on the other hand, is data-dependent and would show the interclass dependency of data set. This factor (namely, class overlapping rate χ j ) is used to emphasize the specificity of rules.
To evaluate the rule subspace size ρ j , we have assigned an attribute covering degree ξ to each of the membership functions in Fig. 1 . This degree is used to illustrate how much each membership function is covering the domain of the input attribute [42] . Table I shows this value for each of the linguistic labels in Fig. 1 .
Since the values of all covering degrees are below 1, accumulating some of them in a rule will result in much lower values. So, the rule subspace size ρ j for rule R j can be specified as
where k j is the length of R j and A j i is an antecedent linguistic label of this rule. Obviously, this factor takes higher values for general rules than the specific ones with more antecedent variables. So, it should directly affect the evaluation measure of R j in (17) . The class-overlapping rate, as mentioned before, depends on the distribution of distinct classes in training data. To compute this factor approximately, we have utilized the K-NN approach to detect lonely patterns (i.e., patterns surrounded by irrelevant ones) in training data. Firstly, the Euclidian distances between all pairs of patterns are computed (preferably offline). Then for each pattern, the class of its five nearest neighbors (5-NN) is investigated, and it is marked as a lonely (noisy or outlier) pattern if its four or five neighbors are from a different class. At last, the rate of unmarked patterns is considered a classoverlapping factor. Saying formally, this factor for class C can be formulated as
where υ(C) is the number of examples from class C in training data while o(C) of them are outliers. From (15), it is clear that, when training patterns of different classes are possibly well separated (i.e., o(C) is small), the class overlapping rate will take a higher value (near 1). On the contrary, a lower value will be assigned to it when mentioned patterns are highly mixed together (i.e., o(C) is large). But we have introduced this factor to emphasize the specificity of rules, so its inverse is used in (17) to affect the rule evaluation measures. Incorporating k j in (15), we can customize the class overlapping rate χ j for rule R j as
where C j is the consequent class of R j . Including these factors in rule evaluation measures, the fitness function of SGERD for rule R j can be specified as
where f j is one of the rule evaluation measures in (8), (10), or (13).
V. USING SGERD TO GENERATE FUZZY RULES
The proposed SGERD is similar to Genitor [43] , the first steady-state genetic algorithm and cross-generational elitist selection, heterogenous recombination and cataclysmic mutation (CHC) [44] that monotonically collects the best individuals found so far. Unlike Genitor, in which two parents produce one offspring at a time, in the reproduction of SGERD, a finite number of offspring are generated. On the other hand, in SGERD, similar to Genitor and CHC, offspring do not replace parents definitely, but rather the least fit member of the population. To borrow the terminology used by the evolution strategy community, SGERD, like Genitor and CHC, is a (µ + λ) strategy, while the canonical GA is a (µ, λ) strategy [43] . Indeed, after recombination, some of the best unique individuals are drawn from the population of parents and offspring to create the next generation.
A. SGERD Characteristics
SGERD is generational and population-based. Some of its characteristics are problem-dependent and must be specified accordingly. Generally, for an n-dimensional problem with M classes and m labeled patterns, the task of SGERD is to generate possibly a prespecified number of Q rules per class (i.e., the best ones) in the final population, though only a few of these M × Q rules would be used in the rule base.
Before explaining the algorithm, we have considered some overall characteristics of SGERD as follows: Fig. 1 as its allele. Since the fuzzy set L 0 is don't care and its membership value is always 1, the antecedent variables using L 0 have no effect on the fuzzy subspace of the rule, so we have called such variables inactive. Regardless of elitism, in each generation of SGERD, only one of these inactive variables will be activated (i.e., L 0 will be replaced by an appropriate label from {L 1 , L 2 , . . . , L 14 }). Accounting for both active and inactive genes, the length of each chromosome is fixed to n. However, for rule R j , the actual length is k j , the number of its active variables. 2) Initial population: The initial population is selected from all fuzzy rules having only one active antecedent variable. Since each variable can take one of the 14 fuzzy sets, the number of these candidate rules will be 14 × n at most. Obtaining their consequent class, these rules can be grouped into M classes. Choosing possibly the best Q of them per class, the initial main population will contain M × Q rules at most. The rest of these candidates (i.e., at most M × Q of their best ones) are set aside as an auxiliary population that will be utilized in the mutation process. Obviously, all members of the auxiliary population have only one active variable in their antecedents. 3) Fitness function: The rule evaluation metrics in (8), (10) , and (13), as modified in (17) , are the fitness function for measuring the candidate rules. 4) Stop criteria: As mentioned before, in each generation of SGERD, only one of the inactive variables in the antecedent part of each rule will be activated (i.e., each parent rule R j generates, as offspring, longer rules). Since each rule might have up to n active variables, the number of generations will be n at most. However, each parent is allowed to produce only self-fitter offspring. So, generating a new population will be stopped if no new offspring fitter than their parents can be produced. Thus, the number of generations will be less than n in practice. 5) Reproduction: To generate offspring through reproduction, each parent rule R j (with consequent class C j ) exploits the participation of another parent from C j . This second parent R p is only utilized to determine which inactive antecedent variable in R j should be activated in this generation. The selection of R p is done through SGERDspecific crossover or mutation operations. In this way, R p is selected randomly among rules of class C j in the current population (this is supposed as crossover operation since both parents R j and R p are chosen from the main population). However, it is possible that R j be selected again for R p in this process. In this case, R p would be selected randomly from the auxiliary population instead (doing mutation on R p instead of crossover). After identifying R p , one of its active antecedent variables is selected randomly (e.g., x i ). If x i is inactive in R j , then the reproduction on R j can take place by activating x i (i.e., replacing L 0 with one fuzzy set from L 1 , L 2 , . . . , L 14 ) and generating all possible offspring (at most 14), provided the offspring be fitter than R j . These offspring will use x i as active beside other active antecedents in R j . However, if x i has been active in R j before reproduction, then no reproduction can occurr on it. In this case, R j can survive in the next generation through elitism. The consequent class of some offspring might differ from their parents' because each offspring is a more specific fuzzy rule (with more active antecedent variables) than its parent, and so, its fuzzy subspace is smaller. This might also prevent an offspring from being produced if no patterns exist in the new subspace.
B. SGERD Algorithm
In this section, we have discussed in detail the algorithm of SGERD that generates as a final population, a prespecified number of Q rules per class (R = M × Q rules in total at most).
Algorithm: SGERD. Inputs: m labeled patterns of an n-dimensional M-class problem and Q. Outputs: Possibly R = M×Q fuzzy classification rules. 1) i = 1 (i: generation number). 2) Generate all fuzzy rules having only one active antecedent variable (at most C = 14 × n candidate rules would be generated). 3) Determine the consequent class of each candidate rule using (4). 4) Divide the candidate rules into M groups according to their consequent class. 5) Rank, in descending order of their fitness values, the candidate rules in each group. 6) Choose the best Q rules from each class (i.e., possibly R = M × Q rules in total) as the population in the ith generation. In the first generation only, choose the second best R rules as the auxiliary population and put away for mutation. 7) Increment i, if i > n, goto step 11. 8) Use all individuals in the previous generation (i.e., R rules) as parents and do reproduction (i.e., crossover, mutation, or elitism) on them. That is, for each parent rule, generate as offspring all fuzzy rules having one more active antecedent variable than its parent, provided each new offspring be fitter than its parent. In this case, the number of offspring will totally be R × 14 at most. 9) If no offspring fitter than the parents is produced in step 8, goto step 11. 10) Consider both parents and offspring in step 8 as candidate rules (at most C = R + R × 14 rules in total) and goto step 3. 11) Use R = M × Q rules (obtained in step 6 for the ith generation) as the final population and stop. The actual length of these rules is i or less. As mentioned before, the rule selection scheme in SGERD only considers the evaluation measure of each rule to select the best ones through competition. However, incorporating the cooperation among rules will increase the generalization power of the classifier. To attain this intention, we have proposed a heuristic approach that extracts more cooperative rules from the final population.
This approach is capable of selecting a compact rule base while presenting the best possible cooperation among rules, and thereby, the best possible behavior. In this approach, using their fitness, first the best rule for each class (i.e., M rules) is selected. Then, among the remaining, the second best rules are investigated by classifying the training patterns, and only those are selected that improve the classification accuracy. This algorithm continues for classes that add more rules to the rule base. Hence, the rule base of the designed classification system would have N (≤R) fuzzy rules in practice. This heuristic approach will work better with imbalanced data sets where some classes would need more rules than others.
VI. EXPERIMENTAL RESULTS
In this section, the performance of SGERD in fuzzy rulebased classification systems is examined. We have used 11 data sets with numerical attributes available from the University of California, Irvine machine learning repository [45] . Table II shows the specifications of these data sets.
To illustrate graphically the operation of SGERD in extracting fuzzy rules, some data sets having two attributes were needed. For this purpose, the Fisher interclass separability criterion [15] is used to rank the features of Iris and Wine data sets. Then, two highest ranked features, {x 4 , x 3 } for Iris and {x 13 , x 12 } for Wine, are selected and are denoted by Iris2f and Wine2f, respectively.
Applying SGERD on Iris2f, in the first generation, we obtain the following best rules, where R 1 , R 2 , and R 3 are the first best rules per class and R 4 , R 5 , and R 6 are the second best ones. Evidently, there are much more rules in the first generation not shown here.
The antecedent variable x 4 in rules R 1 , R 2 , and R 3 is active while x 3 is inactive. The inverse situation has occurred for rules R 4 , R 5 , and R 6 . In the reproduction phase, the inactive variables can be activated through crossover or mutation, provided the newly produced rules be fitter than their parents.
Considering rule R 1 as the first parent for example, the second parent can be R 4 or any other rule from class 1 in the main population. If the randomly selected second parent be R 1 again, the crossover operation cannot occurr in this case. Instead, the mutation operation must be used to choose the second parent through random selection of a rule from class 1 in the auxiliary population. Nevertheless, in this example, rule R 4 is chosen as the second parent. The only active variable in R 4 is x 3 , whereas this variable in R 1 is inactive. So, the reproduction (i.e., crossover) can take place on R 1 by activating x 3 . In this case, R 1 can produce up to 14 rules as offspring in the form of "If x 4 is L 3 and x 3 is L i , then class 1, for i = 1, . . . , 14." Accounting for the fitness value of these offspring, only four of them (i.e., L 1 , L 3 , L 6 , and L 10 ) are produced indeed. Thus, the rule R 1 produces four offspring for the next generation, while the fittest one is "If x 4 is L 3 and x 3 is L 1 , then class 1." The same procedure occurs for rules R 2 , R 3 , and R 4 . The fittest offspring of these rules are next shown as the best rules in the second generation. However, rules R 5 and R 6 in the second generation are not the offspring of R 5 and R 6 in the first generation at all. Rule R 5 , for example, is the fittest offspring of either "If x 4 is L 4 , then class 2" or "If x 3 is L 4 , then class 2." This is because the offspring of these rules have been fitter than the offspring of R 5 in the first generation (i.e., "If x 3 is L 12 , then class 2").
is L 2 and x 3 is L 5 , then class 3. Fig. 3 compares the decision area and classification accuracy of first three rules for Iris2f in two generations.
By repeating this procedure for Wine2f, the six best rules in first generation are as follows: 13 is L 2 , then class 1. 
In the second generation, rules R 2 , R 3 , and R 6 are replaced by their fitter offspring, while R 1 and R 4 are offspring of R 4 and R 1 in the first generation, respectively. Moreover, rule R 5 is replaced by offspring of a new parent. The effect of the new rule R 1 on the classification accuracy is illustrated in Fig. 4 .
To illustrate the scalability of SGERD, especially the effect of parameter Q on its performance, we have run SGERD for three different values of Q and have computed some criteria for each data set. For this purpose, all patterns of each data set are used as training examples for constructing the rule base and also for testing the classifier. The fitness function of SGERD in these experiments has been the measure in (13) as modified in (17) . The computed criteria are: 1) number of generations SGERD has been run to produce the candidate rules; 2) total number of candidate rules that have been generated; 3) CPU time in seconds elapsed to run SGERD and also to extract the rule base from the final population; 4) number of rules in the rule base; 5) average length of rules in the rule base; and 6) the classification error rate obtained by applying the rule base to training data. Table III summarizes the results.  As Table III shows, the number of generations produced by SGERD is much less than n for high-dimensional problems (e.g., Image, Segment, and Sonar data sets). Indeed, SGERD has produced 11 generations at most. As mentioned before, in new generations, more antecedent variables of rules are activated and so the fuzzy subspace of offspring becomes smaller than that of their parents. Consequently, producing fitter offspring becomes less attainable. Considering the number of generations, number of candidate rules, and the CPU time altogether, they justify that SGERD is fast enough to be applied to both high-dimensional and large problems. From the size of the rule base and the average length of rules, we conclude that our approach gathers a small set of simple and readable rules in the rule base to produce an interpretable system.
From the classification error rate and the CPU time in Table III , it is clear that the value of Q is determinant in the majority of data sets. In practice, we have tried to assign a suitable value for Q heuristically. For this purpose, we have used one half of the initial candidate rules (14 × n rules at most) as the main population and the other half as the auxiliary population. For either high-dimensional or large problems, however, this value has been restricted to 20 in this paper. Saying formally,
To examine the generalization power of fuzzy-rule-based classification systems designed by SGERD, we have used the ten-fold cross-validation (10-CV) testing method. In this method, each data set is randomly divided into ten subsets of the same size without considering the class membership of each pattern. Nine subsets are used as training patterns for generating the rule base. The tenth subset is used as test patterns for evaluating the system. The same training and testing procedure is also performed nine times after exchanging the role of each subset so that all subsets are used as test patterns once. Since the error rate on test patterns depends on the initial division of the data set, the 10 CV is iterated five times by using different divisions of the data set, and the average classification rate is reported as the performance of the classifier. Table IV illustrates the simulation results where all numbers are average values, and the error rate also includes the rejection rate. As mentioned before, the measures in (8), (10), and (13) are modified in (17) , and used as the fitness function.
In this table, two results are reported for each data set. The first result is obtained by using only one rule per class (i.e., the best M rules among R = M × Q in final population). To obtain the second result, the next best rules affecting the classification accuracy of training data are also included (i.e., the best N rules among R rules as discussed in Section V).
Comparing the results of the first and the second evaluation criteria in Table IV prove that SGERD is very sensitive to the rule evaluation method. It is obvious that the rule evaluation measure in (10) , which is based on the difference of positive and negative supports, works better than the product of the confidence and the support in all data sets except "Cancer" and "Page." Also, as seen in this table, the evaluation measure in (13) , which is the modified version of (10), has better performance on all data sets except for "Iris," "Pima," and "Sonar." Although it works a little worse for these three data sets, its performance improvement for others is noticeable, especially for large data sets. Indeed, this evaluation measure is more suitable for multiclass data sets having unequal distribution of classes. However, using criterion in (10) generates simpler rules than (13) , as the average length of rules point out. Since the measure in (13) pays more attention to positive patterns, it relies on more specific rules with more antecedent variables, so the length of rules increases. Considering this point, we conclude that the rule base obtained from (10) is more interpretable.
Since the C4.5 algorithm [46] is one of the most well known and frequently used methods for designing nonfuzzy-rule-based systems, we have implemented it to compare with SGERD in detail. Table V summarizes these comparisons made on six data sets. In this table, all results are average values obtained from five iterations of the 10-CV testing method except the CPU time, which is the running time for only once.
The results in this table clarify that SGERD outperforms C4.5 in total. The generalization ability of SGERD is much better than that of C4.5, as the classification error rates show. Regarding much fewer and simpler rules proves the interpretability of the rule base constructed by SGERD. Nevertheless, these high performances are achieved with much lower computational efforts. However, C4.5 is not a GBML approach (it is just a decision tree learning method). It does not search the best rules among a population of rules; rather, it only tries to make the best decision tree for training patterns in a greedy manner. Thus, it is not fair to compare our GA-based approach with C4.5, though SGERD outperforms it.
For comparing the performance of SGERD with other approaches (especially GBML ones) in the literature, some reported results are included in Table VI . The average error rates in this table are obtained by using the 10-CV testing method where the best result in each column is highlighted by boldface.
In this table, we have shown some reported results from [46] where a modified version of the C4.5 algorithm (Rel. 8) is proposed to appropriately handle continuous attributes. Elomaa and Rousu [47] have proposed an optimal discretization method of continuous attributes into multiple intervals and have examined the performance of six variants of the C4.5 algorithm. In Table VI , we have included the best results of [47] obtained by using the optimal multisplitting strategy. We have also reported some results from Sanchez et al. [48] that combine genetic programming (GP) operators with simulated annealing (SA) to search the best rules. Gonzalez and Prez [31] proposed some modifications of their original SLAVE learning algorithm, including new genetic operators for reducing the learning time and improving the interpretability of rules. The best results of [31] are shown in Table VI . Although the data set division in SLAVE has been 70% for training and 30% for test instead of 90-10% used in SGERD, the performance of SGERD is good enough to compensate this deficiency. Ishibuchi and Yamamoto [32] have utilized a GA to select a subset of fuzzy rules generated by some heuristic rule selection criteria to take into account the combinatorial effect of rules. Its best results are also cited. We have also cited the best results of a decision-tree-based fuzzy classifier in [49] that are obtained from the 5-CV testing method.
In that paper, an initial fuzzy classifier constructed from a decision tree is reduced and optimized in three phases using GA. However, the obtained membership functions are not linguistic and so not readable. Table VI also includes the best results of a GA-based nonfuzzy classifier that uses a class decomposition approach [50] . At last, we have reported the best results of a hybrid algorithm that combines two fuzzy GBML approaches (i.e., Michigan and Pittsburgh) for designing fuzzy-rule-based classification systems [29] . This algorithm, however, produces fuzzy rules having weights. The use of weighted rules in fuzzy classification systems would result in a better performance. Evidently, assigning appropriate weights to the rules obtained by SGERD will achieve higher classification accuracy.
As Table VI shows, the generalization ability of SGERD is considerable and the classification error rate in the majority of data sets is the least except for "Glass" and "Pima," where they are comparable to other GBML approaches. At last, to compare the computational efforts of GA-based approaches in Table VI, we have cited the approximate number of rules examined by each method in Table VII. The number of examined rules for approaches other than SGERD is obtained by multiplying the population size and the number of generations. For SGERD, however, the number of total offspring produced in whole generations is counted.
VII. CONCLUSION
In this paper, we examined the performance of SGERD in extracting fuzzy IF-THEN rules from numerical data for classification purposes. We showed that, unlike standard GA, the selection mechanism in SGERD is nonrandom, and only the fittest individuals will survive. In its reproduction phase, we saw that each parent employs the cooperation of another individual through crossover or mutation to generate offspring. It was illustrated that almost all characteristics of SGERD were problem-dependent. These included population size, number of generations and number of offspring for each parent, crossover and mutation rates, and a class-overlapping factor used for attaining generality.
Using SGERD, the population size in each generation was limited to the number of classes multiplied by the number of rules per class, which, in the worst case, was 130 for the "Image" data set. The other parameter that highly affected the elapsed CPU time was the number of generations. This parameter was bounded to problem dimensions, though in practice, much fewer rules were produced especially in high-dimensional data sets. Therefore, SGERD was fast enough to be applied to high-dimensional data sets having numerical attributes.
Altogether, the advantages of SGERD can be outlined as follows: 1) Its algorithm is simple and intuitive.
2) It generates a few general rules that are short, accurate, and interpretable. 3) Its population size and number of generations are small, so it saves memory space. 4) It is fast and can be applied to high-dimensional problems. However, SGERD suffers from a drawback. Since it selects the rules of each class independent of other classes, it possibly cannot utilize the cooperation among rules when producing offspring. Moreover, selecting only the best rules might intensify this drawback, though in the phase of rule base construction from the final population, this cooperation is taken into account. The future version of SGERD must obviate this drawback.
We also showed that the rule evaluation criteria highly impress the performance of SGERD. Therefore, developing the proposed criteria in this paper or offering new evaluation measures might assist SGERD in extracting more efficient fuzzy rules from numerical data.
