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OPERATOR-VALUED PSEUDO-DIFFERENTIAL OPERATORS
AND THE TWISTED INDEX PAIRING
MAGNUS GOFFENG
Abstract. The notion of pseudo-differential operators with coefficients in a
continuous trace algebra over a manifold are introduced and their index the-
ory is studied. The algebra of principal symbols in this calculus provides an
abstract Poincare´ dual to the continuous trace algebra. Index formulas for
pseudo-differential operators twisted by a bundle on the opposite continuous
trace algebra are obtained in terms of an Atiyah-Singer type index formula
describing the twisted index pairing as index theory for elliptic operators.
Introduction
Twisted K-theory have many applications in theoretical physics, differential ge-
ometry and operator algebras. In theoretical physics, a D-brane is a twisted geo-
metric K-homology cycle on spacetime and the charge of a D-brane is the Poincare´
dual class in twisted K-theory, see more in [10], [11] and [30]. In differential geom-
etry, twisted K-theory can be described as the K-theory of modules of a differential
gerbe, see more in [9] and [27]. The approach that will play a more important role
in this paper is the description of twisted K-theory in terms of operator algebras,
where twisted K-theory comes from the K-theory of a continuous trace algebra. A
continuous trace algebra is a locally trivial bundle of compact operators over a topo-
logical space, and a stable continuous trace algebra is always the algebra of sections
of an infinite-dimensional Azumaya bundle, so over every connected component it
comes from a principal PU(H )-bundle for some Hilbert space H .
The objects of study in this paper are pseudo-differential operators with coeffi-
cients in a continuous trace algebra over a manifold and in particular the associated
K-theoretic invariants and indices. The K-theory of the principal symbol algebra of
this pseudo-differential calculus is a twisted K-theory group. This class of pseudo-
differential operators gives a new interpretation of the twisted index pairing which
allows for explicit calculations in many examples. As in the non-twisted case, the
twisted index pairing is a bilinear pairing K∗(X ,ω)×K∗(X ,ω)→ Z. The twisted in-
dex pairing has previously been studied in [11] using geometric twisted K-homology.
A cohomological formula for the index pairing was obtained in [11] that coincides
with the Atiyah-Singer index mapping K∗(T ∗X )→ Z applied to the two classes’ cup
product after using Poincare´ duality K∗(X ,ω)∼= K∗(T ∗X ,−π∗ω), where π : T ∗X → X
denotes the projection.
Elements of the pseudo-differential calculus constructed in this paper are locally
operator-valued pseudo-differential operators with symbols globally transforming as
elements of the continuous trace algebra. The problem in constructing this calculus
arise both locally and globally.
Locally, there is an analytic problem with pseudo-differential operators acting
on an infinite-dimensional fiber. To solve this problem we use the operator-valued
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pseudo-differential calculus of [31] and [32] which gives a good symbol calculus for
zero order operators that admits Chern characters and index theory in the same
manner as on a finite-dimensional fiber. The underlying analytic idea of this con-
struction of operator-valued pseudo-differential operators is to consider only pseudo-
differential operators that on the fiber behave like a pseudo-differential operator on
a manifold.
Globally there are two problems, how to represent the continuous trace algebra
and how to define smoothness of symbols. To construct an operator from a symbol
one must represent the symbol algebra. One can consider a very large Hilbert space,
the Hilbert space of Hilbert-Schmidt sections, which introduces a huge degeneracy
of these operators. Therefore, restricting to subspaces coming from finitely gener-
ated projective modules of the opposite continuous trace algebra is necessary for
obtaining Fredholm properties. Concerning smoothness, most examples of Hilbert
space bundles and projective Hilbert space bundles that arise in practice do un-
fortunately have the compact-open topology on the structure group and not the
technically simpler norm topology. Much of the general theory is restricted to the
norm smooth bundles. Some of these problems can be adressed in examples by
doing calculations over trivializing covers.
The paper is organized as follows; in the first section we recall the operator-valued
pseudo-differential operators of [31] and [32]. The index theory for operator-valued
pseudo-differential operators is needed in the third section to describe the index
pairing in twisted K-theory. As an application we calculate indices of non-local
elliptic pseudo-differential operators on a non-compact manifold equipped with a
free cocompact action of a discrete group.
We will in the second section, after collecting some known results for continuous
trace algebras, introduce the projective symbol calculus. As examples of how to
construct projective symbols we consider the two examples of T -duals of principal
S1-bundles Z → X and fiberwise magnetic translations on fiber bundles Z → X that
are equivariant with respect to a discrete group, see subsection 2.1 respectively
subsection 2.2. We also calculate the K-theory of the algebra of projective princi-
pal symbols which turns out to be the twisted K-theory of the cotangent bundle,
see Theorem 2.9. Using the ideas of [32] and the generalized Connes-Hochschild-
Kostant-Rosenberg theorem we can construct the Chern character of an elliptic
projective pseudo-differential operator as an element of twisted de Rham cohomol-
ogy.
In the third and final section we will construct operators from projective symbols.
This construction defines an isomorphism from the K-theory of the principal symbol
algebra to the Kasparov group KK(C(X ,K (Pop)),C), see Theorem 3.3, i.e. the
principal symbol algebra of our calculus does in a sense provide an abstract Poincare´
dual to C(X ,K (Pop)). The index pairing of an elliptic projective symbol with
an element of K0(C(X ,K (Pop))) is given by twisting the symbol with a smooth
projection. The index theory from the non-twisted setting gives us a formula in
twisted de Rham cohomology for the index of this operator, see Theorem 3.6. We
calculate this index pairing for T -duals in Theorem 3.9, where the twisted index
pairing is of a very simple form since it can be described as usual pseudo-differential
operators on a manifold using the Thom-Connes isomorphism. We also study the
twisted index pairing of elliptic projective operators equivariant under fiberwise
magnetic translations with fiberwise elliptic operators that are equivariant under the
fiberwise opposite magnetic translations. This produces index formulas in twisted
de Rham cohomology for certain types of differential operators, see Theorem 3.12.
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1. Operator-valued pseudo-differential operators
We will start by presenting an analytic framework for pseudo-differential op-
erators acting on an infinite-dimensional fiber. The framework we choose is the
operator-valued symbol calculus from [31] and [32]. There are also other, less re-
strictive, symbol calculuses available for infinite-dimensional fibers such as [15] or
[24], but we choose that of [31] and [32] for its simplicity in calculating Chern
characters. To avoid densely defined operators and domain issues we follow the
convention of [31] and [32] and only consider operators of non-positive order.
The unitary group on an infinite-dimensional Hilbert space is contractible in its
compact-open topology by Kuiper’s theorem, see [23], so any vector bundle with
fibers being infinite-dimensional Hilbert spaces is topologically trivializable. The
symbol calculus we consider in this section can in practice often be constructed
also for Hilbert space bundles whose structure group is the group of unitaries in the
compact-open topology but in later sections for projective bundles deeper problems
occur whenever outside the norm topology. In general, it is only the C∗-algebra
generated by the symbols that makes sense. In this section we will work in the sim-
plest setting of trivial Hilbert space bundles, which will provide a straight-forward
setting for norm-smooth projective Hilbert space bundles.
Let H denote a separable Hilbert space and for p ≥ 1 we let L p(H ) denote
the Banach space of Schatten class operators of order p on H . When speaking of
smooth mappings we will, unless otherwise stated, mean smooth in the appropriate
norm sense. We recall the notion of an operator-valued symbol, Definition 2.1 from
[32]. For p > 0, a large integer N and m ≤ 0 we define the linear space Σm,p
c
(Rn,H )
as the set of smooth functions a :Rn ×Rn →B(H ) with compact support in the
first n variables that for |α|, |β | ≤ N satisfy the estimates
‖∂ αξ ∂ βx a(x ,ξ)‖B(H ) ® (1+ |ξ|)m−|α|,(1)
‖∂ αξ ∂ βx a(x ,ξ)‖L 1(H ) ® (1+ |ξ|)m+p−|α| for |α| > m+ p,(2)
‖∂ αξ ∂ βx a(x ,ξ)‖L p/(|α|−m)(H ) <∞ for m < |α| ≤ m+ p.(3)
The choice of N will not play an important role as long as it is sufficiently large.
The conditions (1)-(3) are motivated by the following situation: suppose that
a0 ∈ Sm(Rn+p), the Ho¨rmander class of symbols of order m ≤ 0 on Rn+p, has
compact support in its first n+ p coordinates and set a : (x ,ξ) 7→ a0(x , y,ξ,∂y) ∈
B(L2(Rp)). The operator-valued symbol a is an element of Σm,p+ǫ
c
(Rn, L2(Rp))
for any ǫ > 0. This fact is proved by observing that for α,β ∈ Nn the operator-
valued function ∂ αξ ∂
β
x
a(x ,ξ) takes values in the Schatten class operators of order
(p+ǫ)/(|α|−m) for any ǫ > 0 since it is defined from the pseudo-differential operator
∂ α
ξ
∂ β
x
a(x , y,ξ,η) which is of order m− |α|. The estimates (2) and (3) follows from
this observation, compare to Theorem 1.8 of [24]. This example illustrates that the
Schatten condition can be replaced by any suitable operator ideal I ⊆B(H ), such
as any symmetric normed ideal. For instance, when a is constructed as before from
an a0 ∈ Sm(Rn+p) the conditions (2) and (3) holds when replacing the Schatten
norms by Dixmier norms and a ∈ Σm,p+
c
(Rn, L2(Rp)).
An operator-valued symbol a ∈ Σm,p
c
(Rn,H ) defines a linear operator a(x ,∂ )
which a priori is defined on elements f ∈ S (Rn,H ) as
a(x ,∂ ) f (x) :=
1
(2π)n
∫
R
n
a(x ,ξ)exp(i x · ξ) fˆ (ξ)dξ,
where fˆ denotes the Fourier transform of f . The operator a(x ,∂ ) is called an
operator-valued pseudo-differential operators of order (m, p). An operator-valued
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pseudo-differential operator extends to a bounded operator on L2(Rn,H ) which is
trace class if m is small enough, see Proposition 3.2 of [31]. We define
(4) a ◦N b(x ,ξ) :=
∑
[α|<N
1
α!
h
(∂ αξ a)(x ,ξ)
i
·

(∂ α
x
a)(x ,ξ)

.
for a, b ∈ Σm,p
c
(Rn,H ). Then a(x ,∂ )b(x ,∂ ) − (a ◦N b)(x ,∂ ) ∈ L 1(L2(Rn,H )).
Therefore the operator-valued pseudo-differential operators of order (m, p) together
with the trace class operators form an algebra which we denote by Ψm,p
c
(Rn,H ).
Furthermore, if χ ,χ ′ ∈ C∞
c
(Rn) has disjoint support then χQχ ′ ∈ L 1(L2(Rn,H ))
for any Q ∈ Ψm,p
c
(Rn,H ) and any m, p. For proofs of these statements we refer to
[31].
For operator-valued symbols, it is often more natural to define homogeneous
symbols with respect to an R+-action on the fiber H . Suppose that κ : R+ →
GL(H ) is a strongly continuous R+ action on H . A symbol a ∈ Σm,pc (Rn,H ) is
called homogeneous of order m with respect to κ if a(x ,λξ) = λmκ(λ)a(x ,ξ)κ(λ−1)
for large ξ and λ ≥ 1. This definition can be found in [15]. The R+-action on
the fiber will not play an important role in this paper so we will only refer to
homogeneous symbols of order m.
We adopt the convention from [31] and [32] and replace the infinitely smoothing
operators by trace class operators. This convention simplifies many constructions.
For the purpose of index theory, trace class operators does not affect anything and
the same calculations are possible, so this coarse scale of smoothness suffices.
Assume that X is a smooth manifold without boundary. We will use the notation
π for the projection of the cotangent bundle T ∗X → X and also for its restriction
to the cosphere bundle S∗X → X . Following the standard procedure, an operator-
valued pseudo-differential operator of order (m, p) is an operator Q ∈B(L2(X ,H ))
such that if the open subset U ⊆ X lies in a coordinate chart and χ ,χ ′ ∈ C∞
c
(U) then
χQχ ′ is, up to an element of L 1(L2(U ,H )), an operator-valued pseudo-differential
operator of order (m, p) in the local coordinate chart on U . By Theorem 2.8 of [32]
the definition of an operator-valued pseudo-differential operator is independent of
coordinate charts. Unless otherwise stated we will assume that our manifolds are
compact.
We will denote the space of operator-valued pseudo-differential operators of order
(m, p) on X by Ψm,p(X ,K ). The motivation for this notation is that the operator-
valued pseudo-differential operator has coefficients in the multiplier algebra of the
trivial bundle over X with fiber K . One could equally well consider a norm smooth
Hilbert space bundle H→ X and pseudo-differential operators with coefficients in
the multipliers of the bundle of fiber-wise compact endomorphisms K (H) → X .
The problem is that the Hilbert space bundles arising in examples often are not
norm smooth, let alone norm continuous, but rather strongly continuous. The same
problem causes difficulties for the pseudo-differential operators with symbols in an
Azumaya bundle that will appear later on in the paper. There are three ways
out of this problem; either one finds an isomorphism to a norm-smooth bundle,
which for a Hilbert space bundle can be taken to be trivial, or one loosens the
smoothness restriction on the symbols and work with symbols from a C∗-algebra
or one could choose local trivializations that glue together via transition functions
that are smooth only in the strong sense.
The space Ψ0,p(X ,K ) forms a ∗-algebra filtered by Ψm,p(X ,K ), see Theorem
3.6 of [31] for a proof of this statement. If U ⊆ X is an open subset we will
let Ψm,p
c
(U ,K ) ⊆ Ψm,p(X ,K ) denote the subalgebra of operators that are proper
and compactly supported in U , i.e. the operators with Schwartz kernels whose
supports are compact in U×U . The algebraΨm,p(X ,K ) is spanned by the smoothing
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operators and all Ψm,p
c
(U ,K ) for open subsets U inside a coordinate neighborhood,
since the operator-valued pseudo-differential operators are pseudo-local.
Let us introduce some notations for the symbol algebras that will appear through-
out the paper. If U is an open subset of a manifold we will let CN ,∞(U ,L p(H ))
denote C∞(U ,B(H ))∩ CN (U ,L p(H )) and we denote the space of compactly sup-
ported functions of this space by CN ,∞
c
(U ,L p(H )). We will let Σm,p(X ,K ) denote
the subspace of C∞(T ∗X ,B(H )) that satisfies (1)–(3) in local coordinates. If U is
open in X we will let Σm,p
c
(U ,K ) denote the subspace of functions in Σm,p(X ,K )
that are supported over the base U , i.e. a ∈ Σm,p
c
(U ,K ) if {x : a|π−1(x) 6= 0}
is a precompact subset of U . Finally, we will set Σm,p
cc
(X ,K ) := Σm,p(X ,K ) ∩
Cc(T
∗X ,B(H )). Let Ψm,p
cc
(X ,K ) ⊆ Ψm,p(X ,K ) denote the algebra of operator-
valued pseudo-differential operators generated from symbols in Σm,p
cc
(X ,K ).
Any operator Q ∈ Ψ0,p(X ,K ) is pseudo-local. Thus there are finite covers (Uα)
of X and trivializations fα : Uα→Rn such that any Q can be written as
(5) Q =
∑
α
uα

aα(x ,∂ )

u−1α + S,
for a collection aα ∈ Σ0,pc (Rn,H ) and an S ∈ L 1(L2(X ,H )). Here uα : L2(Rn) →
L2(Uα) denotes the isomorphism constructed from fα. We will use the notation U
for the triple consisting of (Uα), ( fα) and a choice of a subordinate partition of unity
(χα). From the decomposition (5) we define the function σU(Q,S) ∈ Σm,p(X ,K ) by
σU(Q,S) :=
∑
α χα f
∗
α (aα). We call this function the full symbol of Q with respect
to S and U. Observe that σU(Q,S) only depends linearly on the pair (Q,S).
We can decompose the full symbol by defining σ0
U
(Q,S)(x ,ξ) := σU(Q,S)(x , 0)
and σ1
U
(Q,S)(x ,ξ) := σU(Q,S)(x ,ξ)−σU(Q,S)(x , 0). Thus the full symbol σU(Q,S)
takes the form
(6) σU(Q,S) = σ
0
U
(Q,S) +σ1
U
(Q,S).
Let us emphasize the obvious fact that the symbol σ0
U
(Q,S) is independent of ξ.
We can in each T ∗Uα decompose the dual coordinates ξ = (ξ1,ξ
′) and using this
decomposition we can rewrite
(7) χασ
1
U
(Q,S)(x ,ξ) =
∫ ξ1
0
∂ξ1(χασU(Q,S))(x , t,ξ
′)dt.
Using this integral formula, (3) implies that σ1
U
(Q,S) ∈ CN ,∞(T ∗X ,L p(H )) since
the Schatten class operators form a Banach space. It is trivial that σ1
U
(Q,S) also
satisfies (1)-(3). A consequence of this decomposition is the following proposition:
Proposition 1.1. We have an inclusion Σm,p
cc
(X ,K )⊆ CN ,∞
c
(T ∗X ,L p).
An interesting setting of operator-valued symbols is on a fiber bundle πZ : Z → X
with smooth compact fiber M and X is a compact smooth manifold. Any 0-order
pseudo-differential operator on Z defines an operator-valued pseudo-differential op-
erator on the Hilbert space bundle L2(Z|X ) → X associated with the fiber bundle
by taking the fiber of L2(Z|X ) over x ∈ X as the Hilbert space L2(π−1
Z
(x)). Here
we see the problem addressed above since the gluing cocycles of this group only are
continuous when the group of unitaries on L2(M) is equipped with the compact-
open topology. Observe that a symbol a0 = a0(x , y,ξ,η) of order m on Z defines an
operator-valued function a(x ,ξ) = a0(x , y,ξ,∂y ) on T
∗X , this construction will of
course depend on the choice of coordinate system on the fibers of Z. The function
a will in a fixed coordinate system satisfy the estimates (1)–(3) for any p > dim(M).
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We will in this paper mainly focus on classical pseudo-differential operators.
In the context of operator-valued pseudo-differential operators a classical pseudo-
differential operator is an element Q ∈ Ψm,p(X ,K ) such that there exist Q j ∈
Ψm− j,p(X ,K ) which are homogeneous of order m− j and Q ∼
∑
Q j . In our conven-
tion of smoothing operators, the asymptotic sum can be taken as a finite sum. The
classical operator-valued pseudo-differential operators of order (m, p) again form an
algebra which we denote by Ψ
m,p
cl
(X ,K ).
The principal symbol mapping Q 7→ Q0, for Q ∼
∑
Q j ∈ Ψ0,pcl (X ,K ), does not
depend on the choice of coordinates and defines a mapping σ : Ψ
0,p
cl
(X ,K ) →
C∞(S∗X ,B(H )). The mapping σ fits into a short exact sequence:
(8) 0→ Ψ˜−1,p
cl
(X ,K )→ Ψ0,p
cl
(X ,K ) σ−→ Σp(X ,K )→ 0,
where we define Σp(X ,K ) := im (σ : Ψ0,p
cl
(X ,K )→ C∞(S∗X ,B(H ))) and the ideal
Ψ˜
−1,p
cl
(X ,K ) is defined as kerσ. Because of the technical assumptions we have put
on the symbols, a compactly supported symbol is not the symbol of a smoothing
operator or even an operator of lower order, although clearly defining a compact
operator. This fact combined with the definition of homogeneous symbols gives the
space kerσ a slightly complicated structure:
Proposition 1.2. The ideal Ψ˜
−1,p
cl
(X ,K ) is the subalgebra of K (L2(X ,H )) linearly
spanned by Ψ−1,p(X ,K ) and Ψ0,p
cc
(X ,K ).
Proof. If the operator Q ∈ Ψ0,p
cl
(X ,K ) we may write Q = Q0 + Q1 where Q1 ∈
Ψ
−1,p
cl
(X ,K ) and Q0 is defined from a homogeneous symbol. Clearly Q ∈ kerσ if
and only if Q0 ∈ kerσ. The last statement holds if and only if some full symbol
σU(Q0,S) vanishes for large |ξ|. Using the decomposition (6) of σU(Q0,S), it follows
that σ0
U
(Q0,S) = 0 and σ
1
U
(Q0,S) ∈ CN ,∞c (T ∗X ,L p) satisfies the estimates (2)-(3) so
σ1
U
(Q0,S) ∈ Σ0,pcc (X ,K ) and Q0 ∈Ψ0,pcc (X ,K ). 
The symbols however have a rather simple structure, and the following proposi-
tion follows from the decomposition (6):
Proposition 1.3. The principal symbol algebra satisfies that
Σp(X ,K )⊆ C∞(X ,B(H )) + CN ,∞(S∗X ,L p(H ))⊆ C∞(S∗X ,B(H )),
where we extend elements of C∞(X ,B(H )) to constant functions on the fiber of
π : S∗X → X . Any element of C∞(X ,B(H )) + CN ,∞(S∗X ,L p(H )) that in local
coordinates satisfies the estimates (2) and (3) extends to an element of Σ0,p(X ,K )+
CN ,∞
c
(T ∗X ,L p).
We will use the notation Σ(X ,K ) := C(X ,B(H ))+C(S∗X ,K (H )), which is the
C∗-closure of Σp(X ,K ) in the pointwise operator norm for any p ≥ 1. Recall that
an embedding A ,→ A of bornological algebras is called isoradial if the embedding
preserves spectral radius of bounded subsets, see Definition 2.21 and Definition 2.48
of [13]. In particular, a dense isoradial embedding preserves spectrum by Lemma
2.50 of [13] and induces an isomorphism on K-theory by Theorem 2.60 of [13].
We equip Σp(X ,K ) with the bornology induced from the inclusion Σp(X ,K ) ⊆
C∞(S∗X ,B(H )) and the seminorms induced from the proportionality constants in
(2)-(3).
Proposition 1.4. The inclusion Σp(X ,K ) ⊆ Σ(X ,K ) is dense and isoradial. So
if a ∈ Σp(X ,K ) is invertible in Σ(X ,K ) it is also invertible in Σp(X ,K ) and
K∗(Σ
p(X ,K ))∼= K∗(Σ(X ,K )).
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Proof. It is straight forward that Σp(X ,K ) is dense in Σ(X ,K ). To prove that
the embedding is isoradial we follow the idea of Example 2.18 and Lemma 2.49 of
[13]. Assume that S ⊆ Σp(X ,K ) is contained in the closed ball of radius r < 1 in
Σ(X ,K ), then Lemma 2.49 of [13] implies that Σp(X ,K ) ⊆ Σ(X ,K ) is isoradial if
S is power-bounded in Σp(X ,K ), see Definition 2.16 of [13]. To prove that S is
power-bounded we must show that if f1, f2, . . . , fk ∈ S, the semi-norms of f1 f2 · · · fk
are bounded by semi-norms of f1, f2, . . . , fk. The assumptions on S implies that
‖ fi‖Σ(X ,K ) ≤ r < 1. Since L p is a symmetric operator ideal in B this assertion
and the fact that S is power-bounded in Σp(X ,K ) follows in the same fashion as in
Example 2.18 of [13]. 
We will now describe the elliptic operator-valued pseudo-differential operators.
We say that an operator-valued pseudo-differential operator Q is elliptic if there is
a smoothing operator S such that the full symbol σU(Q,S) takes invertible values
outside a compact subset of T ∗X . A classical operator-valued pseudo-differential
operator Q is clearly elliptic if and only if σ(Q) takes values in the invertible oper-
ators.
Proposition 1.5. An operator-valued pseudo-differential operator is elliptic if and
only if it is invertible up to a smoothing operator.
Proof. If an operator-valued pseudo-differential operator Q with a full symbol a is
invertible up to a smoothing operator, a full symbol r of an inverse up to smoothing
terms R satisfies 1− ra, 1− ar ∈ Σ−1,p(X ,K ). We define rk :=
∑k−1
j=0
(1− ra) j r. For
sufficiently large k, rk is an inverse of a up to a term that defines a smoothing
operator. So there is a full symbol of Q that is invertible outside a compact set.
To prove the converse, assume that Q ∈ Ψ0,p(X ,K ) is elliptic. Let us choose
a full symbol a := σU(Q,S) that is invertible outside a compact subset of T
∗X
with inverse r corresponding to a parametrix R. In particular, it follows from (4)
that there are smoothing operators S1,S2 such that σU(1−QR,S1),σU(1−RQ,S2) ∈
Σ−1,p(X ,K ) + Σm,p
cc
(X ,K ). Operator-valued pseudo-differential operators of order
(−1, p) are in some Schatten class and compactly defined symbols of order (0, p)
operators are also in some Schatten class, due to the decomposition (6). Hence,
for a large q > 0 we have that 1− QR, 1− RQ ∈ L q(L2(X ,H )). Take an integer
k > q and define Rk :=
∑k−1
j=0
(1− RQ) jR. Since 1−QRk, 1− RkQ ∈ L 1(L2(X ,H )), Q
is invertible up to a smoothing operator. 
It follows from that Ψm,p(X ,K ) ⊆ L q(L2(X ,H )) for some q whenever m < 0
that an operator-valued pseudo-differential operator is elliptic if and only if it is
Fredholm. We shall now review their index theory as described in [32]. To describe
the index theory for general operator-valued pseudo-differential operators we need
to obtain a homotopy from the elliptic operator-valued pseudo-differential opera-
tors to classical elliptic operator-valued pseudo-differential operators. The case of
classical pseudo-differential operators is easier since the index of a classical elliptic
operator will only depend on its principal symbol. The following Lemma follows in
a similar fashion as Theorem 19.2.3 of [21]:
Lemma 1.6. If Q ∈ Ψ0,p(X ,K ) is elliptic, then modulo Schatten class terms,
there is a norm-continuous path (Q t)t∈[0,1] ⊆ Ψ0,p(X ,K ) of elliptic operator-valued
pseudo-differential operators such that Q0 = Q and Q1 is classical.
Proof. If Q is elliptic, we may write Q =
∑
α uα

aα(x ,∂ )

u−1α + S as above in (5)
in such a way that σU(Q,S) takes invertible values outside a ball subbundle of T
∗X
of some radius s. Using the formula (7) we can for each α decompose aα(x ,ξ) =
aα,0(x) + aα,1(x ,ξ). Let χ ∈ C∞(R+) be a smooth cutoff satisfying χ(u) = 0 near
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u = 0 and χ(u) = 1 for u ≥ 1. Define (atα)t∈[0,1] ⊆ Σ0,pc (Uα,K ) + CN ,∞c (T ∗X ,L p) by
atα(x ,ξ) := aα,0(x) +χ(|ξ|)aα,1(x , st |ξ|−tξ) + (1− χ(|ξ|))aα,1(x ,ξ).
The path t 7→ atα is smooth, a0α = aα and a1α is homogeneous. Observe that
atα /∈ Σ0,pc (Uα,K ) since it violates (2)-(3) in a compact set. Compactly supported
symbols taking values in a Schatten class defines Schatten class pseudo-differential
operators and therefore this path of symbols defines a path of operator-valued
pseudo-differential operators modulo Schatten class terms. Furthermore, if R is a
parametrix of Q, with R =
∑
α uα

rα(x ,∂ )

u−1α + S
′, then we can in the same way
as above define r tα. Since t 7→ atα is smooth the path of pseudo-differential operators
defined by
Q t :=
∑
α
uα

atα(x ,∂ )

u−1α + S,
is norm-continuous with a norm-continuous path of parametrices (Rt)t∈[0,1], so the
path satisfies the properties in the statement of the Lemma. 
1.1. K-theory of the symbol algebra. The index theory of operator-valued
pseudo-differential operators does in much behave as index theory on finite-dimensional
fibers. One large difference is the K-theory of the symbol algebra. The full symbol
a of an elliptic operator-valued pseudo-differential operator is in fact a continuous
function a : T ∗X →F0, where F0 denotes the space of Fredholm operators of index
0, that takes invertible values outside a compact set. This construction gives an el-
ement of Ξ[a] ∈ K0(T ∗X ) by the Atiyah-Ja¨nich theorem. We will in this subsection
look closer at the symbol class in K0(T ∗X ) using methods from operator algebras
and show that Ξ is an isomorphism on K-theory and the index of an operator-valued
pseudo-differential operator is given by ind XΞ[a], where ind X : K
∗(T ∗X ) → Z de-
notes the index mapping.
Motivated by Proposition 1.6 we define the symbol class [Q] ∈ K1(Σ(X ,K ))
of an elliptic operator-valued pseudo-differential operator Q as the class [σ(Q1)].
The index of an operator-valued pseudo-differential operator will only depend on
the symbol class and coincides with the index pairing with the K-homology class
ΨX ∈ K1(Σ(X ,K )) defined by (8). A priori, (8) do only define an extension class.
We will not prove that this extension class comes from a K-homology class until
section 3 where we prove it in the more general setting of projective symbols. Let
us calculate the K-theory of the principal symbol algebra.
Lemma 1.7. If H is infinite-dimensional, the association a 7→ Ξ[a] defines an
isomorphism
Ξ : K∗(Σ(X ,K ))→ K∗+1(T ∗X ).
Proof. Let C (H ) denote the Calkin algebra. Consider the short exact sequences
0→ C(S∗X ,K (H ))→ Σ(X ,K )→ C(X ,C (H ))→ 0,(9)
0→ C(X ,K (H ))→ C(X ,B(H ))→ C(X ,C (H ))→ 0.(10)
The index mapping K∗(C(X ,C (H ))) → K∗+1(C(X ,K (H ))) induced by (10) is an
isomorphism since the Ku¨nneth theorem implies that
K∗(C(X ,B(H ))) = 0,
while K∗(B(H )) = 0 if H is infinite-dimensional. Therefore (9) gives a six term
exact sequence which after using Morita invariance of K-theory looks like:
K0(S∗X ) −−−−→ K0(Σ(X ,K )) −−−−→ K1(X )
π∗
x yπ∗
K0(X ) ←−−−− K1(Σ(X ,K )) ←−−−− K1(S∗X )
.
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On the other hand, consider the short exact sequence
0→ C0(T ∗X )→ C(B¯∗X )→ C(S∗X )→ 0.
After taking K-theory of this short exact sequence and using that π∗ : C(X ) →
C(B¯∗X ) defines a homotopy equivalence we arrive at the six-term exact sequence
K0(S∗X ) −−−−→ K1(T ∗X ) −−−−→ K1(X )
π∗
x yπ∗
K0(X ) ←−−−− K0(T ∗X ) ←−−−− K1(S∗X )
,
where the mapping K∗(T ∗X )→ K∗(X ) is the restriction mapping. A diagram chase
and the five lemma implies that Ξ is an isomorphism K∗(Σ(X ,K ))∼= K∗+1(T ∗X ). 
In fact, the isomorphism Ξ can be made explicit using KK-theory in the same
that one associates a difference class in K0(T ∗X ) to an elliptic pseudo-differential
operator. We shall return to this observation for projective symbols. Observe that
the K-theory of the algebra of principal symbols is quite different when the fibers
are of infinite dimension. In finite dimension the Calkin algebra is trivial so the
K-theory of the principal symbol algebra is K∗(S∗X ), thus it also contains non-
trivial elements that are constant on the fibers. However, as far as index theory
is concerned this will not play a role since the pseudo-differential extension (8)
quantize the base of T ∗X in a trivial way.
In the situation of a fiber bundle Z → X with compact fiber and compact base
the map Ξ acts as a fiberwise index mapping for elliptic operators. There is, as
noted above, an embedding of the symbols on Z into the operator-valued symbols
on X . As in Lemma 1.7, a symbol on Z that defines an elliptic operator-valued
symbol on X is a section T ∗X → F0(L2(Z|X )) that takes invertible values outside
a compact subset, where F0(L2(Z|X )) denotes the bundle of Fredholm operators
of index 0. On the other hand, a fiberwise elliptic operator on Z → X defines a
section X → F (L2(Z|X )), the bundle of Fredholm operators on L2(Z|X ), which in
term determines a class in K0(X ).
1.2. The Chern character of a symbol. On an abstract level, we can define the
Chern character on the principal symbol algebra ech : K∗(Σ(X ,K )) → H∗+1c (T ∗X )
by representing a K-theory class of Σ(X ,K ) by a K-theory class on T ∗X . We will
describe how to calculate the Chern character more explicitly using the dense iso-
radial ∗-subalgebras Σp(X ,K ) by modifying symbols to take values in the Schatten
class operators.
Lemma 1.8. For any invertible a ∈ Σp(X ,K (H )) there is an invertible a0 ∈
C∞(X ,B(H ⊕H )) such that
(a⊕ 1)−π∗a0 ∈ CN ,∞(S∗X ,L p(H ⊕H ))∩Σp(X ,K (H ⊕H )).
The proof of this Lemma follows the same lines as that of Proposition 4.3 of [32],
but we formulate the result in a different fashion that will prove the same result for
projective symbols mutatis mutandis. If the Euler characteristic of X vanish, the
situation is much simpler, the cosphere bundle S∗X → X admits a global section η
and a0 := η
∗a⊕ 1 satisfies the conditions of the Lemma.
Proof. We define a¯ := π∗a ∈ C∞(X ,B(H )). We have that a¯ takes values in F0 and
so does a¯⊕ 1 ∈ C∞(X ,B(H ⊕H )). Furthermore,
a− a¯ ∈ CN ,∞(S∗X ,L p(H ))∩Σp(X ,K (H )).
After adding a finite-rank valued function to a¯ ⊕ 1 we obtain a function a0 that
takes surjective values, so a0 takes invertible values. 
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A consequence of Lemma 1.8 is that the construction of the Chern character of a
reduces to constructing the Chern character of (π∗a0)
−1a ∈ 1+CN ,∞(S∗X ,L p(H ))∩
Σp(X ,K (H )). This follows from that [(π∗a0)−1a] = [a]−π∗[a0] = [a] in K1(Σ(X ,K ))
since K∗(C(X ,B)) = 0. The construction of the Chern character in the case p = 1
is a straight-forward generalization of the classical Chern character. For p > 1 the
calculation of the Chern character becomes more complicated in general. One must
resort to a different approach using a smaller subalgebra of the principal symbol
algebra and regularize the Chern character using the suspension operator in cyclic
homology. The construction in this case is done locally in [31] and the global case
in [32]. We refer the reader to these papers for the explicit construction.
There are in some cases possible to calculate the Chern characters more directly.
If ρ is a differential form on a fiber bundle we denote its component that has
degree k in the fiber directions by [ρ]k. We let d : H
∗(S∗X ) → H∗+1
c
(T ∗X ) denote
the boundary mapping.
Proposition 1.9. If a ∈ Σp(X ,K ) is invertible and p ≤ n− 1 then
ech[a]n = d
 
n−1∑
k=0
tr

(a−1da)2k+1

n−1
!
.
All the terms in the Proposition are well defined since any differential of a in
the fiber direction is n − 1-summable. This proposition follows from homotopy
invariance of the Chern character which by Lemma 1.8 allows us to assume that
a ∈ 1+ CN ,∞(T ∗X ,L p(H )).
1.3. The index theorem. We end this chapter by stating an Atiyah-Singer type
result for the operator-valued pseudo-differential operators from [32]. The proof is
by standard methods, see for instance [4] and [5].
Theorem 1.10. If Q is an elliptic operator-valued pseudo-differential operator of
order 0 on the closed manifold X then
ind (Q) =
∫
T ∗X
ech[Q]∧ T d(X )
In particular, if the principal symbol a of Q is an element of Σp(X ,K ) for some
p ≤ n− 1 then
ind (Q) =
∫
S∗X
2n−1∑
k=n−1
tr

(a−1da)k

n−1 ∧π
∗T d(X ).
1.4. Example of free cocompact actions. Let us give an example of how to
construct operator-valued pseudo-differential operators on a compact quotient by a
free discrete group action. The set up is that X is a possibly non-compact smooth
Riemannian manifold and the discrete group Γ acts freely and cocompactly on X by
isometries. Since the Γ-action is free, X ×Γ ℓ2(Γ)→ X/Γ is a smooth Hilbert space
bundle. A smooth section on this bundle is an equivariant function X → ℓ2(Γ)
or compact-valued function X →K (ℓ2(Γ)). Observe that L2(X )∼= L2(F )⊗ ℓ2(Γ)∼=
L2(X×Γℓ2(Γ)), where the later denotes the L2-sections of X×ℓ2(Γ) and F denotes a
fundamental domain. We will now write down a necessary and sufficient condition
for a pseudo-differential operator on X to define an operator-valued symbol on
X ×Γ ℓ2(Γ) under the isomorphism L2(X )∼= L2(X/Γ, X ×Γ ℓ2(Γ)).
The first step is that we with a symbol a of order m on X can associate a function
aˆ0 ∈ C∞(T ∗X |F ,B(ℓ2(Γ))) by setting aˆ0 :=
∑
γ∈Γ γ
∗a|Fδγ, here the Dirac function
δγ ∈ Cc(Γ) act on ℓ2(Γ) by point-wise multiplication. Let aˆ denote the equivariant
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extension of aˆ0 to T
∗X . Since the operators δγ are rank one projections onto an
orthonormal basis of ℓ2(Γ) it follows that
‖∂ α
x
∂
β
ξ
aˆ(x ,ξ)‖L q(ℓ2(Γ)) =
∑
γ∈Γ
|∂ α
x
∂
β
ξ
γ∗a(x ,ξ)|q.
Since aˆ is equivariant it defines a smooth section X/Γ → B(X ×Γ ℓ2(Γ)) and aˆ ∈
Σm,p(X/Γ,K (ℓ2(Γ))) if and only if∑
γ∈Γ
|∂ α
x
∂
β
ξ
γ∗a(x ,ξ)|p/(|β |−m) <∞ for m+ p > |β |> m and(11) ∑
γ∈Γ
|∂ α
x
∂
β
ξ
γ∗a(x ,ξ)|® (1+ |ξ|)m+p−|β | for |β |> m+ p.(12)
The function aˆ automatically satisfies condition (1). This construction of operator-
valued symbols is but a consequence of the isomorphism C0(X )⋉ Γ
∼= C(X/Γ)⊗K
coming from Green’s imprimitivity theorem. The association a 7→ aˆ can be extended
to non-local operators, i.e. operators on L2(X ) of the form
∑
aγγ. These types of
operators have previously been studied in [28] when Γ is of polynomial growth
and X is compact but the only restriction on the Γ-action is that it embeds into a
compact Lie group of diffeomorphisms of X . The symbol of such an operator is an
element of C∞(T ∗X )⋉ Γ, the later is as a linear space given by C∞(T ∗X )⊗ˆS (Γ).
Here S (Γ) denotes the Schwartz functions on Γ and forms a Frechet algebra under
convolution. We let Sm
Γ,p
(X ) denote the Frechet space formed by elements of Sm(X )
satisfying (11) and (12). If Γ is of polynomial growth acting freely and cocompactly
on X as above, then we can clearly extend a 7→ aˆ to a mapping Sm
Γ,p
(X )⊗ˆS (Γ) →
Σm,p(X/Γ,K (ℓ2(Γ))). If we let λγ ∈B(ℓ2(Γ)) denote left translation by γ the image
of an element a =
∑
aγγ ∈ SmΓ,p(X )⊗ˆS (Γ) under this mapping is the equivariant
extension of the B(ℓ2(Γ))-valued function∑
γ∈Γ
γ∗aγ′ |Fδγλγ′ ∈ C∞(T ∗X |F ,B(ℓ2(Γ))).
In the case that Γ is of polynomial growth there is a simple sufficient condition
implying (11) and (12). We can find a smooth function v : X → R+ such that
v(xγ) ¦ dΓ(γ, 1) for all x ∈ F , where dΓ denotes some choice of word metric on Γ.
Assume that a is a symbol of order m on X that satisfies
(13) |∂ α
x
∂
β
ξ
a(x ,ξ)|® (1+ |ξ|+ v(x)δ)m−|β |,
for a δ > 0. If we denote the order of growth of Γ by N then it follows that
a ∈ Sm
Γ,p
(X ) for any p > max(1, N/δ). A very simple example of such a symbol is
if D =
∑
a j∂ j + a0 is a first order differential operator on X and |a0| ¦ vδ, then
σ(D)/(1+σ(D)∗σ(D)) satisfies (13) with m = 0.
For operator-valued pseudo-differential operators of this type the calculation of
their Chern character for p ≤ n−1 can be done explicitly. Recall that [ρ]k denotes
the part of a form or a cohomology class ρ that contains k differentials in the fiber
direction.
Lemma 1.11. Assume that the symbol a =
∑
γ∈Γ aγγ ∈ S0Γ,p(X )⊗ˆS (Γ) is unitary
and p ≤ n− 1. Then we have that
ech[aˆ]n = d
 
2n∑
k=n
chk,n−1[aˆ]
!
∈ H∗
c
(T ∗(X/Γ)),
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and the terms chk,n−1[aˆ] are defined from the form defined as the following absolutely
convergent sum: ∑
(γi, j )∈Γ3krel
 k∧
j=1
γ∗
1, j
aγ2, j d

γ∗
1, j
aγ3, j

n−1
,
where the subset Γ3k
rel
⊆ Γ3k is defined as all sequences (γ1, j,γ2, j,γ3, j) j=1,...,k such that
γ−1
3, j
γ1, j = γ
−1
2, j+1
γ1, j+1 and γ
−1
2,1
γ3,1γ
−1
2,2
γ3,2 · · ·γ−12,kγ3,k = 1.
Proof. That the sum is absolutely convergent follows from that the factors in the
summands are polynomially decaying in γ2 j and γ3 j and n− 1-summable in γ1 j .
The calculation of the Chern character goes as follows; we have that
aˆ∗daˆ =
∑
γ1 ,γ2,γ3,γ4∈Γ
γ∗1aγ2γ
∗
3
daγ4δγ−12 γ1λγ
−1
2
δγ3λγ4 =
=
∑
γ1,γ2 ,γ3∈Γ
γ∗1aγ2γ
∗
1
daγ3δγ−12 γ1λγ
−1
2 γ3
.
It follows that
(aˆ∗daˆ)k =
∑
(γi, j )∈Γ3k
k∧
j=1
γ∗
1, j
aγ2, j d

γ∗
1, j
aγ3, jδγ−12, jγ1, jλγ
−1
2, j
γ3, j

.
However, when taking the trace only the terms with (γi, j) ∈ Γ3krel give a non-zero
contribution. 
2. The symbol calculus on Azumaya bundles
In this section we will study a certain algebra of symbols on Azumaya bundles,
symbols which we will associate pseudo-differential operators with in the next sec-
tion. Along the way we will shortly recall some known results about continuous
trace algebras, twisted K-theory and the corresponding Chern characters.
In the previous section when we considered the situation of operator-valued
pseudo-differential operators on an infinite-dimensional fiber, Kuiper’s theorem re-
vealed that trivial Hilbert space bundles contains the same topological invariants as
diffeologically non-trivial Hilbert space bundles. Matters change drastically when
the symbols of the pseudo-differential operators have a non-trivial global structure.
The group of automorphisms of the compact operators is the projective unitary
group, with compact-open or norm topology, whose classifying space in infinite
dimension has the homotopy type of a K(Z, 3), which will allow for topological
invariants that can not exist on a finite-dimensional fiber.
We will pick up the slack from the previous section and address the technical
aspect of the compact-open topology on the structure group. On the level of C∗-
algebras this will not affect much. However we know of no dense subalgebra of
smooth symbols in this setting and no way of explicitly calculating Chern charac-
ter other than using the spectral sequence of [3]. In the case of a norm smooth
Azumaya bundle one can calculate the Chern character explicitly using [26]. For a
brief overview of twisted K-theory we refer to [30].
Recall that a continuous trace algebra is a C∗-algebra A whose spectrum Aˆ is
Hausdorff and such that A has enough locally rank one projections, see more in [8],
[14] or [30]. If the spectrum X := Aˆ of a stable separable continuous trace algebra A
is locally compact, there is a Hilbert space H and a locally trivial bundle KA → Aˆ
with fiber K (H ) such that A∼= C0(X ,KA). We will call an algebra bundle KA → X
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with fiber being compact operators on a Hilbert space an Azumaya bundle over X .
Since KA is locally trivial it comes from a principal PU(H )-bundle P → X . Here
PU(H ) := U(H )/S1 = Aut(K (H )).
A principal PU(H )-bundle P → X is, in a fine enough cover, described by a Cech
cocycle (cαβ) ∈ Z1((Uα), PU(H )), for some cover (Uα) of X . For simplicity we will
always assume that the cover (Uα) is fine enough and the elements cαβ are already
lifted to functions cαβ : Uα ∩Uβ → U(H ). With this choice of Cech cocycle there is
an associated continuous trace algebra
A := {(aα) ∈ ⊕αC(Uα,K (H )) : aα|Uα∩Uβ cαβ = cαβaβ |Uα∩Uβ }.
The Azumaya bundle associated with this continuous trace algebra is K (P) :=
P ×PU(H )K and A= C0(X ,K (P)). The algebra of sections of an Azumaya bundle
with finite-dimensional fiber is in fact an Azumaya algebra over C0(X ) motivating
the terminology of infinite-dimensional Azumaya bundles.
The opposite principal PU(H )-bundle Pop is the bundle defined by the Cech
cocycle

cαβ

, with respect to a fixed real structure on H . An alternative way
is to define Pop as a principal PU(H )op-bundle defined from the cocycle (c∗
αβ
) ∈
Z1((Uα), PU(H )op). These two constructions coincide in the sense that a real
structure defines an isomorphism K op ∼=K , k 7→ k¯∗ which defines an isomorphism
PU(H ) ∼= PU(H )op.
The two cases that H is of finite respectively infinite dimension are quite differ-
ent. We will in this paper only consider the case whenH is of infinite dimension. In
this case, U(H ) is contractible in its compact-open topology by Kuiper’s theorem,
and therefore also in norm topology. It follows that its classifying space BPU(H ) is
a K(Z, 3) and H1(X , PU(H ))∼= H3(X ,Z) both in compact-open and norm topology.
Therefore the image δ(P) of the Cech cocycle (cαβ ) under this isomorphism classifies
the bundle up to isomorphism. In particular, one can always find an isomorphism
class of a principal PU(H )-bundle in compact-open topology that is norm contin-
uous. The invariant δ(P) is called the Dixmier-Douady invariant of the principal
PU(H )-bundle P or the associated Azumaya bundles. Without going into too much
details, let us mention that for finite-dimensional fibers the Dixmier-Douady invari-
ant is a torsion class in H3(X ,Z) that only classifies Morita equivalence classes of
such bundles.
Any ideal I ⊆ B(H ) defines a locally trivial bundle I (P) := P ×PU(H ) I → X
with fiber I . The bundle I (P) is a continuous bundle whenever I has a topology
on which PU(H ) acts continuously. The cases of interrest for us are I =B(H ),
I = K (H ) and the Schatten class operators I = L p(H ), but of course other
ideals might be useful in other index theories. Observe that PU(H ) with norm
topology acts norm continuously on B(H ), K (H ) and L p(H ). In compact-
open topology PU(H ) acts continuously on B(H ) only in its strong topology but
on K (H ) and L p(H ) in their norm topology, see Proposition A1.1 of [2]. The
group PU(H ) equipped with norm topology can in fact be made into a Banach-
Lie group, it is a closed Lie subgroup of U(H ⊗H ). Therefore it makes sense to
speak of smooth principal PU(H )-bundles. In this paper we will only consider two
classes of principal PU(H )-bundles, those that are smooth and those equipped with
compact-open topology on their fibers. A middle thing between the two is as far
as the techniques in this paper are concerned too impractical to perform general
calculations and a too restrictive class to be able to use in any examples.
If P and P ′ are two principal PU(H )-bundles over X the fiber product P×X P ′ is
a principal PU(H )× PU(H )-bundle. On the level of infinite-dimensional Azumaya
bundles over X we have that K (P×X P ′) =K (P)⊗XK (P ′), which is given by taking
the fiberwise C∗-tensor product. If H is infinite-dimensional we can choose an
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isomorphism H ⊗H ∼=H which defines a homomorphism U(H )×U(H )→ U(H )
that acts as multiplication on the centers. Hence, on the level of cohomology, this
mapping induce the addition in H3(X ,Z), i.e. the Dixmier-Douady invariant of
P×X P ′ under the isomorphismH ⊗H ∼=H is given by δ(P)+δ(P ′). Clearly, since
P ×X Pop is a trivializable principal bundle δ(Pop) = −δ(P). On the level of Cech
cocycles this implies that there is a Cech cochain (c˜α) with values in U(H ⊗H )
such that cαβ ⊗ cαβ = c˜∗α c˜β .
2.1. Example: T -duality. An interesting way to construct a continuous trace
algebra that we shall see fits very well together with our symbol calculus is via
T -duality. The T -duality construction produces a duality between continuous trace
algebras over the total space of a principal S1-bundle and its crossed product by
R. Mathematically, T -duality is described by the Raeburn-Rosenberg theorem
from [29]. If πZ : Z → X is a principal S1-bundle and P → Z a principal PU(H )-
bundle, there is a principal S1-bundle πT
Z
: Z T → X and a principal PU(H )-bundle
PT → Z T such that C(Z ,K (P))⋉R ∼= C(Z T ,K (PT )). The T -duals Z T and δ(PT )
are determined by
(πZ)∗δ(P) = c1(Z
T ) and (πT
Z
)∗δ(P
T ) = c1(Z).
Observe that R do a priori only act fiberwise on Z, but the lifting lemma from
[29] for R-actions on continuous trace algebras allows us to lift the R-action to
C(Z ,K (P)). Existence of the Connes-Thom isomorphism implies that C(Z T ,K (PT ))
has the same K-theory as C(Z ,K (P)) up to a degree shift. We will focus on the case
that P is trivial and consider the continuous trace algebra C(Z)⋉R over X × S1.
In order to construct symbols we will need to understand the local structure of
such a continuous trace algebra well. First, let us consider the most trivial case,
that is, Z = S1 as a bundle over a point. If θ ∈R/Z = S1 we define
Hθ := { f :R→C : f (t + 1) = e2πiθ f (t),
∫ 1
0
| f |2dt <∞}.
Letting the parameter θ ∈ S1 vary, we may view the collection (Hθ ) as a continuous
field of Hilbert spaces H→ S1 with fiber being L2(0,1). In fact, a trivialization is
given by simply restricting an element of Hθ to (0,1), the inverse is given by
extending to R according to f (t + 1) = e2πiθ f (t). Let λθ : C(S
1)⋉R→K (Hθ ) be
defined on a ∈ Cc(S1×R) by
λθ (a) f (t) :=
∫
R
a(t, t − r) f (r)dr =
∫ 1
0
 ∑
k∈Z
a(t, t − k− r)e2πikθ
!
f (r)dr.
Since a has compact support in its second variable, the sum is finite so the integral
kernel of λθ (a) is continuous and therefore defines a compact operator. There-
fore, a 7→ (θ 7→ λθ (a)), as a mapping λ : C(S1)⋉R→ C(S1,K (H)), produces an
isomorphism C(S1)⋉R∼= C(S1,K ) after trivializing H.
A remark that will play an important role in later chapters is that if a ∈ C∞
c
(S1×
R) then λθ (a) is a smoothing operator and λ defines a morphism on the larger
algebra Sm(S1) of pseudo-differential symbols on S1 of order m ≤ 0 after composing
with the Fourier transform in the fiber direction. If a ∈ S ′(T ∗S1) = S ′(S1 ×R)
we let F2(a) denote the Fourier transform in the second variable, i.e. in the fiber
direction. If a ∈ Sm(S1) then F2(a) ∈M (C(S1)⋉R). Hence the mapping
λ˜(a) := λ(F2(a)),
is well defined since λ extends to the multiplier algebra. This operator-valued
section’s action on elements in Hθ can be described rather simply in terms of
a pseudo-differential operator. Observe that if a ∈ Sm(S1) the operator λ0(a) ∈
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B(H0) =B(L2(S1)) is the pseudo-differential operator on S1 defined from a. Let
Uθ : Hθ → H0 = L2(S1) be the unitary defined from the measurable function
θ 7→ e−iθ . If we expand an f ∈ Hθ in a Fourier series f (t) =
∑
k cke
2πi(k+θ )t and
apply λ˜θ (a) one arrive at the expression
(14) λ˜θ (a) f (t) =
∑
k
a(t, 2π(k+ θ))cke
2πi(k+θ )t = U∗θ λ˜0(aθ )Uθ f (t),
where the symbol aθ ∈ Sm(S1) is defined as aθ (t,u) = a(t,u + 2πθ). From this
observation the next Proposition follows.
Proposition 2.1. The mapping λ˜ : Sm(S1) → C∞(S1,B(H)) is multiplicative up
to lower order terms, i.e. λ˜(ab)− λ˜(a)λ˜(b) ∈ λ˜(Sm+m′−1(S1)) for a ∈ Sm(S1) and
b ∈ Sm′(S1).
The mapping λ has exactly the right equivariance properties to glue together over
a principal S1-bundle. In the general case, let Z → X be a principal S1-bundle. We
can choose a sufficiently fine cover (Uα) of X and a Cech cocycle (uαβ) ∈ Z1((Uα),S1)
defining Z. Therefore
C(Z) ∼= {(aα) ∈ ⊕C(Uα × S1) : aα(x , t) = aβ(x , t + uαβ (x))}.
In the same way, the crossed product with R can be considered as a gluing of the
algebras C(Uα × S1) ⋉R. So C(Z) ⋉R is the norm closure of the algebra given
by all elements in the convolution algebra (aα) ∈ ⊕Cc(Uα × S1 ×R) satisfying the
gluing condition aα(x , t, r) = aβ (x , t + uαβ (x), r). We shall now see what happens
to the gluing condition after applying the isomorphism id⊗ λ : C(Uα × S1)⋉R ∼=
C(Uα×S1,K (π∗2H)), where π2 : Uα×S1 → S1 denotes the projection onto the second
coordinate.
Choose a Cech cochain (u˜αβ) ∈ C1((Uα),R) that lifts (uαβ), i.e. uαβ = u˜αβ mod Z.
Define the section cαβ : Uα× S1 ∩ Uβ × S1 → U(π∗2H) by
(15) cαβ (x ,θ) f (t) := f (t + u˜αβ(x)), f ∈Hθ .
For a ∈ Cc(Uα×S1×R) the gluing condition on id⊗λ(a) is exactly that for f ∈Hθ
 
id⊗ λ(aα)(x ,θ)

f (t) =
∫
R
aα(x , t, t − r) f (r)dr =
(16)
=
∫
R
aβ (x , t + uαβ(x), t − r) f (r)dr =
=
∫
R
aβ (x , t + u˜αβ(x), (t + u˜αβ(x))− r) f (r − u˜αβ(x))dr =
= cαβ(x ,θ)

id⊗ λ(aβ)(x ,θ)

cαβ(x ,θ)
∗ f (t)
It follows that the gluing condition on (id⊗ λ(aα)) is exactly
(id⊗ λ(aα))(x ,θ) = cαβ(x ,θ)

id⊗ λ(aβ)(x ,θ)

cαβ(x ,θ)
∗
A consequence of this calculation is the identity
cαβ cβγcγα(x ,θ) = e
2πiθ (u˜αβ (x)+u˜βγ(x)+u˜γα(x)).
The right hand side defines an S1-valued Cech 2-cocycle on X×S1. The cohomology
class’ image under the Bockstein mapping H2(X × S1,S1) → H3(X × S1,Z) is by
definition the Dixmier-Douady invariant of C(Z)⋉R.
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2.2. Example: fiberwise magnetic translations. This example is much moti-
vated by [25]. We will assume that Γ is a discrete group acting properly on the
complete Riemannian manifolds Z and X and that these manifolds fit into a smooth
fiber bundle M → Z πZ−→ X for a smooth compact manifold M . The manifolds Z and
X are not assumed to be compact. We will make a rather strong assumption on this
bundle; we will require that πZ is isometric, equivariant, admits a smooth global
section s : X → Z and every x ∈ X is contained in a Γ-invariant open set Ux such that
there is a Γ-equivariant isomorphism of fiber bundles π−1
Z
(Ux)
∼= Ux × M for some
Γ-action on M . The manifold M is assumed to be simply connected. We will also
make the rather strong assumption that the Γ-action on X is properly discontinuous
and cocompact. Consequently, the actions on Z and X are free. This assumption
guarantees that there is a cover (Uα) of X such that each Uα is Γ-invariant and that
there are open sets U0α such that γU
0
α∩U0α = ; if γ 6= 1. We can write Uα = ΓU0α. We
can choose this cover so that U0α and the connected components of Uα ∩ Uβ always
are diffeomorphic to the unit ball. We will also fix a collection of Γ-equivariant
diffeomorphisms fα : π
−1
Z
(Uα)→ Uα×M .
From the local trivializations fα we can construct a first order operator DM on
differential forms Z which acts as vertical differentiation. The operator DM is Γ-
equivariant since each fα is. We can split T
∗Z = π∗
Z
T ∗X ⊕ T ∗
M
Z into a horizontal
respectively vertical part. The extra data that we will choose, from which we can
construct an Azumaya bundle on X/Γ, is a vertical form η ∈ C∞(Z , T ∗
M
Z) such that
the 2-form DMη ∈ C∞(T ∗Z ,∧2T ∗M Z) is Γ-invariant.
The 1-form γ∗η− η is in the kernel of DM since DMη is Γ-invariant. Since we
have assumed that M is simply connected there is a unique solution ϕγ ∈ C∞(Z)
to the differential equation γ∗η−η = DMϕγ satisfying the condition s∗ϕγ = 0. We
define a projective Γ-action on Cb(X , L
2(Z|X )) by
Tγg := e
iϕγγ∗g.
That γ 7→ Tγ is a projective action follows from a straight-forward calculation lead-
ing to that the expression ϕγ + γ
∗ϕγ′ −ϕγγ′ is constant on the fiber. One has that
TγTγ′ = ς(γ,γ
′)Tγγ′ where ς is the C
∞(X , U(1))-valued 2-cocycle on Γ defined by
ς(γ,γ′) := eis
∗γ∗ϕγ′ .
Similarly to in [25] we define a Γ-action on Cb(X ,K (L2(Z|X ))) by the adjointing
with Tγ. A prototypical example of a twisted equivariant (unbounded) operator-
valued function on X is the operator Dη := DM + iη acting between suitable bundles
of forms. Let us remark that the isomorphism class of this Γ-action only depends on
η modulo ker(DM : C
∞(Z , T ∗
M
Z) → C∞(Z ,∧2T ∗
M
Z)). Let µ : H∗(Γ, C∞(X , U(1))) →
H∗+1(X/Γ,Z) denote the composition of the natural mapping H∗(Γ, C∞(X , U(1)))→
H∗(X/Γ, U(1)) with the isomorphism H∗(X/Γ, U(1)) ∼= H∗+1(X/Γ,Z).
Proposition 2.2. There is a principal PU(L2(M))-bundle PZ ,η → X/Γ, contin-
uous in the compact-open topology on PU(L2(M)), such that C(X/Γ,K (PZ ,η)) =
Cb(X ,K (L2(Z|X )))Γ and δ(PZ ,η) = µ[ς].
Proof. First of all it is clear that Cb(X ,K (L2(Z|X )))Γ is a continuous field of C∗-
algebras over X/Γ. We must show that every point x ∈ X/Γ has an open neighbor-
hood over which this field is trivializable with fiber K (L2(M)). Let us take an α
such that x ∈ Uα/Γ, with (Uα) being a cover of the type described above. Since Γ
acts properly discontinuous on X , we have a C0(Uα/Γ)-linear isomorphism
Cb(Uα,K (L2(Z|X )))Γ ∼= Cb(U0α,K (L2(M))),
given simply by extending functions U0α → K (L2(M)) to Γ-invariant ones. This
implies that the field is a locally trivial bundle and there is a corresponding frame
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bundle PZ ,η → X/Γ. Since the action of Γ is strictly continuous it is clear that
PZ ,η→ X/Γ is continuous in the compact-open topology. 
2.3. The algebra of projective symbols. We will now proceed with defining
the algebra of projective symbols. Following the notations of Section 1, if P → X
is a smooth principal PU(H )-bundle defined from the Cech cocycle (cαβ) we define
the algebra of projective symbols of order (m, p) as
(17)
Σm,p(X ,K (P)) := {(aα) ∈ ⊕αΣm,p(Uα,K (H )) : aα|Uα∩Uβπ∗cαβ = π∗cαβaβ |Uα∩Uβ }.
We will equip this ∗-algebra with the bornology induced from the bornological alge-
bras Σm,p(Uα,K (H )). The Cech cocycle π∗cαβ only depend on the base coordinates
so the estimates (1)–(3) are invariant under applying transition functions. There-
fore we can describe elements of Σm,p(X ,K (P)) as sections a ∈ C∞(T ∗X ,B(π∗P))
satisfying the estimates (1)–(3) in local coordinates. If U ⊆ X is open we define
Σm,p
c
(U ,K (P)) as the elements of Σm,p(X ,K (P)) with support contained in π−1(U).
If P is trivializable over U then this trivialization clearly extends to a trivialization
Σm,p
c
(U ,K (P))∼= Σm,pc (U ,K ). We also define
Σm,p
cc
(X ,K (P)) : = Σm,p(X ,K (P))∩ C∞
c
(T ∗X ,B(π∗P)) =
= Σm,p(X ,K (P))∩ CN ,∞
c
(T ∗X ,L p(π∗P)).
The equality follows in exactly the same fashion as Proposition 1.1.
An important subalgebra of the symbol algebra is the subalgebra of classical
symbols. Assume that κ is a continuous action of R+ on K (P) as strictly con-
tinuous bundle automorphisms. A symbol a ∈ Σm,p(X ,K (P)) is said to be ho-
mogeneous if a(x ,λξ) = λmκ(λ)(a(x ,ξ)) for large ξ and λ ≥ 1. If we for a very
large N can find a0, a1, . . . , aN−1, with a j ∈ Σm− j,p(X ,K (P)) homogeneous, and a−∑
a j ∈ Σm−N ,p(X ,K (P)) we say that a is classical. The subspace Σm,pcl (X ,K (P)) ⊆
Σm,p(X ,K (P)) of classical symbols forms a subalgebra. We have an inclusion
Σm,p
cc
(X ,K (P)) ⊆ Σm,p
cl
(X ,K (P)) since a compactly supported symbol is homoge-
neous of any order by definition. Again, the action κ does not play an important
role for the calculus and we will assume that κ is trivial.
The classical symbols form a much smaller class of symbols, but for the purpose
of index theory they capture the entire picture. Later on we will consider ellip-
tic operators, that is, symbols invertible outside a compact subset of T ∗X . The
following Proposition is proved in precisely the same manner as Lemma 1.6.
Proposition 2.3. If a ∈ Σ0,p(X ,K (P)) is invertible outside a compact subset, there
is a smooth path (at)t∈[0,1] ⊆ Σ0,p(X ,K (P)) + CN ,∞c (T ∗X ,L p(π∗P)) of symbols in-
vertible outside the same compact with a1 ∈ Σm,p
cl
(X ,K (P)) + CN ,∞
c
(T ∗X ,L p(π∗P))
and a0 = a.
Motivated by Proposition 1.2, we define
Σp(X ,K (P)) := Σ0,p
cl
(X ,K (P))/

Σ
−1,p
cl
(X ,K (P)) +Σ0,p
cc
(X ,K (π∗P))

.
We can consider Σp(X ,K (P)) as a subalgebra of C∞(S∗X ,B(π∗P)) via the symbol
mapping. We will define Σ(X ,K (P)) as the C∗-algebra closure of Σp(X ,K (P)). Let
Σ(X ,K (P)) denote the C∗-closure of Σ0,p
cl
(X ,K (P)) in Cb(T ∗X ,B(π∗P)).
Proposition 2.4. The C∗-algebra Σ(X ,K (P)) is homotopic to C(X ,B(P)).
Proof. Since C∞(X ,B(P)) ⊆ Σ0,p(X ,K (P)) there is an inclusion C(X ,B(P)) ⊆
Σ(X ,K (P)). Define π0 : Σ(X ,K (P)) → C(X ,B(P)), a 7→ (x 7→ a(x , 0)). The ∗-
homomorphism is clearly well-defined since it is the restriction of a ∗-homomorphism
Cb(T
∗X ,B(π∗P))→ C(X ,B(P)). The mapping π0 is a right inverse to the inclusion
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C(X ,B(P)) ⊆ Σ(X ,K (P)) and the composition with this inclusion is homotopic to
the identity on Σ(X ,K (P)) via πt(a)(x ,ξ) := a(x , tξ). 
Lemma 2.5. There is an isomorphism C(X ,B(P))⊗K ∼= C(X ,K (P))⊗B .
Proof. If we take choose a Cech cocycle (cαβ) ∈ Z1((Uα), PU(H )) to represent P,
we may identify
C(X ,B(P))⊗K = {(aα) ∈ C(Uα,B ⊗K ) : aα(cαβ ⊗ 1) = (cαβ ⊗ 1)aβ} and
C(X ,K (P))⊗B = {(bα) ∈ C(Uα,B ⊗K ) : bα(1⊗ cαβ ) = (1⊗ cαβ )bβ}.
The bundle P×X Pop is trivializable, so there is a Cech cochain (c˜α) ∈ C0((Uα), U(H⊗
H )) such that cαβ ⊗ (c∗αβ)op = c˜∗α c˜β , or equivalently;
c˜α(cαβ ⊗ 1) = (1⊗ cαβ )c˜β .
Therefore, if (bα) ∈ C(X ,K (P))⊗B then (c˜∗αbα c˜α) ∈ C(X ,B(P))⊗K . This defines
the sought after isomorphism. 
Proposition 2.6. We have that Σ(X ,K (P)) = C(X ,B(P)) + C(S∗X ,K (π∗P)) and
the C∗-algebra Σ(X ,K (P)) fits into the short exact sequence
0→ C0(T ∗X ,K (π∗P))→ Σ(X ,K (P))→ Σ(X ,K (P))→ 0.
Proof. The inclusion Σ(X ,K (P)) ⊆ C(X ,B(P)) + C(S∗X ,K (π∗P)) is obvious since
the variation of a symbol in Σp(X ,K (P)) in the fiber directions is compact. The re-
verse inclusion is also obvious since C∞(X ,B(P))+C∞(S∗X ,L 1(π∗P))⊆ Σp(X ,K (P)).
The symbol mapping σ : Σ
0,p
cl
(X ,K (P))→ C∞(S∗X ,B(π∗P)), whose image is Σp(X ,K (P)),
has kernel Σ
−1,p
cl
(X ,K (P)) + Σ0,p
cc
(X ,K (P)). It is clear from the estimate (3) with
α = 0, which is allowed for m < 0, that
Σ
−1,p
cl
(X ,K (P)) + CN ,∞
c
(T ∗X ,L p(P))∩Σ0,p
cl
(X ,K (P))⊆ C0(T ∗X ,K (π∗P)).
The embedding is clearly dense, since the left hand side contains the dense sub-
algebra C∞
c
(T ∗X ,L 1(π∗P)). The image of the extended symbol morphism σ :
Σ(X ,K (P))→ Σ(X ,K (P)) is dense, thus σ is surjective. 
A consequence of this Proposition is that the gluing construction (17) of the
symbols of order (m, p) also can be carried out for the principal symbol C∗-algebra
Σ(X ,K (P)) and Σ(X ,K (P)). As in section 1 we have the result:
Lemma 2.7. The dense embeddings Σp(X ,K (P))⊆ Σ(X ,K (P)) and Σ0,p
cl
(X ,K (P))⊆
Σ(X ,K (P)) are isoradial.
Now, let us turn to general principal PU(H )-bundles. The C∗-algebra of sym-
bols can after some minor modifications be defined also in this setting. We let
Cr(T
∗X ,K (π∗P)) denote the algebra of sections T ∗X →K (π∗P) that admits radial
limits in norm topology. We define the C∗-algebras
Σco(X ,K (P)) := Cr(T ∗X ,K (π∗P)) +M (C(X ,K (P))),
Σco(X ,K (P)) := C(S∗X ,K (π∗P)) +M (C(X ,K (P))).
The same kind of results as above holds also for this pair of C∗-algebras but with
C(X ,B(P)) replaced by the multiplier algebra M (C(X ,K (P))). In the case that
P is trivial, recall that M (C(X ,B)) is the algebra of continuous functions to B
equipped with its strong topology, see [1]. There is a short exact sequence
(18) 0→ C0(T ∗X ,K (π∗P))→ Σco(X ,K (P))→ Σco(X ,K (P))→ 0.
and Σco(X ,K (P)) is homotopic to M (C(X ,K (P))).
In the case that P is defined from a set of mappings cαβ : Uαβ → U(H ) that
are smooth as mappings cαβ : Uαβ → B(H ) in the strong topology, we can also
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define smooth symbols in this setting. Smoothness of symbols defined in this way
of course depend on the choice of the mappings cαβ . In the examples we consider
this notion is useful since such a choice comes naturally from local trivializations
of the underlying geometries.
2.4. Remark: Loop group Dirac operators. One of the most studied principal
PU(H )-bundles, which has attracted much attention from the physicists, comes
from projective representations of loop groups. If G is a compact, connected, sim-
ply connected, simple Lie group the group H3(G,Z) as well as H3
G
(G,Z), with G
acting by conjugation on itself, is free of rank one. The PU(H )-bundle associated
with the generator, known as the Wess-Zumino-Witten term by physicists, can be
constructed from a projective representation of the loop group of G. If H is a
projective representation of the loop group LG and P G denotes the path group,
then P G ×LG ×PU(H )→ G is a G-equivariant PU(H )-bundle.
A celebrated result of Freed-Hopkins-Teleman [17] calculates the equivariant K-
theory twisted by the Wess-Zumino-Witten term in terms of the Verlinde algebra
of the Lie group. This construction does in a very straightforward factor over
the equivariant K-theory of Σ0,2+(G,K (P)) since the loop group Dirac operator
implementing the Freed-Hopkins-Teleman isomorphism squares to an operator that
behaves as a first-order elliptic operator on the circle (see Lemma 2.45 and (3.36) of
[17]). Verlinde algebras are finite so these equivariant twisted K-homology groups
and twisted K-theory groups are always torsion groups. It follows from Theorem
3.4 of [18] that also the non-equivariant twisted K-theory groups of these types of
Lie groups are torsion groups. Thus, both the equivariant and the non-equivariant
index pairing vanish in this case.
2.5. Example: Constructing projective symbols on T -duals. To give exam-
ples of how to construct projective symbols we turn to the T -dual bundles of section
2.1. The construction of symbols on the T -duals is merely a usage of the extension
of the isomorphism λ. Most calculations can be made explicitly on the T -dual
projective bundles using ordinary index theory for pseudo-differential operators on
circle bundles. This PU(L2(S1))-bundle is not smooth, since the cocycles are not
norm continuous. We will however introduce an artificial notion of smoothness in
this setting.
Recall the setup from section 2.1; we have a principal S1-bundle Z → X and
the T -dual principal PU(L2(S1))-bundle PT → X ×S1 is constructed so that C(Z)⋉
R
∼= C(X × S1,K (PT )). We will fix a finite cover (Uα) of X , trivializations fα :
π−1
Z
(Uα)→ Uα×S1 and a Cech cochain (u˜αβ) ∈ C1((Uα),R) such that fα f −1β (x ,θ) =
(x ,θ + u˜αβ (x)). The collection of this data will be denoted by U. A section a ∈
C(X×S1,K (PT )) is said to be smooth if it comes from a collection (aα) ∈ ⊕C∞(Uα×
S1,K ) and satisfies the cocycle condition with respect to the projective unitary-
valued cocycle (15). We will denote the Frechet algebra of smooth sections by
C∞
U
(X × S1,K (PT )), this is a dense isoradial subalgebra of C(X × S1,K (PT )).
Let us now construct symbols on PT by using symbols on Z × S1. We can
define the symbol algebras Σ
m,p
U
(X×S1,K (PT )) and Σp
U
(X×S1,K (PT )) with respect
to U. Observe that these are not norm dense in Σco(X × S1,K (PT )) respectively
Σco(X × S1,K (PT )), but nevertheless the embeddings induce isomorphisms on K-
theory.
If a is a pseudo-differential symbol of order m on Z × S1, i.e. a ∈ Sm(Z × S1),
we can write a =
∑
l∈Z ale
2πilθ with al ∈ C∞(T ∗Z ×R). We have local coordinates
(x , t,θ ,ξ, s,u) on T ∗(Z×S1), with (t, s) being coordinates in the vertical direction of
the circle fiber and its cotangent direction and similarly (θ ,u) are coordinates on the
trivial circle direction and its cotangent direction. We can write a = a(x , t,θ ,ξ, s,u)
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and al = al(x , t,ξ, s,u). Locally we define the function a˜ := a(x ,θ ,ξ, s, t,u). The
locally defined B(H)-valued section (x ,θ ,ξ, s) 7→ (id⊗ λ˜θ )(a˜)(x ,θ ,ξ, s) can by the
same calculation as in (16) be shown to glue together to a global element qT (a) ∈
M (C0(T ∗(X × S1),K (PZ))) and that the construction of qT (a) does not depend on
the choice of coordinates. We can write this out more explicitly by letting qT (a)
act on an f ∈ Hθ as
qT (a)(x ,θ ,ξ, s) f (t) :=
∫
R
F6a(x , t,θ ,ξ, s, t − u) f (u)du=(19)
=
∑
k,l
∫ 1
0
F5al(x , t,ξ, s, t + k− l − u)e2πikθ f (u)du,
here F6 and F5 denotes Fourier transform in the sixth respectively fifth variable.
The section qT (a) is constructed from gluing together local sections of the form
id⊗λ˜(a˜) and while these local sections, by (14), are unitarily equivalent to fiberwise
defined operator-valued symbols we can conclude the following:
Proposition 2.8. If Z → X is a principal S1-bundle with T -dual principal PU(L2(S1))-
bundle PZ → X × S1, qT defines a linear mapping
qT : S
m(Z × S1)→ Σm,1+
U
(X × S1,K (PZ)).
There is a very simple example of a T -dual, consider the S1-principal bundle
S3 → S2. Compare with Example 4.6 of [29]. Let us view S2 as two unit discs
D+, D− ⊆ C glued together along the boundary and S3 as D+ × S1 glued together
with D− × S1 along the mapping ∂ D+ × S1 → ∂ D− × S1, (z, t) 7→ (z, zt), where
we view S1 as the unit circle |z| = 1 in C. Therefore, the cocycle condition on
a+ ⊕ a− ∈ Cc(D+ × S1 ×R) ⊕ Cc(D− × S1 ×R) is that a+(z, t, s) = a−(z, zt, s) for
|z| = 1. Observe that with this choice of cocycle, to glue together the field of
Hilbert spacesHθ over S2×S1 one would need sections that have monodromy e2πiθ
when going one way around the equator in S2 ×{θ}.
2.6. Example: Symbols on the twisted group action of section 2.2. Recall
the principal PU(L2(M))-bundle PZ ,η → X/Γ constructed above in section 2.2. We
will speak of smooth sections in terms of smooth equivariant sections on X . So if we
choose the data U consisting of a cover and equivariant trivializations as in section
2.2 we can speak of smooth sections C∞
U
(X ,K (L2(Z|X ))) ⊆ C(X ,K (L2(Z|X ))) and
we can also define Σ
m,p
U
(X ,K (L2(Z|X ))) as the elements of C∞
U
(X ,K (L2(Z|X ))) that
satisfies the estimates (1)–(3). Since Γ acts isometrically then Γ acts on this algebra
of symbols. The symbols of order (m, p) over PZ ,η→ X/Γ is defined as
Σ
m,p
U
(X/Γ,K (PZ ,η)) := Σm,pU (X ,K (L2(Z|X )))Γ.
One natural way to obtain a Γ-invariant element of Σ
m,p
U
(X ,K (L2(Z|X ))) is to
start with an elliptic operator D on Z that commutes with the projective Γ-action.
That D commutes with the projective Γ-action means that eiϕγγD = Deiϕγγ. Us-
ing functional calculus we can define FD := D(1+D∗D)−1/2 which is a zero order
elliptic Γ-invariant pseudo-differential operator on Z. Since M is compact there is
an operator-valued symbol on X defined from FD which is a Γ-invariant element of
Σ
0,p
U
(X ,K (L2(Z|X ))) for any p > dim(M).
2.7. K-theory of the projective symbol algebra. If P → X is a principal
PU(H )-bundle with Dixmier-Douady invariant ω the K-theory K∗(C0(X ,K (P)))
is an invariant of P and in fact K∗(C0(X ,K (P))) is determined up to isomorphism
by X and ω. We will denote a choice of isomorphism class by K∗(X ,ω). The isomor-
phism between different choices of representatives for K∗(X ,ω) is unfortunately not
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canonical. Twisted K-theory is a rich invariant carrying many similarities with or-
dinary topological K-theory. For instance, if P, P ′ are two principal PU(H )-bundles
the isomorphism K (P)⊗X K (P ′) ∼=K (P ×X P ′) defines a cup product
K∗(X ,δ(P))× K∗(X ,δ(P ′))→ K∗(X ,δ(P) +δ(P ′)).
The cup product makes every twisted K-theory group over X a module over K∗(X ).
If a ∈ Σ0,p(X ,K (P)) is an elliptic projective symbol we can define a symbol class
Ξ[a] ∈ K0(T ∗X ,π∗δ(P)) ∼= KK(C, C0(T ∗X ,K (P))), the construction can word by
word be generalized to any elliptic a ∈ Σco(X ,K (P)). The abstract approach is
to use Proposition 2.3 and Proposition 2.6. With a we can associate a classical
symbol a0 by Proposition 2.3 and a class [σ(a
0)] ∈ K1(Σp(X ,K (P))). Then we may
let Ξ[a] be the image of [σ(a0)] under the boundary mapping coming from the
short exact sequence of Proposition 2.6.
The direct construction of the symbol class Ξ[a] is to take a parametrix r ∈
Σ0,p(X ,K (P)) to a. That is, ar−1, ra−1 ∈ C∞
0
(T ∗X ,K (π∗P)). The KK-class Ξ[a] ∈
KK(C, C0(T
∗X ,K (π∗P))) can be represented by the even C − C0(T ∗X ,K (π∗P))-
Kasparov module (C0(T
∗X ,K (π∗P)⊗C2), Fa) where C2 is graded via 1⊕−1 and
Fa ∈M (C0(T ∗X ,K (π∗P)⊗C2)) is defined in terms of the matrix
Fa :=

0 a
r 0

.
Analogously, we can define the ”odd” symbol mapping Ξ : K0(Σ(X ,K (P))) →
K1(T ∗X ,π∗δ(P)) either in terms of Proposition 2.6 or in terms of Kasparov modules.
Theorem 2.9. The symbol class mapping Ξ : K∗(Σ(X ,K (P)))→ K∗−1(T ∗X ,π∗δ(P))
associated with the short exact sequence of Proposition 2.6 is an isomorphism. The
same statement holds for the compact-open symbol class mapping K∗(Σco(X ,K (P)))→
K∗−1(T ∗X ,π∗δ(P)) associated with the short exact sequence (18).
Proof. If we take the six term exact sequence of the short exact sequence of Propo-
sition 2.6, the first statement of the theorem follows if K∗(Σ(X ,K (P))) = 0. By
Lemma 2.4, K∗(Σ(X ,K (P))) = K∗(C(X ,B(P)). But C(X ,B(P)) is Morita equiv-
alent to C(X ,K (P)) ⊗ B by Lemma 2.5 so the Ku¨nneth theorem implies that
K∗(C(X ,B(P)) = 0. The second statement of the theorem follows in a similar
manner since K∗(Σco(X ,K (P))) = K∗(M (C(X ,K (P)))) = 0. 
2.8. Twisted Chern characters of projective symbols. We will now turn to
the homological picture that will give us Atiyah-Singer type formulas for the twisted
index pairing. Let us recall the definition of twisted de Rham cohomology of a
smooth manifold X . Assume that Ω is a closed 3-form on X and define the differen-
tial operator dΩ := d−Ω satisfying d2Ω = 0. The twisted de Rham cohomology H∗Ω(X )
is defined as the Z/2Z-graded cohomology of the Z/2Z-graded complex of differ-
ential forms on X equipped with dΩ. The vector space H
∗
Ω
(X ) is finite-dimensional
which is easily seen from Hodge theory and the isomorphism class of H∗
Ω
(X ) is
determined by the de Rham class of Ω.
The twisted Chern character is a natural mapping chP : K
∗(X ,δ(P)) → H∗
Ω
(X ),
where Ω is a certain 3-form representing the image of δ(P) in de Rham coho-
mology. The twisted Chern character can be constructed either using the spectral
sequence of Atiyah-Segal, see [3], or a generalization of Connes-Hochschild-Kostant-
Rosenberg theorem due to Mathai-Stevenson, see [26]. In the compact-open topol-
ogy one must settle for the spectral sequence construction. In the smooth set-
ting, the twisted Chern character is defined as the periodic Connes-Chern character
chcc : K∗(C
∞(X ,L 1(P)))→ HP∗(C∞(X ,L 1(P))) composed with a natural transfor-
mation HP∗(C
∞(X ,L 1(P))) → H∗
Ω
(X ). We refer the reader to the construction in
[26]. The twisted Chern character behaves much like the usual Chern character.
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Lemma 2.10. The Chern character chω : K
∗(X ,ω) → H∗
Ω
(X ) is multiplicative in
the sense that for any [a] ∈ K∗(X ,ω) and [E] ∈ K∗(X ,ω′) we have that
chω+ω′([a]∪ [E]) = chω[a]∧ chω′[E] ∈ H∗Ω+Ω′(X ).
The Lemma is a direct consequence of the construction in [26] and Corollary 2.8
of [19], the latter result stating that the Chern character on generalized cycles is
multiplicative.
On an abstract level, we can define the Chern character on the projective prin-
cipal symbol algebra gchP : K∗(Σ(X ,K (P))) → H∗c,π∗Ω(T ∗X ) as the isomorphism of
Lemma 2.9 composed with the Chern character chπ∗P , using either of the two twisted
Chern character depending on whether P is smooth or not. However, the nature of
the projective symbols allow us to construct it explicitly when P is smooth using
the generalized Connes-Hochschild-Kostant-Rosenberg theorem and the regulariz-
ing techniques of [31] and [32]. This of course depend on the following lemma.
Lemma 2.11. For any invertible a ∈ Σp(X ,K (P)) there is an invertible a0 ∈
C∞(X ,B(P ⊕ P)) such that
(a⊕ 1)−π∗a0 ∈ CN ,∞(S∗X ,L p(P ⊕ P))∩Σp(X ,K (P ⊕ P)).
3. The index pairing with twisted K-theory
We will in this section construct twists of pseudo-differential operators with val-
ues over a principal PU(H )-bundle by projective bundles over the opposite PU(H )-
bundle, i.e. projective modules over the corresponding continuous trace algebra.
The index theory of these operators defines an index pairing between the K-theory
of the projective principal symbol algebra and the opposite twisted K-theory. This
index pairing coincides with the twisted index pairing and using Theorem 1.10 the
index can be calculated by means of an Atiyah-Singer type index theorem. The
main idea of this section can be read out from the following commuting diagram
where all arrows are isomorphisms:
(20)
K
geo
∗ (X , P)
µ
=
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
==
=
F

















K∗(T ∗X ,π∗δ(P))
PD
&&NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
NN
N
c
OO
K∗−1(Σ(X ,K (P)))
OpΣ //
Ξ
88rrrrrrrrrrrrrrrrrrrrrrr
KK∗(C(X ,K (Pop)),C))
In [6] the Atiyah-Singer index theorem was attributed to the upper right part of this
commuting diagram. The mapping µ denotes the assembly mapping of [11]. PD is
Poincare´ duality that maps an element to its external product with the spinc-Dirac
operator on T ∗X , see more in [33]. In even degree, when P is trivializable, PD is
implemented by choosing an operator from a difference class on T ∗X . The ”choose
an operator”-mapping OpΣ is just as in the classical setting the construction of
an operator from a symbol. We construct this mapping in the subsequent section
and we prove in Theorem 3.3 that OpΣ makes the lower triangle in the diagram
commute.
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We will only make use of the lower triangle in this paper. The full diagram
is similar to the solution of the index problem for hypo-elliptic operators in the
Heisenberg calculus, see the diagram in Section 1.3 of [7]. Constructing the clutch-
ing mapping c and the de-clutching mapping F, i.e. representing our classes in
geometric K-homology, would produce more natural solutions to the index prob-
lem. The clutching mapping c, in the case of trivializable P, associates a geometric
cycle with an elliptic complex over T ∗X and solves The Index Problem, as defined
in [6], for elliptic pseudo-differential operators. For trivializable P the de-clutching
mapping F is more or less taking the fiberwise Dirac operator. More precisely, if
(M , E, f ) is a geometric cycle over X and f is smooth, we factor f over an embedding
into X × SN , for a large N , and the trivial fiber bundle X × SN → X . A represen-
tative of F(M , E, f ) is given as the operator-valued symbol constructed in terms of
fiberwise defined operator-valued symbol on X of the operator on X ×SN → X given
by the external product of the spinc-Dirac operator on M twisted by E and the
fiberwise spinc-Dirac operator on the normal bundle of M in X × SN . In general,
c and F are very hard to construct. An explicit construction of F and its inverse
seems vital to understand the index theory of projective operators.
3.1. Choose an operator construction. To associate K-homology classes with
elliptic projective symbols we must construct operators from symbols. We will
construct this as a linear mapping τ : Σm,p(X ,K (P)) → B(L2(X ,H ⊗ H ∗)) in
the norm smooth setting. We will show existence of such a linear mapping in the
general case, but the construction is in practice quite complicated and uses complex
analytic methods.
The main idea in the operator construction is to represent our symbols on the
Hilbert-Schmidt sections of the Azumaya bundle. If P → X is a principal PU(H )-
bundle there is an isomorphism ϕ : C(X ,K (Pop)⊗X K (P)) ∼= C(X ,K ⊗K ). Since
this isomorphism is C(X )-linear we obtain the following Proposition.
Proposition 3.1. The isomorphism ϕ extends to isomorphisms
ϕ˜ : C(X ,K (Pop))⊗C(X ) Σco(X ,K (P))→ Σco(X ,K )⊗K and
ϕ˜ : C(X ,K (Pop))⊗C(X ) Σ(X ,K (P))→ Σ(X ,K )⊗K if P is smooth.
If P is smooth we can take this isomorphism to map tensor products of smooth
sections to smooth functions.
Let L2(X ,L 2(P)) denote the L2-sections of the Hilbert-Schmidt class operators
over P. There is a representationπ : C(X ,K (Pop))⊗C(X )C(X ,K (P))→B(L2(X ,L 2(P)))
by letting C(X ,K (Pop)) act by multiplication on the right and letting C(X ,K (P))
act by multiplication on the left. As a Hilbert space bundle L 2(P) ∼= X ×H ⊗H ∗
and this isomorphism intertwines π with the pointwise action on L2(X ,H ⊗H ∗)
defined from the isomorphism ϕ.
We can now define τ for a smooth P. If a ∈ Σm,p(X ,K (P)) the function ϕ˜(1⊗a) ∈
C∞(T ∗X ,B(H ⊗H ∗)) satisfies the estimates
‖∂ α
x
∂
β
ξ
ϕ˜(1⊗ a)(x ,ξ)‖B(H⊗H ∗) ® (1+ |ξ|)m−|β |,
in local coordinates. Thus it makes sense to define
τ(a) := ϕ˜(1⊗ a)(x ,∂ ).
For general P the construction of τ does not work. One very direct reason for
this is that τ is not bounded in the norm topology. Since X is smooth, we can
choose a real analytic structure on X and for ǫ > 0 we can construct a Grauert tube
Xǫ around X , see more in [20]. The Grauert tube Xǫ is a strictly pseudo-convex
domain in a Stein manifold that contains X as a totally real submanifold and is
diffemorphic to T ∗X . We will let πǫ : Xǫ → X denote the projection and by H2(∂ Xǫ)
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we denote the Hardy space on the boundary of Xǫ. By [16], integration along the
fiber πǫ∗ : H
2(∂ Xǫ)→ L2(X ) is an isomorphism for ǫ small enough. Furthermore, by
Theorem 5.2 of [20], πǫ∗ intertwines pseudo-differential operators on X and Toeplitz
operators on ∂ Xǫ up to lower order operators. That is, if Pǫ : L
2(∂ Xǫ)→ H2(∂ Xǫ)
denotes the Szego¨ projection then for any pseudo-differential symbol a we have that
πǫ∗PǫaPǫ(π
ǫ
∗)
−1− a(x ,∂ ) is a lower order operator. Motivated by this we define
τco : Σco(X ,K (P))→B(L2(X ,H ⊗H ∗)), a 7→ πǫ∗Pǫ
 
ϕ˜(1⊗ a) Pǫ(πǫ∗)−1.
Lemma 3.2. The mappings τ and τco almost commutes with C(X ,K (Pop)) in the
sense that
i) The commutator [τco(a), ϕ˜(b⊗1)] ∈K (L2(X ,H⊗H ∗)) for any a ∈ Σco(X ,K (P)),
b ∈ C(X ,K (Pop)).
ii) If P is smooth, [τ(a), ϕ˜(b ⊗ 1)] ∈ Ψm−1,p(X ,K (H ⊗ H ∗)) for any a ∈
Σm,p(X ,K (P)), b ∈ CN ,∞(X ,L 1(Pop)).
The mappings are almost multiplicative relative to C(X ,K (Pop)) in the sense that
iii) (τco(aa
′) − τco(a)τco(a′))ϕ˜(b ⊗ 1) ∈ K (L2(X ,H ⊗ H ∗)) for any a, a′ ∈
Σco(X ,K (P)), b ∈ C(X ,K (Pop)).
iv) If P is smooth, (τ(aa′)− τ(a)τ(a′))ϕ˜(b⊗ 1) ∈ Ψm+m′−1,p(X ,K (H ⊗H ∗))
for any a ∈ Σm,p(X ,K (P)), a′ ∈ Σm′ ,p(X ,K (P)) and b ∈ CN ,∞(X ,L 1(Pop)).
Products with elements of C(X ,K (Pop)) satisfies that
v) If P is smooth, τ(a)ϕ˜(b⊗1) ∈ Ψm,p(X ,K (H⊗H ∗)) for any a ∈ Σm,p(X ,K (P)),
b ∈ CN ,∞(X ,L 1(Pop)).
The two quantizations τ and τco are equivalent relative to C(X ,K (Pop)) if P is
smooth in the sense that
vi) (τco(a) − τ(a))ϕ˜(b ⊗ 1) ∈ K (L2(X ,H ⊗ H ∗)) for any a ∈ Σ(X ,K (P)),
b ∈ C(X ,K (Pop)).
We omit the proof of the Lemma since it follows directly from restricting to
the local situation where one may use the calculus of section 1. Using the linear
mapping τco, or τ whenever it is available, we can define the ”choose an operator”-
mapping OpΣ : K∗−1(Σco(X ,K (P))) → KK∗(C(X ,K (Pop)),C). We will denote the
Hilbert space L2(X ,H ⊗H ∗)⊗C2 by HX . This is a graded Hilbert space with the
grading operator
γHX :=

idL2(X ,H⊗H ∗) 0
0 −idL2(X ,H⊗H ∗)

.
We define the representation
π˜ : C(X ,K (Pop))→B(HX ) by π˜(b) := ϕ˜(b⊗ 1)⊕ ϕ˜(b⊗ 1).
If a ∈ Σco(X ,K (P)) is elliptic with parametrix r we define the odd operator
Fa,r :=

0 τco(a)
τco(r) 0

∈B(HX ).
It follows from Lemma 3.2 that
[Fa,r , π˜(b)] ∈ K (HX ) and π˜(b)(F2a,r − 1) ∈K (HX ) for b ∈ C(X ,K (Pop)).
Whenever a is unitary, π˜(b)(Fa,r − F∗a,r) ∈ K (HX ) for b ∈ C(X ,K (Pop)). If x ∈
K1(Σco(X ,K (P))) is represented by a unitary a with parametrix r we define the
K-homology class OpΣ(x) ∈ KK0(C(X ,K (Pop)),C) as the even Fredholm module
(π˜,HX , Fa,r). By Lemma 3.2.v the analytic K-homology class OpΣ(x) does not
depend on the choice of representative for x .
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When P is smooth we can represent x by an elliptic almost unitary a ∈ Σ0,p(X ,K (P))
and by Lemma 3.2.vi the Kasparov operator Fa,r is operator-homotopic to the odd
operator
F˜a,r :=

0 τ(a)
τ(r) 0

∈B(HX ).
The Fredholm module (π˜,HX , F˜a,r) is finitely summable over CN ,∞(X ,L 1(P)) by
Lemma 3.2.iv.
The even part c : K0(Σco(X ,K (P))) → KK1(C(X ,K (Pop))) can be defined ei-
ther by suspension or as follows; represent a class x ∈ K0(Σco(X ,K (P))) by p ∈
Σco(X ,K (P)) such that p2 − p, p∗ − p ∈ C0(T ∗X ,K (P)) and define OpΣ(x) as the
odd Fredholm module (ϕ˜, L2(X ,H ⊗H ∗), Fp) where
Fp := 2τco(p)− 1.
Theorem 3.3. The mapping OpΣ : K∗(Σco(X ,K (P))→ KK∗−1(C(X ,K (Pop)),C) is
an isomorphism making the lower triangle in the diagram (20) commute.
Proof. Following [33], the mapping PD is defined as the composition of
K∗(T ∗X ,π∗δ(P)) = KK∗(C, C0(T
∗X ,K (π∗P))) = KKX∗ (C(X ), C0(T ∗X ,K (π∗P)))→
→ KKX∗ (C(X ,K (Pop)), C0(T ∗X ,K (π∗P)⊗X K (Pop)))
ϕ∗−→
ϕ∗−→ KKX∗ (C(X ,K (Pop)), C0(T ∗X ))→ KK∗(C(X ,K (Pop)),C),
where the last arrow is pairing with the Dirac operator [D] on T ∗X . The theorem
follows from that for an elliptic a ∈ Σco(X ,K (P)), PD ◦Ξ[a] is represented by the
Kasparov product of the C(X )-linear C(X ,K (Pop)) − C0(T ∗X ,K ⊗ K )-Kasparov
module (ϕ, C0(T
∗X ,K ⊗K ⊗C2),ϕ(Fa)) and [D]. By Kasparov’s index theorem,
see Theorem 5 of [22], this product is given by OpΣ[a] under Morita equivalence. 
3.2. The mapping dual to OpΣ and pairing with K-theory. In this section
we will study dilations of operators of the form τ(a) along a finitely generated
projective right C∞(X ,K (Pop))-module E . This construction defines a mapping
eΣ : K∗(C(X ,K (Pop))) → K∗−1(Σco(X ,K (P))) which in a sense is dual to OpΣ.
In this section we will assume that P is smooth, the general case works in the
exact same way replacing τ with τco and modules over C(X ,K (Pop)). These
indices give a concrete description of the twisted index pairing. Since E is a
finitely generated projective right C∞(X ,K (Pop))-module and C∞(X ,K (Pop)) is
stable there is a projection pE ∈ C∞(X ,K (Pop)) such that E = pEC∞(X ,K (Pop)).
It even holds that pE ∈ C∞(X ,L 1(Pop)). We will assume that pE is hermit-
ian since we can represent any K-theory class by a hermitian projection and set
[E] := [pE ] ∈ K0(C∞(X ,K (Pop)). Since any class in K0(C∞(X ,K (Pop)) is a formal
difference of such classes the construction of the general index pairing follows from
this special case.
We define the Hilbert space L2(X ,E ) := ϕ˜(pE ⊗ 1)L2(X ,H ⊗H ∗) which is a
closed subspace of L2(X ,H ⊗H ∗). Define the linear mapping τE : Σm,p(X ,K (P))→
B(L2(X ,E )) by
τE (a) = ϕ˜(pE ⊗ 1)τ(a)|L2(X ,E ).
It follows from Lemma 3.2 that τE is multiplicative up to lower order terms, i.e.
compact terms. Let Ψp(X ,E ) denote the linear span of τE (Σ0,p(X ,K (P))) and
KK (L2(X ,E )), which by Lemma 3.2 is a ∗-algebra. Let Ψ(X ,E ) be the C∗-algebra
closure of Ψp(X ,E ), which clearly does not depend on p. By Lemma 3.2.vi we have
the equality Ψ(X ,E ) = τco,E (Σ(X ,K (P))) +K (L2(X ,E )). We can also define the
classical operatorsΨ
p
cl
(X ,E ) and its C∗-closureΨcl(X ,E ). It follows from Proposition
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2.3 that any elliptic element in Ψ(X ,E ) is homotopic, through a path of elliptic
elements, to an elliptic in Ψcl(X ,E ).
Define the principal symbol mapping σE : Ψcl(X ,E )→ Σ(X ,K (P)) by τE (a) 7→ a0
where a0 comes from an asymptotic expansion a ∼
∑
a− j in homogeneous terms.
By Lemma 3.2 we have the short exact sequence
(21) 0→KK (L2(X ,E ))→Ψcl(X ,E )
σE−→ Σ(X ,K (P))→ 0.
Using the completely positive mapping τco it follows that σE admits a completely
positive splitting. A consequence of this is the following lemma.
Lemma 3.4. The extension class [ΨE ] ∈ E x t(Σ(X ,K (P))), defined from (21), is
in the image of the natural mapping K1(Σ(X ,K (P)))→ E x t(Σ(X ,K (P))).
The association E 7→ [ΨE ] defines a group homomorphism
eΣ : K∗(C0(X ,K (Pop)))→ K∗+1(Σ(X ,K (P)))
by Lemma 3.4. In fact, the mapping [E] 7→ [ΨE] is given by the external product
with a KK-element Ψ. The external product with Ψ can be calculated although
the principal symbol algebra is non-separable due to Lemma 3.4. We will use the
suggestive notation
∆∗ : Σ(X ,K (P))⊗ C(X ,K (Pop))→ Σ(X ,K (P))⊗C(X ) C(X ,K (Pop))
for the quotient mapping. While K-homology is Morita invariant we can define the
K-homology class Ψ as the element
Ψ := [ΨX ⊗ idK ] ◦ ϕ˜ ◦∆∗ ∈ K1(Σ(X ,K (P))⊗ C(X ,K (Pop))),
where ϕ˜ is the isomorphism of Proposition 3.1 and ΨX ∈ K1(Σ(X ,K )) is defined
from the extension (8), which is a well defined K-homology class due to the same
reasoning as in the proof of Lemma 3.4.
Theorem 3.5. The short exact sequence of Proposition 2.6 induces a well defined
mapping Ξ∗ : K∗(T
∗X ,π∗δ(P))→ KK∗−1(Σ(X ,K (P)),C) that fits into the commuta-
tive diagram:
K∗(T
∗X ,π∗δ(P))
Ξ∗
((PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
P
K∗(C(X ,K (Pop)))
eΣ //
PD∗
77oooooooooooooooooooooo
KK∗−1(Σ(X ,K (P)),C))
.
Proof. The short exact sequence of Proposition 2.6 induces a well defined mapping
Ξ∗ : K0(T
∗X ,π∗δ(P))→ E x t(Σ(X ,K (P))), if we can show that this mapping satisfies
that Ξ∗◦PD∗[E] = [ΨE ] the Theorem follows from Lemma 3.4. Again, this equality
follows from Kasparov’s index theorem which implies that Ξ∗ ◦ [D] = ΨX . 
Recall the short exact sequence of Proposition 2.6. Since Σ(X ,K (P)) is more or
less homotopic to a stable multiplier algebra the symbol algebra Σ(X ,K (P)) has
much in common with C0(T
∗X ,K (π∗P)). The latter C∗-algebra is a Poincare´ dual
to C(X ,K (Pop)), see more in [33], and the results of Theorem 3.3 and Theorem 3.5
can be interpreted as coming from this duality. However, since Σ(X ,K (P)) is not
separable it is not a Poincare´ dual in the usual sense since Kasparov products for
non-separable C∗-algebras can not be constructed in the usual way.
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Theorem 3.6. Let P → X be a principal PU(H )-bundle over the compact smooth
manifold X . If E is a finitely generated projective C∞(X ,K (Pop))-module and a is
an elliptic projective symbol over P, the index of τE (a) is given by
ind (τE (a)) = ([a]⊗ [E]) ◦Ψ =
= [E] ◦OpΣ[a] = [a] ◦ eΣ[E] =
= ind X (Ξ[a]∪ [E]).
In particular, if P is smooth
ind (τE (a)) =
∫
T ∗X
gchP[a]∧ chPop[E]∧ T d(X ).
Proof. The index formulas in K-theory follows from the definition of the index
pairing, Theorem 3.3 and Theorem 3.5. We have that ∆∗([a]⊗ [E]) is the cup
product of [a] and [E]. The index formula in de Rham cohomology now follows
from Theorem 1.10, Lemma 2.10 and the fact that Ξ by naturality commutes with
cup products of elements of twisted K-groups since these results imply that
ind (τE (a)) = Ψ
X ◦ ([a]∪ [E]) =
∫
T ∗X
ech  eϕ∗([a]∪ [E])∧ T d(X ) =
=
∫
T ∗X
ch ◦Ξ([a]∪ [E])∧ T d(X ) =
∫
T ∗X
ch(Ξ[a]∪ [E])∧ T d(X ) =
=
∫
T ∗X
chπ∗PΞ[a]∧ chPop[E]∧ T d(X ) =
∫
T ∗X
gchP[a]∧ chPop[E]∧ T d(X ).

Observe that we in this section rarely use that E is a C(X ,K (Pop))-module, only
that E is a C(X ,K (P ′))-module for a principal PU(H )-bundle P ′ such that P×X P ′
is trivializable.
Corollary 3.7. The index pairing between projective pseudo-differential operators
with values over P and finitely generated projective modules over Pop expresses the
index pairing
K∗(T ∗X ,π∗ω)× K∗(X ,−ω) ∪−→ K∗(T ∗X ) ind X−−→ Z,
that is, the following diagram commutes:
K∗(T ∗X ,π∗ω)× K∗(X ,−ω) //
chπ∗ω×ch−ω
''PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
PP
K∗(Σ(X ,K (P))⊗ C(X ,K (Pop)))
Ψ
&&LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
LL
gchP×chPop

∆∗ // K∗(Σ(X ,K ))
ind X

H∗
c,π∗Ω(T
∗X )× H∗−Ω(X )
∫
T∗X −∧T d(X )
&&MM
MM
MM
MM
MM
MM
MM
MM
MM
MM
MM
M
Z

C
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3.3. Index formulas on T -duals. Let us return to the examples of operators
coming from T -duality. We will in this section calculate the index pairing on the T -
dual PT → X ×S1 of a circle bundle Z → X in terms of pseudo-differential operators
on Z × S1 using the mapping qT of Proposition 2.8.
The main tool in this calculation is the Thom-Connes isomorphism for R− C∗-
algebras A, this is a natural odd KK-isomorphism ιA : A→ A⋉R. Originally, in [12],
the Thom-Connes isomorphism was constructed as an isomorphism on K-theory
but it follows from section 10.2.2 of [13] that the Thom-Connes isomorphism comes
from a KK-isomorphism. We observe that due to the naturality of the Thom-Connes
isomorphism, if A and Aˆ are R−C∗-algebras that are R-equivariantly Poincare´ dual
to each other then A⋉R and Aˆ⋉R are Poincare´ dual to each other as well. This
in particular implies that for x ∈ K∗(A) and y ∈ K∗(Aˆ) then x .y = ιAˆ(x).ιA(y), were
the dot denotes the index pairing K∗(A)× K∗(Aˆ)→ Z defined from the isomorphism
K∗(Aˆ)∼= K∗(A) and similarly for A⋉R.
We will use the notation Zop → X for the circle bundle Z but with reversed
orientation on the fiber. The case of interest to us is A= C(Zop) and Aˆ= C0(T
∗Z)
so A⋉R ∼= C(X × S1,K (PT,op)) and Aˆ⋉R ∼= C0(T ∗(X × S1),K (π∗PT )). From the
above reasonings we may conclude the following index formula:
Proposition 3.8. Suppose a ∈ Σ0,p
U
(X × S1,K (PT )) is elliptic and pE ∈ C∞U (X ×
S1,K (PT,op)) is a projection, then
indτE (a) =
∫
T ∗Z
ch

ι−1
T ∗ZΞ[a]

∧ ch

ι−1
Zop
[pE ]

∧ T d(X ).
An interesting remark here is that since Ξ[a] is of degree 0 and the Thom-Connes
mapping ι is odd, the form ch

ι−1
C0(T
∗Z)Ξ[a]

is an odd degree form on T ∗Z.
When the projective symbol is the T -dual of a symbol on Z×S1 we can calculate
the index pairing with K∗(X×S1,−δ(PT ))∼= K∗−1(Z) explicitly. The linear mapping
qT constructed in subsection 2.5 is not a multiplicative mapping, not even up to
lower order terms. The degree shift in the index formula of Proposition 3.8 comes
from this fact. If a ∈ S0(Z × S1) is an elliptic symbol with parametrix r, then
because of Proposition 2.1 we have that
qT (a)qT (r)− 1,qT (r)qT (a)− 1 ∈ Σ0,1+U (X × S1,K (PT ))∩ C
N ,∞
U
(T ∗(X × S1),L 1(PT )).
We define the projection κT (a) ∈ Σ0,1+U (X × S1,K (PT )) by the formula
κT (a) :=

− (1− qT (a)qT (r)2 + 1 qT (a) (1− qT (r)qT (a)2 
(1− qT (r)qT (a)

qT (r)
 
(1− qT (r)qT(a)
2  .
If p ∈ S0(Z × S1) is an almost projection, that is p2 − p ∈ S−1(Z × S1), then qT (p)
satisfies that
qT (p)
2 − qT (p) ∈ Σ0,1+U (X × S1,K (PT ))∩ C
N ,∞
U
(T ∗(X × S1),L 1(PT )).
We define the elliptic projective symbol κT (p) ∈ Σ0,1+U (X × S1,K (PT )) by
κT (p) := exp(2πiqT (p)).
Using the difference construction, that associates a class in K∗(T ∗(Z × S1)) with a
symbol, κT induces a mapping
κ˜T : K
∗(T ∗(Z × S1))→ K∗(Σ(X × S1,K (PT ))).
The mapping κ˜T is defined as mapping the difference class constructed from an
elliptic symbol a to [κT (a)]−[1] ∈ K0(Σ(X×S1,K (PT ))) and similarly the difference
class of an almost projection p ∈ S0(Z × S1) is mapped to [κT (p)] ∈ K1(Σ(X ×
S1,K (PT ))).
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Before we express κ˜T in terms of the Thom-Connes isomorphism we introduce
the notation
∆ : T ∗(X × S1 × S1)→ T ∗(X × S1)
for projection onto the first coordinates, so
∆! : K
∗(T ∗(X × S1 × S1),π∗δ(PT ))→ K∗(T ∗(X × S1),π∗δ(PT ))
is integration along the fiber. Observe that if we choose a generator for the circle
action on Z, the Thom-Connes isomorphism ιT ∗(Z×S1) can be viewed as a mapping
K∗(T ∗(Z × S1)) = K∗(π∗T ∗X ×R× S1 ×R)→
→ K∗−1(T ∗X × S1 ×R× S1 ×R,π∗δ(PT )) = K∗−1(T ∗(X × S1 × S1),π∗δ(PT )).
Theorem 3.9. The following diagram commutes:
K∗(T ∗(Z × S1)) κ˜T−−−−→ K∗(Σ(X × S1,K (PT )))
ι
T∗ (Z×S1)
y yΞ
K∗−1(T ∗(X × S1 × S1),π∗δ(PT )) ∆!−−−−→ K∗−1(T ∗(X × S1),π∗δ(PT ))
In particular, if p ∈ S0(Z × S1) is an almost projection and [E] ∈ K1(Z) is given by
[E] = ι−1
Zop
[E T] for a finitely generated projective module E T , then
ind (τE T (κT (p))) =
∫
T ∗(Z×S1)
ch[p]∧∆∗ch[E]∧ T d(X ).
Proof. The diagram commutes by the construction of κ˜T since the odd mapping
ιT ∗(Z×S1) is constructed as the boundary mapping associated with the same extension
as κ˜T is, see section 10.2.2 of [13]. That the diagram commutes merely expresses
the fact that the difference construction is natural.
To prove the index formula we use Proposition 3.8 and that Ξ◦κ˜T =∆!◦ιT ∗(Z×S1).
If p is an almost projection symbol then
ind (τE T (κT (p))) =
∫
T ∗Z
ch

ι−1
T ∗ZΞ[κT (p)]

∧ ch[E]∧ T d(X ) =
=
∫
T ∗Z
ch

ι−1
T ∗Z∆!ιT ∗(Z×S1)[p]

∧ ch[E]∧ T d(X ) =
=
∫
T ∗(X×S1)
chπ∗PT

∆!ιT ∗(Z×S1)[p]

∧ chPT,op[E T ]∧ T d(X ) =
=
∫
T ∗(Z×S1)
ch[a]∧ ch

ι−1
Zop×S1∆
∗[E T]

∧ T d(X ) =
=
∫
T ∗(Z×S1)
ch[a]∧ ch ∆∗[E]∧ T d(X ).

If a is an elliptic symbol on Z × S1 and [E] ∈ K0(Z) is of the form [E] = ι−1Zop[u]
for a unitary u ∈ C∞(X ×S1,L 1(PT )), we obtain by the same method of proof that
ind X×S1(Ξ[κT (a)]∪ [u]) =
∫
T ∗(Z×S1)
ch[a]∧∆∗ch[E]∧ T d(X ).
30 MAGNUS GOFFENG
3.4. Index pairing for the calculus of subsection 2.2. As an example of a
twisted index pairing that does not come from the numerical index of a pseudo-
differential operator we will in this subsection consider the index pairing for the
bundle PZ ,η→ X/Γ as constructed in subsection 2.2 when one pairs elliptic projective
symbols coming from projectively equivariant differential operators on Z with a
special type of element of K∗(X/Γ,−µ[ς]) coming from fiberwise elliptic projectivly
equivariant operators on an opposite fiber bundle of Z. For these elements we can
express the twisted index pairing in terms of the invariant part of an equivariant
index using the Baum-Connes assembly mapping.
Assume that Z ′ → X is another fiber bundle satisfying the same conditions as
Z → X in subsection 2.2, with the same M , and that we have choosen a system U′
satisfying the same conditions and a vertical 1-form η. We denote the associated
C∞(X , U(1))-valued 2-cocycle on Γ by ς′. We will in this subsection assume that
[ς] + [ς′] = 0 in H2(Γ, C∞(X , U(1))) and that D is a fiberwise elliptic operator on
Z ′→ X that commutes with the projective Γ-action. An example of a fiberwise op-
erator commuting with the projective action on Z ′ is Dη′ := DM − iη′. In this setup,
taking fiberwise index defines an element [D] ∈ K0(X/Γ,−µ[ς′])∼= K0(X/Γ,−µ[ς])
and we will study the index pairing of [D] with the projective symbols constructed
in subsection 2.6.
The condition [ς]+[ς′] = 0 in H2(Γ, C∞(X , U(1))) implies that ςς′ is the cobound-
ary of a cochain ν ∈ C1(Γ, C∞(X , U(1))). That is;
ς(γ,γ′)ς′(γ,γ′) = ν(γ)γ∗ν(γ′)ν(γγ′).
We let π1 : Z×X Z ′→ Z and π2 : Z×X Z ′→ Z ′ denote the projections. Expressed in
the functions (ϕγ) and (ϕ
′
γ), where the latter is defined on Z
′ from η′, this condition
takes the form
ν(γγ′)ei(π
∗
1ϕγ+π
∗
2ϕ
′
γ)e
i(π∗1γ
∗ϕγ′+π
∗
2γ
∗ϕ′
γ′ ) = ν(γ)γ∗ν(γ′)ei(π
∗
1ϕγγ′+π
∗
2ϕ
′
γγ′ ).
This fact implies that we can define a Γ-action on Cb(X , L
2(Z ×X Z ′|X )) by
T˜γ := ν
−1
γ e
i(π∗1ϕγ+π
∗
2ϕ
′
γ)γ.
Here we let an element γ act simply by pullback on Cb(X , L
2(Z×X Z ′|X ))⊆ L2loc(Z×X
Z ′). In particular, in the case that Z = Z ′, U = U′ and η = −η′ then ςς′ = 1 so we
can take ν = 1.
If a ∈ Σ0,p
U
(X/Γ,K (PZ ,η)) is elliptic with parametrix r, we can lift both a and r
to Γ-invariant elements a˜, r˜ ∈ Σ0,p
U
(X ,K (L2(Z|X ))). Consider the operator-valued
function a#D ∈ C∞(T ∗X ,K (L2(Z ×X Z ′|X ))) defined as
a#D :=

a˜ D∗/
p
1+ D∗D
−D/p1+ D∗D r˜

.
The symbol a#D is clearly Γ-invariant under the action T˜ . Furthermore, a#D
satisfies condition (1) in the local coordinates coming from U and U′. Since a#D is
Γ-invariant and satisfies a Ho¨rmander condition we can define the operator τD(a) ∈
B(L2((Z ×X Z)/Γ)) by the formula
τD(a) = (a#D)(x ,∂ ).
A straight-forward analysis of the indices, the same as in Chapter 7 of [28], gives
the following Proposition.
Proposition 3.10. If a ∈ Σp(X/Γ,K (PZ ,η)) is elliptic, then τD(a) is Fredholm and
indτD(a) = ind X/Γ(Ξ[a]∪ [D]).
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One of the consequences of this Proposition is an index formula for certain equi-
variant operators on Z ×X Z ′. Suppose that D is a differential operator on Z equi-
variant under the projective Γ-action that is of the same order k as D. With D
we can associate its symbol in the horizontal direction σX (D) which is a fiberwise
differential operator on T ∗X×X Z → T ∗X , observe that this symbol depends on more
than the principal symbol of D. If this differential operator is pointwise invertible
outside a Γ-compact subset of T ∗X we say that D is operator-elliptic over X . In the
case that D is operator-elliptic, clearly aD is an elliptic projective symbol.
Lemma 3.11. There is an operator-elliptic differential operator D#ΓD on (Z ×X
Z ′)/Γ of order k such that when extending to a T˜ -invariant operator D#D on Z×X Z ′
one has that
σX (D#D) =

σX (D) D∗
−D σX (D∗)

.
The construction of the operator D#ΓD comes directly from that the expres-
sion for σX (D#D) defines a Γ-invariant differential operator-valued symbol, so it
descends to a differential operator-valued symbol on T ∗X/Γ. From this symbol we
can construct a differential operator on (Z ×X Z ′)/Γ which is elliptic since D is
operator-elliptic. The next Theorem follows from Proposition 3.10.
Theorem 3.12. Suppose that D is a projectively Γ-equivariant differential opera-
tor on Z that is operator-elliptic over X and that D is a projectively Γ-equivariant
fiberwise elliptic differential operator of the same order on Z ′. If we let aD ∈
Σ
p
U
(X/Γ,K (PZ ,η)) denote the order 0 elliptic projective symbol associated with D,
then
ind (D#ΓD) =
∫
T ∗(X/Γ)
echPZ ,η[aD]∧ chPZ ,η[D]∧ T d(X/Γ).
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