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I. Introduction  
Facial expression is one of the non-verbal communication methods to understand the mood/mental 
state of a person [1][2]. Facial recognition technology work utilizes several measurements and 
technologies to scan faces, including thermal imaging, 3D face mapping, cataloguing unique features, 
analyzing geometric proportions of facial features, mapping distance between key facial features, and 
skin surface texture analysis [3]. The aim of this research, presented in the article, is to recognize four 
basic emotional states: happy, sad, angry, and disgust based on facial expressions. Convolutional 
Neural Network can improve the accuracy performance in related tasks and few recent works on facial 
expression recognition successfully utilize Convolutional Neural Network for feature extraction and 
inference [4][5][6][7][8]. 
II. Method 
This section reviews the important foundation of developing Convolutional Neural Network and 
discusses how the algorithm has been utilized for enhancement. In the first part, an introduction of the 
Convolutional Neural Network has been presented. The second part focuses on the data set used in 
this research. Finally, the third part focuses on the proposed method. 
A. Convolutional Neural Network (CNN) 
Convolutional Neural Network (CNN) one of the most popular techniques used in image 
recognition and computer vision systems today. The historical roots traced back to the 1980s, when 
Kunihiko Fukushima proposed a neural network architecture inspired by the feline visual processing 
system [9][10][11][12][13][14].The primary aim of Convolutional is to extract features from image 
where preserves spatial relationship between pixels by learning image features using Small Square of 
input data [15][16][17]. Added on, Convolutional Neural Network composed of learnable weights and 
biases. Each neuron receives several inputs, takes a weighted sum over them, pass it through an 
activation function and responds with an output [18][19]. There are five structures of the 
Convolutional Neural Network which are convolutional layer used to detect features, non-linear layer, 
pooling or down-sampling layer decreases the number of weights and controls over-fitting, flattening 
layers function as set up data for classical neural network, and fully-connected layer is the standard 
neural network used for classifications [20][21]. 
Moreover, in the article indicted by [22] stated there are four fundamental functions of the 
Convolution Neural Network. First, input layers customarily hold the pixel values of the image. Then, 
Convolutional Neural Network decides the output of neurons, which are connected to local regions of 
the input through their weight and connected region. Withal verbally expressed that rectified linear 
unit (ReLu) apply activation function such as sigmoid to the output of the anterior layers. Next, 
pooling layer function as down-sample gives input dimensionally and reduces the number of 
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parameters within the activation. Determinately, ANN performs the same obligations and engenders 
class scores from the activation to be utilized as relegation. This is known as the fully-connected layers 
functions. The Convolutional Neural Network consists of four main steps; convolutional, 
subsampling, activation and fully connected. First step functions as a receiver of input signals which 
is called as convolutional filters. Convolutional is the process, where network tries to label the input 
signal by referring to what it has learned in the past. Convolutional also was known as translational 
invariant property.  
The second step is subsampling. The input from convolutional layer has been smoother in order to 
reduce the sensitivity of noise and variations filters. Furthermore, third step known as activation layer 
where it controls the signal flow from one layer to another layer. The output layer at this step is 
strongly interconnected with past references which can activate more neurons. Besides, Rectified 
Linear Unit (ReLu) is known as one of the common functions which uses in training to increase the 
speed. Finally, in the last step, all the networks will be fully connected where neurons are connected 
into subsequent layers [23][24][25]. Figure 1 illustrates the Convolutional Neural Network when 
combined with numerous convolutional and pooling layers. 
 
Fig. 1. Fig. 1. The layers are put together in the Convolutional Neural Network algorithm 
B. Data Collection and Preparation 
The dataset collected from the Faculty of Computer Science and Information Technology, 
UNIMAS have been divided into two files, test and train. Each image in the folder has the label part 
of the file name. The train folder contains 80 images of happy emotion and 80 images of sad emotion. 
The test folder consists of 20 images of happy emotion and 20 images of sad emotions. The same 
procedures were applied for the emotion of anger and disgust. This section demonstrates the different 
facial expressions of the participants on low, medium, and high intensities. The context below shows 
the figures which involves the different types of images under different intensities for different types 
of emotions, as well as the facial expressions of the participants from the 2 different ethnic groups; 
the students from the Chinese and Indian ethnic groups. As shown in Figures 2 to Figure 5. 
 
Fig. 2.  A: High, B: medium, and C: low intensities of happy emotion by a Chinese student 
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Fig. 3.  A: High, B: medium, and C: low intensities of happy emotion by an Indian student 
 
 
Fig. 4. A: High, B: medium, and C: low intensities of sad emotion by a Chinese student 
 
 
Fig. 5.  A: High, B: medium, and C: low intensities of sad emotion by an Indian student 
III.  Results and Discussion 
This section displays the results of the proposed method Convolutional Neural Network. The 
results of the Convolutional Neural Network are measured in terms of accuracy for the happy, sad, 
angry, and disgust Emotions. The experiments are run 12 epochs in the training and testing for all 
datasets with mix intensities of the four emotions. From observation, (Figure 6 to Figure 7) shows the 
plotted graph of training and validation. The result is the accuracy is higher than the loss. Although, 
the graph that plotted shows noise, however the accuracy has been achieved. 
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Fig. 6.  The plotted graph of training loss, validation loss, training accuracy, and validation accuracy for mix 
intensities of angry and disgust emotions 
 
Fig. 7. The plotted graph of training loss, validation loss, training accuracy, and validaion accuracy for the 
mix intensities of happy and sad emotions 
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The table 1 and 2 shows the results for happy or sad emotions and angry or disgust emotions. The 
accuracy for the mix intensities of happy or sad emotions is 0.9652 whereas the accuracy for the angry 
or disgust mix intensities is 0.9896. This indicates the disgust or angry emotions’ classification is 
much better than the happy or sad emotions. Furthermore, training accuracy explained on how the 
model learns to map the input and output while validation accuracy generalizes the data of 
Convolutional Neural Networks [26][27][28].  
Table 1.  Summary of the results for Happy and Sad Emotions 
Intensities Low Medium High Mix 
Epoches 18 12 10 12 
Time taken to complete (second) 56 60 52 183 
Step taken to complete (meter per second) 700 750 656 762 
Loss (end point) 0.0509 0.1801 0.0709 0.0841 
Accuracy (end point) 0.9820 0.9180 0.9828 0.9652 
Validation loss (end point) 0.0857 0.0987 0.1172 0.0655 
Validation accuracy (end point) 0.09748 0.9380 0.9496 0.9667 
Table 2.  Summary of the results for Angry and Disgust Emotions 
Intensities Low Medium High Mix 
Epoches 8 10 12 12 
Time taken to completee (second) 58 50 48 172 
Step taken to completee (meter per second) 731 624 596 718 
Loss (end point) 0.1945 0.1224 0.0430 0.0310 
Accuracy (end point) 0.9351 0.9593 0.9867 0.9896 
Validation loss (end point) 0.1874 0.0967 0.0323 0.0478 
Validation accuracy (end point) 0.9501 0.9496 0.9874 0.9875 
 
IV. Conclusion 
In this paper, the Convolutional Neural Network was proposed to determine the facial expression 
recognition for enhancing the accuracy performance. This research has been contributed to predict the 
student’s emotions validated be the accuracy performance. The future research can progress on this 
topic by using different types of deep learning methods to add more functions and predict the 
emotions. Moreover, the data must be more than 4000 images to train, validate, and test more 
accurately to get more accurate performance. 
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