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Introduction
Since the seminal paper of Stock and Watson (2002) there have been multiple papers trying to apply the methodology of the diffusion index to the data of various countries such as Schneider and Spitzer (2004) While several studies like Schneider and Spitzer (2004) , Brisson et al. (2001) , Shintani (2003) , and Camacho and Sancho (2003) , report significant improvements in the forecast accuracy using the methodology of Stock and Watson (2002) , there is a number of studies that cast doubt on usefulness of such method in the forecasting exercise, e.g., see Giacomini and White (2003) , Dreger and Schumacher (2004) , and Marcellino et al. (2005) . Given such mixed results, a question on further improvements over the procedure of Stock and Watson (2002) arises.
The path of improvements can be at least twofold. On the one hand, one can try to elaborate on a more sophisticated technique of extraction of the common factors from the available multitude of the data. This is the path taken in Kapetanions and Marcellino (2004) and Forni et al. (2000 Forni et al. ( , 2004 , where the parametric state-space dynamic factor model and the generalized dynamic factor model have been suggested, respectively. On the other hand, one can achieve improvements in the forecasting ability of the static factor models of Stock and Watson (2002) if one approaches critically the selection of the components, which constitutes the basis for the diffusion index. For example, den Reijer (2005) suggests prior to construction of the diffusion index to determine the properties Discussion Paper 598 2 Forecasting Model B. Siliverstovs and K. A. Kholodilin of the individual components, i.e., whether they lead or lag the reference time series of forecasting interest. Furthermore, he shows that for the whole set of leading components there exists an "optimal" (not necessarily maximum) size of the subset of data, at which the forecasting performance is maximized.
In this paper, we follow the latter path by introducing another criterion for component selection, on which basis the diffusion index is constructed. We argue that a leading time series need not necessarily imply a better forecasting performance. Hence, if one is interested in ultimate forecast improvement then it is more logical to select those component series, which are individually better at forecasting the variable of interest. Then, as in the case of pooling the forecasts, one can hope that the diffusion index extracted from the set of such variables will have the improved forecasting performance.
In order to illustrate our approach we have applied component selection and forecasting procedures to the German real GDP over the forecasting period 1998:I-2005:IV. As indicated above, such approach to component selection has yielded large improvement in the forecasting ability over the diffusion index model based on the entire data set.
This paper is structured as follows. The next section presents the forecasting model.
Section 3 compares the standard diffusion index models with those based on the component pre-selection. Section 4 describes the data. In Section 5 the diffusion index models are set up. In Section 6 the empirical results are reported, and the last section concludes.
Forecasting Model
The forecasting model is defined as follows. Let y h t be the h−th difference of log of real GDP. Then for the quarterly data that we have, y 1 t , y 2 t , and y 4 t , denotes the quarterly, the semi-annual, and the annual growth rates of real GDP. Note that both y 1 t and y 2 t are calculated on the year-on-year basis. The forecast equation is
where h−steps ahead growth rates of the reference time series are linearly projected Discussion Paper 598 3 "Small-scale" vs. "large-scale" diffusion indices B. Siliverstovs and K. A. Kholodilin on its own quarterly growth rates, y 1 t−j , as well as on the leading indicator values available at time t, z t−j , for i, j = 0, 1, 2, ..., q. In our exercise we have restricted the maximum lag length to four, p, q = 4.
3 "Small-scale" vs. "large-scale" diffusion indices Generally, the forecast can be considered as a linear projection of the dependent variable on some information set:ŷ
When the number of time series is large compared to the sample size, there is a need to reduce dimensionality of the set of regressors. One way to do it is to apply the principal component analysis (PCA), as suggested in Stock and Watson (2002) . In their model they advocate the use of as many time series as possible to extract the principal components.
That is why their approach is known as the "large-scale" diffusion index, since it uses the whole available information set:ŷ
where f (.) is the operator standing for the principal component analysis.
However, the diffusion indices resulting from complete data set may be spoiled by the irrelevant time series dominating the relevant ones. Therefore we claim that it is important to carefully select the information set for the extraction of diffusion indices.
This procedure can be referred to as "small-scale" diffusion index.
The selection of the information subset can be done according to different criteria.
The method described in den Reijer (2005) selects the subset, Ω Lead t , such that all its components are leading the dependent variable, y h t+h . Below we will call it the leadingindicators based "small-scale" index. In contrast, our method selects an information subset Ω RM SE t , whose members have the out-of-sample RMSE, which is lower than that of a benchmark, or NAIVE, model. The latter is defined by setting all the coefficients β i and Discussion Paper 598 5 Construction of diffusion indices B. Siliverstovs and K. A. Kholodilin γ i in equation (1) to zero. Our approach will be denoted as the forecasting-performance based "small-scale" index.
Data
For our empirical exercise we use the German data, which were taken from the data base of the Deutsche Bundesbank. The complete data set is comprised of 145 seasonally adjusted monthly time series, which are listed in Table 1 
Construction of diffusion indices
As mentioned above we compare the performance of the three diffusion indices. All of them are based on the balanced panel. Given the fact that we dispose of the monthly data, we have two options in constructing the diffusion indices: (1) first to extract the diffusion indices from the monthly time series and then to aggregate them to the quarterly frequency and (2) first to aggregate the monthly time series to the quarterly ones and then to construct the diffusion indices.
The first one is the "large-scale" diffusion index and it is extracted from the complete data set using the standard procedure described in Stock and Watson (2002) . The choice of the time series entering the information subsets, especially of the variables related to the credit market and foreign trade, appear to be sensible, since these two sectors play an important role in the German economy.
The notation we use for the various diffusion indices is summarized in Table 2 . The "Time aggregation" refers to the two options of constructing the diffusion indices mentioned in the previous paragraph. Since we make forecasts at two horizons, the information subsets of the leading or best forecasting time series may be different. Therefore the "small-scale" indices will be different at different forecasting horizons. This is reflected in suffices "H1" and "H4".
Results
The results of the out-of-sample forecasting using all these models are reported in Tables   3 and 4 RMSE that is greater than that reported for the benchmark NAIVE model. This is the unsatisfactory result and clearly contradicts the initial motivation for use of such models that are based on the largest available data sets.
Second, our approach, which is based on the pre-selection of the time series components that enter into the diffusion index, results in significant improvement of forecast accuracy and dominates all other diffusion index models examined in this paper.
Third, it turns out that the forecasting performance of our "small-scale" diffusion index models depends on the way the time series comprising the index were aggregated, as discussed in the first paragraph of Section 5. At the forecast horizon h = 1, the first aggregation approach yields the best forecasting accuracy, at h = 4 -the second approach. Hence, one cannot beforehand choose the aggregation method while constructing the "small-scale" diffusion indices. Below we will concentrate on the best forecastingperformance based diffusion index.
Fourth, comparison of the forecasting accuracy of our "small-scale" forecasting-performance based diffusion index model with the alternative models has shown that our approach yields lower forecast RMSE than that observed for the benchmark NAIVE model, the diffusion index model suggested in den Reijer (2005), and more importantly, than that observed for the "large-scale" diffusion index model of Stock and Watson (2002) . As seen, for the forecast horizon h = 1 improvement in terms of the forecast RMSE comprises 15%, up to 15%, and up to 22%, respectively. Moreover, for the forecast horizon h = 4 the gain in forecast accuracy is even larger. Namely, it is 20% -relative to the NAIVE index model versus the NAIVE model). The results of these tests give even stronger credit to our approach. As seen from the last two columns of Tables 3 and 4, the null hypothesis that our "small-scale" forecasting-performance based diffusion index model is encompassed by any alternative model is rejected at the conventional significance levels,
whereas the null hypothesis that it encompasses the alternative models is never rejected at the 5% significance level at all forecast horizons.
It should be noted that the pre-selection of individual time series, from which the diffusion index is extracted, is conducted here ex post. In other words, the diffusion index components were selected using the maximum available information, i.e. the out-of-sample forecast RMSE over the whole forecasting period was used as the selection criterion. We acknowledge that this is a limitation of our paper as this approach is not feasible in the real time forecasting exercise. Nevertheless, given the small sample size (60 observations in total) available to us, we chose to proceed so in order to illustrate the point that a diffusion index model based on the subset of the total database could have the better forecast accuracy than the diffusion index model based on the total data set. 
Conclusion
In this paper we showed that the blind use of the "large-scale" diffusion index models as suggested in Stock and Watson (2002) , which is based on employment of the largest available data sets, does not automatically guarantee superior forecast accuracy. Moreover, this model can be even beaten by the NAIVE model. 
