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In supervised learning, an inductive learning algorithm extracts general rules from observed train-
ing instances, then the rules are applied to test instances. We show that this splitting of training
and application arises naturally, in the classical setting, from a simple independence requirement
with a physical interpretation of being non-signalling. Thus, two seemingly different definitions of
inductive learning happen to coincide. This follows from the properties of classical information that
break down in the quantum setup. We prove a quantum de Finetti theorem for quantum channels,
which shows that in the quantum case, the equivalence holds in the asymptotic setting, that is, for
large number of test instances. This reveals a natural analogy between classical learning protocols
and their quantum counterparts, justifying a similar treatment, and allowing to inquire about stan-
dard elements in computational learning theory, such as structural risk minimization and sample
complexity.
Real-world problems often demand optimiz-
ing over massive amounts of data. Machine
learning algorithms are particularly well suited
to deal with such daunting tasks: by mimick-
ing a learning process, data is handled in a
tractable way and approximately optimal so-
lutions are inferred. Quantum machine learn-
ing, an emergent line of research that introduces
quantum resources in learning algorithms [1–5],
brings this pragmatic approach to quantum in-
formation processing, with a strong emphasis on
speedup [6–9]. Quantum mechanics, however,
also alters the limitations on what is physically
possible in a classical learning setup, thus po-
tentially changing the structure of learning algo-
rithms at a fundamental level and opening a door
for increasing performance. In particular, han-
dling quantum data collectively typically allows
to outperform local approaches in many informa-
tion processing tasks [10–15]. Investigating the
potential advantage of using quantum resources
in learning algorithms crucially demands to es-
tablish the ultimate limits achievable within the
framework of quantum machine learning. This
Letter tackles the question for general inductive
supervised learning scenarios.
In machine learning, we are given a sample of
a distribution called training instances [16, 17].
The training instances may have further fine
structure, and we often think of them as pairs
consisting of an input object and a matching
output value or label: this is the scenario of su-
pervised machine learning, where a classifying
function is induced from the training instances
and then used to assign labels to a number of
unlabelled instances that we call test instances.
Not all forms of supervised learning are induc-
tive: transductive learning refers to a problem in
which labelled training instances are available, as
well as unlabelled instances [18]. The task is to
propagate the labels to the unlabelled ones, that
is, we do not require inducing a function that we
can use infinitely many times. In this case, the
geometry of both the labelled and unlabelled in-
stances will influence the outcome. At variance
with supervised learning, in which the training
occurs in a single step, reinforcement learning
algorithms are trained on an instance basis with
the possibility of changing the distribution by
the subsequent querying, and the quantum gen-
eralization of the scenario has already been stud-
ied [19].
In this Letter we develop a framework for in-
ductive supervised quantum learning, that is,
when training and test instances are given in
a quantum form, and we contrast its structure
with its classical analog. We first show for the
classical case that a natural independence re-
quirement among test instances, i.e. that the
learning algorithm be non-signalling, induces the
standard splitting of inductive learning algo-
rithms into a training phase and a test phase. We
then prove that the same splitting holds asymp-
totically in the quantum case, despite having ac-
cess to coherent collective quantum operations.
In other words, we show that, in a fully quantum
setting, the following three statements are equiv-
alent in terms of performance in the asymptotic
limit: (i) supervised learning algorithm learns
a function which is applied to every test in-
2stance; (ii) supervised learning algorithm sat-
isfies a non-signalling criterion; (iii) supervised
learning scenario splits into separate training and
test phases.
More formally, we derive a de Finetti theorem
for non-signalling quantum channels and use it
to prove that the performance of any quantum
learning algorithm, under the restriction of be-
ing non-signalling, approaches that of a protocol
that first measures the training instances and
then infers labels on the test instances, in the
limit of many test instances. Our result reveals
a natural analogy between classical and quantum
learning protocols, justifying a similar treatment
that we have been taken for granted. Ultimately,
the result provides a solid basis to generalize
key concepts in statistical learning theory, such
as structural risk minimization [20], to quantum
scenarios.
Classical inductive learning. Consider a super-
vised learning problem characterized by an un-
known joint probability distribution PXY , where
X and Y are random variables that model the
test data and the label associated to it, respec-
tively. We denote its respective marginals by PX
and PY . We are given a finite set of i.i.d. un-
labelled test instances {xi}ni=1 and a set of cor-
rectly labelled examples called training set. The
training set is generated by sampling the distri-
bution PXY , and we model it by the random
variable A = {(X1, Y1), . . . , (Xm, Ym)}. We are
then set to solve the task of assigning a label yi
to each test instance xi, based on the informa-
tion contained in the training set A. We define
a learning protocol that implements this task by
a stochastic map P(y1, . . . , yn|A, x1, . . . , xn).
The natural figure of merit for assessing the
performance of a learning protocol is the ex-
pected risk, defined in terms of the conditional
expected risk or average score per test instance
E[P|A] = ∑i E[syi,y′iP(y1:n|A, x1:n)], where y′i
are the true labels, accessible to a referee for
evaluation purposes, sj,k = 1 − δj,k, and we
have introduced the short-hand notation x1:n =
{x1, . . . , xn} (likewise for y and y′). The ex-
pectation is in terms of variables x1:n, y
′
1:n over
the distribution PXY , i.e., for a generic function
g, E[g(x, y, y′)] =
∑
x,y,y′ g(x, y, y
′)PXY (x, y′).
The expected risk is then defined as the aver-
age conditional expected risk over realizations a
of the training set, i.e. E[P] =
∑
a pA(a)E[P|a].
It is convenient to define the marginal maps of
P:
Pi(yi|A, x1:n) ≡
∑
y1:i−1,yi+1:n
P(y1:n|A, x1:n) . (1)
We call a learning protocol inductive if it satisfies
the condition
Pi(yi|A, x1:i−1, xi, xi+1:n) = (2)
Pi(yi|A, x′1:i−1, xi, x′i+1:n) , ∀x′1:i−1 , x′i+1:n,
for all i, namely, that Pi(yi|A, x1:n) is actually
independent of all the X random variables but
Xi, for all i. Eq. (2) can be interpreted as a non-
signalling condition among the test instances as
far as the learning protocol is concerned. Note,
however, that each marginal map Pi is still af-
fected by the training set A. This definition en-
compasses the standard assumption of inductive
learning, where a classifier f is extracted from
the training set, and only f determines the label
to be assigned to each test instance.
In contraposition, consider a transductive
learning scenario, where the topology of all of
the unlabelled instances can have an impact on
the assignment of any of the labels. The indepen-
dence condition in Eq. (2) is thus violated, hence
a transductive protocol is potentially signalling.
The following lemma pinpoints the feature of
classical inductive learning that is relevant for
our goal. In the next section we explore its ex-
tension to quantum settings.
Lemma 1. For every inductive learning protocol
P that assigns labels yi to test instances xi, there
exists a set F of classifying functions f : X → Y
and stochastic maps T (f |A), Q(y|x, f) = δy,f(x)
such that the inductive protocol P˜
P˜(y1:n|A, x1:n) =
∑
f
[
n∏
i=1
Q(yi|xi, f)
]
T (f |A)
has expected risk E[P|A] = E[P˜|A] for all A.
The proof can be found in [21]. In words,
this lemma shows that every conceivable induc-
tive learning protocol can be regarded, with no
effect on its performance, as a two-phase op-
eration: a training phase (represented by the
stochastic map T ), where a classifier f is ex-
tracted from the training set A, followed by a
test phase (represented by Q), where f is applied
to each test instance xi and output labels yi are
assigned. The key ingredient behind its proof
is that the risk is a symmetric function of the
joint inputs and outputs, thus randomly permut-
ing the inputs—and its corresponding outputs—
does not affect the expected risk. Under this
randomization, the resulting protocol P¯ remains
non-signalling, and thus applying the marginal
protocol P¯1|a(y|x) := P¯1(y|a, x) on each of the
test instances will yield the same expected risk
as the original protocol P. It is enlightening for
our purpose to realize that all test instances are
independently acted upon by maps P¯1|a that use
3the same sample of the training set a. As we
show in the next section, this is the element of
the proof that fails to hold in the quantum case.
On a fundamental note, consider the converse
of Lemma 1: any learning protocol which splits
into a training phase and a test phase satisfies
the non-signalling condition (2), so one can ar-
guably think of the non-signalling condition as
a definitory trait of inductive learning. The ad-
vantage of this approach is many-fold. On one
hand, it allows one to focus on a much simpler
set of features which fully characterize the per-
formance of the protocol. In addition, the train-
ing phase can be extended to provide further in-
formation relevant to assess, in advance of the
test phase, the expected performance of the pro-
tocol. This is the case in, e.g., structural risk
minimization, where not only a function is cho-
sen but also an estimator of the expected risk
itself is provided [20], and confidence intervals
are obtained.
Quantum learning. Quantum information can-
not be cloned, hence the argument supporting
Lemma 1 breaks down. However, it is possible
to approximately clone a quantum state, and the
quality of the clones will depend on how many
copies must be produced, reaching an asymptotic
limit in which each copy contains no more in-
formation than that which can be obtained by
a single quantum measurement on the original
system. This idea is reflected in the seminal pa-
per [22], which asserts that asymptotic cloning is
equivalent to state estimation succeeded by state
preparation. Intuitively, this principle hints at
a plausible inductive strategy in a learning sce-
nario where both the training set and all test
instances are given as quantum states: perform
a quantum measurement M on the training set
A, distribute the measurement outcome across
all test instances B1:n, and then use it to handle
each test instance independently. This approach
has the property of being non-signalling by con-
struction. We will show that any symmetric non-
signalling protocol can be well approximated by
this strategy when the number of test instances
is large.
In analogy to a classical learning problem,
where an unknown probability distribution pXY
must be mimicked by attaching appropriate la-
bels to given random variables X , one may con-
sider the most general quantum learning prob-
lem as the task of mimicking bipartite quantum
states ρXY by the action of a quantum channel
on the marginal ρX . The learning protocol can
be thought of as a collective quantum channel Q
which takes a training register A and the set of
test instance registers X⊗n as inputs, and yields
a corresponding set of output registers Y ⊗n (see
FIG. 1. Diagramatic representation of a generic
quantum learning protocol Q (grey box), as per Def-
inition 1, which be approximated by Q˜, given in
Eq. (3). Both setups take training and test instances
ρA and ρ⊗nXY ′ as inputs. We distinguish two agents in
the diagrams: the performer of the learning protocol
or “learner”, placed above the dashed horizontal line,
and the “referee”, placed below. The learner sends
the output registers Y1:n of the learning channel to
the referee, who contrasts them with the registers
Y ′1:n and evaluates the average risk of the channel S¯
(see Definition 2). This referee plays a role similar
to the classical tester in the final phase of quantum-
enhanced reinforcement learning [19]. While the
most general approach (a collective quantum channel
Q) in principle acts globally on all its inputs, its ap-
proximation Q˜ comprises two separate phases: first
(training phase) a measurement M is performed on
the training set ρA, and second (test phase) the clas-
sical information g obtained from the measurement
is distributed among all test instances, and corre-
sponding quantum channels Φg are applied locally
to each one of them.
Fig. 1 for an illustrative description of the setup).
Definition 1. A quantum learning protocol for
a training set A and n quantum states ρXY ∈
X ⊗Y is a multipartite quantum channel Q : A⊗
X1:n → Y1:n. A non-signalling quantum learning
protocol is a quantum channel Q : A ⊗ X1:n →
Y1:n such that trY1:i−1Yi+1:n [Q(ρAX1:n)] is only a
function of ρAX1:ˆi:n := trX1:i−1Xi+1:n [ρAX1:n ], ∀i.
This approach serves as a good starting point
for generalizing several quantum learning prob-
lems, both discriminative and generative. In par-
ticular, a quantum state classification problem
may be expressed as ρXY =
∑
y pyρ
(y)
X ⊗ |y〉〈y|,
where register X contains the quantum state,
and Y holds a classical label corresponding to the
state in X . This naturally encompasses the pro-
grammable quantum discriminator [23, 24], but
admits a much wider class of setups. Another
relevant approach is that of quantum state to-
mography, i.e., where a classical label x is taken
as a predictor for certain quantum states ρ
(x)
Y ,
thus ρXY =
∑
x px |x〉〈x| ⊗ ρ(x)Y . The task of the
4protocol is to learn from the training set each
one of the quantum states and then produce a
similar copy for each X instance. More gener-
ally, one could consider the task of generating
genuine bipartite quantum states ρXY starting
from their reduced states ρX [25].
Definition 2. Given a risk observable S ∈ Y ⊗
Y ′, the expected risk of protocol Q is the expec-
tation value of the symmetrized risk observable
S¯ ∈ (Y ⊗ Y ′)1:n on the output of the channel Q,
E[Q] = tr[Q⊗ idY′1:n (ρA ⊗ (ρXY ′)⊗n) S¯].
For every quantum protocol Q we can define
the symmetrized protocol Q¯ = 1n!
∑
σ∈Sn Π
(Y)
σ
† ◦
Q ◦ (idA ⊗ Π(X )σ ). Q¯ is non-signalling if Q
is. In analogy with the classical case, a non-
signalling quantum channel Q : A⊗X⊗n → Y⊗n
naturally admits a notion of marginalization,
thereby inducing channels for a reduced num-
ber of registers, k ≤ n, Qk : A ⊗ X⊗k → Y⊗k
(Lemma 1 in [21]). Then, the expected risk can
be expressed in terms of Q¯1, E[Q] = tr[Q¯1 ⊗
idY′(ρA ⊗ ρXY ′)SY Y ′ ], or the conditional chan-
nel Q¯1|ρA : ρX 7→ Q¯1(ρA ⊗ ρX).
It is clear that the line of reasoning so far
is a simple reformulation of the ideas involved
in the classical arguments. If one could imple-
ment the protocol Q¯1 on each of the test in-
stances then one could perform with an average
performance E[Q]. At this point, however, we
encounter the fundamental roadblock that moti-
vates this work. The map ρA⊗ρX1⊗· · ·⊗ρXn 7−→
Q¯1|ρA(ρX1)⊗· · ·⊗Q¯1|ρA(ρXn) is non-linear in ρA,
so it does not reflect a physically realizable trans-
formation. This reflects the non-clonable nature
of quantum information [26, 27]: it is the impos-
sibility of cloning the training set which prevents
the simultaneous application of the map Q¯1|ρA
on the n test instances. Therefore, a generic
quantum channel Q : A ⊗ X1:n → Y1:n that
distributes symetrically the system A across n
identical parties X , can, at best, perform some
sort of approximate cloning, which then is acted
upon independently and symmetrically. Since,
asymptotically, this cloning operation becomes a
measure-and-prepare process, we can reduce it to
a measurement on the training set, and consider
the preparation of the clones as part of the task
to be performed on each test instance. This ar-
gument can be made formal as a de Finetti-type
theorem for quantum channels [28]. To conclude
this section, we make our statement rigorous.
Theorem 1 (Main result). Let Q : A⊗X1:n →
Y1:n be a non-signalling quantum channel, and
let S ∈ Y ⊗ Y ′ be a local operator. Then, there
exists a POVM M(dg) on A and a set of quan-
tum channels Φg : X → Y such that the quantum
channel Q˜,
Q˜ =
∫
Mˆ(dg)⊗ Φ⊗ng , (3)
satisfies
∣∣∣E[Q]−E[Q˜]∣∣∣ ≤ κn1/6 + (O 1n1/3 ) , where
the coefficient κ depends on the dimensions of
the spaces A, X and Y .
The main ingredient behind this theorem is
the quantum de Finetti theorem for quantum
states, which can be found in [29]. We refer the
reader to [21] for a detailed derivation.
Theorem 1 shows that, for any local operator
S, its symmetrized expectation under the action
of a non-signalling quantum channel Q can be
approximated by a one-way quantum channel Q˜
of local operations and classical communication
(LOCC). This channel amounts to performing a
measurementM(dg) yielding outcome g over the
training set, and applying simultaneously Φg on
each of the test instances (see Fig. 1). The result-
ing performance of both protocols, as measured
by their expected risk, converge to each other as
n tends to infinity.
Discussion. The main result reported in this
paper, Theorem 1, is a natural consequence of
the symmetry implicit in the problem. Given the
fact that the performance on a multiple-instance
inductive learning task is symmetric under si-
multaneous exchange of the test/answer pairs,
a randomized permutation of the test instances
will yield the same average performance. There-
fore, each protocol performs equally well as its
randomized permutation protocol. We have used
this symmetry and the fact that the quantum
information contained in the training set cannot
be perfectly distributed over an arbitrarily large
number of parties, to show that any such pro-
tocol must, effectively, be well approximated by
first performing a measurement over the training
set, and then distributing the outcome.
Previous works have already dwelt on this is-
sue, that is, the contrast between coherent quan-
tum operations and separate training and test
phases for learning tasks, in various specific sce-
narios. Examples are a quantum pattern match-
ing algorithm [30], quantum learning of unitary
operations [31], and quantum learning for state
classification [14, 24]. It is worth stressing that,
whereas the results so far have been case-specific,
we approach the problem from a very general
standpoint, allowing us to discuss the broad class
of inductive quantum learning protocols within
a common framework.
The simplification of general quantum pro-
tocols to schemes that use LOCC has several
relevant implications. As quantum information
technologies advance, coherent collective manip-
5ulation of quantum information will become ac-
cessible on a practical scale. Nevertheless, the
demonstration of a scalable, general-purpose,
quantum computer is still beyond the foresee-
able future. For this reason, reducing collective
approaches to simpler, local ones is of utmost im-
portance. With the result reported in this paper,
the degree of coherence required for implement-
ing several inductive quantum learning protocols
is greatly reduced, from requiring joint coherent
manipulation of both the training set and all test
instances, to only the training set.
Outlook. Designing quantum algorithms to
learn from quantum information poses a seri-
ous challenge. Analytical results are scarce,
and numerical computations quickly become in-
tractable. A prominent example is quantum
state discrimination, which has no known closed-
form solution in general scenarios [32], and only
highly symmetric cases are exactly solvable [33].
Reducing a generic quantum learning protocol to
a single-instance one-way LOCC protocol greatly
simplifies the task. We expect that our result
will allow to derive performance bounds for a va-
riety of relevant quantum learning tasks. Also,
our quantitative approximation bounds allow for
single-copy algorithms to be used as benchmarks
for coherent multi-instance ones.
Another benefit of this reduction is the ability
to access, without disturbance, the state of the
learner in between the training and test phases.
This information is essential for several machine
learning tasks. For structural risk minimiza-
tion [20], one uses an estimate of the expected
risk, produced by evaluating the performance of
a given classifier on the training set. In the quan-
tum setup, this approach is not directly applica-
ble. As the training set can only be accessed
once, one can either extract information to de-
termine the best classifier, or to assess the per-
formance of one given classifier. However, both
tasks will generally be incompatible. Therefore,
a “quantum black box” – e.g. a fully quantum
processor that takes all the inputs (training and
tests) – will, despite being the most general ap-
proach, provide only the required answers. It is
unclear how one can adapt a generic quantum
black box to provide an assessment of its own
performance. Our result, nevertheless, opens the
door to assessing the performance of any classi-
fier by suitably processing the intermediate mea-
surement outcome g. We expect the result re-
ported here will shed light on the potential and
limitations of learning from quantum sources,
and ultimately serve as a starting ground for de-
veloping a fully quantum theory of risk bounds
in statistical learning.
A few comments on the degree of generality of
our result are in order. The convergence rate of
our approximation is potentially not tight, and
we expect better bounds to be achievable. For
simplicity, the approach presented here uses the
operator form of Chebyshev inequality (Lemma 5
in [21]), which ultimately hinders us from obtain-
ing a better bound. We expect a more detailed
study will yield better approximations. More
importantly, our result can be extended in var-
ious ways. A potentially very relevant practical
problem is to learn quantum operations rather
than states. This, however, can be easily ad-
dressed within the Choi matrix formalism. A
related result for learning quantum unitary oper-
ations already shows the same splitting reported
here [31]. Indeed, the formalism of quantum
combs [34] provides the theoretical framework for
this extension, but, essentially, the most general
such process will also be described by a suitable
multipartite quantum system ωAB1:n , where A
will now consist of input and output ports, and
the maps Φg will be potential implementations
of the learned operations.
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7Supplemental material: Proof of our main result
Our main result, Theorem 3 (Theorem 1 in the main text), consists in showing that for every non-
signalling CPTP map Q : A⊗X1:n → Y1:n there is a symmetric one-way LOCC map Q : A⊗X1:n →
Y¯1:n that approximately reproduces all local expectation values, and is non-signalling by construction.
The backbone of our result is the quantum de Finetti theorem, specifically in its form as it appears
in [29], which we restate here:
Theorem 1 (Quantum de Finetti theorem [29]). Let A and B be quantum systems and let ωAB1:k be
a symmetric quantum state under exchange of the B systems. If ωAB1:k admits a symmetric extension
ωAB1:n then there is a set G, a POVM M(dg) over G on A, and a map φ : G→ B such that∥∥∥∥ωAB1:k −
∫ M(dg)
dA
⊗ φg⊗k
∥∥∥∥
1
≤ 4d
2k
n
(4)
where d = dim(B), dA = dim(A), φg ≥ 0, ∀g ∈ G, M(dg) only depends on the n-extension ωAB1:n
and, in particular, is independent of k. ‖X‖1 = tr|X | denotes the trace-norm of operator X. In
general, one can take G = SU(d2). G and the accuracy of the approximation is independent of the
dimension of A.
In order to apply Theorem 1 to our problem, we also use the Choi-Jamiolkowski identification
between quantum states and quantum channels [35].
Theorem 2 (Choi). Every CP map Φ : X → Y can be represented by a positive semidefinite operator
φ ∈ X ⊗ Y, such that
φ = idX ⊗ Φ(Ω), (5)
where |Ω〉 = 1√
dX
∑
i |i, i〉 ∈ X ⊗ X , and Ω = |Ω〉〈Ω|. In addition, for any X ∈ X we have
Φ(X) = dX trX [φ⊤X X ⊗ 1 Y ]. (6)
The adjoint map Φ∗ : Y → X is given by (we use the customary identification between X ∗ and X
induced by the Hilbert-Schmidt product)
Φ∗(Y ) = dX trY [φ⊤X 1 X ⊗ Y ]. (7)
In addition, if Φ is trace-preserving, then Φ∗(1 Y) = dX trY [φ⊤X ] = 1 X .
This allows us to characterize properties of channels by referring to properties of their respective
Choi matrices. The non-signalling property of a quantum channel has a direct relation with the
reduced states of its Choi matrix:
Lemma 1. Let Q : A ⊗ X1:n → Y1:n be a non-signalling quantum channel, and let ωA(XY )1:n be its
Choi matrix. Then
trYk+1:n [ωA(XY )1:n ] = ωA(XY )1:k ⊗
1 Xk+1:n
dn−k
(8)
and ωA(XY )1:k = tr(XY )k+1:n [ωA(XY )1:n ] is the Choi matrix of the induced channel Qk : A ⊗ X1:k →
Y1:k.
Lemma 1 is proved by straightforward evaluation.
Applying Theorem 1 to the Choi matrix of the CPTP map Q, ωA(XY )1:n , we get an approximation
to Q as described by the Choi matrix
ηA(XY )1:k =
∫
G
M(dg)⊗ φ⊗kg . (9)
For k = 0 the approximation is exact, so
∫
GM(dg) = tr(XY )1:n [ωA(XY )1:n ] = 1A/dA, therefore
M(dg) = dAM(dg) is a POVM. The positive semidefinite quantum states φg describe a family of
completely positive maps Φg : X → Y.
8The state ηA(XY )1:k does not, however, represent a quantum operation which is deterministically
realizable, in the first place because trY1:k [ηA(XY )1:k ] may not be 1AX1:k/dAd
k
X , as is required for a
trace-preserving channel. Furthermore, a quantum channel can be implemented by 1-way LOCC iff
its Choi matrix is of the form
η˜A(XY )1:k =
∫
G
M(dg)⊗ φ˜⊗kg , (10)
where trY [φ˜g ] = 1 /d, for all g ∈ G. This would ensure that all corresponding CP maps Φ˜g are trace-
preserving, and thus the channel described by η˜A(XY )1:k can be implemented by first performing
measurement M on A and then applying Φ˜g : X → Y on each of the systems X .
Although one does not expect that each φg in Eq. (9) satisfies
trY [φg]
?
= 1 X /dX , (11)
on average they approximately do. More importantly, we now show that the outcomes g are con-
centrated with high probability on those φg which almost satisfy the condition. Let ‖ · ‖1 be the
trace-norm and ‖ · ‖∞ be the operator norm.
Lemma 2. Let Q be a non-signalling CPTP map Q : A⊗X⊗n → Y⊗n with Choi matrix ωA(XY )1:n ,
and let M(dg) and {φg ∈ X ⊗ Y}G be such that
ηA(XY )1:k =
∫
G
M(dg)⊗ φ⊗kg
is a separable approximation of ωA(XY )1:k such that∥∥ηA(XY )1:k − ωA(XY )1:k∥∥1 ≤ kδ. (12)
Define for all 0 ≤ k ≤ n and for any subset R ⊆ G,
Ek[R] =
∫
R
tr[M(dg)]trY [φg ]⊗k. (13)
Then, the following holds
1.
∥∥Ek[G]− 1 X1:k/dkX∥∥1 ≤ kδ.
2. For any ǫ > 0, let Rǫ = {g ∈ G|‖trY [φg]− E1[G]‖∞ < ǫ}, R¯ǫ ≡ Rǫ\G. Then
E0[R¯ǫ] ≤ d
2
X
ǫ2
(
2δ
(
1 +
1
dX
)
+ δ2
)
. (14)
Consider the measurement M(dg) = dAM(dg) is performed on the state 1A/dA yielding outcome
g, and Φg : X → Y is to be applied on each of the test instances. Of course, for this to be
deterministically implementable, one needs that Φ∗(1 Y) = 1X , which amounts to τg = trY [φ⊤Xg ] =
1 X /dX . If this condition is met approximately, one can implement a suitably modified map Φ˜g at
the expense of actually implementing a slightly worse approximation to Q. However, if the condition
is not met even approximately, the implementation cannot be expected to approximate Q. Lemma 2
shows that this case is unlikely to occur, since
Pr[‖τ − E[τ ]‖∞ ≥ ǫ] = E[R¯ǫ] ≤ d
2
X
ǫ2
(
2δ
(
1 +
1
dX
)
+ δ2
)
=
d2X
ǫ2
(
2dA(dX + d
2
X)
n
+
(
dAd
2
X
n
)2)
. (15)
Hence, one can slightly modify the operators φg into φ˜g in order to satisfy Eq. (11) and ensure that
in all cases, either φg and φ˜g are close enough, or g is unlikely enough so that the approximation still
converges in n to the actual channel given by ωA(XY )1:n . We call this a 1-way LOCC approximation.
9Lemma 3 (1-way LOCC approximation). Let Q be a symmetric, non-signalling CPTP map Q :
A⊗X⊗n → Y⊗n with Choi matrix ωA(XY )1:n . Then there is a POVM dAM(dg) and there are states
φ˜g such that trY [φ˜g] = 1X /dX and the quantum state
ηAXY =
∫
G
M(dg)⊗ φ˜g (16)
is a separable approximation to ωAXY ,
‖ωAXY − ηAXY ‖1 ≤ c n−1/6 +O(n−1/3). (17)
where c is a constant depending on dim(X ) and dim(Y).
Proof of Lemma 3. Let M(dg) and {φg} be the factors in the de Finetti approximation to ωA(XY )1:k ,
which admits a symmetric n-extension by assumption. Then they satisfy Eq. (12) with δ = 4d2Xd
2
Y /n.
From Statement 1 in Lemma 2 we have∥∥∥∥E1[G]− 1XdX
∥∥∥∥
∞
≤
∥∥∥∥E1[G]− 1 XdX
∥∥∥∥
1
≤ δ, (18)
so that
E1[G] ≥
(
1
dX
− δ
)
1X . (19)
Therefore, for ǫ < 1dx − δ we have
g ∈ Rǫ ⇒ τg ≡ trY [φg ] ≥ E1[G]− ǫ1 > 0. (20)
Thus, we can ensure that all g ∈ Rǫ satisfy τg > 0. We can define
φ˜g =
{
1
dX
(τ
−1/2
g ⊗ 1 Y)φg (τ−1/2g ⊗ 1 Y) if g ∈ Rǫ
ϕ if g ∈ R¯ǫ
, (21)
where ϕ is the Choi matrix of any CPTP map X → Y. By definition every g ∈ Rǫ has τg ≥ E1[G]−ǫ1 ,
and using E1[G] ≥
(
1
d − δ
)
1 we can write
tr[τ1/2g ]
2 ≥
(
tr
√
E1[G]− ǫ1X
)2
≥
(
tr[( 1dX − δ − ǫ)
1/21X ]
)2
= dX − d2X(δ + ǫ), (22)
Thus, Lemma 6 shows that for all g ∈ Rǫ,
‖φg − φ˜g‖1 ≤
√
dX
√
ǫ+ δ, (23)
and the subadditivity of the trace distance (‖ρ⊗k − σ⊗k‖1 ≤ k‖ρ− σ‖1) leads to
‖φ⊗kg − φ˜⊗kg ‖1 ≤
{
k
√
dX
√
ǫ + δ if g ∈ Rǫ
2 if g ∈ R¯ǫ . (24)
Combining this with ‖A⊗ (B −B′)‖1 = tr[A]‖B −B′‖1 for all A ≥ 0,
‖M(dg)⊗ (φ⊗kg − φ˜⊗kg )‖1 = tr[M(dg)]‖φ⊗kg − φ˜⊗kg ‖1 , (25)
and the triangle inequality we get∥∥∥∥
∫
G
M(dg)⊗ (φ⊗kg − φ˜⊗kg )
∥∥∥∥
1
≤
∫
G
tr[M(dg)]‖φ⊗kg − φ˜⊗kg ‖1
≤ k
√
dX
√
ǫ+ δ
∫
Rǫ
tr[M(dg)] + 2
∫
R¯ǫ
tr[M(dg)]
≤ k
√
dX
√
ǫ+ δ + 2E0[R¯ǫ]
≤ k
√
dX
√
ǫ+ δ + 2
d2X
ǫ2
(
2δ
(
1 +
1
dX
)
+ δ2
)
. (26)
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Taking k = 1 and using the triangle inequality we get
‖ωAXY − ηAXY ‖1 ≤
∥∥∥∥ωAXY −
∫
G
M(dg)⊗ φg
∥∥∥∥
1
+
∥∥∥∥
∫
G
M(dg)⊗ (φg − φ˜g)
∥∥∥∥
1
≤ δ +
√
dX
√
ǫ+ δ + 2
d2X
ǫ2
(
2δ
(
1 +
1
dX
)
+ δ2
)
. (27)
Chosing ǫ = δ1/3 and expanding around δ = 0 up to leading order we get∥∥∥∥ωAXY −
∫
G
M(dg)⊗ φ˜g
∥∥∥∥
1
≤
√
dXδ
1/6 +O(δ1/3), (28)
which using δ = 4(dXdY )
2/n leads to∥∥∥∥ωAXY −
∫
G
M(dg)⊗ φ˜g
∥∥∥∥
1
≤ 41/6d5/6X d1/3Y
1
n1/6
+O(n−1/3) (29)
the desired result.
Having established a 1-way LOCC approximation bound for any symmetric non-signalling channel,
we can now proceed to prove our main result (Theorem 1 in the main text):
Theorem 3 (Main result). Let Q : A ⊗ X1:n → Y1:n be a non-signalling quantum channel, and let
S ∈ Y ⊗ Y ′ be a local operator. Then, there exists a POVM M(dg) on A and a set of quantum
channels Φg : X → Y such that the quantum channel Q˜,
Q˜ =
∫
Mˆ(dg)⊗ Φ⊗ng , (30)
satisfies
∣∣∣E[Q]−E[Q˜]∣∣∣ ≤ O ( 1n1/6 ) .
Proof of Theorem 3. We want to obtain approximation bounds for
E[Q] ≡ tr[S¯ (Q⊗ idY′1:n)(ρA(XY ′)1:n)]. (31)
The specific form of ρA(XY ′)1:n is irrelevant for our purposes, besides symmetry among the XY
′
parties. Expressing E[Q] in terms of the symmetrized local channel Q¯1, and in turn, in terms of its
Choi matrix, we have
E[Q] = tr[S Q¯1 ⊗ idY′(ρAXY ′)]
= dAdXtrYY′ [S trAX [(ωAXY ⊗ 1 Y′)⊤AX (ρAXY ′ ⊗ 1 Y)]]
= dAdXtrYY′ [S trAX [(ωAXY ⊗ 1 Y′)(ρAXY ′ ⊗ 1 Y)⊤AX ]]
= dAdXtrYY′ [trAX [1AX ⊗ S (ωAXY ⊗ 1 Y′)(ρAXY ′ ⊗ 1 Y)⊤AX ]]
= dAdXtrAXYY′ [1AX ⊗ S (ωAXY ⊗ 1 Y′)(ρAXY ′ ⊗ 1 Y)⊤AX ]]
= dAdXtrAXY [ωAXY trY′ [(ρAXY ′ ⊗ 1 Y)⊤AX (1AX ⊗ S)]]. (32)
To ease the notation, it is convenient to define R = trY′ [(ρAXY ′⊗1 Y)⊤AX (1AX ⊗S)] ∈ A⊗X ⊗Y,
so that Eq. (32) reads
E[Q] = dAdXtr[ωAXYR]. (33)
Using Lemma 3 we can replace ωA(XY )1:k by its 1-way LOCC approximation ηAXY ,
E[Q˜] = dAdXtr[ηAXY R], (34)
which satisfies ∥∥∥E[Q]−E[Q˜]∥∥∥ ≤ dAdX ∣∣tr[(ωAXY − ηAXY )R]∣∣ (35)
≤ dAdX
∥∥∥∥ωA(XY ) −
∫
G
M(dg)⊗ φ˜g
∥∥∥∥
1
‖R‖∞
≤
(
41/6dAd
11/6
X d
1/3
Y
1
n1/6
+O(1/n1/3)
)
‖R‖∞. (36)
Finally, we can absorb the constant ‖R‖∞ into the factors preceeding 1/n1/6.
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Proofs of Lemmas and Theorem 1
We restate and prove Lemma 1 in the main text. We also mention that a related but more general
result on a de Finetti theorem for non-signalling classical conditional probability distributions can be
found in [36].
Lemma 4. For every inductive learning protocol P that assigns labels yi to test instantes xi, there
exists a set F of classifying functions f : X → Y and stochastic maps T (f |A), Q(y|x, f) = δy,f(x)
such that the inductive protocol P˜
P˜(y1:n|A, x1:n) =
∑
f
[
n∏
i=1
Q(yi|xi, f)
]
T (f |A)
has expected risk E[P|A] = E[P˜|A] for all A.
Proof of Lemma 4. Consider the expected risk E[P] of protocol P. Let σ ∈ Sn be any permutation of
n elements, and let the P(σ) be the accordingly permuted protocol
P(σ)(y1:n|A, x1:n) = P(yσ(1):σ(n)|A, xσ(1):σ(n)). (37)
Furthermore, let P¯ be the symmetrized protocol,
P¯(y1:n|A, x1:n) = 1
n!
∑
σ∈Sn
P(σ)(y1:n|A, x1:n). (38)
It follows trivially that
E[P|A] = E[P(σ)|A] = E[P¯|A], ∀σ ∈ Sn, A. (39)
One can define the marginal maps P¯i, which are all equal, so we refer to them as P¯1,
P¯1(y|A, x1:n) =
∑
y2,n
P¯(y, y2:n|A, x1:n) . (40)
Since P is non-signalling, so is P¯, namely P¯1 satisfies the condition
P¯1(y|A, x1:n) = P¯1(yi|A, x, x′2:n) , ∀x′2:n (41)
and so we can simply write P¯1(y|A, x). The conditional expected risk can be expressed in terms of
P¯1,
E[P|A] =
∑
x,y,y′
δ¯y,y′ P¯1(y|A, x)PXY (x, y′). (42)
Considering A fixed, P¯1(y|A, x) is a stochastic map from X to Y , and thus it is a convex combination
of deterministic maps Qf (y|x) = δy,f(x) for some set of functions f ∈ F , i.e.
P¯1(y|A, x) =
∑
f
µA(f)Qf (y|x), (43)
where µA is a probability measure that depends on A. Then
E[P|A] =
∑
f
µA(f)E[Qf |A]. (44)
Thus, the stochastic maps Q(y|x, f) = Qf(y|x) and T (f |A) = µA(f) can be combined into the
protocol
P˜(y1:n|A, x1:n) =
∑
f
[
n∏
i=1
Q(yi|xi, f)
]
T (f |A), (45)
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which achieves
E[P˜|A] = E

∑
f
n∏
i=1
Q(yi|xi, f)T (f |A)
∣∣∣∣∣∣A


=
∑
x1:n,y1:n,y′1:n
1
n
(
sy1,y′1 + · · ·+ syn,y′n
)∑
f
n∏
i=1
PXY (x1, y
′
1) · · ·PXY (xn, y′n)
=
∑
x1,y1,y′1
δ¯y1y′1
∑
f
Q(y1|x1, f)T (f |A)PXY (x1, y′1)
=
∑
x1,y1,y′1
δ¯y1y′1 P¯1(y1|A,X)PXY (x1, y′1)
= E[P¯|A]. (46)
The following proof of Theorem 1 reproduces that of the original paper [29], where, as suggested,
a probability measure is replaced by an operator-valued measure.
Proof of Theorem 1. Let us start by assuming ωAB1:k admits a pure state extension ΨAB1:n =
|ΨAB1:n〉〈ΨAB1:n |. Then
|ΨAB1:n〉 ∈ HA ⊗Hsym(n), (47)
where Hsym(n) is the symmetric subspace of HB1:n . Let also d ≡ dim(HB).
Let g be a generic SU(d) element, |0〉 a reference state in HB , and dg the Haar measure on SU(d).
Let |φg〉 = Ug |0〉 and use φg = |φg〉〈φg |.
For any 1 ≤ k ≤ n, let Egk = dimHsym(k)φ⊗kg be a POVM in Hsym(k), such that∫
dg Egk = 1Hsym(k) . (48)
This allows to write
ωAB1:k =
∫
wgω
g
AB1:k
dg, (49)
where wgω
g
AB1:k
is the residual state on AB1:k when measuring En−k
wgω
g
AB1:k
= trBk+1:n [1A ⊗ 1 B1:k ⊗ Egn−kΨAB1:n ]. (50)
Then ωAB1:k is close to a convex combination of separable and B-iid states
∫
M(dg)⊗ φ⊗kg , with a
distribution M(dg) independent of k, namely
∆k = ωAB1:k −
∫
M(dg)⊗ φ⊗kg (51)
is close to zero in trace-norm. The operator-valued measure M(dg) is given by
M(dg) = trB1:n [1A ⊗ EgnΨAB1:n ]dg. (52)
We now bound ‖∆k‖1 = ‖S − δ‖1, where
S =
∫
wgω
g
AB1:k
dg − dimHsym(n−k)
dimHsym(n)
∫
M(dg)⊗ φ⊗kg , (53)
δ =
(
1− dimHsym(n−k)
dimHsym(n)
)∫
M(dg)⊗ φ⊗kg . (54)
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One can readily check that
‖δ‖1 =
(
1− dimHsym(n−k)
dimHsym(n)
)∥∥∥∥
∫
M(dg)⊗ φ⊗kg
∥∥∥∥
1
=
(
1− dimHsym(n−k)
dimHsym(n)
)∫
tr[M(dg)⊗ φ⊗kg ]
=
(
1− dimHsym(n−k)
dimHsym(n)
)∫
tr[M(dg)]
=
(
1− dimHsym(n−k)
dimHsym(n)
)∫
tr[1A ⊗ EgnΨAB1:n ]dg
=
(
1− dimHsym(n−k)
dimHsym(n)
)
tr[ΨAB1:n ]
= 1− dimHsym(n−k)
dimHsym(n)
. (55)
On the other hand,
dimHsym(n−k)
dimHsym(n)
trB1:n [1A ⊗ EgnΨAB1:n ] = dimHsym(n−k)trB1:n [1A ⊗ φ⊗ng ΨAB1:n ]
= dimHsym(n−k)trB1:n [1A ⊗ φ⊗kg ⊗ φ⊗(n−k)g ΨAB1:n ]
=
〈
φ⊗kg
∣∣ trBk+1:n [1A ⊗ 1 B1:k ⊗ Eg(n−k)ΨAB1:n ] ∣∣φ⊗kg 〉
= wg
〈
φ⊗kg
∣∣ωgAB1:k ∣∣φ⊗kg 〉 . (56)
Notice that this is an operator in A. With this we have
S =
∫
wgω
g
AB1:k
dg − dimHsym(n−k)
dimHsym(n)
∫
trB1:n [1A ⊗ EgnΨAB1:n ]⊗ φ⊗kg dg
=
∫
wgω
g
AB1:k
dg −
∫ 〈
φ⊗kg
∣∣wgωgAB1:k ∣∣φ⊗kg 〉⊗ φ⊗kg dg
=
∫
wg
(
ωgAB1:k −
[
1A ⊗ φ⊗kg
]
ωgAB1:k
[
1A ⊗ φ⊗kg
])
dg. (57)
We now use A − BAB = (A − BA) + (A − AB) − (1 − B)A(1 − B), so that we are interested in
expressions of the form
α =
∫
wg
[
1AB1:k − 1A ⊗ φ⊗kg
]
ωgAB1:kdg, (58)
γ =
∫
wg
[
1AB1:k − 1A ⊗ φ⊗kg
]
ωgAB1:k
[
1AB1:k − 1A ⊗ φ⊗kg
]
dg, (59)
so that S = α+ α† + γ. Using
wg
[
1A ⊗ φ⊗kg
]
ωgAB1:k = trBk+1:n [1A ⊗ φ⊗kg ⊗ E
g
n−kΨAB1:n ] (60)
=
dimHsym(n−k)
dimHsym(n)
trBk+1:n [1A ⊗ EgnΨAB1:n ] (61)
we have
α =
(
1− dimHsym(n−k)
dimHsym(n)
)
trBk+1:n [ΨAB1:n ], (62)
thus
‖α‖1 = ‖α†‖1 = 1−
dimHsym(n−k)
dimHsym(n)
. (63)
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For γ we use the relation tr[PX ] = ‖PXP‖1. This together with convexity of the trace yields
‖γ‖1 ≤
∫ ∥∥[1 − 1A ⊗ φ⊗kg ]ωgAB1:k [1 − 1A ⊗ φ⊗kg ]∥∥1 dg
= tr
[∫
wg
[
1 − 1A ⊗ φ⊗kg
]
ωgAB1:k
]
= ‖α‖1 . (64)
In summary, we can write
‖∆k‖1 ≤ ‖S‖1 + ‖δ‖1 ≤ ‖α‖1 + ‖α†‖1 + ‖γ‖1 + ‖δ‖1, (65)
where each of the norms is upper-bounded by
1
2
(
1− dimHsym(n−k)
dimHsym(n)
)
. (66)
Using
dimHsym(n−k)
dimHsym(n)
≥ 1− dk
n
, (67)
we finally get
‖∆k‖1 ≤ 4dk
n
. (68)
This proves the statement in case the extension ωAB1:n = |ΨAB1:n〉〈ΨAB1:n | is a pure state. In case
no such pure state exists, let ωAB1:n be a symmetric purification, generally mixed, and let∣∣ΨAB1:nA′B′1:n〉 = √ωAB1:n ⊗ 1A′B′1:n |Φ〉 (69)
be its purification, with |Φ〉 ∈ (HA ⊗H⊗nB ) ⊗ (HA′ ⊗H⊗nB′ ) being the maximally entangled state
among AB1:n and A
′B′1:n. The state ΨAB1:nA′B′1:n is symmetric under exchange of BB
′ systems, and
has reductions
ωAB1:kA′B′1:k = tr(BB′)k+1:n [ΨAB1:nA′B′1:n ], (70)
hence there is a measure M¯(dg) over SU(d2) in AA′ such that∥∥∥∥ωAB1:kA′B′1:k −
∫
M¯(dg)⊗ φ¯⊗kg
∥∥∥∥
1
≤ 4d
2k
n
, (71)
where
∣∣φ¯g〉 = Ug |0¯〉 ∈ HB⊗HB′ , |0¯〉 is a reference pure state in HB⊗HB′ , and Ug is a generic SU(d2)
element. Since the partial trace does not increase the trace-norm, the statement of the theorem is
recovered by tracing out the primed systems.
Lemma 5 (Operator Chebyshev inequality). Let X ∈ B be an self-adjoint operator-valued random
variable with expectation E[X ] = µ. Then,
Pr[‖X − µ‖∞ ≥ ǫ] ≤ d
2
B
ǫ2
‖E[X ⊗X ]− µ⊗ µ‖∞. (72)
Proof of Lemma 5. Let us first establish an intermediate result,
E[‖X − µ‖2∞] =
∫
µ(dX)‖X − µ‖2∞
≥
∫
‖X−µ‖∞≥ǫ
µ(dX)‖X − µ‖2∞
≥ ǫ2
∫
‖X−µ‖∞≥ǫ
µ(dX)
= ǫ2 Pr[‖X − µ‖∞ ≥ ǫ] , (73)
Pr[‖X − µ‖∞ ≥ ǫ] ≤ E[‖X − µ‖
2
∞]
ǫ2
. (74)
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Furthermore, we can upper bound E[‖X − µ‖2∞] in terms of E[X ⊗X ] and µ,
‖X − µ‖2∞ = ‖(X − µ)(X − µ)‖∞
≤ ‖(X − µ)(X − µ)‖1
= tr[(X − µ)(X − µ)]
= 〈Φ| (X − µ)⊗ (X − µ)⊤ |Φ〉
= tr[(X − µ)⊗ (X − µ)Φ⊤2 ]
= tr[(X ⊗X − µ⊗ µ− (X − µ)⊗ µ− µ⊗ (X − µ)) Φ⊤2 ]. (75)
Taking the expectation we can commute it inside the trace,
E[‖X − µ‖2∞] ≤ tr[E[X ⊗X − µ⊗ µ− (X − µ)⊗ µ− µ⊗ (X − µ)] Φ⊤2 ]
= tr[(E[X ⊗X ]− µ⊗ µ)Φ⊤2 ]
≤ ‖E[X ⊗X ]− µ⊗ µ‖∞ ‖Φ⊤2‖1. (76)
The swap operator Φ⊤2 has eigenvalues ±1, so its trace-norm is d2B. This concludes the proof.
Proof of Lemma 2. Statement 1 is proven by straightforward evaluation and exploiting the contrac-
tivity of the partial trace,∥∥∥∥Ek[G]− 1X1:kdkX
∥∥∥∥
1
=
∥∥∥∥trAY1:k
[∫
G
M(dg)⊗ φ⊗kg − ωA(XY )1:k
]∥∥∥∥
1
=
∥∥trAY1:k [ηA(XY )1:k − ωA(XY )1:k]∥∥1
≤ ∥∥ηA(XY )1:k − ωA(XY )1:k∥∥1
≤ kδ. (77)
For Statement 2, notice that E0 is a probability measure on G. It is convenient to define the
operator-valued random variable τg = trY [φ⊤Xg ], with E1[G] being its mean. We now apply the
Chebyshev-type inequality (Lemma 5) to obtain
E0[R¯ǫ] ≤ d
2
X
ǫ2
‖E2[G]− E1[G]⊗2‖∞. (78)
Computing the bound,
E2[G]− E1[G]⊗2 = E2[G]− 1X ⊗ 1 X
d2X
−
(
E1[G]− 1X
dX
)⊗2
−
(
E1[G]− 1X
dX
)
⊗ 1X
dX
− 1 X
dX
⊗
(
E1[G]− 1X
dX
)
. (79)
Thus,
‖E2[G]− E1[G]⊗2‖∞ ≤
∥∥∥∥E2[G]− 1 2d2X
∥∥∥∥
∞
+
∥∥∥∥∥
(
E1[G]− 1
dX
)⊗2∥∥∥∥∥
∞
+ 2
∥∥∥∥
(
E1[G]− 1
dX
)
⊗ 1
dX
∥∥∥∥
∞
≤ 2
(
1 +
1
dX
)
δ + δ2, (80)
where the first step just applies the triangle inequality, and the second uses the bound ‖X‖∞ ≤ ‖X‖1.
Then,
E0[R¯ǫ] ≤ d
2
X
ǫ2
[
2
(
1 +
1
dX
)
δ + δ2
]
. (81)
On the other hand we have
E0[G] =
∫
G
tr[M(dg)] = tr[ωA] = 1, (82)
so that E0[Rǫ] = E0[G]− E0[R¯ǫ] proves Statement 2.
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Lemma 6. Let φ ∈ X ⊗ Y be a quantum state with τ = trY [φ] > 0. Then the state
φ˜ =
1
dX
(τ−1/2 ⊗ 1 Y)φ (τ−1/2 ⊗ 1 Y) (83)
satisfies
trY [φ˜] =
1 X
dX
, (84)
‖φ− φ˜‖1 ≤
√
1− 1
dX
tr[τ1/2]2. (85)
Proof of Lemma 6. Using ‖ρ−σ‖1 ≤
√
1− F (ρ, σ), where F (ρ, σ) = (tr
√
ρ1/2σρ1/2)2 and computing
the fidelity we have
F (φ, φ˜) =
(
tr
√
φ1/2 φ˜ φ1/2
)2
=
1
dX
(
tr
√
φ1/2 (τ−1/2 ⊗ 1 Y)φ (τ−1/2 ⊗ 1 Y)φ1/2
)2
=
1
dX
(
tr
√
φ1/2 (τ−1/2 ⊗ 1 Y)φ1/2 φ1/2 (τ−1/2 ⊗ 1 Y)φ1/2
)2
=
1
dX
(
tr
√(
φ1/2 (τ−1/2 ⊗ 1 Y)φ1/2
)2)2
=
1
dX
tr[φ1/2 (τ−1/2 ⊗ 1 Y)φ1/2]2
=
1
dX
tr[φ (τ−1/2 ⊗ 1 Y)]2
=
1
dX
trX [τ−1/2 trY [φ]]2
=
1
dX
tr[τ−1/2 τ ]2
=
1
dX
tr[τ1/2]2. (86)
This concludes the proof.
