given in [7] , [8] , [9] , [10] . The common benefits of using the Hammerstein-Wiener class of models are (i) the model transition and stability are mainly characterised by the linear subsystem, (ii) if the inverse of the static nonlinear function exists, the control algorithm can be similarly designed as in the case of linear models.
The Hammerstein, Wiener and Hammerstein-Wiener models were introduced in [11] where the linear subsystem is fractional-order continuous-time (FC). Furthermore, these models are termed here as HFC for Hammerstein FC, WFC for Wiener FC and HWFC for Hammerstein-Wiener FC. For estimating the parameters of HFC, WFC or HWFC model from observed input-output data, there is a development of the extended form of the well-known iterative simplified refined instrumental variable (SRIV) algorithm for HWFC models and denoted here as HWSRIVCF [11] . The algorithm shows significant performance but it is limited to white noise. In this paper, an integer-order discrete transfer function is introduced to the HFC, WFC and HWFC models to represent the noise process. This class of models is known as Box-Jenkins noise. This paper proposes the refined instrumental variable (RIV) for HWFC models and denoted HWRIVCF. The extension from HWSRIVCF to HWRIVCF allows estimating the parameters of the linear sub-model and static nonlinear functions in the model. In this work, by considering some assumptions the nonlinear HWFC model is reformulated to be linear in parameters in a form of a multiinput (MI), single-output (SO) linear FC model. The novelty, in this work, is extending the HWSRIVCF to consider the coloured noise described by the Box-Jenkins process to the HWFC model. The paper is structured such that II. Section states the problem description. The model reformulation of HWFC model is addressed in Section III. Section. IV. Section introduces the HWRIVCF. V. Section evaluates the statistical performance of HWSRIVCF and HWRIVCF algorithms using a numerical study. Finally, the paper concludes in VI. Section.
I. INTRODUCTION
Fractional calculus has received increasing attention to model the dynamical behaviour of real systems, processes, and materials [1] , [2] as a more suitable mathematical tool than the integer-order calculus. Complex nonlinear processes have been described by employing the nonlinear fractionalorder (NF) models, for example, the NF Randle's equivalent circuit model (ECM) have been employed to describe the battery system [3] . In control engineering applications, fractional-orders represent extra degrees of freedom and flexibility to increase robustness [4] .
One category of the static non-linear models is known as Hammerstein and/or Wiener models. This category of models has been widely employed in practical applications to characterise complex nonlinear systems. The impedance of battery energy storage systems is complex which simplified and described by the ordinary ECM. The performance of the ordinary ECM has been enhanced by including a Wiener static nonlinearity [5] , [6] . More applications are 
where f u (u) is the SINF whose input and output denoted u(t) andū(t), respectively. While the input and the output of the linear subsystem areū (t) and x(t), respectively. The output of the linear subsystem x(t) is the input to the SONF g x (x) whose output isx(t). At the time instance k,x(t k ) refers to the sampled version ofx(t) and t = k × T s where T s is the sampling interval. The polynomial B D β is known as the input fractional-order differential polynomial while A (D α ) is the output polynomial. They are expressed as:
where a j ( j = 0, 1, . . . n) and
. . > β 1 > 0 and α n > β m . a 0 is assumed to be unity and the fractional-order is assumed to be commensurate where α is base-order, thus, α i = α × i and β j = α × j. Moreover, the SINF and SONF are, respectively, given as:
where ā i ,b j ∈ R and (i = 1, · · · , l ), ( j = 1, · · · , r). Finally, the last equation in (1) shows y(t k ) produced by corruptinḡ x(t k ), with a discrete noise process, described by C(q −1 ) and D(q −1 ) discrete polynomials and white (zero mean) noise denoted e(k). These polynomials are given as:
where q −1 is a backward shift operator and the parameters
III. PROBLEM REFORMULATION
In this section, each of HFC and WFC subsystem is separately treaded. They are then coupled to express HWFC. If the HFC subsystem in (1) is individually reformulated, Fig. 1 aligned with the first two equations in (1) shows the HFC model which a cascade of the SINF and the linear FC sub-model. It is assumed (b 1 = 1) and f i (u) and u(t) are a priori known thus (b 1 = 1) can be given as a function of time, denoted byf i (t). Considering these assumptions, the HFC subsystem is expressed as a MISO system:
wheref
This leads to generate the polynomialB i (D β ) which is over-
can be re-written in vector form as:
where the MI polynomial vectorB(D β ) and input vectorF can be expressed as:
In this part, the WFC subsystem in (1) is individually reformulated. The WFC subsystem illustrated in Fig. 1 and (1) can be individually considered where the WFC subsystem is a cascade of the linear FC model and the SONF. In this phase, the input is assumed to be accessible, but its output is not accessible. The first basis function of the SONF in (3) is linear therefore the SONF in (3) is re-expressed as:
whereā 1 is assumed to be unity and the structure of basis functions of the SONFs g i (x) in (10), is assumed to be known. Therefore, they could be given by a function of timē g i (t) = g i (x(t)) if x(t) is known. Thus, theḡ i (t) functions are considered as inputs to the system. According to (1) , (3) and (10), the WFC subsystem can be represented by a linear FC model with MI (ū(t),ḡ i (t)) and SOx(t) as:
In this phase, both re-arranged versions of HFC in (8) and WFC models in (11) are coupled to re-describe the 
where the vectorF(t) and the polynomialB(D β ) are given in (8) and (9), andḡ i (t) = g i (x). The output signal in (12) is followed by coloured noise. Therefore, the noisy output in (12) can defined as:
where y(t) and ξ (k) denote the noisy output and the noise process, respectively.
IV. HWRIVCF ALGORITHMS
g i (t) andF(t) are considered to be inputted to the HWFC model, therefore, the model could be given by a multi-input, single-output linear FC model. The error function of (13) is expressed as:
where the subscript HW indicates Hammerstein-Wiener. For producing the filtered input-output data without a need to filter the error ε HW (t), a filter 1 A(D α ) is introduced in (14) . Thus, (14) can be re-written as:
The filtered form of (15) is expressed as:
whereF F,B (t) and y F (t) represent the vectors of the filtered input and the filtered output, respectively, and filtered data by
The filtered signals can be obtained by:F
The initial parameters may be obtained using the simplified version of HWRIVCF for simulatingx(t). The error function ε HW (t k ) is the autoregressive-moving-average mode ARMA process such that ε HW (t k ) = ξ (k); therefore, the assumed white prediction error can be obtained as:
The estimation ofĈ q −1 andD q −1 is not part of this paper. Nevertheless, a higher order AR process can be used for approximating the integer-order discrete-time noise ARMA process D q −1 [12] . Defining:
where the selected orderD q −1 in the case study in this paper is twelve. (19) leads to rearranging (18) such that:
The least squares algorithm can be employed for estimating the parameters of polynomialD q −1 according to (20).
Filtering (16) byD q −1 allows keeping the error function holds the white noise properties. This can be implemented using:
This leads to obtaining parameters of the most optimal convergence of the multi-input, single-output model. Therefore, the expression of the pseudo regression form is given by:
where θ and ϕ T DF (t k ) are given, respectively, as:
All required filtered terms in (24) are generated using:
There is a need to simulate theḡ i (t k ).
and the estimated parameters of (b s ) to be accessible.B(D β ) andÂ(D α ) might be initialised and designed as the fractional-order state variable filter in [13] . Furthermore, it is assumed that the initial valuesb 1 
employs the initialÂ(D α ) for the first iteration. This algorithm is iteratively implemented and the subscript l represents the iteration number. The algorithm can be summarised as follows: (i) Use the SINFF(t k ) to obtain the MI vector using.
(ii)x(t) is simulated using:
wherex(t) is used the instrumental variables as well as the input to the SONF. (iii) Filterx(t k ) , y(t k ) andF(t k ) to deduce their filtered forms and their higher derivatives, using: 
where ϕ T F is obtained from (24) andφ F is defined as:
(viii) (i) to (vii) are repeated for example, four iterations or until the sum of the squares of the differences between θ l−1 andθ l is significantly small for example 10 −3 . After the parameter convergence,b s and b s are combined within the over-parameterisedB(D β ) in (8) . However,b s is directly calculated from B i (D β ) in (8) by applying [14] :
whereb i,k is the estimated form of b i,k =b i b k , given in (23).
Note: If C(q −1 ) = D(q −1 ) = 1, then, similar steps are implemented with neglecting steps (v) and (vi) and this is know as the HWSRIVCF algorithm.
V. ILLUSTRATIVE EXAMPLE
An illustrative example is presented in this section to assess and highlight the performance of the proposed HWRIVCF. In this example, a static polynomial function represent the SINF, i.e.f i (t) = u i and the SONF. Therefore, the HWFC model is expressed as:
For parameter estimation,ū(t k ) and y(t k ) are collected. This simulation study is run for 100 (s) using ode4 (Runge-Kutta) Simulink solver with 10 −3 (s) sampling interval. The FOMCON Simulink library offers a fractional-order integral block used in this case study and more details could be found in [15] . The input signal is produced by a square wave signal with a random amplitude.
A Monte Carlo simulation is executed for 50 runs to evaluate the statistical performance of the HWRIVCF algorithm. At each run a different level of white Gaussian noise is implemented with the same signal to noise ratio (SNR) while the input is kept the same for all runs. The noise variance is obtained to produce different SNR such that SNR = 30dB and SNR = 60dB, where SNR is defined in dB as:
where Px and P e are known as the average power of the signalsx and e, respectively. u(t k ) and y(t k ) are assumed to be observable. The reformulated form of the HWF model is given by a MI (f 1 (t k ), f 2 (t k ),f 3 (t k ),ḡ 2 (t k ),ḡ 3 (t k )) and single-output y(t) model for estimation using the HWSRIVCF algorithm and expressed as:
, and ε(t) is the modelling error.
The initial polynomials are initialised such that
The initial values of the SINF parameters are considered to be unity such thatb 1 =b 2 =b 3 = 1. Table I provides the mean and standard deviations of the results of the Monte Carlo simulation analysis. The obtained results are aligned with the HWSRIVCF theory because it leads to unbiased estimates of the HWFC model parameters. It can be observed that the estimates converge toward the actual values although the noise is relatively large, as high as SNR= 30dB. Thus, better convergence is achieved for lower noise (higher SNR) where the mean values of the estimates show better convergence to the actual values with smaller standard deviations. Therefore, there is a significant correlation between SNR and the convergence of the estimates. Furthermore, the standard deviations results of the estimates generated by HWSRIVCF are higher than those generated by HWRIVCF Because the HWSRIVCF method is derived considering an output error estimation scenario not for Box-Jenkins noise model scenario. This further increases the motivation of using HWSRIVCF method when used in practice.
Moreover, it can be observed from the results in Table I that the estimates of the static nonlinear functions generate lower estimation error than the errors caused by estimated of the dynamic process. This is because the parameter convergence is correlated to the persistently exciting of each sub-system in the HWF model where the input is somewhat more relaxed when estimating static functions as oppose to dynamical processes.
VI. CONCLUSIONS
Fractional-order continuous-time nonlinear HammersteinWiener (HWFC) models have been widely used for system identification and control applications. Due to the advantages HWFC models, this paper has shown the extension of the simplified refined instrumental variable algorithm (HWSRIVF) to the refined instrumental variable (HWRIVF) for the HWFC models. This extension is for handling the coloured noise in a form of Box-Jenkins model. This paper shows the design of HWRIVF algorithm within the environment of HWFC models. This is realised by reformulating the HWFC model as a multi-input single-out linear in parameter system. The algorithm HWSRIVF includes non-invertible output static nonlinear function and this could be the major advantage of this algorithm. Note, that the proposed HWRIVCF algorithms can be applied for HFC and WFC models since they are a special case of HWFC structures. The initialization stage does not have a large influence on the final convergence due to the iterative property of the algorithm. 
