Textual entailment (TE) is a relation that holds between two pieces of text where one reading the first piece can conclude that the second is most likely true. This paper proposes new model based on deep learning approach to recognize textual entailment. The deep learning approach is based on syntactic structure [Holder-Relation -Target] [1] which contains all lexical, syntactic and semantic information about the input text. The proposed model constructs deep leaning neural networks, which aims at building deep and complex encoder to transform a sentence into encoded vectors. The experimental results demonstrate that proposed technique is effective to solve the problem of textual entailment recognition
INTRODUCTION
Textual entailment is defined as a relationship between a coherent text T and a language expression, which is considered as a hypothesis, H. it was said that T entails H (H is a consequent of T), if the meaning of H, as interpreted in the context of T, can be inferred by a human from the meaning of T.
A spectrum of approaches has been proposed for Recognizing Textual Entailment (RTE). Most of RTE systems are based on Machine Learning, lexical or semantic approaches [2] . However, the entailment decision problem can be considered as a classification problem. Such systems use features such as lexical, syntactic and semantic features.
Fig 1: Textual entailment recognition
The typical approach for recognizing textual entailment is usually made up of three main components: a representation component, a comparison component, and a decision component. Some models add pre-processing component before representation component.

The representation component involves the representation of the text and the hypothesis in a way to facilitate the comparison between the two. A text can be represented as a tree, a set of predicate argument structures, a logical form or with other ways of representations.
The comparison component compares the representation of the text and hypothesis which depends on text representation such as using semantic similarity for comparing between the text and hypothesis.
The decision component is used to decide if the text is entailed the hypothesis or not depending on the comparison component output
Deep Neural Networks (DNNs) are extremely powerful machine learning models that achieve excellent performance on difficult problems such as speech recognition and visual object recognition. DNNs are powerful because they can perform arbitrary parallel computation for text recognition. DNN aims at building deep and complex encoder to transform a sentence into encoded Vectors. Those kinds of neural networks that convert the input data into different representation vectors is called an encoder. The encoder is trained to preserve as much information as possible when an input is run through it, and also to make the new representation have various nice properties.
The paper proposes a new model that builds new syntactic structure for text and hypothesis. Then, this structure is used with Deep neural network to determine if the text is entailed the hypothesis or not. Deep learning neural network constructs from one hundred hidden layers. Experiments results show the contribution of the idea on textual entailment performance.
RELATED WORK
Earlier work in text entailment was based on lexical analysis only, as Adams approach [3] , which is example of lexical approach. The comparison component of this method operates on a combination of word similarity measures, a web based word similarity method, and the lexical edit distance for comparing T and H. The word similarity method used is the method that uses lexical database relations as a similarity measurement. Oren model [4] is a web method that is based on web frequencies to count similarities which are used in. The lexical edit distance simply counts the number of words that were not identical in H and T relative to the length of H, which is seen as insertion from an editing perspective. Then the computed measurements are used as an input to decision tree classifier. The classifier decides whether T is entailed on H or not. The approach achieved a relatively high accuracy of 0.63 on the RTE2 challenge.
Set of hybrid approaches used a combination of methods to recognize textual Entailment. Hybrid approaches are usually based on only two methods with one acting as primary strategy and the other as a backup. However, some are based on multiple methods with voting mechanism to select the best result. Bos's approach [5] combines two modules, one based on a bag of words and the other based on logical representation and inference. For the first method word overlap and word weight that are calculated as the inverse document frequency from the web are used to compute relatedness.
The new trends on text entailments approaches are built on Knowledge Base Completion, as Masashi Yoshikawa[6] model shows that the processing time of a state-of-the-art logic-based RTE system can be significantly reduced by replacing its search-based axiom injection (abduction) mechanism by that based on Knowledge Base Completion (KBC). It integrates this mechanism in a Coq plug-in that provides an automatic proof tactic for natural language inference. Additionally, it shows that adding new knowledge data contributes to better RTE performance while not harming the processing speed in this framework. It presents an approach to axiom injection, which, by not holding databases explicitly, allows handling of massive amount of knowledge without losing efficiency. It is built on Knowledge Base Completion (KBC), which recently has seen a remarkable advancement in the machine learning community.
Qian Chen's model [7] enriches neural-network-based NLI (Natural language inference) models with external knowledge in co-attention, local inference collection, and inference composition components. Qian Chen's model achieved better performances on the SNLI and Multi-NLI datasets. Using external knowledge is more significant when the size of training data is restricted, as more knowledge can be obtained.
Chaitanya's model [8] creates (for experimental purposes) an entailment dataset for the clinical domain, and a highly competitive supervised entailment system, called ENT. The model explored self-training and active learning strategies to address the lack of labeled data. Their ENT is used as the basis of self-training and active learning experiments.
Deep learning neural networks which convert the input data into different representation vectors is called an encoder [9] . The encoder is trained to preserve as much information as possible when an input is run through it, and also to make the new representation have various nice properties. One from these encoders was Chen Lyu [10] model, which is built on Restricted Boltzmann Machines to learn the joint representation. It aims to capture the shared meaning underlying the T and H. Recognition approaches based on vector space models of semantics.
THE PROPOSED TEXT ENTAILMENT MODEL
The proposed model is based on hybrid approach which is based on lexical, syntactic, semantic analysis and Deep Learning classifier entailment module. Stanford CoreNLP is used for tokenization, stem, part of speech tagging, and identify semantic roles of sentences for texts and hypothesis. Depending on the linguistic structure levels for which syntactic information is provided, syntactic parsing might be divided into shallow parsing and fully syntactic parsing. The Stanford parser [11] provides dependency tree as well as phrase structure trees. The Stanford Dependency Parser has been run for extracting dependency relations obtained for a text and hypothesis pair.
Semantic analysis on proposed model based on building new Syntactic structure [Holder-Relation -Target] for text and hypothesis. This syntactic structure is used to represent text to train deep learning classifier. The structure of deep learning model is shown as the following.
Fig 2: Textual entailment recognition proposed model
The first step in the proposed model is text representation for input data. This step aims to numerically represent the structure data for the input text and hypothesis to make them mathematically computable. There are multiple ways to encode a text such as Co-occurrence count or using neural networks.
Text Representation
A fundamental problem of text mining is how to represent the text data to make them mathematically computable. Various text representation strategies have been proposed in the past decades for different application purposes such as text categorization, novelty detection and Information Retrieval (IR). Distributed representations of words (or word embeddings) are used to provide useful features for various tasks in natural language processing.
Representing text data has attracted much attention of researchers in different areas due to its great industrial and commercial application potentials. The proposed representation method is based Syntactic structure [HolderRelation -Target] for text and hypothesis and lexical and syntactic similarity results which came from lexical analysis module and syntactic similarity module. 
5-Sense

International Journal of Computer Applications (0975 -8887) Volume 181 -No. 43, March 2019
The input vector length to text and hypothesis are based on Holder-Relation-Target structure .the length of each part in input vector is shows in next table. 
Encoding vector adjustment
Sometimes the semantic information for the text exceeds the specified vector length for the text so the proposed model adjusts the semantic information length to match the specified vector length depending on semantic analysis for the input text.
Train deep learning neural network
After encode the syntactic information for input text and Hypothesis, these vectors is used to train the deep learning neural network. Here the structure for the sentence "Fiber improves blood sugar control." The Holder-Target-Relation structure is 
EXPERIMENTS 4.1 Dataset
In conducted experiments, the labeled texts and hypothesis pairs provided by the Text Analysis Conference (TAC) are used. The data sets RTE1_DEV, RTE2_DEV and RTE3_DEV are used as the training data and RTE1_TEST, RTE2_TESTand RTE3_TEST are used as the testing data. Table 2 shows the size of each data set. 
Model accuracy
The proposed model uses 1000 samples to test the proposed model. The next table shows the result of proposed model The experiments prove that there is relation between DNN layers count and the accuracy of proposed model for example when the number layers was 20 the accuracy was 81%. When the layers increased to 100 the accuracy becomes 84% . Finally when the layers fixed in 120 the accuracy reach to 90%. The Next figure shows the relation between hidden layers count and accuracy. It is found the accuracy increases by increasing in number of hidden layers, but it needs more time to learn.
Fig 5: relation between accuracy and hidden layers count
The Next figure shows the relation between samples counts and accuracy. Also, it is found the accuracy increases by increasing number of samples, but it needs more time to learn. 
Results Comparison
M6
Proposed model [7] is based on external knowledge in co-attention, local inference collection, and inference composition components. The advantage of using external knowledge is more significant when the size of training data is restricted, suggesting that if more knowledge can be obtained, and it may bring more benefit. The third model is based on using Minimal Recursion Semantics (MRS) representations. Minimal Recursion Semantics (MRS) is a framework for computational semantics which can be used for both parsing and generation. A hybrid technique to identify the entailment relation between texts and hypothesis are used in forth model. This technique includes an approach based on lexical similarities and an approach based on the classifier of support vector machine. The approach based on lexical similarities is to use the similarities between a set of words within a text and a set of words within a hypothesis. The previous table shows that the proposed model achieved better accuracy than other models.
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