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Abstract
We know that the Cauchy problem for a linear strictly hyperbolic operator with Log-Lipschitz in
time coefficients is well posed in C∞. Here we show that the same result is valid also in the case of
a quasilinear operator, but only locally in time.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
The aim of this paper is to show existence and uniqueness of a local smooth solution of
the quasilinear Cauchy problem:{
P(t, x,Dm−1u(t, x),Dt ,Dx)u(t, x) = f (t, x), (t, x) ∈ [0, T ] × Rn,
∂
j
t u(0, x) = gj (x), j = 0, . . . ,m − 1.
(1.1)
Here Dm−1u denotes the vector (∂αt,xu)|α|m−1 and Dt = −i∂t , Dx = −i∇x . The operator
P = Dmt +
m−1∑
j=0
∑
|α|m−j
a(j)α (t, x,D
m−1u)DαxD
j
t
is strictly hyperbolic in the strip [0, T ] × Rn, that is for the principal symbol
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m−1∑
j=0
∑
|α|=m−j
a(j)α (t, x,w)ξ
ατ j
one has a factorization
pm(t, x,w, τ, ξ) =
m∏
j=1
(
τ − λj (t, x,w, ξ)
) (1.2)
with real λj ’s and such that∣∣λj (t, x,w, ξ) − λi(t, x,w, ξ)∣∣ c|ξ |, c > 0, ∀ξ = 0, ∀i = j, (1.3)
where w is the variable in an open neighborhood W ⊂ Rl of the Cauchy data.
As it concerns the regularity of the coefficients, we assume that
a(j)α (t, x,w) ∈ C
([0, T ];B∞(Rn × W)), (1.4)
where B∞ is the space of C∞ functions which are bounded together with all their deriv-
atives. About the coefficients of the principal part we ask more regularity. Precisely we
assume they are Log-Lipschitz in the time variable, in short
a(j)α ∈ LL
([0, T ];B∞(Rn × W)) (1.5)
for j + |α| = m, that is∣∣∂βx ∂γw(a(j)α (t, x,w)− a(j)α (s, x,w))∣∣ cβ,γ |t − s| · ∣∣log |t − s|∣∣ (1.6)
when 0 < |t − s| < 1/2 and j + |α| = m.
This kind of regularity is sharp when dealing with the linear problem in order to
have a unique solution u ∈ Cm([0, T ];C∞(Rn)) for any f ∈ C([0, T ];C∞(Rn)) and
gj ∈ C∞(Rn), j = 0,1, . . . ,m − 1. We refer to [2] and [3] for the second order linear
problem and to [1] for higher order equations and another type of proof.
Here we show that C∞ well-posedness holds true in the quasilinear problem. In fact,
developing the linear technique of [1] we prove the following result.
Theorem 1.1. Let P be the quasilinear operator defined in (1.1). We assume that P is
strictly hyperbolic; we assume moreover that
a(j)α ∈ C
([0, T ];B∞(Rn × W)) if |α| + j < m,
a(j)α ∈ LL
([0, T ];B∞(Rn × W)) if |α| + j = m.
Then there exist δ > 0 and s0 > 0 such that for every f ∈ C([0, T ];Hs−m+1(Rn)) and
gj ∈ Hs−j (Rn), j = 0, . . . ,m − 1, with s > s0, there exist T ∗  T and a solution u ∈⋂m
j=0 Cj ([0, T ∗];Hs−j−δT
∗
(Rn)) to (1.1) which is unique in that space. The solution sat-
isfies the inequality
m−1∑
j=0
∥∥∂jt u(t)∥∥2s−j−δt  C
(
m−1∑
j=0
‖gj‖2s−j +
t∫
0
∥∥f (τ)∥∥2
s−m+1−δτ dτ
)
, (1.7)
where 0 t  T ∗, for some positive C = Cs .
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δT ∗ derivatives. C∞ well posedness follows from the existence of domains of influence,
that can be proved as in [4].
2. Notation
In this paper x, ξ ∈ Rn, 〈ξ〉 = √1 + |ξ |2 and Dx = −i∇x . As it concerns pseudo-
differential operators, we use the notation of [5], so Sm denotes the space of symbols
a(x, ξ) such that
sup
x,ξ
∣∣∂αξ Dβx a(x, ξ)∣∣〈ξ〉−m+|α| < ∞ (2.1)
for every α,β ∈ Zn+. We need also the class Smlog (⊂
⋂
	>0 S
m+	) of all symbols such that
sup
x,ξ
|∂αξ Dβx a(x, ξ)|〈ξ〉−m+|α|
log(1 + 〈ξ〉) < ∞ (2.2)
for every α,β ∈ Zn+.
In proving Theorem 1.1, symbols with limited regularity will be used. So, following [6],
we introduce the space HµSm of the symbols such that
sup
|α|µ
sup
ξ
∥∥∂αξ a(·, ξ)∥∥µ〈ξ〉−m+|α| < ∞, (2.3)
where ‖f ‖µ denotes the norm of f in the Sobolev space Hµ = Hµ(Rn). In a similar
way one defines the space HµSmlog. Such a limited regularity of the symbols is sufficient
to perform any finite number of operations (compositions, adjoints, commutators. . .) with
operators aj (x,Dx) ∈ OPHµSmj . The result is in OPHµ′Sm provided that µ is sufficiently
larger than µ′. In particular a(x,Dx) ∈ OPHµSm is a bounded operator from Hs(Rn) to
Hs−m(Rn) for every s with |s| < µ − n/2.
Symbols will depend smoothly on a parameter w ∈ W , where W is an open bounded
neighborhood of the origin in Rl . We denote in short by Smw the space of all func-
tions a(x,w, ξ) of class B∞ in W with values in Sm. Compositions of a(t, x,w, ξ) ∈
C([0, T ];Smw) with w = Dku(t, x) will be needed. The function u will be taken in the
space CkT (H
s,δ), s ∈ R, k ∈ N, δ > 0, defined by
CkT (H
s,δ) = {u(t, x); t → 〈Dx〉−δt · ∂jt u(t, x) ∈ C([0, T ];Hs−j), j = 0, . . . , k}
(2.4)
with norm
‖u‖CkT (Hs,δ) = supj=0,...,k supt
∥∥∂jt u(t)∥∥s−j−δt .
Taking s = µ + k + δT with µ > n/2, the function a(t, x,Dku(t, x), ξ) can be written as
the sum
a
(
t, x,Dku(t, x), ξ
)= a(t, x,0, ξ)+ [a(t, x,Dku(t, x), ξ)− a(t, x,0, ξ)]
= a0(t, x, ξ) + a1
(
t, x,Dku(t, x), ξ
)
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lowing by writing
a
(
t, x,Dku(t, x), ξ
) ∈ C([0, T ];Sm)+ C([0, T ];HµSm).
Finally, we need to define the Log-Lipschitz continuity of the symbols with respect to
the time variable: LL([0, T ];Smw) will denote the space of all functions a(t, x,w, ξ) such
that ∣∣∂αξ ∂βwDγx (a(t, x,w, ξ) − a(s, x,w, ξ))∣∣
 cα,β,γ |t − s| ·
∣∣log |t − s|∣∣ · 〈ξ〉m−|α|, (2.5)
0 < |t − s| < 1/2.
3. The linear problem
Let us fix µ > n/2 and take s = µ + M + m + δT with M and δ to be chosen later.
Given u ∈ E,
E = {u ∈ CmT (H s,δ); ‖u‖CmT (Hs,δ)  r},
r > 0, let us consider the linear problem for the unknown v,{
P(t, x,Dm−1u(t, x),Dt ,Dx)v(t, x) = f (t, x), (t, x) ∈ [0, T ] × Rn,
∂
j
t v(0, x) = 0, j = 0, . . . ,m − 1,
(3.1)
with P = P(t, x,w,Dt ,Dx) satisfying the assumptions of Theorem 1.1, w ∈ W , W a
neighborhood of the origin in Rl . The aim of this section is to show that it is possible
to take large M and δ in order to have a unique solution v ∈ CmT (H s,δ) for any given
f ∈ C0T (H s−m+1,δ).
The first step in the proof is to factorize the principal part of P(t, x,Dm−1u,Dt ,Dx).
The characteristic roots λj (t, x,w, ξ) are not enough regular with respect to t : they
are in LL([0, T ];S1w) after a modification in a small neighborhood of ξ = 0. Taking
w = Dm−1u(t, x), let us introduce the following mollified roots:
λ˜j
(
t, x,Dm−1u(t, x), ξ
)= ∫ λj (s, x,Dm−1u(s, x), ξ) · ρ((t − s)〈ξ〉)〈ξ〉ds, (3.2)
where ρ ∈ C∞0 (R), 0  ρ  1,
∫
ρ = 1 and where the roots have been extended on R by
continuity, setting
λj (s, x,D
m−1u(s, x), ξ) =
{
λj (0, x,Dm−1u(0, x), ξ), s < 0,
λj (T , x,D
m−1u(T ,x), ξ), s > T .
It is
λ˜j = λ˜j0(t, x, ξ) + λ˜j1
(
t, x,Dm−1u(t, x), ξ
)
∈ C([0, T ];S1)+ C([0, T ];Hµ+MS1)
as λj , but from the Log-Lipschitz regularity it is also easy to check the following
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(i) λ˜j − λj = ∆j0(t, x, ξ) +∆j1(t, x,Dmu, ξ)
∈ C([0, T ];S0log)+ C([0, T ];Hµ+MS0log),
(ii) ∂kt λ˜j = ∂kt λ˜j0(t, x, ξ) + ∂kt λ˜j1(t, x,Dmu, ξ)
∈ C([0, T ];Sklog)+ C([0, T ];Hµ+MSklog)
for j = 1, . . . ,m and k  1 with uniformly bounded seminorms of the symbols with respect
to u ∈ E.
By Lemma 3.1 one has the following factorization of P(t, x,Dm−1u,Dt ,Dx):
P = (Dt − λ˜m(t, x,Dm−1u,Dx)) . . . (Dt − λ˜1(t, x,Dm−1u,Dx))+ R,
R =
m−1∑
j=0
Rj(t, x,D
M0+mu,Dx)Djt , (3.3)
where DM0+mu denotes the vector (∂kt ∂
β
x u)km,k+|β|M0+m, M0 is a positive integer de-
pending only on the dimension n and the order m of P ,
Rj = Rj0(t, x, ξ) + Rj1(t, x,DM0+mu, ξ)
∈ C([0, T ];Sm−1−jlog )+ C([0, T ];Hµ+M−M0Sm−1−jlog )
and M is taken larger than M0.
The next step is to reduce (3.1) to an equivalent problem for a first order system.
Let us define the vectors V = (v0, . . . , vm−1)t and V ′ by

v0 = 〈Dx〉m−1v,
v1 = 〈Dx〉m−2(Dt − λ˜1)v,
...
vm−1 = (Dt − λ˜m−1) . . . (Dt − λ˜1)v,
(3.4)
V ′ = (〈Dx〉m−1v, 〈Dx 〉m−2Dtv, . . . ,Dm−1t v). (3.5)
There are operators Q(t, x,DM0+mu,Dx) and Q′(t, x,DM0+mu,Dx) with symbols
Q,Q′ ∈ C([0, T ];S0)+ C([0, T ];Hµ+M−M0S0)
such that
V ′ = QV, V = Q′V ′. (3.6)
Thus, problem (3.1) is equivalent to{
LV (t, x) = F(t, x), (t, x) ∈ [0, T ] × Rn,
V (0, x) = 0, (3.7)
with
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K =


λ˜1 〈Dx 〉 0 0 . . . 0 0
0 λ˜2 〈Dx 〉 0 . . . 0 0
...
...
. . .
. . . . . .
...
...
0 . . . λ˜m−1 〈Dx 〉
0 . . . 0 λ˜m

 ,
A ∈ C([0, T ];S0log)+ C([0, T ];Hµ+M−M0S0log),
F = (0, . . . ,0, if )t .
Here and in the following, M0 still denotes a possibly larger integer, but depending only
on n and m. The operator K can be easily diagonalized. Let us define
D =
(
1 dij
0 1
)
,
dij (t, x,D
M0+mu, ξ) = 〈ξ〉
j−i∏j−1
k=i (λ˜j − λ˜k)
, i < j, (3.8)
for large |ξ |. From Lemma 3.1 one has
D,D−1 ∈ C([0, T ];S0)+ C([0, T ];Hµ+M−M0S0),
∂tD, ∂tD
−1 ∈ C([0, T ];S0log)+ C([0, T ];Hµ+M−M0S0log),
and the operator L1 := D−1LD is given by
L1 = ∂t − iK1(t, x,Dm−1u,Dx) + A1(t, x,DM0+mu,Dx), (3.9)
where K1 is the diagonal matrix of the λ˜j ’s and
A1 ∈ C
([0, T ];S0log)+ C([0, T ];Hµ+M−M0S0log). (3.10)
One has the following
Proposition 3.2. There are δ and M1 such that problem (3.7) has a unique solution
V ∈ C1T (Hµ+1+δT ,δ) for any given F ∈ C0T (Hµ+1+δT ,δ) and any fixed u ∈ CmT (H s,δ),‖u‖CmT (Hs,δ)  r , s = µ + M +m + δT , M > M1. The solution V satisfies
∥∥V (t)∥∥2
µ+1+δ(T−t )  C
t∫
0
∥∥F(τ)∥∥2
µ+1+δ(T−τ ) dτ, (3.11)
0 t  T , for a positive constant C = C(r).
Proof. Let us consider the operator
L2 := 〈Dx 〉µ+1+δ(T −t )L1〈Dx〉−µ−1+δ(t−T ).
It is
L2 = L1 + δ log〈Dx 〉I +A2(t, x,DM1+mu,Dx),
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A2 ∈ C
([0, T ];S0)+ C([0, T ];Hµ+M−M1S0)
and M is taken larger than M1. The seminorms of the symbols K1,A1,A2 are uniformly
bounded with respect to u in the ball E of radius r in CmT (H s,δ).
One has to prove that it is possible to choose δ > 0 such that the problem{
L2V (t, x) = F(t, x), (t, x) ∈ [0, T ] × Rn,
V (0, x) = 0, (3.12)
has a unique solution V ∈ C([0, T ];H 0) for any given F ∈ C([0, T ];H 0) and that the
solution satisfies
∥∥V (t)∥∥20  C
t∫
0
∥∥F(τ)∥∥20 dτ. (3.13)
So it is sufficient to prove the energy estimate
∥∥V (t)∥∥20  C
(∥∥V (0)∥∥20 +
t∫
0
∥∥L2V (τ)∥∥20 dτ
)
(3.14)
for every V ∈ C1([0, T ];H 0) ∩ C([0, T ];H 1). Now, from (3.10) one can fix a large δ to
have well defined and positive operators A1(t) + δ log〈Dx 〉I in H 0, 0 t  T , M > M0.
Then, with M > M1 one has also uniformly bounded operators iK1(t) + (iK1(t))∗ and
A2(t) from H 0 to H 0, 0 t  T .
This gives
d
dt
∥∥V (t)∥∥20 = 2 Re〈iK1V (t),V (t)〉− 2 Re〈(A1 + δ log〈Dx 〉)V (t),V (t)〉
+ 2 Re〈−A2V (t),V (t)〉+ 2 Re〈L2V (t),V (t)〉
 C
(∥∥V (t)∥∥20 + ∥∥L2V (t)∥∥20).
By Gronwall’s inequality one obtains (3.14) completing the proof. 
Now, taking also (3.6) into account, Proposition 3.2 gives a first result for problem (3.1).
Proposition 3.3. There are δ and M1 such that problem (3.1) has a unique solution
v ∈ CmT (Hµ+m+δT ,δ) for any given f ∈ C0T (Hµ+1+δT ,δ) and any fixed u ∈ CmT (H s,δ),‖u‖CmT (Hs,δ)  r , s = µ + M +m + δT , M > M1. The solution satisfies
m−1∑
j=0
∥∥∂jt v(t)∥∥2µ+m−j+δ(T −t )  C
t∫
0
∥∥f (τ)∥∥2
µ+1+δ(T −τ ) dτ, (3.15)
0 t  T , for a positive C = C(r).
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u → v even if f is taken in C0T (H s−m+1,δ).
So, given M > M1, f ∈ C0T (H s−m+1,δ), u ∈ CmT (H s,δ), s = µ + M + m + δT , let us
take derivatives ∂βx in (3.1) for all |β|M . For v(β) = ∂βx v one obtains the equations{
Pv(β) + [∂βx ,P ]v(0) = ∂βx f,
∂
j
t v
(β)(0, x) = 0, j = 0, . . . ,m − 1, |β|M. (3.16)
Now, defining V (β) = (v(β)0 , . . . , v(β)m−1)t like V in (3.4) with v = v(0) replaced by v(β), and
W = {V (β); |β|M}, (3.17)
one has that problem (3.16) is equivalent to{
(∂t − iK0 + A0 + HQ0)W = F
W(0, x) = 0, (3.18)
where −iK0 + A0 denotes a block diagonal matrix with all blocks equal to the operator
−iK + A in (3.7). The term HQ0W represents the commutators [∂βx ,P ]v by means of
(3.6): H is a function,
H = H0(t, x)+ H1(t, x,DM+m−1u) ∈ C
([0, T ];B∞)+ C0T (Hµ+1+δT ,δ),
whereas Q0 is an operator such that
Q0 = Q00(t, x, ξ) + Q01(t, x,DM0+mu, ξ)
∈ C([0, T ];S0)+ C([0, T ];Hµ+M−M0S0)
like Q in (3.6) but with different size.
To show that the solution v of (3.1) belongs to CmT (H s,δ) like u, one has to prove the
following
Proposition 3.4. Let δ, r and u be as in Proposition 3.2. Then problem (3.18) has a unique
solution W ∈ C1T (Hµ+1+δT ,δ) for any given F ∈ C0T (Hµ+1+δT ,δ). The solution W satisfies
∥∥W(t)∥∥2
µ+1+δ(T−t )  C
t∫
0
∥∥F(τ)∥∥2
µ+1+δ(T−τ ) dτ, (3.19)
0 t  T , for a positive constant C = C(r).
Proof. In repeating the proof of Proposition 3.2, H1(t, x,DM+m−1u)Q0(t) is the only new
term to control. It has to be a uniformly bounded operator in Hµ+1+δ(T−t ) with respect to
u ∈ CmT (H s,δ), s = µ + M + m + δT , ‖u‖CmT (Hs,δ)  r , and t ∈ [0, T ]. But this is true
because Hµ+1+δ(T−t ) is a Banach algebra:∥∥H1(t, x,DM+m−1u)Q0(t)W∥∥µ+1+δ(T−t )

∥∥H1(t, x,DM+m−1u)∥∥µ+1+δ(T −t ) · ∥∥Q0(t)W∥∥µ+1+δ(T −t )
 C(r)‖W‖µ+1+δ(T −t ). 
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tion 3.4 and (3.6) give the main result of this section.
Theorem 3.5. Let s > s0. Then the Cauchy problem (3.1) has a unique solution v ∈
CmT (H
s,δ) for any given f ∈ C0T (H s−m+1,δ) and u ∈ CmT (H s,δ), ‖u‖CmT (Hs,δ)  r . The so-lution v satisfies
m−1∑
j=0
∥∥∂jt v(t)∥∥2s−j−δt  C
t∫
0
∥∥f (τ)∥∥2
s−m+1−δτ dτ, (3.20)
0 t  T , for a positive C = C(r).
4. Fixed point
Let us come to the proof of Theorem 1.1. Without loss of generality, we can take gj = 0
and f of compact support in (1.1). Then one applies the usual iterative method by means
of Theorem 3.5 provided that there the solution v belongs to the same ball E of radius r in
CmT (H
s,δ) as the function u. Inequality (3.20) gives
‖v‖
Cm−1T (Hs,δ)
 C(r)
√
T ‖f ‖C0T (Hs−m+1,δ ). (4.1)
In Lemma 3.1 one needs to control also the derivative ∂mt u and the same must be done for
∂mt v. From the equation in (3.1), it is
‖∂mt v(t)‖s−m−δt C(r)‖v‖Cm−1T (Hs,δ) + ‖f ‖C0T (Hs−m,δ), (4.2)
0 t  T . So one gets
‖v‖CmT (Hs,δ) 
(
1 + C(r)√T )‖f ‖C0T (Hs−m+1,δ ). (4.3)
Now, if r is fixed larger than ‖f ‖C0T (Hs−m+1,δ ) it is possible to take T small enough to
have also ‖v‖CmT (Hs,δ)  r , and Theorem 3.5 defines a map
S :E → E, (S)u = v.
Let us consider the usual sequence{
u0 = 0,
uk+1 = S(uk), k ∈ N.
Since f is of compact support, the same is uniformly true for all the uk’s. So there is a
subsequence converging in CmT (H s−1,δ) to a solution u of problem (1.1).
By the usual arguments in the energy method, using (3.20) one can prove that this
solution is in CmT (H
s,δ) and satisfies inequality (1.7) which gives also uniqueness.
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