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In this work, we show that in a four-quantum-dot ring, via introducing a local Rashba spin-orbit
interaction the spin bias in the transverse terminals can be detected by observing the charge currents
in the longitudinal probes. It is found that due to the Rashba interaction, the quantum interference
in this system becomes spin-dependent and the opposite-spin currents induced by the spin bias can
present different magnitudes, so charge currents emerge. Besides, the charge currents rely on both
the magnitude and spin polarization direction of the spin bias. It is believed that this method
provides an electrical but practical scheme to detect the spin bias (or the spin current).
PACS numbers: 73.63.Kv, 73.21.La, 73.23.Hk, 85.35.Be
I. INTRODUCTION
The field of spintronics has become a significant
concern of both experimental and theoretical com-
munities for the purpose of realizing the quantum
information processing.1,2 Under such a topic, re-
searchers devoted themselves to the fabrication of
various nano-devices to efficiently generate and ma-
nipulate the spin current by magnetic means includ-
ing the application of strong magnetic field or ferro-
magnetic electrodes to achieve the spin injection,3,4
or by the optical approach consisting of employing
the polarized light.5–8 Recently, the Rashba spin-
orbit (SO) interaction is recommended to realize
the spin manipulation in the low-dimensional struc-
tures, because it offers a electric manner to control
the electron spin.9–11 Albeit these existed works,
on the other hand, the quantitative detection of
spin current is now at its infancy, because that
the occurrence of the pure spin current is usually
not accompanied by any electric signal for direct
measurement.12
As mentioned in the previous literature, there
have been a variety of proposals to focus on the
measurement of spin current. Kato et al. first ex-
perimentally observed the spin Hall current via the
magneto-optical Kerr effect in GaAs semiconductor
systems.13 Other suggestions to detect spin current
include measuring the induced mechanical deforma-
tion of the macroscopic sample or measuring the
induced spin torque.14 Recently, a report showed
that the spin current can be detected in a double-
QD system when the presented Coulomb interaction
destroys the symmetry of spin-up and spin-down
current.15 However, the schemes described above are
comparatively complicated, thus any simple one to
achieve the detect the spin current is still desirable.
It is distinct that for a spin current flowing
through a structure, a spin-dependent chemical po-
tential (spin bias) is usually induced that is the driv-
ing force of spin current, thus we can measure the
spin bias instead of spin current. With such an idea,
in this work by adopting the local Rashba SO in-
teraction we suggest to electrically measure the spin
bias in virtue of the quantum interference in a QD
ring. Its key point is that the local Rashba inter-
action gives rise to the spin-dependent quantum in-
terference and the electron transmission through the
QD ring is then spin-polarized. Therefore, the spin
polarization in this QD ring breaks the symmetry
of the motion of spin-up and spin-down electrons,
and nonzero spin-bias–induced charge current cor-
respondingly come up.
II. MODEL AND FORMULATION
The considered four-QD ring is illustrated in
Fig.1. We assume that in the transverse leads (
lead-1 and -3 ) there exist the spin bias Vs, i.e., the
spin-dependent chemical potentials for the spin-up
and spin-down electrons are µ1σ = µ3σ¯ = εF + σeVs
with the Fermi level of the system εF and σ = ±1
(or ↑, ↓) being the spin index. We additionally in-
sert two normal metallic probes ( lead-2 and -4 )
longitudinally to observe the electric signal change
of them affected by the spin bias, so as to ascer-
tain the existence of spin bias. The single-electron
Hamiltonian in this structure can be written as
Hs =
P
2
2m∗ +V (r)+
yˆ
2~ · [α(σˆ×p)+ (σˆ×p)α], where
the potential V (r) confines the electron to form the
structure geometry, namely, the leads, QDs and the
connections. The last term in Hs denotes the local
Rashba SO coupling on QD-2. For the analysis of
the electron properties, we have to second-quantize
the Hamiltonian,16 which is composed of three parts:
2H = Hc +Hd +Ht.
Hc =
∑
σjk
εjkσc
†
jkσcjkσ ,
Hd =
4∑
j=1,σ
εjd
†
jσdjσ +
2∑
l=1,σ
[tlσd
†
lσdl+1σ + rl(d
†
l↓dl+1↑
−d†l+1↓dl↑)] + t3d†3σd4σ + t4eiφd†4σd1σ +H.c.,
Ht =
∑
σjk
Vjσd
†
jσcjkσ +H.c., (1)
where c†jkσ and d
†
jσ (cjkσ and djσ) are the cre-
ation (annihilation) operators corresponding to the
basis in lead-j and QD-j. εjkσ and εj are the
single-particle levels. Vjσ denotes QD-lead coupling
strength. The interdot hopping amplitude is written
as tlσ = tl
√
1 + α˜2e−iσϕ (l = 1, 2) where tl is the or-
dinary transfer integral independent of the Rashba
interaction and α˜ is the dimensionless Rashba coef-
ficient with ϕ = tan−1 α˜17. The phase factor φ at-
tached to t4 accounts for the magnetic flux through
the ring. In addition, the many-body effect can be
readily incorporated into the above Hamiltonian by
adding the Hubbard term Ve-e =
∑
jσ
Uj
2 njσnjσ¯ .
Starting from the second-quantized Hamiltonian,
we can now formulate the electronic transport prop-
erties. With the nonequilibrium Keldysh Green
function technique, the current flow in lead-j at the
zero temperature can be written as18
Jj =
e
h
∑
j′σσ′
∫ µjσ
µj′σ′
dωTjσ,j′σ′(ω), (2)
where Tjσ,j′σ′(ω) = 4ΓjσG
r
jσ,j′σ′(ω)Γj′σ′G
a
j′σ′,jσ(ω)
is the transmission function, describing electron tun-
neling ability between lead-j to lead-j′. Γjσ =
pi|Vjσ |2ρj(ω), the coupling strength between QD-j
and lead-j, can be usually regarded as a constant.
Gr and Ga, the retarded and advanced Green func-
tions, obey the relationship [Gr] = [Ga]†. From
the equation-of-motion method, the retarded Green
function can be obtained in a matrix form,
[Gr]−1 =

g−11↑ −t1↑ 0 −t4e−iφ 0 r∗1 0 0
−t∗1↑ g−12↑ −t2↑ 0 −r∗1 0 r∗2 0
0 −t∗2↑ g−13↑ −t3 0 −r∗2 0 0
−t4eiφ 0 −t∗3 g−14↑ 0 0 0 0
0 −r1 0 0 g−11↓ −t1↓ 0 −t4e−iφ
r1 0 −r2 0 −t∗1↓ g−12↓ −t2↓ 0
0 r2 0 0 0 −t∗2↓ g−13↓ −t3
0 0 0 0 −t4eiφ 0 −t∗3 g−14↓


.
In the above expression, gjσ is the Green function of
QD-j unperturbed by the other QDs and in the ab-
sence of Rashba effect. gjσ = [(z − εj)λjσ + iΓj ]−1
with z = ω + i0+ and λjσ =
z−εj−Uj
z−εj−Uj+Uj〈njσ¯〉
re-
sulting from the second-order approximation of the
Coulomb interaction19. 〈njσ〉 can be numerically
resolved by the formula 〈njσ〉 = − i2pi
∫
dωG<jσ,jσ
where G<σσ =
∑
σ′ [G
r]σσ′ [Σ
<]σ′ [G
a]σ′σ and [Σ
<]σ =
2
∑
j Γjσfjσ(ω). fjσ(ω) = θ(µjσ − ω) is the Fermi
distribution function in lead-j with the step function
of θ(x).
III. NUMERICAL RESULTS AND
DISCUSSIONS
We now proceed on to calculate the currents in
the longitudinal terminals, lead-2 and lead-4 in this
case. Before calculation, the QD-lead couplings are
assumed to take the uniform values with Γjσ = Γ,
and we consider Γ as the energy unit ( Its order is
meV approximately for some experiments based on
GaAs/GaAlAs QDs, as mentioned in the previous
works20,21 ). The structure parameters are for sim-
plicity taken as |tlσ| = t3 = t4 = Γ, and εF is viewed
as the energy zero point of this system. Besides, to
carry out the numerical calculation, we choose the
Rashba coefficient α˜ = 0.4 which is available in the
current experiment.22
We first show the linear-transport results. It is
known that in the linear regime, the current flow is
proportional to the linear conductance, i.e., Jm =
Gm · Vs (m = 1, 3), where the linear conductance
Gm = e
2
h
[ σ¯(Tmσ,1σ + Tmσ,3σ¯)
+ σ(Tmσ,1σ¯ + Tmσ,3σ)]|ω=εF (3)
obeys the Landauer-Bu¨ttiker formula.23 Conse-
quently, in this case, by only investigating the prop-
erties of the linear conductance the spin-bias driven
3charge current can clarified. From such a formula,
one can readily find that in the absence of any spin-
dependent fields the electron transmission is irrele-
vant to the electron spin. Hence the opposite-spin
currents driven by the spin bias flow through this
ring with the same magnitude and opposite direc-
tions, leading to the result of zero Gm and the failure
of measuring the spin bias [ see the dashed line in
Fig.2(a)].
On account of the recent researches? , they show
that in the low-dimensional systems, such as the QD
structures, in the electron transport process intro-
ducing a local Rashba interaction could bring out
the spin polarization, which helps to manipulate the
electron spin via the electric means. Thereupon, we
introduce a local Rashba interaction to QD-2 of this
structure to try detecting the spin bias in the trans-
verse leads. As shown in Fig.2(a), in the presence
of Rashba SO coupling and the absence of magnetic
field, there indeed emerge the nonzero currents in
the longitudinal probes driven by the spin bias when
the QD levels are separate from the energy zero point
(i.e., ε0 6= 0). An additional interesting phenomenon
is that in the whole regime the amplitude of J2 is the
same as that of J4 accompanied by their opposite
directions. Such a result means that by building a
closed circuit between lead-2 and -4 the spin bias of
this system can be detected by observing the current
flowing between the longitudinal probes. Besides, it
is found that the direction of charge current is re-
lated to the separation of QD levels from the Fermi
level, namely, in the case of ε0 > 0 the value of J2
is less than zero and J4 > 0, whereas J2 > 0 and
J4 < 0 under the condition of ε0 < 0.
Since the configuration of quantum ring, we would
like to investigate the role of a local magnetic flux.
Thereby, we can see that for the case of φ = pi2
there appears little spin-bias-induced currents in the
probes despite the adjustment of QD levels, as shown
in Fig.2(b). Alternatively, when the QD levels take
a typical value with ε0 = Γ, the currents present fi-
nite values except in the vicinity of φ = (n + 12 )pi,
and they oscillate out of phase. Significantly, as
shown in Fig.2(c) the change of magnetic flux from
φ = 2npi to φ = (2n + 1)pi can vary the magnitude
and direction of the spin-bias-driven charge currents
in the longitudinal terminals with the critical point
at φ = (2n + 12 )pi, and vise versa. Up to now, we
can address that the presented Rashba interaction
and the nonzero QD levels with respect to the zero
point of energy are the two key conditions to accom-
plish the measure of the spin bias electrically in this
structure.
For the case of the finite spin bias, the charge cur-
rents in the additional terminals can be evaluated
by Eq.(2). Accordingly, in Fig.3(a) we plot the cur-
rent spectra vs the QD levels in the situations of
eVs = Γ and 2Γ, respectively. One can find that in
such a case the current magnitudes increase with the
enhancement of the spin bias. And the current spec-
tra exhibit complicated properties, different from the
linear-transport case. For the case of |ε0| > Vs2 , the
quantitative relation between these two charge cur-
rents becomes ambiguous, especially in the case of
|ε0| > 2Γ the signs of these two charge currents can
be the same as each other. Only when the QD levels
shift around the Fermi level of the system ( i.e., in
the regime of |ε0| < Vs2 ) the result of J2 = −J4 re-
mains substantially. Similarly, such a phenomenon
is also described by Fig.3(b). As a typical case, when
taking the QD levels at |ε0| = Γ, we see that in the
situation of eVs < Γ the charge currents in the lon-
gitudinal probes have the same magnitude and the
opposite directions. However, with the enhancement
of the spin bias the value of J4 goes over the zero
point and then shows the identical sign with J2.
The calculated transmission functions are plotted
in Fig.4 with εj = Γ. They are just the integrands
for the calculation of the charge and spin currents
(see Eq.(2)). By comparing the results shown in
Figs.4(a), we can readily see that in the absence of
magnetic flux, the traces of T2↑,1↑, T4↓,1↓, T2↓,3↓,
and T4↑,3↑ coincide with one another very well, so
do the curves of T2↓,1↓, T4↑,1↑, T2↑,3↑, and T4↓,3↓.
Substituting such integrands into the current formu-
lae, one can certainly arrive at the result of the dis-
tinct pure spin currents in the transverse terminals.
On the other hand, these transmission functions de-
pend nontrivially on the magnetic phase factor, as
exhibited in Figs.4(b) with φ = pi2 . In comparison
with the zero magnetic field case, herein the spectra
of Tj↑,j′↑ are reversed about the axis ω = Γ with-
out the change of their amplitudes, but Tj↓,j′↓ only
present the enhancement of their amplitudes. Simi-
larly, with the help of Eq.(2), one can understand the
disappearance of spin currents in such a case. In ad-
dition, by virtue of the transmission function curves
we can understand the behaviors of the charge cur-
rents with the enhancement of spin bias, i.e., when
the strength of spin bias goes beyond the quantum
coherence regime the current feature displayed in the
linear regime disappears.
The underlying physics being responsible for
the spin dependence of the transmission functions
is quantum interference, which manifests if we
analyze the electron transmission process in the
language of Feynman path. Note that the spin
flip terms arising from the Rashba interaction do
not play a leading role in causing the appearance
of spin and charge currents? . Therefore, to keep
the argument simple, we drop the spin flip terms
for the analysis of quantum interference. Based on
this method, we write T2σ,1σ = |τ2σ,1σ|2 where the
transmission probability amplitude is defined as
τ2σ,1σ = V˜
∗
2σG
r
2σ,1σV˜1σ with V˜jσ = Vjσ
√
2piρj(ω).
With the solution of Gr2σ,1σ, we find that the
transmission probability amplitude τ2σ,1σ can be
divided into three terms, i.e., τ2σ,1σ = τ
(1)
2σ,1σ +
τ
(2)
2σ,1σ + τ
(3)
2σ,1σ, where τ
(1)
2σ,1σ =
1
D
V˜ ∗2σg2σt
∗
1σg1σV˜1σ,
4τ
(2)
2σ,1σ =
1
D
V˜ ∗2σg2σt2σg3σt3g4σt4e
iφg1σV˜1σ, and
τ
(3)
2σ,1σ = − 1D V˜ ∗2σg2σt2σg3σt∗2σg2σt∗1σg1σV˜1σ with
D = det{[Gr]−1}∏j gjσ . By observing the
structures of τ
(1)
2σ,1σ, τ
(2)
2σ,1σ, and τ
(3)
2σ,1σ, we can
readily find that they just represent the three
paths from lead-2 to lead-1 via the QD ring.
The phase difference between τ
(1)
2σ,1σ and τ
(2)
2σ,1σ is
∆φ
(1)
2σ = [φ − 2σϕ + θ3 + θ4] with θj arising from
gjσ, whereas the phase difference between τ
(2)
2σ,1σ
and τ
(3)
2σ,1σ is ∆φ
(2)
2σ = [φ − 2σϕ]. It is clear that
only these two phase differences are related to
the spin polarization. T4σ,1σ can be analyzed in
a similar way. We then write T4σ,1σ = |τ (1)4σ,1σ +
τ
(2)
4σ,1σ + τ
(3)
4σ,1σ|2, with τ (1)4σ,1σ = 1D V˜ ∗4σg4σt4eiφg1σV˜1σ,
τ
(2)
4σ,1σ =
1
D
V˜ ∗4σg4σt
∗
3g3σt
∗
2σg2σt
∗
1σg1σV˜1σ, and
τ
(3)
4σ,1σ = − 1D V˜ ∗4σg4σt∗3g3σt3g4σt4eiφg1σV˜1σ. The
phase difference between τ
(1)
4σ,1σ and τ
(2)
4σ,1σ is
∆φ
(1)
4σ = [φ− 2σϕ− θ2 − θ3], and ∆φ(2)4σ = [φ− 2σϕ]
originates from the phase difference between τ
(2)
4σ,1σ
and τ
(3)
4σ,1σ. Utilizing the parameter values in
Fig.4, we evaluate that ϕ ≈ pi7 and θj = − 3pi4
at the point of ω = 0. It is apparent that when
φ = 0 only the phase differences ∆φ
(1)
2σ and ∆φ
(1)
4σ
are spin-dependent. Accordingly, we obtain that
∆φ
(1)
2↑ = −∆φ(1)4↓ = 3pi14 , and ∆φ
(1)
2↓ = −∆φ(1)4↑ = 11pi14 ,
which clearly prove that the quantum interference
between τ
(1)
2↑,1↑ and τ
(2)
2↑,1↑ (τ
(1)
4↓,1↓ and τ
(2)
4↓,1↓ alike)
is constructive, but the destructive quantum inter-
ference occurs between τ
(1)
2↓,1↓ and τ
(2)
2↓,1↓ (τ
(1)
4↑,1↑ and
τ
(2)
4↑,1↑ alike). Then such a quantum interference
pattern can explain the traces of the transmission
functions shown in Fig.4(a). In the case of φ = pi2 we
find that only ∆φ
(2)
2(4)σ are crucial for the occurrence
of spin polarization. By a calculation, we obtain
∆φ
(2)
2(4)↑ =
5pi
14 and ∆φ
(2)
2(4)↓ =
9pi
14 , which are able
to help us clarify the results in Fig.4(c) and (d).
Up to now, the characteristics of the transmission
functions, as shown in Fig.4, hence, the tunability
of charge currents have been clearly explained by
analyzing the quantum interference between the
transmission paths.
So far we have not discussed the effect of electron
interaction on the occurrence of charge currents in
the longitudinal probes, though it is included in our
theoretical treatment. Now we incorporate the elec-
tron interaction into the calculation, and we deal
with the many-body terms by employing the second-
order approximation, since we are not interested in
the electron correlation here. Fig.5 shows the cal-
culated currents spectra with Uj = U = 3Γ, respec-
tively. Clearly, within such an approximation the
spin-bias-induced charge currents remain, though
the current spectra oscillate to a great extent with
the shift of QD levels, as shown in Fig.5(a). On the
other hand, the numerical results in Fig.5(b) tell us
that when the QD levels are aligned with the zero
point of energy of this structure, by the presence of
Coulomb-interaction the charge currents is possible
to appear with the further increase of the applied
bias, different from those in the noninteracting case.
Meanwhile, in the case of the QD levels separate
from the energy zero point (εj = Γ), the magni-
tudes of the charge currents seem to be enhanced by
the many-body effect. This can also be understood
with the help of the discussion on the quantum in-
terference of this structure above.
IV. SUMMARY
In conclusion, when introducing a local Rashba
interaction on an individual QD of a four-QD ring,
we proposed to electrically detect the spin bias of
the transverse terminals by investigating the charge
currents in the two external longitudinal probes. We
have found that the quantum interference in this
system becomes spin-dependent by the presence of
the Rashba interaction, so the opposite-spin currents
driven by the spin bias show different magnitudes,
leading to the emergence of the charge currents. Be-
sides, the charge currents rely on both the magni-
tude and spin polarization direction of the spin bias.
Therefore, this method provides a practical and elec-
trical approach to detect the spin bias. On the other
hand, the modulation of the QD levels and the mag-
netic phase factor can efficiently adjust the phases
of the transmission paths, so properties of the spin
bias can be shown entirely. Finally, it should be em-
phasized that altering the polarization directions of
the spin bias, equivalent to interchange the sequence
numbers of lead-1 and lead-3, can also change the
polarization directions of the charge currents.
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6FIG. 1: (a) Schematic of a four-QD ring structure with
a local Rashba interaction on QD-2. Four QDs and the
leads coupling to them are denoted as QD-j and lead-j
with j = 1− 4. Spin bias is assumed to be in lead-2 and
lead-4.
FIG. 2: In (a) and (b), the linear conductances vs the
QD levels are shown with the magnetic phase factor φ =
0 and pi
2
, respectively. The parameter values are Γj = Γ
and α˜ = 0.4. (c) The linear conductance vs φ with εj =
Γ.
FIG. 3: The charge currents in the case of finite spin
bias. (a) The currents versus as functions of the QD
levels with eVS = Γ and 2Γ, respectively. (b) The change
of the currents with the adjustment of spin bias strength.
FIG. 4: The spectra of transmission functions
Tmσ,m′σ(m=2,4 and m
′=1,3) with the QD levels fixed
at εj = Γ. (a) and (b) Zero magnetic field case, and
(c)-(d) magnetic phase factor φ = pi
2
.
FIG. 5: In the presence of many-body terms with Uj =
3Γ, the currents versus ε0 and the spin bias strength,
respectively. The other parameters are the same as those
in Fig.3.
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