ABSTRACT Nowadays, there have been many studies on evaluating the scientific impact of scholars. However, we still lack effective methods to predict long-term impact, especially 10 years in the future. Therefore, we propose a long-term scientific impact prediction model based on multi-field feature extraction. The workflow of our proposed model consists of feature engineering and model ensemble. In feature engineering, we extract attribute feature, time-series feature, and heterogeneous network feature based on three different fields. Moreover, when extracting heterogeneous network feature, we propose a scientific impact evaluation method based on heterogeneous academic network, which considers both the time of publication and author order factors. In the model ensemble, we adjust the basic model and noise model to the different training set to make full use of the information from the original dataset. The experiment results demonstrate that the proposed model can stably improve the accuracy of scholars' scientific impact prediction, and it also offers a prediction pattern for long-term prediction problem.
I. INTRODUCTION
Nowadays, there has been a ubiquitous tendency for scholars to conduct multi-field researches, involving disease prediction [1] , human ethology [2] and so on. These scholars from different disciplines have notably promoted the development of modern science. And with the increasing number of scholars in a global scale, how to effectively predict the scientific impact of scholars has become an important research topic, which is also a major research topic in science of science [3] . Scientific impact of a scholar represents the academic authority of the researcher in specific fields, the value of his scientific research and the degree of his recognition, which plays a fundamental role in raising research funds, attaining valuable awards and effectively finding academic rising stars.
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Evaluating the scientific impact of scholars has been studied by researchers for a long time, Garfield proposed an index based on the counts of scholars' citation [4] in 1970. Because the citation counting is intuitive and easy to use, it has become the most popular method for evaluating scientific impact at that time. Afterwards, several improved methods which considered both the number of papers published by scholars, the count of citations and the quality of articles were proposed, such as h-index [5] , g-index [6] , R-and AR-indices [7] , and E-index [8] . However, the above citationbased metrics have the drawback that they ignore the quality of the citation [9] . In research work, citation from outstanding scholars and high-quality papers are more valuable, so the disparity in citation quality should be considered when measuring scientific impact. Network-based methods provide a powerful way to solve the problem, they are help to evaluate the impact of scholars through a variety of academic networks [10] - [13] .
Though there are many researches on the evaluation of scholars' impact, the achievement of predicting scholars' future impact is little, and we are still expecting a unified and effective method. The research methods can be mainly divided into two primary strategies. The first is using statistical modeling analysis to predict future impact according to the history data [14] - [16] . The second is predicting impact with feature engineering and machine learning approach [17] - [20] , such methods generally require the attribute information of related papers and scholars. With respect to the first method, machine learning methods have higher accuracy. Our focus is mainly on the comparison of the second approach. Current studies on predicting impact show good performance, but if we predict future impact for the next 5-10 years, the accuracy is not satisfying enough. In addition, with the advent of deep learning in various fields, most of the current studies does not consider neural network frameworks.
In this paper, motivated by above mentioned problems, we use the h-index as prediction target and propose a novel long-term scientific impact prediction model based on multifield feature extraction. The contribution of this paper can be summarized as follows:
1) First, we extract attribute feature, time-series feature and heterogeneous network feature according to three different fields, which make a comprehensive and indepth mining to the data set. 2) Second, we propose a time-aware and author-orderaware scholars' impact ranking (TAORank) algorithm, which considers mutual influence among scholarly entities in heterogeneous academic network and the time of publication and author order in scholarly papers. 3) Third, we ensemble basic model and noise model to predict long-term scientific impact and solve the low precision problem of long-term prediction, as well as offering a prediction pattern for long-term prediction problem.
The remainder of this article is structured as follows: in the next section, we introduce related works on the evaluation as well as prediction of scholars' impact. In Section 3, we describe the proposed long-term scientific impact prediction model in detail. Section 4 gives the experimental results. Finally, we conclude the study and future work in Section 5.
II. RELATED WORK
The scientific impact of scholars represents the value and authority of scholars in the field, and is essentially an analysis of scholars' academic behavior. Currently, there are two major kinds of methods for measuring scholars' scientific impact: citation-based methods and network-based methods.
Citation-based methods have a simplest and straightforward principle that high-quality papers are usually cited by more other papers in the citation relationship of the paper. Therefore, it is a simple and effective evaluation method to add the citation counts of the articles written by scholar [4] . However, the total number of citation counts between different scholars cannot reflect the difference of their academic pursuing duration and the field they participate in, because citation counts will accumulate over time and the growth rate of citation counts differs in different academic fields. Reference [21] proposes that the number of citations in different filed should be normalized to solve the problem above. At the same time, more improved citation-based methods were proposed, such as h-index [5] and g-index [6] . Hirsch [5] proposed h-index, which is defined as ''A scholar has index h if he has at most h papers cited at least h times''. H-index considers both the citations of the scholars and the citations of the papers, but it ignores the effect of highcited papers, because a scholar's highly cited papers are more likely to be noticed by other scholars and more representative. Egghe [6] proposed g-index solve this shortcoming, which sorts the papers in descending order by citation counts. When the number of citations of the top ranked paper is not less than the square of the serial number, the corresponding serial number value is the g-index. At that point, the total number of citations of all the papers before the (g + 1) order is less than (g + 1)
2 . However, citation-based methods do not distinguish the importance of each citation, and do not consider the quality of the paper. Reference [22] proposed that citations from senior scholars and quality should receive greater attention. Furthermore, Valenzuela et al. [23] proposed a method that defined importance of a citation according to the citation type in the paper, in which they defined that directly cited and extended reference paper work as the most important. Based on Conflict of Interest (COI) relationship, Bai et al. [24] proposed COIRank algorithm to effectively evaluate the quality of the paper.
On the other hand, considering the shortcomings of the citation-based methods, scholars have become more interested in the research of network-based methods in recent years. Academic social network has four major entities: papers, scholars, venues, and links between the three entities above. Li et al. [25] derived a concise mathematical formula based on the coauthor network to calculate the influence score for each scholar. However, the homogeneous academic network cannot reflect the mutual promotion between scholars and papers, so scholars have begun to research on heterogeneous academic networks. Wang et al. [26] proposed an MRCoRank method to reinforce the ranking of four entities based on heterogeneous academic networks, which also extracts text features to help represent innovative papers and scholars. Considering the lack of time for new paper to spread, Zhang et al. [27] proposed the TRank method, which considers the initial qualities of scholarly papers and the time of publication and citation. Zhang et al. [28] proposed AIRank method to describe the influence of scholars on the location of heterogeneous networks by using structural hole theory and information entropy theory, and further quantified the academic influence of scholars based on heterogeneous academic networks. After having the evaluation approach, scholars turn their attention to future impact prediction. Yan et al. [29] proposed a prediction model to predict the citation of the paper, and used it to characterize the influence of scholars, which also designed experiments to compare some regression models. In 2017, Bütün et al. [30] used the citations of scholars as the evaluation metrics and defined the influence prediction as the prediction problem connection of the scholar citation network. They measured the proximity of scholars by measuring the trend of increase or decrease of links by dynamic indicators, and finally used classifiers to predict the future citations of scholars. Weihs and Etzioni [17] used h-index as the metrics, and extracted a variety of features to predict future impact. At the same time, they also found that long prediction period, short-term participation in scientific research and low current h-index make the prediction more difficult.
III. LONG-TERM SCIENTIFIC IMPACT PREDICTION MODEL A. OVERALL INTRODUCTION OF MODEL
The workflow of long-term scientific impact prediction model is shown in Fig. 1 . It includes two major part: feature engineering and model ensemble. After getting the original dataset, we extract attribute feature, time-series feature and heterogeneous network feature according three different fields. After that, we get two training sets, one for training basic model and the other for training noise model. However, the label in second training set is different from the first training set. The label of the second training set, namely pseudo label, is the prediction result of the basic model. Finally, we combine the predicted values of two models and output the final prediction result. In addition, pay attention that the machine learning methods we use to train basic model and noise model are both XGBoost [31] , while the training datasets are different from each other. We will introduce it in the model ensemble part.
B. FEATURE ENGINEERING
As we all know, feature engineering is one of the most important part in the traditional process of big data analysis [32] . In order to make full use of the information contained in the data set, we extract features from three fields, as shown in Fig. 2 . And the all features we used can be found in Table 1 .
1) ATTRIBUTE FEATURE
In the perspective of user profiling, we extract attribute feature. The attribute feature includes the attributes of scholar and venue. Extract scholars' information could regard as scholarly user profiling, so it is helpful for scientific impact prediction intuitively. In addition, venue information has also been found that is crucial to the prediction [33] . The attribute feature includes attribute information of two entities: scholars and venues. We use the subset of the features collected from the [17] . In addition, we further extract more statistical features, such as the variance of citations of all papers. It can be used to represent the stability of paper's quality written by a specified scholar.
2) TIME-SERIES FEATURE
In the perspective of time series analysis, we extract timeseries feature. Since proposed, the long short-term memory network (LSTM) has been widely used in the field of time series prediction [34] , [35] . It is a special kind of neural network called recurrent neural network (RNN). RNN can be thought of as multiple copies of the same network, each passing a message to a successor, which like working in loops. VOLUME 7, 2019 FIGURE 2. Extracting attribute feature, time-series feature and heterogeneous network feature based on three different fields. These three fields are user profiling, time series analysis and heterogeneous academic network. These loops allow the network to use information from previous passes, which acts as memory. LSTM extends that idea and by creating both a short-term and a long-term memory component, which make it has the ability to capture long-term dependencies in sequence. Hence, LSTM is a great tool for sequence prediction problems and time-series forecasting nicely fits into the same class of problems. In addition, LSTM can overcome the exploding and vanishing gradient
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problems that can be encountered when training traditional RNNs. What is more, relative insensitivity to gap length is an advantage of LSTM over RNNs. As mentioned above, we use XGBoost which is a tree-based model as the prediction model, so a different type of model used to extract timeseries feature can help to avoid overfitting problem.
In our long-term prediction problem, we extract timeseries feature which derived from the LSTM network. Traditional prediction methods only consider the simple attribute features, which cannot reflect the temporal variation of the h-index, and a large number of historical scholars h-index is directly discarded. Consider the problem above, we use LSTM network to predict future h-index with scholar's historical h-index. Then we use the output predicted value from LSTM as the time-series feature.
The pseudo code of time-series feature generation is shown in Algorithm 1. We draw a lesson from the stacking ensemble method [36] , and take k-fold cross-validation for example. First, we split the training set D train into k-fold D 1 , . . . , D k . Then we take k-1 folds each time for training, and predict the rest fold as well as the test set D test . Therefore, the timeseries feature is the cross-validated predicted values from LSTM. What is more, it would generate test-set predictions k times and we get the average values as the time-series feature. Therefore, the computational complexity is O(k • T ), where T is the average time of training model.
3) HETEROGENEOUS NETWORK FEATURE
In the perspective of heterogeneous academic network, we extract heterogeneous network feature. With the original data set, we can extract a large number of associations between scholars and papers and build scholar-paper network further. The heterogeneous network feature refers to the importance scores of the node computed by the TAORank algorithm with the scholar-paper network. The detail information of TAORank algorithm will be introduced below.
TAORank Algorithm:
In this paper, we consider both the time of publication and author order, and proposes a scientific impact evaluation method based on heterogeneous academic network, which we call it TAORank algorithm. The flow diagram of this method is shown in Fig. 3 . We first construct scholar-paper network, and then extract the citation network from it. Scholar-paper network and citation network are shown as Fig. 4 . Then we consider the publication time of the paper, and calculate the importance score of each paper in the citation network based on an improved PageRank algorithm. Then initialize the value of the paper nodes with the importance score. Subsequently, different weights are given to the edges in the scholar-paper network according to the signature order of the scholars. Finally, the random walk algorithm is applied to the scholarpaper network to calculate the score of each scholar node.
TAORank algorithm is a scientific impact evaluation method based on scholar-paper heterogeneous network by using random walk algorithm. It depends on two rules:
1) The score of a scholar is influenced by the scores of all his or her papers. It indicates that the reputation of a scholar depends on the quality of papers he or she writes.
2) The score of a paper is influenced by the scores of all its scholars. It indicates that a scholar with high reputation is likely to write papers of high quality.
In the process of random walks, papers and scholars should reinforce each other according to the rules above. Since the initial score of each paper in the scholar-paper network is different, we need to initialize the weight of the paper node differently according to the importance scores of the paper in citation network. On the other hand, scholar has a signature order in his published papers. We introduce an order function g(order), which assigns different weights to the connected edges of scholars and papers according to the signature order. And the higher the order, the larger the weight value. Therefore, the above process can be regarded as two separate parts, respectively applying two characteristics: time aware and author order aware.
Define N s is the number of scholars, and N p is the number of papers.
a: STEP 1 CALCULATING SCORES OF PAPERS IN CITATION NETWORK
After extracting citation network, we need to compute node importance scores for papers. This part we mainly draw on the first part of the TRank algorithm [27] . It is found that scholars are more inclined to cite new papers, and high-quality new papers will get more citations in the future. The importance scores of the new papers calculated by the traditional PageRank algorithm in the citation network are usually low, for the reason that these new papers have fewer links in citation network with other papers. Therefore, we should take the time factor into account when we calculate the scores of the papers.
Firstly, the age of a paper is defined as:
where Y c is the current year and Y i is the publication year of the paper i. As mention above, the influence of the paper should decrease with time, so we should introduce a time decay function f (age). Constant 1 is used to guarantee the validity of the time-aware function f (age). And we use the best performing function in [27] , which is defined as follows:
where the value of f (age) is between 0 to 1. Then we use a variant PageRank algorithm to calculate the scores of papers in the citation network. The variant PageRank algorithm is defined as follows:
where p i is the reference of p j , age i is the age of paper pi after publication and the same with paper p j , O(p j ) indicates the out-degree of p j . The same as tranditional PageRank algorithm, d is the damping factor (default 0.85). The first part of the Eq. 3 indicates the probability that each paper is accessed during random walk. The scores of papers are no longer assigned evenly, but is assigned differently according to the time weight of the paper. The newer the paper, the larger the weight.
N k=1 f (age k ) represents the sum of values calculated by the age function, which used for normalization. In the second part, like the traditional PageRank algorithm, the score of p i is affected by its citations. But the larger the f (age j ) value of the citation (the newer the paper), the larger the contribution p j make to p i .
The subsequent process is the same as the traditional PageRank algorithm, and we get the scores of papers after iteration process. The final value PR(p i ) is regarded as the important score of the paper i in citation network, which is the input of the scholar-paper network. This time-aware PageRank algorithm called TPRank below.
The pseudo code of TPRank is shown in Algorithm 2. First, citation network G citation are initialized. Then the importance scores are initialized to the same value for all paper nodes, each getting 1/N p . a is the function that calculates the age of a paper. f (age i ) is the time-aware function. The threshold for setting the iteration stop is θ . The maximum number of iterations is max_iter, and the result is the scores of papers PR(P) calculated by TPRank. Similar to the Algorithm 2 TPRank (G citation , a, f , θ , max_iter) Input Citation network G citation , age function a, time-aware function f , threshold θ , maximum number of iterations max_iter Output Scores of scholars PR(P) 
b: STEP 2 CALCULATING SCORES OF SCHOLARS IN SCHOLAR-PAPER NETWORK
After calculating scores of papers in citation network, we need to calculate scores of scholars in scholar-paper network. The papers take the importance scores computed in citation network as the initial scores. In the scholar-paper heterogeneous network, TAORank algorithm process can be described as follows:
• Update the scores of scholars through their papers, given by
where RW(s i ) the random walk score of scholar s i , RW(p j ) is the score of paper p j written by s i , N s is the number of scholars in the network. The first part of the Eq. 4 indicates scholars have (1-d) probability to be randomly visited and the second part indicates scholars have d probability to be visited through their papers. The weight of the paper is assigned according to the order function. It is obviously that the order function g(order) should be a decrement function., which is defined as follows:
where m j is the number of authors in paper p i , and the order i,j means the original signature order of scholar s i in paper p j , which starts from 0, such as [0, 1, . . . ,m j −1]. C(p j ) represents the sum of values calculated by the order function, which used for normalization. C(p j ) is defined as follows:
where m j is the same as Eq. (5).
• Update the paper scores through their authors, given by
Similar to RW(s i ), the first part of Eq. 7 indicates papers have (1-d) probability to be randomly visited. The second part indicates papers have d probability to be visited their authors. The weight of the scholar is assigned according to the order function. g(order) and C(p i ) are the same as Eq. 5 and Eq. 6.
• Repeat the previous two steps until both the random walk scores of scholars and papers are converged. For example, we set a threshold (default 0.000001). if the difference between the sums computed at two successive iterations for all the scores of authors or papers falls below it, we define it as convergence.
The pseudo code of the algorithm is shown in Algorithm 3. First, the scholar-paper network GSP and citation network Gcitation are initialized. Then the TPRank is used to calculate score for papers, so we get the random walk value RW(P) through citation network Gcitation. Then we equally set the initial scores of each scholar as 1/Ns. The threshold for setting the iteration stop is θ . The maximum number of iterations is max_iter, and the result is the scores of scholars RW(S) calculated by TAORank. Considering that the number of scholars is less than the number of papers, each iteration requires O(N 2 p ) time complexity, so the computational complexity of TAORank is O(max iter • N 2 p ).
C. MODEL ENSEMBLE
After extracting three fields of features separately, we concatenate them together and then input to the machine learning methods for training. Generally speaking, we could use any machine learning methods, and we used XGBoost in this paper which is best performing in our experiments.
As mention above, we need to construct two training sets for basic model and noise model. Suppose a data set VOLUME 7, 2019 Algorithm 3 TAORank (G sp , G citation , T p , f , g, θ , max_iter) Input Scholar-paper network G SP , citation network G citation , age function a, time-aware function f , order function g, threshold θ , maximum number of iterations max_iter Output Scores of scholars RW(S)
end for 
2) NOISE MODEL
In noise model, when we want to predict the scientific impact of 2006, we do the same work just like in basic model. We extract features (x ={x 1 , x 2 , . . . , x n }) from 1975 to 2004, and get the label y with the h-index of 2005, then we train modelf 1 (x), and use the model f 1 (x) to predict the h-index of 2006. However, when predicting the scientific impact of 2007, the label y of the training set no longer uses the h-index of 2005, but is the value predicted by f 1 (x) in basic model, which we call pseudo label. Therefore, we could train model f 2 (x) to predict scholars' h-index in 2007. The process as shown in Fig. 6 , each row corresponds to the training set which used to predict future impact.
Traditional solutions of future h-index prediction are the same as what basic model did. However, the drawback of basic model is that the longer the years we want to predict, the more the data information of training set is discarded. At the same time, the data used for training becomes smaller and older, and the model cannot get enough information to train, so it is likely to cause the problems of underfitting and low accuracy.
To solve the drawback above, we propose noise model. In noise model, we use the predicted h-index as the label. The disadvantage is that the noise model results noise because the label value is not the true value, but a predicted value.
While the advantage is that we can make full use of all the data information for model training in noise model. Based on the above analysis, we ensemble the two models above, which is defined as follows: (8) where Model Basic represents that using the basic model, Model Noise represents that using the noise model, and λ represents the weight coefficient.
IV. EXPERIMENTS AND RESULTS
In this section, first we will introduce the environment and data set required for the experiment, as well as the evaluation metrics of the experiment. Then, time series prediction and regression prediction analysis are performed on multiple models to get the optimal basic model. And then we verify the effect of time series feature and heterogeneous network feature. Finally, the effectiveness of the proposed Base-Noise prediction model is verified by experiments.
A. EXPERIMENTAL ENVIRONMENT
The experiments are carried out on a Dell PowerEdge R730 rack server with 1.9GHz Intel E5-2420 CPU and 96G memory. The installed operating system is Windows Server 2008 R2 sp1. We implemented, trained and evaluated the proposed model using Python language. The libraries we used mainly include TensorFlow 1.4.0, Numpy 1.14. All scholars are identified by their name, and the paper is identified by a unique identifier. What is more, the id of the paper in the data set corresponds to the Semanic Scholar. So the detailed information of the relevant paper can be searched for in the Semanic Scholar according to the id of the paper. And as same as [17] , we filter out inactive scholars whose h-index is lower than 4 and scholars that has not published first manuscript in the past 5-12 years prior to 2005. Specifically, the data set we use contains 4 data files, which are scholar information file, paper information file, citation relationship file, and key citation relationship file. In addition, scholar information file and paper information file are tab separated values files (.tsv) and the other two files are json files (.json). The scholar information file contains basic information about scholars, including scholar id, scholar name and their historical h-index from 1975 to 2015 (the value is negative one before their career). The paper information file contains basic information about papers, including paper id, number of citations per year, whether is a survey or not (boolean), publication year, corresponding authors and venue. The citation relationship file contains the citation relationship information of the paper, which can be used to construct the corresponding academic network. The key citation relationship file is the same as citation relationship, but only includes key citations between papers. The detail of the data set is as shown in Table 2 .
C. EVALUATION METRICS
In order to evaluate the validity of the regression model, our paper consider two commonly used performance metrics: R 2 determination coefficient and mean absolute percentage error (MAPE).
R 2 is defined as follows:
where N is the total number of scholars, y i,j is the h-index of the ith scholar in year j,ŷ i,j is the predicted h-index for the scholar in that year, andȳ j = MAPE, also known as mean absolute percentage deviation, is a measure of prediction accuracy of a forecasting method in statistics. The lower the MAPE, the better performance of the model. It is easy to understand because it provides the error in terms of percentages. Its definition is defined as follows:
where y i,j andŷ i,j have the same meaning as Eq. 9.
D. COMPARISON
Before experiment, we need extract three fields of features. We split the training set into 5-folds and the follow the steps of Algorithm 1 to extract time-series feature. When extracting heterogeneous network feature, we calculate the scores of scholars with heterogeneous academic network by using the proposed TAORank algorithm, which is an iterative process. We set the number of iterations to 200, 300 and 500, and the threshold is 0.000001 to guarantee the algorithm be convergence. We find that the order of the scholars' scores calculated by different iterations is constant. So in order to improve efficiency, we set the number of max iterations to 200 in the experiment.
First of all, we consider and train the following regression models with our features: support vector regression (SVR), random forest (RF), LSTM, gradient boosted regression trees (GBRT) and XGBoost.
What is more, we also compare the other three prediction methods. Dong et al. [33] proposed the h-index prediction method using linear regression. Weihs and Etzioni [17] consider scholar h-index prediction using gradient boosted regression trees while considering some other parameters. Ayaz et al. [37] have fitted Regression equations on different h-index intervals.
We conducted two types of experiments: time series prediction and regression prediction (with the training way in basic model). Each group of experiments was evaluated by R 2 and MAPE. The experimental results are shown in Fig. 7 , Fig. 8, Fig. 9 and Fig. 10 .
In Fig. 7 and Fig. 8 , LSTM network shows good performance that is only inferior to XGBoost. Fig. 9 and Fig. 10 show that GBRT and even RF model with our features is better than Weihs et al. (the best of the three models). In addition, it shows that the results of regression prediction are better than time series prediction in most cases. Among all models, XGBoost are consistently the best, so we use XGBoost for the next experiment. What is more, when predicting 10 years into the future, the h-index is still seen to be surprisingly predictable. In order to verify the validity of the features, we create three groups of features to compare: Feature Set1 (only attribute feature), Feature Set2 (attribute feature + timeseries feature), Feature Set3 (all features). The result is shown in Fig. 11 . From Fig. 11 , it can be seen that the time-series feature and heterogeneous network feature can reduce MAPE effectively, even 10 years in the future, which proves that our features is robust and effective.
Finally, we verify the impact of the noise prediction model. As mentioned above, we need a weight factor λ to control the ensemble of basic model and noise model. We set λ to 0.9, 0.85, 0.8 for the experiment and compare it with the original MAPE value (only basic model). The reason why the parameter λ is set relatively large is because the noise model using pseudo label, which will lead to a deviation. Therefore, the weight of the noise model should not be too large. The results of the final experiment are shown in Table 3 .
It is seen from Table 3 that at the 5 years in the future, the addition of the noise model tends to have a counter effect. It is actually reasonable. The training set in basic model can fully reflect the information of the scholar in the short-term prediction. While in long-term prediction problem, the information of training set in basic model is not sufficient, so it is very likely to get an inaccurate prediction result. Therefore, our noise model can make up for this defect. It can be found that when predicting the h-index for long-term prediction, it is obviously that the weighted model outperforms the basic model.
Finally, we compare our proposed model with the other three models mentioned above in Table 4 . As shown in Table 4 , it is quite clear that our model very well predicted future h-index for the 1 year. And when predicting 5-10 years into the future, our model outperforms the other models in terms of MAPE (+53.99% over Dong et al., +47.81% over Weihs et al., +52.16% over Ayaz et al.) . On the whole, our model outperforms Weihs et al. (the best of the three models) with nearly 45% relative improvement in MAPE when predicting 1-10 years into the future. In short, our model is superior to other models and shows powerful result on our prediction task.
V. CONCLUSIONS AND FUTURE WORK
In this paper, we extract attribute feature, time-series feature and heterogeneous network feature according three different fields, which make a comprehensive and in-depth mining to the data set. In addition, we use the historical scholars' h-index to obtain the time-series feature through LSTM to represent the scholars' h-index development trend. What is more, we propose the TAORank algorithm to evaluate the impact of scholars, which consider the time factor of the publication of the paper and scholar's signature order. Experiment shows that time-series feature and heterogeneous network feature can reduce MAPE value effectively. In order to predict future impact and solve the problem of long-term prediction, we propose the noise model to assist and further optimize the MAPE metrics. Moreover, we offer a prediction pattern that combine basic model and noise model for other long-term prediction problem and is not limited to the prediction of h-index.
In the future work, we still have a lot of things to do. For example, considering more types of nodes in heterogeneous academic networks, such as including venue. An authoritative venue should have a positive effect on the academic impact of scholars; optimize the parallel training efficiency of models when training basic model and noise model. PAN LIU is currently pursuing the B.S degree in mathematics with the Chu Kochen College, Zhejiang University, China. Her research interests include mathematical optimization and big data analysis.
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