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Abstract
This paper presents a motion control system for guidance of an underactuated Unmanned Underwater Ve-
hicle (UUV) on a helical trajectory. The control strategy is developed using Port-Hamiltonian theory and
interconnection and damping assignment passivity-based control. Using energy routing, the trajectory of a
virtual fully-actuated plant is guided onto a vector field. Subsequently, a speed and attitude controller is
used to control the vehicle onto the trajectory described by the fully actuated virtual plant using velocity
matching. This matching process generates commands in forward speed and attitude that are followed by
means of a low-level tracking control.
Keywords: unmanned underwater uehicle, guidance, energy routing, nonlinear systems, energy-based
control, port-Hamiltonian systems
1. Introduction
In traditional UUV guidance, it is typical to make a vehicle follow a reference point, whilst moving this
point as a function of time. In many applications however, being in a particular location at a particular
time is less important than being somewhere on a pre-defined curve or surface at any time—this is known
as path-following guidance (Fossen, 2011). A UUV descending on a helical orbit in a confined space is an
example of such an application where it does not matter where the vehicle is at a given time as long as it
stays on a helical path and rises steadily. For this kind of application, it is difficult to apply conventional
guidance laws, because the error signal is ill-defined. An alternative, described by Takegaki and Arimoto
(1981), Hogan (1985) and Salisbury (1980), is to build a virtual potential field around a path (curve), such
that the potential energy is minimised everywhere on the path. The control action is then guided by this
potential energy. Whilst this approach is appealing on many levels, the performance is sub-optimal. The
reason is that correcting forces are only generated when the vehicle deviates from the required trajectory
(as is the case with conventional guidance using a moving point). An improved solution, implemented for
guidance of a fully actuated vehicle onto a two dimensional vector field is presented in Duindam (2006). The
∗Corresponding author
Email addresses: Francis.Valentinis@dsto.defence.gov.au (Francis Valentinis), Alejandro.Donaire@Newcastle.edu.au
(Alejandro Donaire), Tristan.Perez@qut.edu.au (Tristan Perez)
Preprint submitted to Control Engineering Practice November 19, 2014
advantage of this approach is that the velocity vector itself is controlled as a function of the position. In
this guidance scheme, the vehicle does not need to deviate from the trajectory in order for the control law
to generate a corrective force. If the vehicle is on the trajectory defined by the vector field, it will stay on
that trajectory at all times. In the presence of disturbances, the control law will also generate corrective
commands to bring the vehicle back onto the field.
This paper demonstrates how this method can be applied to the guidance of an underactuated UUV. The
underactuation constraint makes the application of this method highly non-trivial. The approach taken aims
to implement the guidance control law on a virtual fully-actuated system, then a non-linear autopilot is used to
match the vehicle velocity to that of the virtual system. To design both the guidance and motion controllers,
a passivity (energy-based) approach is used based on Port-Hamiltonian Theory and Interconnection and
Damping Assignment Passivity-Based Control (IDA-PBC) (van der Schaft, 2000; Ortega et al., 2002). Motion
control designs for marine vehicles based on energy-related properties like passivity and dissipativity have
been very successful due to their inherent robustness; see, for example, Astolfi et al. (2002) and Fossen
(2011) and references therein. For a physical system, it is possible to formulate a mathematical model that
highlights the dissipative properties of the system despite parametric uncertainty; and then a controller
designed so that stability depends only on dissipativity properties can result in robust closed-loop stability
(Brogliato et al., 2007). In this paper, this approach is adopted in connection with IDA-PBC, which is based
on Port-Hamiltonian Systems (PHS) (van der Schaft, 2000; Ortega et al., 2002).
The design of the control laws in this paper represent an extension to the autopilot design presented
by Valentinis et al. (2013). An overview of this extended design is included in the first part of this paper.
Firstly, the classical dynamic model of a slender-hull underwater vehicle —see (Gertler and Hagen, 1967)
and (Fossen, 2011)—is expressed as a PHS following Donaire and Perez (2010). A control design for both
forward speed and attitude tracking is then considered based on energy shaping and damping assignment
such that the closed-loop system retains a PHS form. The work focusses on slender-hull underwater vehicles
that are underactuated. These vehicles are controlled by means of four stern planes and a pair of bow planes.
With a vehicle of this kind, it is not possible to control yaw without affecting velocity in sway, or sway
velocity without affecting yaw. In the proposed autopilot control design, the unactuated plant channel is not
controlled, and it is demonstrated how a supression of dynamics approach can be used to completely remove
the uncontrolled behaviour from the target dynamics. As part of this, the importance of target mass matrix
selection in this process is highlighted.
Although the motion in the underactuated coordinate is supressed, it is still possible to guide the vehicle
onto a curvilinear trajectory. By controlling heading, pitch angle and forward speed, the vehicle can be guided
onto the desired velocity trajectory expressed in global coordinates. The control laws that facilitate this are
fundamental to this work, as they provide an interface between the autopilot, and the guidance control laws.
The guidance control law is implemented using an energy-routing approach. This guidance law is an
extension of the approach defined in (Duindam, 2006, Chap. 5), which was developed for control of bipendal
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Table 1: Summary of marine craft motion variables.
Variable Name Frame Units
n North position Earth-fixed m
e East position Earth-fixed m
d Down position Earth-fixed m
φ Roll angle - rad
θ Pitch angle - rad
ψ Yaw angle - rad
u Surge speed Body-fixed m/s
v Sway speed Body-fixed m/s
w Heave speed Body-fixed m/s
p Roll rate Body-fixed rad/s
q Pitch rate Body-fixed rad/s
r Yaw rate Body-fixed rad/s
O Reference point on the body Body-fixed -
N Reference point on the Earth Earth-fixed -
pn
O/N
= [n, e, d]T Position vector Earth-fixed
np˙b
O/N
= [u, v, w]T Linear-velocity vector Body-fixed
Θ = [φ, θ, ψ]T Euler-angle vector -
ωb
b/n
= [p, q, r]T Angular-velocity vector Body-fixed
η = [(pn
O/N
)T ,ΘT ]T Generalized position vector -
ν = [(np˙b
O/N
)T , (ωb
b/n
)T ]T Generalized velocity vector Body-fixed
robots. Some important changes relevant to the UUV guidance problem are made. The vector field that is
defined represents a helix and is defined in three dimensions. In addition, since this work is concerned with
guidance following a specific curve in three dimensional space and not a family of curves, a new control law
is introduced that generates a radial drift. This drift control ensures that the vehicle stays on a helix of a
specific radius during its ascent.
The stability of the combined system is analysed and described as part of the paper, and the performance
of the guidance-autopilot system is illustrated with simulations of a high-fidelity hydrodynamic model of a
UUV.
2. Vectorial and Port-Hamiltonian Dynamics of Underwater Vehicles
The slender-hull vehicle under study in this paper has a propeller at the aft end and four control fins at
the stern in an X configuration as well as a pair of fins at the bow. This configuration is underactuated in
sway.
The model of the vehicle to be used in this work will be based on the work of Fossen (Fossen, 2011).
The notation used to describe the vehicle dynamics equations follows the SNAME conventions that are also
adopted by the latest edition of Fossen’s book. The notation is summarised in Table 1.
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The details of the model focus on the primary factors that influence fluid flow and result in motion of
the platform. Largely following the notation of Fossen (2011) the following expression for the dynamics is
obtained:
η˙ = J(η)ν, (1)
Mν˙ + CRB(ν)ν −H(ν)ν + g(η) = τ ctrl + τ env, (2)
where M = MRB + MA is the Mass matrix, comprising the rigid-body and added mass. CRB is the rigid-
body Coriolis-centripetal matrix, g(η) is the matrix of restoring forces and H(ν) is the matrix defining all
hydrodynamics effects including damping that are related to ν.
2.1. Force Models
For a fully submerged underwater vehicle at a depth where wave-induced changes in pressure are negligible,
the hydrodynamic and restoring forces can be expressed as
τ fl = −MAν˙ −H (ν)ν − g (η) , (3)
where
H(ν) = CA (ν) + L (ν) + D (ν) , (4)
The first term on the right hand side of (3) is a potential flow effect. We use the convention of Fossen for
the definition of the added mass matrix MA. The second term represents the hydrodynamic forces that are
related directly to ν. Following the convention of Fossen, the third term represents the restoring forces (for
which we use the same formulation as Fossen.)
For the function H, we follow an approach different from that of Fossen. We separate this term into three
components. The addition of the first term is to allow use of hydrodynamic coefficients defined following the
convention of Gertler and Hagen (1967). Unlike Fossen, Gertler and Hagen incorporate what Fossen calls the
added-mass-Coriolis-centripetal matrix (CA) into the hydrodynamic coefficients—both of which are equally
valid model representations of the system. The term D ≥ 0 is diagonal and contains hydrodynamic damping
terms. The function L represents off diagonal terms. This term represents forces (such as lift forces) that act
in a direction orthogonal to the direction of the flow component they are dependent on. This separation into
diagonal and non-diagonal components is strictly for convenience, because it assists in adapting the model
to the PHS form in the section that follows.
The particular parameterisation we use for (4) follows from (Gertler and Hagen, 1967):
H(ν) =
Xuuu Xvrr +Xvvv Xwqq +Xwww Xrpr Xqqq Xrrr
Ypp+ Yrr Yvrr + Yvu+ Yv|v|
√
v2 + w2 0 Ypqq + Ywpw 0 Yr|r||r|
Zqq Zvpp+ Zvrr + Zvvv Zwu+ Zw|w|
√
v2 + w2 0 Zq|q||q| Zrrr
Krr +Kvv Kv|v|
√
v2 + w2 0 Kpu+Kwpw Kqrr Kr|r||r|
Mww Mvrr +Mvvv Mw|w|
√
v2 + w2 Mrpr Mq|q||q|+Mqu Mrrr
Npp+Nvv Nv|v|
√
v2 + w2 0 Npqq 0 Nr|r||r|+Nru+Nrvv
.
(5)
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For the vehicle considered in this paper, the vector of control forces has the following form:
τ ctrl =
[
Xctrl Yctrl Zctrl Kctrl Mctrl Nctrl
]T
. (6)
The actuator configuration of the vehicle consists of thrust force due to a propeller δT , a fin pair mounted
on the bow, denoted δb, and four fins at the stern configured in an X configuration. Looking at the vehicle
from the stern end, the fins are numbered in the clockwise direction from 1 to 4 starting with the upper port
side.These are denoted δX1, δX2, δX3, δX4. The actuator variables are mapped to the forces through the
following actuator configuration matrix:
τ ctrl = B(ν) δ, (7)
where
δ ,

δT
δX1
δX2
δX3
δX4
δdb

, B(ν) ,

1 Xδ1u
2δX1 Xδ2u
2δX2 Xδ3u
2δX2 Xδ4u
2δX3 Xδbu
2δb
0 Yδ1u
2 Yδ2u
2 Yδ3u
2 Yδ4u
2 Yδbu
2
0 Zδ1u
2 Zδ2u
2 Zδ3u
2 Zδ4u
2 Zδbu
2
0 Kδ1u
2 Kδ2u
2 Kδ3u
2 Kδ4u
2 Kδbu
2
0 Mδ1u
2 Mδ2u
2 Mδ3u
2 Mδ4u
2 Mδbu
2
0 Nδ1u
2 Nδ2u
2 Nδ3u
2 Nδ4u
2 Nδbu
2

. (8)
In this representation of the actuator configuration, the terms due to deflection of the fins are standard. The
reader will note, however that a different approach is taken for throttle. For the sake of brevity, the propeller
equations are omitted, and the thrust force is left as a simple theoretical thrust denoted δp.
It is often common to use a parametric representation of environmental forces due to the currents and
express (2) in terms of the vehicle velocity relative to the ocean current velocity—assuming the ocean current
is irrotational in the Earth frame (Fossen, 2011). This captures changes in the Coriolis and damping terms
with the current. In this paper, we will not use such a representation and consider current forces as slowly-
varying disturbances. The fact that these forces depend on the velocities is part of the uncertainty in the
model, which adds to the uncertainty already present in the parametric representation of the hydrodynamic
damping.
2.2. A Dynamic Model in PHS Form
An input-state-output Port-Hamiltonian system (PHS) has the following form (van der Schaft, 2006):
x˙ =
(
Jˆ(x)− Rˆ(x)
) ∂H(x)
∂x
+ Gˆ(x) u, (9)
y = GˆT (x)
∂H(x)
∂x
, (10)
where x ∈ Rn is the state vector andH : Rn → R is known as the Hamiltonian. This function can represent
the total energy stored in the system. The pair u,y ∈ Rm are the input and output variables. These are
conjugate variables, namely, their inner product represents the power exchanged between the system and
the environment. The function Jˆ(x) is skew-symmetric and describes the power conserving interconnection
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structure through which the components of the system exchange energy. The function Rˆ(x) ≥ 0 is symmetric
and captures dissipative phenomena in the system. The matrix Gˆ(x) weighs the action of the input on the
system and defines the output. From (9) and (10), it follows that
dH
dt
= yTu− ∂H
T (x)
∂x
Rˆ(x)
∂H(x)
∂x
≤ yTu, (11)
which exhibits the passivity of the PHS model (van der Schaft, 2000).
To put (1)-(2) into PHS form, we follow Donaire and Perez (2012) and define the following state vector:
xp ,
xp1
xp2
 =
Mν
η¯
 . (12)
Then we need to define a Hamiltonian H, such that:
x˙p =
−C¯(xp) −J¯T (xp)
J¯(xp) 0
−
D¯(xp) 0
0 0
 ∂H
∂xp
+
I
0
 τ , (13)
τ = τ ctrl + τ env, (14)
τ ctrl = B¯(xp)δ, (15)
where
C¯(xp) , L(M−1xp1) + CRB(M
−1xp1) + CA(M
−1xp1), (16)
J¯(xp) ,
I 0
0 T(xp2)
 , D¯(xp) , D(M−1xp1), B¯(xp1) , B(M−1xp1). (17)
The matrix C¯ incorporates all the off-diagonal terms of H. These terms (which primarily consist of Coriolis
and lift effects) will not satisfy all requirements for the open-loop system to be a PHS, because the skew
symmetry property of the connectivity structure will not be satisfied. This is not a problem, however,
because the control law can be designed so that this is corrected in the target (closed-loop) dynamics, so the
closed-loop system satisfies all the conditions for a PHS with the desired characteristics.
The matrix J¯ has been modified from the model presented in the previous section. For this work, we
wish to use energy shaping to control the forward speed rather than the position of the vehicle. For this
purpose, it is useful to represent the linear positions as quasi-positions (From et al., 2010). For a neutrally
buoyant vehicle, assigning the block J11 = I (instead of a rotation matrix) has no effect on the energy of
the system, or the dynamics of the other states. This simply means that the linear positions are expressed
in different coordinates (in this case, the body coordinates, rather than the global coordinates). We denote
these coordinates ui,vi,wi, being the integrals of the velocity u,v and w. We consequently define the new
position vector1 η¯ = [ui, vi, wi, φ, θ, ψ]
T
1In the IDA approach to control system design, shaping the kinetic energy in the Hamiltonian requires solution of a PDE.
Instead, in this work we shape the potential energy in order to control the velocities. This approach permits an algebraic solution
for the control law. By using quasi-positions in the plant dynamics, we are able to control the velocity expressed in the body
local coordinates, rather than global coordinates.
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As a Hamiltonian, we use the sum of the total kinetic energy (rigid body and fluid) and a potential
function:
H(xp) = T (xp1) + V(xp2) =
1
2
xp
T
1 M
−1xp1 + V(xp2). (18)
To find a suitable potential energy function, we use the constraint
J¯T (xp2)
∂H
∂xp2
= g(xp2). (19)
Equation (19) should then be integrated to obtain a potential energy. This integration, however, cannot
be done for the general g(xp2) = g(η) given in Fossen (1994). This is a consequence of considering Euler
angles as part of generalised coordinates and the fact that η˙ 6= ν—it is a well known fact that the model in
terms of Euler angles does not, in general, admit an Euler-Lagrange representation (Egeland and Gravdahl,
2002). Under the assumptions that the vehicle is neutrally buoyant, however, the integration of (19) is
possible without having to revert to other coordinates. In this paper we assume that the vehicle is neutrally
buoyant, and the buoyancy and gravity have laterally coincident centres. We can therefore express (19) with
these constraints, and
∂H
∂xp2
= (J¯T)−1g(xp2) =

03×1
−B cos(θ)(zB − zG) sin(φ)
B(cos(θ)(xG − xB) + sin(θ)(zG − zB) cos(φ))
0
 , (20)
where pbB/O = [xB , yB , zB ]
T is the location of the centre of buoyancy (B) with respect to the reference point
O on the body and pbG/O = [xG, yG, zG]
T is the position of the centre of gravity with respect to the reference
point O on the body. The corresponding potential function V is obtained by integration:
V(xp2) = −BxB sin(θ) +BxG sin(θ) +BzB cos(θ) cos(φ)−BzG cos(θ) cos(φ). (21)
In this paper, we consider only neutrally buoyant vehicles with laterally coincident centres of buoyancy
and gravity. This is a realistic assumption for modelling the dynamics of many vehicles in this class2.
3. Motion Control with PHS form
In this section, we describe a control design for forward speed and attitude tracking based on interconnec-
tion, damping assignment and integral action techniques for PHS (Ortega et al., 2002; Donaire and Junco,
2009). The control law is obtained in three steps. First, we design a tracking controller for the actuated
states in the system. As part of this design, we decouple the action of sway and heave on the other degrees
2It is typical for vehicles in this class to be very slightly positively buoyant, in order for them to rise to the surface very slowly
in the event of a failure. The effect of this very slight degree of positive buoyancy to the manoeuvring dynamics is very minor,
so rather than model it, we rely on the robustness characteristics of the control design to compensate for this discrepancy.
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of freedom, effectively suppressing the action of the uncontrollable dynamics on the controllable dynamics.
As part of this process, the decoupled dynamics is essentially rendered internal. Since the feedback from
the decoupled dynamics to the controlled dynamics is broken, we rely on our understanding of the stability
properties of the vehicle (as discussed in section ??) to assert that this internal dynamics is not destabilised
by the action of the control law presented in this section. Once the influence of this decoupled dynamics is
removed, we delete these states from the state equations and ignore them for the purpose of the stability
analysis of the new closed loop system.
In the second step, we add integral action, which provides robustness to the control system. Finally, in
the third step, we add an anti-windup scheme to account for limited actuation.
3.1. Velocity and Attitude Tracking
For the type of vehicle considered, we focus only on forward speed and attitude control. The lateral and
longitudinal positions and speeds are left free. The control of these is achieved indirectly through a guidance
system that generates a path, and thus the desired attitude and forward speed. The design of such a guidance
system is outside the scope of the paper.
To design the control law, we follow a similar process to that described in Donaire et al. (2011), with some
extensions to accommodate the fact that the vehicle is underactuated. The control objective is to minimise
the tracking error x˜p = xp − x∗p, where x∗p is the reference generated by the guidance system.
Since the system is underactuated, the controller is designed such that the heave and sway forces will
have no influence on the target dynamics. The controlled dynamics will, however, have an influence over the
uncontrolled dynamics. It is assumed that the dynamics in the uncontrolled DOF is stable. This is a valid
assumption due to hydrodynamic damping in sway.
To ensure that the uncontrolled dynamics do not affect the dynamics being controlled, the target dynamics
is defined so that the uncontrolled speeds v and w have no influence on the controlled states. To achieve this,
we first choose the desired Coriolis matrix to be independent of v and w, and then define the target mass
matrix with no off-diagonal terms. That is, the proposed desired Coriolis-centripetal matrix is
C¯d(xm1) =

0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 −Ixzp− Iyzq + Izzr Ixyp− Iyyq + Iyzr
0 0 0 Ixzp+ Iyzq − Izzr 0 Ixxp− Ixyq − Ixzr
0 0 0 −Ixyp+ Iyyq − Iyzr −Ixxp+ Ixyq + Ixzr 0

. (22)
In order for the target dynamics to be a PHS, the mass matrix should be positive definite and diagonal. This
condition ensures the PHS form (and, consequently passivity and stability). Moreover, it also ensures that
effects due to velocities from other states do not couple onto the unactuated state due to off diagonal terms.
Likewise, the off diagonal terms also considerably complicate the synthesis of the dissipation controller, a
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description of which will follow. Finally, this form of the target mass matrix also facilitates the synthesis of
the correcting controller, which will also be presented later in this paper.
For this design, the desired mass matrix of the target dynamics Md is a diagonal matrix built with the
entries of the main diagonal of the original mass matrix M. Since part of the state (xp1) is defined in terms
of the vehicle mass matrix M, a change of coordinates is necessary in order to realise this new mass matrix
Md in the target dynamics.
We therefore introduce a new set of coordinates xm given by
xm1 = MdM
−1xp1, (23)
xm2 = xp2. (24)
Note that the coordinates xm1 are proportional to the velocities M
−1xp1. In addition, we define a
tracking error as the difference between the actual value and the reference value of this state. As with the
state xp, we note the tracking error with a tilde, for example x˜m = xm − x∗m is the tracking error of this
state vector, and x∗m is the new tracking reference vector, which is related to x∗p as:
x∗m1 = MdM
−1x∗p1, (25)
x∗m2 = x
∗
p2
. (26)
In the sequel, we specify all the functions of the desired PHS in terms of the new coordinates xm. The
damping matrix is selected to be symmetric, positive and with the elements proportional to the square of
the forward momenta xmu, as in the case of the system itself, namely,
D¯d(xm1) =

d1xm
2
u + kd1 0 0 0 0 0
0 d2xm
2
u + kd2 0 0 0 0
0 0 d3xm
2
u + kd3 0 0 0
0 0 0 d4xm
2
u + kd4 0 0
0 0 0 0 d5xm
2
u + kd5 0
0 0 0 0 0 d6xm
2
u + kd6

.
(27)
The parameters di and ki; with i = 1 · · · 6 are positive scalars. The gradient of the desired Hamiltonian can
be expressed as follows:
∂Hd
∂x˜m
=

M−1d x˜m1
Ku 0 0
0 0 0
0 0 Kw
 x˜m2a
Kφ 0 0
0 Kθ 0
0 0 Kψ
 x˜m2b

, (28)
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→ I think you mention that the term x∗m2u should be deleted (Ale)
where
x˜m1 = [x˜mu , x˜mv , x˜mw , x˜mp , x˜mq , x˜mr ]
T , (29)
x˜m2a = [x˜mui , x˜mvi , x˜mwi ]
T , (30)
x˜m2b = [x˜mφ , x˜mθ , x˜mψ ]
T . (31)
The matrix J¯ is chosen to satisfy the constraint
J¯(x˜m2 + x
∗
m2) , J¯(xm2)
∣∣∣
xm2=(x˜m2+x
∗
m2
)
. (32)
From the above, the target PHS is therefore defined as follows:
˙˜xm =
 −C¯d(x˜m1 + x∗m1) −J¯(x˜m2 + x∗m2)T
J¯(x˜m2 + x
∗
m2) 0
−
 D¯d(x˜m1 ,x∗m1) 0
0 0
 ∂Hd
∂x˜m
. (33)
We follow the IDA method and solve a matching equation (33) in order to derive a control law through
which the target dynamics are realised. The force vector (expressed in the xm coordinates) corresponding
to this tracking control law is denoted τpt. It is obtained by matching the original dynamics and the desired
dynamics. We do this in two steps:
1. We make the derivative of the tracking error in coordinates xm with respect to time
˙˜xm = x˙m − x˙∗m =
 MdM−1(x˙p1 − x˙∗p1)
x˙p2 − x˙∗p2
 . (34)
2. We replace ˙˜xm and x˙p by the target dynamics (33) and the original dynamics (13). The source and
target dynamics must be expressed in different coordinates, since the target mass matrix is different
to the mass matrix of the source dynamics. This difference must be accounted for in the control law,
which follows.
x˙p1 − x˙∗p1 =
(−C¯(xp)− D¯(xp)) ∂H
∂xp1
− J¯T (xp) ∂H
∂xp2
+ τpt − x˙∗p1 , (35)
x˙p2 − x˙∗p2 =J¯(x˜p2 ,xp2)
Hd
∂x˜p1
− x˙∗p2 , (36)
˙˜xm1 =
((−C¯d(x˜m + x∗m)− D¯d(x˜m,x∗m)) ∂Hd∂x˜m1 − J¯(x˜m + x∗m)T ∂Hd∂x˜m2
)
, (37)
˙˜xm2 =J¯(x˜m2 ,x
∗
m2)
Hd
∂x˜m1
. (38)
To derive the control law, we match the source and target dynamics, yielding the following
MM−1d ˙˜xm1 = (x˙p1 − x˙∗p1) =
(−C¯(xp)− D¯(xp)) ∂H
∂xp1
− J¯T (xp) ∂H
∂xp2
+ τpt − x˙∗p1 , (39)
˙˜xm2 = x˙p2 − x˙∗p2 . (40)
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3. Then, we solve equation (39) for the force vector τpt, which gives
τpt =MM
−1
d
((−C¯d(x˜m + x∗m)− D¯d(x˜m,x∗m)) ∂Hd∂x˜m1 − J¯(x˜m + x∗m)T ∂Hd∂x˜m2
)
−
−
((−C¯(xp1)− D¯(xp)) ∂H∂xp1 − J¯T (xp) ∂H∂xp2 − x˙∗p1
)
. (41)
In addition, the matching equation (40) imposes a constraint in the reference signals - see (Donaire et al.,
2011). From the matching equation the condition ˙˜xm2 = x˙p2 − x˙∗p2 is evident, and replacing the derivative
of the states by the state equations it follows that the matching equation is satisfied for
x˙∗p2 =
(
1− x∗mu2
)
J¯(xp)M
−1xp1 + x
∗
mu
2J¯(xp)M
−1x∗p1. (42)
In our case, the references are the forward speed and the attitude. The remaining reference signals are
computed to satisfy (42).
The reference for the forward quasi-position is a special case, because even though we are interested in
the control of forward speed (in the body coordinate system), in the target dynamics this is achieved via a
positional control. This is necessary in order for the Hamiltonian to have the desired properties to guarantee
the PHS. The reference for forward quasi-position is therefore determined as follows:
x∗mui = xmui + u
∗ − u, (43)
where xmui is the axial (ui) quasi-position, x
∗
mui
is the quasi position command, u is the forward speed in
the body coordinate system and u∗ is the body velocity reference. It is possible to use this as a way to control
forward speed through the water because we have adopted a system model that expresses the positions in
terms of pseudo-coordinates (i.e J¯1 = I).
3.2. The Correcting Controller
The force τmt = MdM
−1τpt is one component of the total control force expressed in the xm coordinates,
for which the total force is denoted τm = τmt+τmr. The force τmr is the force generated by the dissipation
control law, which will follow.
For the controller design presented, the target dynamics in the xm coordinates will have completely
decoupled the unactuated coordinates from the actuated coordinates. A problem is however evident when
the control action is expressed in the xp coordinates. Since M 6= Md, when the control action τm is expressed
in the xp coordinates, the control vector will incorporate commands on the channels it is impossible to actuate
on. i.e M Md
−1[τmu, 0, τmw, τmp, τmq, τmr]T = [τpu, τpv, τpw, τpp, τpq, τpr]
T where τpv 6= 0 . Since the system
is underactuated in heave and sway, we must use a control law to drive τpv and τpw to zero. This is, however
non trivial if we are to avoid creating any errors in the controlled coordinates expressed in the xm dynamics.
We therefore require a correcting control law τc that will satisfy the following conditions, allowing a new
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control vector τˆp to be constructed.
τˆp =[τ¯pu, 0, τ¯pu, τ¯pp, τ¯pq, τ¯pr]
T = M M−1d τm − τc, (44)
τˆp =[τpu, τpv, τpw, τpp, τpq, τpr]
T − [τcu, τpv, τcw, τcp, τcq, τcr]T , (45)
The input τpv is known (it can be calculated from the change of coordinates from τm). To complete the
correction, the values τcu, τcw, τcp, τcq, τcr must be determined. The correction τ c is applied in the system
coordinates xp, however the correction has a different effect when the system is expressed in the coordinates
xm. It is essential that this correction does not influence the actuated dynamics in the xm coordinates.
[τpu, τpv, τpw, τpp, τpq, τpr] = MM
−1
d [τmu, 0, τmw, τmp, τmq, τmr]
T , (46)
MdM
−1
(
[τpu, τpv, τpw, τpp, τpq, τpr]
T − [τcu, τpv, τpw, τcp, τcq, τcr]T
)
= [τmu, δcv, δcw, τmp, τmq, τmr]
T . (47)
where δcv is a free variable representing disturbances induced by the correction on the unactuated channel
only.
The simultaneous equations (46) and (47) are solved to derive equations for τcu, τcw, τcp, τcq, τcr. A
computer algebra system was used to solve for these functions and it was found that a solution exists if
the source and target mass matrices are of the standard form that follows, which is typical for this class of
vehicle. 3
M =

m11 0 0 0 m15 0
0 m22 0 m24 0 m26
0 0 m33 0 m35 0
0 m42 0 m44 0 0
m51 0 m53 0 m55 0
0 m62 0 0 0 m66

, Md =

m11 0 0 0 0 0
0 m22 0 0 0 0
0 0 m33 0 0 0
0 0 0 m44 0 0
0 0 0 0 m55 0
0 0 0 0 0 m66

. (48)
For these matrices, the solution for the correcting control law exists and can be expressed as a function of
the elements of the mass matrix and the actuation vector τm expressed in the xm coordinates. The equations
for this control law are not included here due to space limitations. With such a control law, the complete
closed loop system can be written as the target dynamics with disturbances in the uncontrolled coordinates
as follows
˙˜xm1 =
([
−C¯d(x˜m + x∗m) −J¯(x˜m + x∗m)T
]
−
[
D¯d(x˜m,x
∗
m) 0
]) ∂Hd
∂x˜m1
−
[
0 δcv 0 0 0 0
]T
.
(49)
If we omit the uncontrolled dynamics from (49), the following PHS results
3The authors have found that the form of the source and target mass matrices given admit a solution for the correction. We
believe that some other mass matrix forms will also admit a solution, however the investigation of these form is not within the
scope of this work.
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˙˜xmc =
 −C¯dc(x˜mc + x∗mc) −J¯c(x˜mc + x∗mc)T
J¯c(x˜mc + x
∗
mc) 0
−
 D¯dc(x˜mc,x∗mc) 0
0 0
 ∂Hdc
∂x˜mc
, (50)
where xmc = [xmu, xmp, xmq, xmr, xmui , xmφ, xmθ, xmψ]
T , C¯dc, D¯dc, J¯c, and
∂Hdc
∂x˜mc
are similarly truncated
so that only the controlled dynamics are represented.
The action of v and w on the controlled states was cancelled, which means that in the controlled coor-
dinates given by the dynamics (50), the closed loop is a PHS, which facilitates stability analysis within the
context of this framework.
3.3. Adding Full Dissipation.
In this section, the controller in the previous section is redesigned to add dissipation in all the coordinates.
Note that the dissipation matrix in (49) is not fully populated, only the submatrix D¯d is positive definite
and the remaining entries are zero. This approach has been used in (Donaire and Perez, 2012) to ensure
input-to-state stability of a dynamic positioning control system. The control synthesis takes inspiration from
(Donaire and Junco, 2009), and requires a change of coordinate similar to the one proposed in (Donaire and
Perez, 2012).
We propose that a change of coordinates xr = Φ( ˜xmc) be used. We use the following notation to define
and categorise these coordinates in order to ease both the analysis and presentation.
xr = [xr1,xr2,xr3,xr4], xr1 = [xr1a,xr1b], xr1a = [xru, 0, xrw], xr1b = [xrp, xrq, xrr],
xr2 = [xr2a,xr2b], xr2a = [xrui , 0, xrwi ], xr2b = [xrφ, xrθ, xrψ],
In the discussion that follows, for the sake of brevity, we rely on some definitions which will make the
equations that follow easier to read. The functions C¯d11,C¯d12, C¯d21 and C¯d22 are the block submatrices of
C¯d. The functions Md11 and Md22 are the block-diagonal submatrices of Md. J¯1 and J¯2 are the diagonal
submatrices of J¯, ie J¯1 = I and J¯2=T(Θ). Note that the row and column corresponding to the unactuated
dynamics have been suppressed. The subscript r indicates that these matrices are evaluated in the new
coordinates xr, for example C¯dr = C¯d(Φ
−1(xr) + x∗m) (to simplify the notation, we drop the arguments on
the functions). The functions D¯d1 and D¯d2 are the submatrices of D¯d. The parameters D4, D¯2b, D¯ui and
D¯ai are constant positive diagonal matrices, and D¯2a = d2a.
We commence by defining the target dynamics for the full closed loop as follows: x˙r1
x˙r2
 =
 −C¯dr −J¯>r
J¯r 0
 −
 D¯d 0
0 D¯2
 M−1d xr1
G2xr2
 (51)
The last term in (51) is the gradient of the desired Hamiltonian with respect to the states, i.e. ∂Hdr∂xr , and
the Hamiltonian is
Hdr = 1
2
xr
>
1 M
−1
d xr1 +
1
2
xr
>
2 G2xr2 (52)
with G2 = diag(Kui, 0, Kwi, Kφ, Kθ, Kψ) The subscript r in J¯r and C¯dr indicates that these matrices are
evaluated in the new coordinates r, for example C¯dr = C¯d(Φ
−1(xr) + xm∗) (to simplify the notation, the
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arguments on the functions are dropped). The matrix D¯2 = diag(d21, 0, d23, d24, d25, d26) produces additional
dissipation in the closed loop.
Motivated by the design in (Donaire and Perez, 2012), part of the change of coordinates xr = Φ(x˜m) is
chosen as follows
xr2 = x˜m2, (53)
which means that the position vector remains unchanged. Equation (53) is differentiated with respect to
time. i.e. x˙r2 = ˙˜xm2, and the derivative of the states is replaced by their corresponding state equations and
it is solved for xr1. It yields
xr1 = x˜m1 + MdJ¯
−1D¯2G2x˜m2. (54)
The control law is obtained by differentiating the change of coordinates (54) with respect to time, replacing
the derivative of the states by their corresponding state equations, and then, solving the equations for τmr .
That is
x˙r1 = ˙˜xm1 + Md
d
dt
[
J¯−1D¯2G2
]
x˜m2 + MdJ¯
−1D¯2G2 ˙˜xm2. (55)
Replacing by the state equations and solving for τ 2, yields
τmr = MM
−1
d
[
−(C¯d + D¯d)M−1d (xr1 − x˜m1)−Md
d
dt
[
J¯−1D¯2G2
]
x˜m2 −MdJ¯−1D¯2G2 ˙˜xm2
]
= MM−1d
[−(C¯d + D¯d)J¯−1D¯2G2x˜m2 −MdW(x˜m1, x˜m2, xm∗1, ˙xm∗1)x˜m2 −MdJ¯−1D¯2G2J¯M−1d x˜m1] ,
(56)
where
W(x˜m1, x˜m2, y
∗
1 , ˙xm
∗
1) =
d
dt
[
J¯−1D¯2G2
]∣∣∣∣∣
˙˜xm2=J¯M
−1
d x˜m1
. (57)
The control law τmr is expressed in the x˜m coordinates, but is implemented in the xp coordinates. As
in the case of the control law τmt (see previous section), the control law τmr produces forces in all of the
coordinates, including the unactuated one. To cancel the forces in the unactuated coordinates, The same
procedure is employed as was used in the controller τmt to suppress the forces in sway. Then, the closed
loop dynamics will match the desired target dynamics (51) plus disturbances in the uncontrolled states.
3.4. Control Allocation
The control law is realised through actuation of a force vector, denoted τˆp. This force is ultimately
implemented using force actuators—control surfaces and a propeller. Depending on the actuator configuration
of the vehicle, a number of actuators may influence the force vector in a non-unique manner. For example,
in the case of two stern planes and two rudders, roll can be controlled in different ways. The actuator
configuration is captured by the matrix B in (7). As a result, it is essential that a control allocation is used
to map the control force vector demanded by the controller into appropriate actuator commands.
14
Given that the system is underactuated, the configuration matrix B¯(xp1) is not invertible. As a result,
it is necessary to create a function that maps from the controller forces τˆp to the actuator commands δ.
This map, noted A¯(xp1) and called the control allocation function, inverts the action of B¯(xp1), in that
B¯(xp1)A¯(xp1) ' τˆp.
In synthesising a control allocation function, it is useful to consider the symmetries in the hydrodynamics.
Given these, the following assumptions can be made:
XδX1 = XδX2 = XδX3 = XδX4, YδX1 = −YδX2, YδX3 = −YδX4, ZδX1 = ZδX2 = ZδX3 = ZδX4
KδX1 = −KδX3,KδX2 = −KδX4,KδX3 = KδX4,MδX1 =MδX2 =MδX3 =MδX4
NδX1 = NδX3, NδX2 = −NδX1, NδX4 = NδX2, YδXb = KδXb = NδXb = 0
Under these assumption, an allocation matrix was designed in an ad-hoc way in order to achieve the desired
product B¯(xp1)A¯(xp1) =
(
τx,− τNYδX2NδX1 , τz, τk, τm, τn
)T
For the vehicle under consideration, a solution for A is:
A (xp, τ) = (AδXp, AδX1, AδX2, AδX3, AδX4, Aδb)
T
(58)
AδX1 = −−Kδ3Mδ1 τr −Kδ3Nδ1 τq +Mδ1Nδ1 τp
4Kδ3Mδ1Nδ1 u2
(59)
AδX2 =
Mδ1Nδ1 τp −Kδ3Mδ1 τr −Kδ3Nδ1 τq
4Kδ3Mδ1Nδ1 u2
−Kδ3 Zδb τq +Mδb Zδ1 τp −Mδ1 Zδb τp −Kδ3Mδb τw
2Kδ3 u2(Mδb Zδ1−Mδ1 Zδb) (60)
AδX3 = −Kδ3 Zδb τq −Kδ3Mδb τw −Mδ1 Zδb τp +Mδb Zδ1 τp
2Kδ3 u2(Mδb Zδ1−Mδ1 Zδb)
+
τpMδ1Nδ1−Kδ3Mδ1 τr −Kδ3 τq Nδ1
4Kδ3Mδ1Nδ1 u2
− −Kδ3 τr −Nδ1 τp
2Kδ3Nδ1 u2
(61)
AδX4 =
τp
4Kδ3 u2
+
τq
4Mδ1 u2
− τr
4Nδ1 u2
(62)
Aδb = − τuMδ1− τq Zδ1
u2(Mδb Zδ1− Zδb Mδ1) (63)
AδXp = τu − u2 Xδ1 δX12 − u2 Xδ1 δX22 − u2 Xδ1 δX32 − u2 Xδ1 δX42 − u2 Xδb δb2 (64)
The allocation above will give usable control deflections for the stern planes, the bow planes and the
propeller. For the sake of brevity, the equations for control allocation to the propeller are omitted, however
allocation to a propeller model was implemented as part of this work. Allocation to the propeller can be
achieved by solving the propeller equation for a suitable rpm matching the desired theoretical allocated
thrust, Xp. A real propeller will produce a torque reaction as well as a thrust. This reaction force can be
compensated for with the addition of a control law that produces a cancellation.
4. Velocity Control In Global Coordinates
The guidance control laws (see section 5) will result in an overall guidance velocity command, which is
denoted (n˙∗ e˙∗ d˙∗)>. There is a requirement to track this velocity command by mapping from this to the
low-level autopilot commands. Since the platform is underactuated in yaw this is a non trivial mapping.
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It is not possible to command the underactuated plant in sway. By generating appropriate commands
in speed and heading, however it will be possible to place the vehicle in any desired velocity in the global
frame. Three control laws will determine the autopilot commands that will result in the controlled vehicle
converging to the correct velocity state when expressed in the global coordinate system.
The forward speed command u∗ =
√
u2∗ is varied according to (65). The purpose of this control law is
to ensure that the speed of the vehicle in the horizontal plane U =
√
n˙2 + e˙2 is consistent with the speed
command from the guidance system U∗ =
√
(n˙∗)2 + (e˙∗)2.
du2∗
dt
= Kgu
[
(U∗)2 − U2] (65)
The velocity command in the vertical plane w∗ is varied according to (66). This control law will ensure
that the vertical speed of the vehicle is consistent with the vertical speed command from the guidance systems.
In this work, it is desirable for the vehicle attitude to be “flat” at all times, i.e. θ∗ = 0, φ∗ = 0. Operating
in this way assists when operating downward looking sensors.
dw∗
dt
= Kgw
(
d˙∗ − d˙
)
(66)
No command to the autopilot is available for control of the lateral velocity, v. It is, however possible to
turn as to align the velocity of the vehicle with the desired direction of travel. This is achieved by (67).
dψ∗
dt
= Kgψ [arctan (n˙
∗, e˙∗)− ψ] (67)
5. Guidance Control Law
5.1. Introduction
In conventional guidance approaches, correcting forces are generated by the guidance controller when the
vehicle departs from the desired path. This approach can work quite well when it is desired to follow a line.
When following a curved trajectory, however it is desirable to control the velocity vector so that the vehicle
will stay on the desired curve without requiring a deviation from the path to generate the required forces.
In this paper, the guidance of a UUV on a helical path is considered. A general method will be demon-
strated that can be extended to guidance on a broad variety of curved trajectories. For this paper, the
approach will only be demonstrated on a helical trajectory, however.
The guidance control system is implemented on the virtual-particle model. This control determines the
resulting linear velocity of the vehicle, which becomes the velocity command for the autopilot described in
Section 3.
In a PHS form, the guidance dynamics will have a simplified formulation compared to the vehicle model
presented in the previous sections. For this simplified model, the vehicle is considered to be a particle with
mass equal to the mass of the vehicle and no dissipation. Hence, the problem can be considered in the global
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(Earth) coordinates, i.e. the velocities are expressed in global coordinates (n˙, e˙, d˙). The PHS for the guidance
dynamics is given by
x˙g =
 0 −I
I 0
 ∂Hg
∂xg
+
 I
0
 τ , (68)
where the state vector is xg = (x
>
g1 x
>
g2)
>, xg1 = Mg(n˙, e˙, d˙)>,xg2 = (n, e, d)> . The Hamiltonian function
of the PHS (68) is Hg(xg) = 12x>g1M−1g xg1 and the mass matrix Mg = mI.
5.2. The Vector Field
Fundamental to this work is the definition of a vector field that defines a family of trajectories—in our
case a family of helical trajectories. On the n-e plane, the vector field defines a family of circles of different
radii centred at the origin. In the d direction, the field will define a family of parallel lines of constant
gradient.The vector field is defined as the vector [−e, n, kz]>, where kz is a constant. This vector field
defines the geometry of a family of trajectories. In the case of this work, it will be demonstrated how to
enact a control where a single trajectory within this family is followed. Whenever the path of the vehicle is
aligned with this field, it can be considered to be traveling in the desired direction.
5.3. Change of Coordinates
It is necessary to produce a velocity control as a function of position that forces the vehicle to move in the
desired direction. The first step in doing this is to establish a change of coordinates that allows the control
law to map the current velocity states to a new vector, called α. The change of coordinates is
α = S(xg2) xg1 (69)
Following the convention in Duindam (2006), this vector can be decomposed in two parts α = [α>1 α
>
2 ]
>.
The first component α1 ∈ R is the velocity in the desired direction. The second component α2 ∈ R2 gives
the velocity in the directions that are orthogonal to the desired direction.
The desired vector field will form the basis for the change of coordinates (69). Indeed, the transpose of
the matrix S(xg2) is composed of three vector fields, each representing a column. The first vector field is
the desired field. The other two columns represent vector fields that are orthogonal. Overall, the coordinate
transform, denoted S must be represented by an orthogonal matrix of constant norm.
S> =

− e√
k2z+n
2+e2
− kz√
k2z+e
2
− ne√
(k2z+e
2)(k2z+n
2+e2)
n√
k2z+n
2+e2
0 −
√
k2z+e
2√
k2z+n
2+e2
kz√
k2z+n
2+e2
− e√
k2z+e
2
− kzn√
(k2z+e
2)(k2z+n
2+e2)
 (70)
Notice that since S is an orthogonal matrix, then S−1 = S>. Motivated by the partition of the states α, the
following notation is used for the partition of the matrix S:
S =
 S1
S2
 , S> = [S>1 S>2 ], S−> = S = [S1 S2], (71)
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with
S>1 =

− e√
k2z+n
2+e2
n√
k2z+n
2+e2
kz√
k2z+n
2+e2
 , S>2 =

− kz√
k2z+e
2
− ne√
(k2z+e
2)(k2z+n
2+e2)
0 −
√
k2z+e
2√
k2z+n
2+e2
− e√
k2z+e
2
− kzn√
(k2z+e
2)(k2z+n
2+e2)
 (72)
The dynamics of the guidance system written in the new coordinates α yields

α˙1
α˙2
x˙g2
 =

0 X −S1
−X> Y −S2
S>1 S
>
2 0


∂Hα
∂α1
∂Hα
∂α2
∂Hα
∂xg2

+

S1
S2
0
 τ (73)
with
Hα(α) = 1
2
m−1α21 +
1
2
m−1α>2 α2, (74)
and the sub-matrices X of dimension 1× 2 and Y of dimension 2× 2 given by 0 X
−X> Y
 = S{[∂(S>xg1)
∂xg2
]>
− ∂(S
>xg1)
∂xg2
}
S>
∣∣∣∣∣
xg1=S−1α
. (75)
A detailed derivation of the dynamics (73) can be found in (Duindam, 2006, Chap. 5). The control input
is designed as the sum of a series of terms, each of which have different control objectives. The complete
guidance control law is the expressed as follows
τg = τ dc + τ er + τ ec + τ rc, (76)
where τ dc is known as the decoupling control, τ er is the energy router control, τ ec is the energy correcting
control and τ rc is the radial correcting control. The terms in the control laws are detailed in the following
sections.
5.4. Decoupling Control
The first guidance control law that will be presented has the role of keeping the vehicle on the vector field
when it is already travelling on that field. This is facilitated by the change of coordinates already defined
by the matrix S, which leads to the dynamics (73). In terms of the terminology that was introduced in the
previous section, the role of this control law is to generate control forces that will stop the kinetic energy in
the system from transferring from the state representing the velocity in the desired direction α1 to the two
coordinates representing the undesired directions α2 = (α21 α22)
>.
The control law will therefore enact a decoupling action expressed in the α coordinates. For this decoupling
control, the structure of the decoupling controller of Duindam (2006) is used, which is as follows
τ dc = −S>
 0 X
−X> −Z


∂Hα
∂α1
∂Hα
∂α2
 . (77)
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The matrix Z is a 2 × 2 skew-symmetric matrix added as a tuning parameter, and for the matrix S the
sub-matrix X yields
X =
[
α1kzn
√
k2z+e
2+kz(k2z+n
2+e2)α22
(k2z+e
2)(k2z+n
2+e2)
α1kze
√
(k2z+e
2)(k2z+n
2+e2)−k2z(k2z+n2+e2)α21
kz(k2z+e
2)(k2z+n
2+e2)
]
. (78)
The decoupling control (77) can be written as function of the original states using the transformation α =
S(xg2)xg1. The closed-loop dynamics that includes the decoupling controller τ dc in terms of the coordinates
α is as follows

α˙1
α˙2
x˙g2
 =

0 0 −S1
0 Y + Z −S2
S>1 S
>
2 0


∂Hα
∂α1
∂Hα
∂α2
∂Hα
∂xg2

+

S1
S2
0
 (τ er + τ ec + τ rc) (79)
5.5. Duindam-Stramigoli Energy Router
The decoupling control presented in the previous section will keep the vehicle on the vector field, if it is
already on the field. If the vehicle finds itself is off of the vector field either because of its starting direction or
as a result of a disturbance, the decoupling control will not drive it onto the field. As a result, an additional
control law is required. The role of this control law is to keep the energy in the undesired direction to zero,
consequently directing all of the kinetic energy to the desired direction.
There are two ways to realise this control. The most straight forward way is to simply dissipate the
energy in the undesired coordinates, whilst adding any required energy only in the desired direction. This
approach is not necessarily efficient however. An alternative, presented in Duindam (2006) is provided by
the Duindam-Stramigoli Energy Router (DSER).
The DSER routes energy between the coordinates for the undesired and desired directions. This kind of
control is nominally efficient, because it harnesses energy already in the system for the control action. In an
ideal, theoretical system such as that described in Duindam (2006), energy is not being dissipated, so there
is no need to inject new energy.
For an underwater vehicle, the decision of approach is not so straight forward. For such a vehicle, use
of any of the control surfaces will result in both a control force, and hydrodynamic drag. This drag (which
is essentially energy dissipation) can be compensated for in the control allocation function by injecting an
equivalent amount of energy using propeller thrust. In essence, what is being done here is energy is being
removed then inserted back into the system, which is essentially the same thing that is happening when the
dissipation-injection approach is being used. The dissipation that is experienced with deflection of the control
surfaces is, however typically less than the control force itself, so using the DSER will result in less energy
exchange.
Moreover, the DSER has considerable intuitive appeal, and it is straight forward to tune. It allows the
designer to consider how to minimise dissipation in the control allocation process, where an understanding of
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how the control surfaces are used can be brought to bear to establish a control regime that is as conservative
as possible of energy. For this reason in this work the authors have adopted the DSER approach.
The DSER is implemented on the target dynamics realised by the decoupling control. The output of the
control law will be the control action in the new coordinates, denoted u¯. The input to the control law will be
the flow vector in the new coordinates, denoted y¯. The DSER is implemented with the following control law
τ er = −S>
 0 −aα1α>2
aα2α
>
1 0


∂Hα
∂α1
∂Hα
∂α2
 . (80)
The gain a in the control law can be implemented as a constant, however in this work the authors follow
the convention in Duindam (2006) and use the nonlinear gain given in (81). Here a0 and a1 are constant
tuning parameters
a =
a0
a1 +
√
m−1α2>α2
, (81)
where a0 and a1 are positive constants. The closed-loop dynamics that includes the DSER controller τ dc is
as follows 
α˙1
α˙2
x˙g2
 =

0 aα1α
>
2 −S1
−aα2α>1 Y + Z −S2
S>1 S
>
2 0


∂Hα
∂α1
∂Hα
∂α2
∂Hα
∂xg2

+

S1
S2
0
 (τ ec + τ rc) (82)
5.6. Total-Energy Correction
The next control law manages the total kinetic energy in the system. It is also used as a speed control,
as it will add or delete energy to get to a specific desired forward speed, denoted α0m . To begin, recall that
xg1 = Mg
[
n˙, e˙, d˙
]>
and, since there is no potential energy, the kinetic energy is
Ekin =Hg(xg) = 1
2
x>g1M
−1
g xg1 (83)
≡Hα(α) = 1
2m
α21 +
1
2m
α2
>α2 (84)
The desired energy will be based directly on the desired total velocity, α0m ,
H0 = 1
2m
α20 (85)
The energy error (multiplied by gain term) is then expressed as:
He = Kp(H0 −Hα), (86)
Kp = 2aα1(H0 −Hα) (87)
In his work, Duindam allows Kp to be a free parameter, however in this work it is assigned a value that is
dependent on the router parameters. This is done to satisfy the stability proof. In the expression for Kp, the
parameter a is the router gain and α1 is the momentum in the desired direction.
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The total energy correction will inject energy only in a specific direction. In this case, it is desired to
inject the energy in the desired direction, represented by the vector de as follows
de =
1√
k2d + n
2 + e2

−e
n
kz
 . (88)
This will ensure that any speed up or slow down does not act to push the vehicle off of the desired trajectory
since S de = (1 0 0)
>. Finally, the control law for the total energy correction yields
τ ec = Kp
[
1
2m
α20 −
1
2m
(α21 + α
>
2 α2)
]
de. (89)
Notice that the last term in brackets is the difference between the desired energy H0 and the system kinetic
energy Hα, with H0 = 12mα20.
5.7. Radial Correction
The guidance control laws of Duindam (2006) simply keep the vehicle on the vector field, but for this
work, the objective is to guide the vehicle on a specific trajectory in the XY plane. The vector field defines
a helix family with many different radii. It is desirable for the vehicle to follow a specific helical orbit with a
defined radius denoted Rd. A new control law is therefore required. This control law will inject a disturbance
in the direction orthogonal to the desired direction (i.e. in the radial direction of the circle). The centre of
the circle is assumed at the origin, and the radius r is defined as r =
√
n2 + e2 and therefore the radial error
(which is expressed with a saturation) as re = σ (Rd − r,−1, 1) where Rd is a radius command. A control
law for the desired velocity is defined in the radial direction as follows:
v∗r = σ
[
Krv re,− α0
10m
,
α0
10m
]>
(90)
where α0m is the desired forward speed. The desired radial velocity is limited so it never exceeds a 10th of the
overall desired speed.
The desired radial acceleration is expressed as:
a∗r = Kr
(
v∗r −
∂r
∂t
)
(91)
The intent is to direct the control action in a specific direction only, i.e. the radial direction. A vector field
is defined in the orthogonal direction to the desired direction, and it is scaled so that it is of unity norm.
dr =
1√
x2 + y2

n
e
0
 (92)
Finally, the radial control law is defined as follows
τ rc = ma
∗
r dr. (93)
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5.8. Complete Guidance-control Law
The complete guidance control law is the expressed as follows:
τ g = τ dc + τ er + τ ec + τ rc (94)
where τ dc is the decoupling control, τ er is the energy router control, τ ec is the energy correcting control and
τ rc is the radial correcting control.
6. Tuning
Tuning the system should commence with the tuning of the low-level control functions. Once this is
complete, tuning of the guidance system should follow. Tuning of the decoupler and router together is
recommended as a single initial exercise. The router parameters a0 and a1 can be adjusted to achieve the
best overall response to rejection of a disturbance. This can readily be tested by placing the vehicle off of the
vector field, then initiating the control action and observing the transients as the systems motion converges
to the vector field. In this process, the decoupler parameter, Z can be used to essentially add damping to
the resulting response.
Once a suitable transient is achieved, further optimisation of these two gains can be achieved by observing
the systems response to a speed command. The operation of the total energy law is tightly related to the
operation of the energy router. In fact it uses the same gain, a. By varying the two components to the gain
a, called a0 and a1 the speed response can be varied.
The radial correction control law should be considered next. This control law can be difficult to tune,
because its behaviour is quite reliant on the operation of the other control laws in the system. The operation
of this controller is different to the others, in that it adds energy in an undesired direction. It essentially does
two things that oppose the action of the other control laws. It pushes the vehicle off the vector field, and it
adds energy to elevate the total kinetic energy.
There are, therefore some interaction effects with the router and energy maintenance laws that affect the
response. If the gains on this controller are too low, these other control laws will swamp the control action,
with the result that there will be no radial correction. If on the other hand, the radial control action is too
aggressive, it is possible that the router will be unable to stop the vehicle from spinning on axis, or the energy
will surge to the point where the system will be unstable.
It is advisable to start with a low value for the velocity gain, and also a very low value for the acceleration
gain. The acceleration gain can then be increased until the radial correction is effective, at which point one
can experiment with larger settings for the velocity gain.
It is worth noting that even though the radial correction operates in the n-e plane, it does generate a
disturbance in the vertical plane. The d component of the vector field is a constant value, meaning that every
radius in the n-e plane has a corresponding ascent velocity. Shifting from one radius to another will force the
router to also modify the ascent velocity. Moreover, the direction of the velocity correction is parallel to the
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n-e plane. This modifies the vertical velocity, which acts as a further disturbance that the router needs to
compensate for. As a result, if the radial correction gains are very high, a noteworthy disturbance in the d
direction will result, as the vehicle overshoots in response to the disturbance injected by the radial correction.
This needs to be avoided with appropriate tuning.
7. Stability
The stability analysis is undertaken via a two step process. Firstly the stability of the low-level functions
in the autopilot is analysed. It is shown that for smooth bounded reference commands, the tracking error
of the closed loop asymptotically converges to zero. Following this, only the virtual dynamics used for the
guidance are considered. It is shown that the virtual dynamics is stable and it is concluded that as a result,
the references for the tracking controller in the low-level autopilot will be bounded, which implies that the
complete system is stable.
7.1. Stability of the Autopilot
The stability of the autopilot (51) is based on the port-Hamiltonian form of the closed loop. Indeed, the
desired Hamiltonian (52) can be choosen as a Lyapunov candidate function and its time derivative along the
closed-loop solutions is computed. Since only the surge, heave and attitude variables are of interest, in these
states, the time derivative of the Hamiltonian yields
dHdr
dt
=
∂>Hdr
∂xr
x˙r =
∂>Hdr
∂xr
 −C¯dr −J¯>r
J¯r 0
 −
 D¯d 0
0 D¯2
 ∂Hdr
∂xr
=
= −∂
>Hdr
∂xr1
D¯d
∂Hdr
∂xr1
− ∂
>Hdr
∂xr2
D¯2
∂Hdr
∂xr2
= −xr>1 M−>d D¯dM−1d xr1 − xr>2 G>2 D¯2G2xr2 < 0. (95)
Since the matrices M−1d , D¯d, G2 and D¯2 are symmetric and positive definite, then (95) ensures asymptotic
stability of the origin of the states xr and, therefore, asymptotic convergence of the tracking error to zero.
Following the same procedure used in (Donaire and Perez, 2012, Lemma 3), it can also be shown that
the closed loop (51) is input-state-stable considering generalised force disturbances as inputs. This property
would add robustness of the closed loop against force disturbances.
7.2. Stability of the Global Coordinate Velocity Controller
The stability of the velocity controller is based on the stability properties of the autopilot and bounded
trajectories of the references signal provided by the guidance system. First, we consider the heading error
ψ˜ = ψ − ψ∗ and heading reference equation (67), which yields
dψ∗
dt
= Kgψ
[
arctan (n˙∗, e˙∗)− (ψ∗ + ψ˜)
]
, (96)
or equivalently,
dψ∗
dt
+Kgψψ
∗ = Kgψ
[
arctan (n˙∗, e˙∗)− ψ˜
]
. (97)
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Since (97) is a first-order linear system and the error ψ˜ tends to zero as time tends to infinity, the heading
reference ψ∗ will follow the signal given by arctan (n˙∗, e˙∗).
In the case of the depth control, as time tends to infinity, θ and φ tend to zero, implying d˙ tends to w.
In equation (66), we make this substitution, and the error w˜ = w − w∗ is considered, yielding
dw∗
dt
+Kgww
∗ = Kgw
(
d˙∗ − w˜
)
. (98)
The first-order linear dynamics (98) will produce a reference w∗ that follows the desired reference d˙∗.
The (square) speed reference is obtained from (65), which yields
du2∗
dt
= Kgu
[
(n˙∗)2 + (e˙∗)2 − u2 − v2] (99)
= Kgu
[
(n˙∗)2 + (e˙∗)2 − u2∗ − u˜2 − v2] , (100)
where u˜2 = u2 − u2∗. Note that u∗ =
√
u2∗ and then the autopilot will ensure that u tends to u∗, therefore
u˜2 converges to zero. Moreover, (99) can be written as
du2∗
dt
+Kguu
2∗ = Kgu
[
(n˙∗)2 + (e˙∗)2 − u˜2 − v2] , (101)
which ensures that the reference signal u2∗ will follow the reference [(n˙∗)2 + (e˙∗)2 − v2], since u˜2 → 0. The
reference for u will be the needed forward velocity to achieve the desired total speed in the horizontal plane.
Note that v will be bounded since this unactuated coordinate is assumed to be stable and with sufficient
linear damping, which ensures the boundedness of the state trajectory.
7.3. Stability of the Guidance Controller
In this section, the stability of the guidance dynamics in closed loop with the control law τ = τ dc+τ er +
τ ec + τ rc is studied. The dynamics of the closed loop expressed in coordinates xg1 and α yields

α˙1
α˙2
x˙g2
 =

0 aα1α
>
2 −S1
−aα2α>1 Y + Z −S2
S>1 S
>
2 0


∂Hα
∂α1
∂Hα
∂α2
∂Hα
∂xg2

+

S1
S2
0
 (τ ec + τ rc) (102)
where
Hα = 1
2m
α21 +
1
2m
α>2 α2. (103)
The decoupling and routing control laws are designed to conserve energy, so that at each iteration the total
energy in the system is not changed by the control law itself. The total energy correction control will supply
or subtract the necessary kinetic energy required to achieve the reference velocity in the desired direction.
Cases 1 to 3 below deal with the operation of these control laws.
The radial correction control is different and works as an outer loop control, in that it has to inject energy
in the undesired direction in order for the vehicle to drift from one radial orbit to another. The operation of
this control law will be considered as Case 4, which extends the analysis of cases 1 to 3.
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Case 1. The kinetic energy of the system equals the desired kinetic energy, that is α20 = α
2
1 + α
>
2 α2.
This case considers the situations where there is no need to supply or extract energy from the system. The
stored kinetic energy needs to be routed to the desired direction. To investigate stability the energy function
Hα is considered and its derivative respect to time along the trajectories of the system (102) are calculated,
yielding,
H˙α =
[
∂Hα
∂α1
]>
α˙1 +
[
∂Hα
∂α2
]>
α˙2 = 0, (104)
which implies that the trajectories α1(t) and α2(t) are bounded. Moreover, the derivative is calculated with
respect to time of the energy in the desired direction Hα1 =
1
2mα
2
1, and the remaining energy Hα2 = 12mα>2 α2
as follows
H˙α1 =
a
m2
α21α
>
2 α2, (105)
H˙α2 = −
a
m2
α21α
>
2 α2, (106)
which show that the energy in the undesired directions decreases, and the energy in the desired direction
increases (Duindam, 2006). In other words, the energy stored in the system is routed to the desired direction
coordinate. Now, it will be proven that α2(t) → 0 as t → ∞, and α1(t) → α0 as t → ∞. First, note that
if α1(t) ≡ 0, then the kinetic energy on the undesired directions does not change. However, if α1(t) > 0,
Hα2 an be used as a Lyapunov function for the dynamics of α2. The time derivative of Hα2 is computed as
follows
H˙α2 =
[
∂Hα
∂α2
]>
α˙2 = − a
m2
α21α
>
2 α2 < 0, (107)
which implies that α2(t) → 0 as t → ∞. Note that this analysis is valid provided that α1(t) > 0. This
assumption holds if α1(0) > 0. Indeed, for any α1 > 0, the dynamics of the desired direction is
α˙1 =
a
m
α1α
>
2 α2 ≥ 0, (108)
which implies that α1 is an increasing function of time, and it is bounded, therefore α1(t) converges to a
constant as time goes to infinity, i.e. limt→∞ α1(t) = α¯1. Since H˙α = 0 implies that Hα(0) = Hα(t), and
α2(t)→ 0 as t→∞, then α1(t)→ α0 as t→∞.
Case 2. The kinetic energy of the systems and the desired energy are different, and the stored energy is
on the desired direction, i.e. α2 ≡ 0 and α1 > 0. This case considers situations where the vehicle is following
the desired trajectory, but a change of speed is needed. In this case, the dynamic of the closed loop (102) is
reduced to
α˙1 =
Kp
2m
(α20 − α21). (109)
The stability of the equilibrium α1 = α0 is of interest. The case α1 ∈ D = (0,∞) is considered, and the
Lyapunov function
V =
m
2
(α20 − α21)2.
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The derivative of V with respect to time yields
V˙ = −Kpα1(α20 − α21)2 < 0 (110)
for all α1 ∈ D − {α0}, which implies the equilibrium α1 = α0 is asymptotically stable.
Case 3. In this case, the stored kinetic energy and the desired energy are different, and are distributed
in the desired and undesired directions, i.e. α2 6= 0 and α1 > 0. The stability is studied by using the energy
functions Hα1 = Hα1(α1) and Hα2 = Hα2(α2). The derivative of the energy functions yields
H˙α1 = 4aHα1Hα2 +
Kp
m
α1(H0 −Hα1)−
Kp
m
α1Hα2 , (111)
H˙α2 = −4aHα1Hα2 , (112)
This dynamics is used to study the stability of the closed loop. The equilibrium point is Hα1 = H0 and
Hα2 = 0, the set D = {(Hα1 ,Hα2)|Hα1 > 0,Hα2 > 0} is considered. The following equation is poposed as a
candidate Lyapunov function
V =
1
2
(H0 −Hα1)2 +
1
2
H22 (113)
The value of Kp is chosen as 2aα1. Then, the derivative of V with respect to time yields
V˙ = −4a [Hα1(H0 −Hα1)2 +Hα1H2α2] < 0 (114)
for all (Hα1 ,Hα2) ∈ D − (H0, 0). Then, the equilibrium point is asymptotically stable within region of
attraction D. Moreover, since Hα1 → H0 and Hα2 → 0 as t→∞, then α1(t)→ α0 and α2 → 0 as t→∞.
Case 4. In this case, the total energy is varying as a result of the interaction between the radial control
law and the energy correction control law. In this case the Lyupanov function 113 can be used, for which
the derivative is defined as
V˙ = −4a [Hα1(H0 −Hα1)2 +Hα1H2α2]+ [ −α1m (H0 −Hα1) Hα2m α>2 ]Sτ rc < 0 (115)
This inequality implies that the radial control law τ rc must be designed such that the derivaive is negative
in order for stability to be guaranteed. In this work, the control laws for the energy correction and radial
correction have been tuned so that for the simulations prepared for this paper, the resulting control satisfies
this inequality. Further work is required to demonstrate that this is true in the general case.
8. Simulation Results
In this section, simulation results are presented with a high fidelity model that demonstrates the perfor-
mance of the proposed guidance-control system. The vehicle model used in this study is that of a conceptual
autonomous underwater vehicle developed by the Defence Science and Technology Organisation. The vehicle
parameters were derived via a CFD study in which captive model experiments were simulated.
The procedure used to synthesise the control law followed the procedure laid out in this paper. A tracking
controller was designed for velocity in surge and heave as well as roll, pitch and yaw first, followed by the
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interfacing control laws. From there, the decoupler and router was added and finally the energy maintenance
and radial correction laws.
we have attempted to make the simulation as realistic as possible. Parametric uncertainty is added
through an increase in axial dissipation. Sensor noise is present, and at low depth both sinusoidal and steady
state disturbances are modeled.
In the test case, at the start of the simulation the vehicle trajectory is not aligned with the vector field,
but is at the correct radius (15m). Initially, the vehicle simply converges onto the vector field at this radius.
Following this, at 10 seconds, the radius command is changed, forcing a radial correction that shifts the
vehicle onto the 20m radius, whilst still maintaining motion on the vector field. Finally, a change of speed
command is issued. This forward speed command is used to define the desired energy for the guidance
control.
The simulation results for a standard manoeuvre using the proposed control laws are shown in Figures 1
to 4. The results show the vehicle following all commands correctly. It is worth highlighting in particular that
there was no error observed in the positional control when the command was given to elevate the velocity.
A few key observations can be made about the results. In the simulation, the controller performs well, with
the vehicle following all commands as required. One thing that is evident from the design is the coupling
between the velocity in the vertical axis, called w, and the corrections in the n/e plane. This effect was
significant, and consideration of it had to be made when tuning. Likewise, even though the dynamics of the
platform are quite different in the lateral and longitudinal planes, there is no way with this method to tune
the router so that the resulting dynamics in these planes can be tuned separately. The demanded action on
the actuators is shown in Figures 3 and 4.
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Figure 1: Reference and actual value of the velocities.
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Figure 3: Actuator commands.
9. Conclusion
This paper presents a nonlinear energy-based control system designed to guide an underactuated slender-
hull-unmanned underwater vehicle along a helical trajectory. The guidance control, which is implemented
using the DSER, is implemented on a virtual, fully actuated plant. A interfacing control law is then used to
generate commands for the autopilot to control the true plant so that its velocity matches that of the virtual
plant.
For the autopilot function, a passive speed and attitude tracking controller is developed by shaping
the target dynamics of the underactuated plant. With particular attention to the target mass matrix,
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Figure 4: Position of the vehicle in ne plane, and in the ned space.
the influence of the unactuated dynamics on the controlled system are suppressed, resulting in achievable
dynamics independent of uncontrolled states. The resulting closed-loop system is still underactuated from a
guidance control perspective however, because there is no velocity control in the sway direction.
The vehicle model used for synthesis of the control law in this paper is of high fidelity. It is a true six
degree of freedom model of an underwater vehicle, with an extensive set of hydrodynamic coefficients. The
system is underactuated because it is not possible to actuate in yaw without affecting sway.
This paper has been concerned with guidance on a helical trajectory, however there is no reason this
could not be implemented with a different vector field, defining a different kind of trajectory. This approach
could be used as a complete guidance solution, where different vector fields are used for guidance on paths of
different shapes at different phases of a mission. As with all approaches of this kind, however consideration
would have to be given to how the joins between such trajectories are constructed. This, however, is outside
of the scope of this paper.
A stability analysis of the complete control design has been presented in this paper, however the authors
acknowledge the fact that a general proof relating to the action of the radial correction law has not been
presented. This control law represents a special case in the analysis presented because it injects energy in the
undesired direction in order to shift the trajectory onto a new radial orbit. For future work, there will be an
opportunity to focus on a synthesis of a radial control law that will guarantee stability in the general case.
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