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ABSTRACT
We define a new measure of complexity for finite strings using nondeterministic
finite automata, called nondeterministic automatic complexity and denoted AN(x).
In this paper we prove some basic results for AN(x), give upper and lower bounds,
estimate it for some specific strings, begin to classify types of strings with small
complexities, and provide AN(x) for |x| ≤ 8.
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CHAPTER 1
Introduction
We would like to develop a computable measure of complexity for finite strings over
a finite alphabet. It seems intuitively obvious that some strings are more “complex”
than others, however trying to measure that complexity is not straight forward. Tra-
ditionally the complexity of an object is the shortest description of it. However, the
notion of “description” must be defined carefully. For example, in the Berry paradox
we consider a natural number described as “the least integer not namable in fewer
than nineteen syllables.” If this number does exist, we have a contradiction since
the above description only has eighteen syllables. If no such number exists, then all
natural numbers can be described in fewer than nineteen syllables [4].
In 1965 Andrey Kolmogorov defined the algorithmic complexity of an object
to be the length of the shortest binary computer program that describes it [5]. Capi-
talizing on the simplicity of the universal Turing machine, Gregory Chaitin along with
Kolmogorov independently described Kolmogorov complexity, C(x), the measure of
the complexity of a string x, as the size of the shortest pair (T, y) =(Turing machine
description, input) such that T on input y outputs x [11].
Despite its usefulness in proving results comparable to Go¨del’s Incompleteness
Theorem and Turing’s halting problem, C(x) has considerable deficiencies [8]:
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• It is not computable! It is known that “C(x) < n” is Turing-Recognizable, but
“C(x) ≥ n” is not.
• There is no effective procedure for finding the compression pair (T, y).
• The complexity is defined in a machine-independent way only up to an additive
constant.
Thus C(xx) = C(x) +O(1), with the constant depending on the model of universal
Turing machine. Hence, we cannot ask if C(xx) > C(x) for any, most, or all strings
x.
Ideally, we would like to define a measure of complexity without these deficien-
cies. To do so we consider replacing the Turing machine with a less powerful model.
For example, many have examined replacing it with a context-free grammar (CFG) to
get a measure of complexity associated with word chains [6, 1]. Another measure was
defined by Jeffrey Shallit and Ming-wei Wang using a deterministic finite automaton
[11].
Motivated by Shallit and Wang, in this paper we will replace the Turing ma-
chine with a nondeterministic finite automata, or NFA. Nondeterminism is a general-
ization of determinism, so every deterministic finite automaton is also a nondetermin-
istic finite automaton. In addition, NFAs are often smaller and easier to understand
than their DFA counterparts, and are especially useful in proving closure properties
of regular languages [12].
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An NFA is typically described using a directed graph, and is considered a type
of finite state machine. Each vertex of the graph represents a state, and edges rep-
resent possible transitions. An input string (of finite length) is read by the machine.
The initial state is designated by an inward arrow that has no source vertex. The
machine starts in this state and reads the first symbol of the input string. Based on
its value, the NFA makes appropriate transitions.
From a state in an NFA, there may be any number of outgoing edges (including
zero) that represent the response to a single symbol. There are also edges designated
with a special  symbol. If a state has an outgoing  edge, the state may immediately
transition along the edge without reading another symbol. The nondeterminism arises
from the fact that there are multiple choices for possible next states.
One way to interpret what the NFA does when there are multiple choices is
to think of the machine cloning itself and one copy runs each choice. If there are no
outgoing edges for a certain combination of state and input, then the clone dies. Any
states that are depicted with a double boundary are called accept states. When the
input string ends, the NFA is said to accept the input string if there exits at least
one clone in which the final machine state is an accept state.
Formally, an NFA is a 5-tuple (Q,Σ, δ, q1, F ), where
• Q is a finite set of states,
• δ : Q× Σ  −→ P(Q) is the
transition function,
• Σ is a finite alphabet,
• q1 ∈ Q is the start state, and
• F ⊆ Q is the set of accept states.
Note that P(Q) is the power set of Q,  is the empty string, and Σ  = Σ ∪ { }.
3
CHAPTER 2
Basic Results
Let M be a nondeterministic finite automaton, having q states and no −transitions.
If there is exactly one path through M of length |x| leading to an accept state, and x
is the string read along that path, then we say that AN(x) ≤ q. Such an NFA is said
to witness the complexity of x being no more than q. To wit:
Definition 2.1. Let |Σ| = k ≥ 2, and x ∈ Σ∗ with |x| = n. Define AN(x) to be the
smallest number of states in any NFA M such that there is exactly one path through
M of length n leading to an accept state and L(M) ∩ Σn = {x}.
Clearly AN(x) ≤ |x|, since we can uniquely accept any string of length |x| with
a chain of |x| states that loop back to the start state. We can test each NFA with
|x| states to see if it uniquely accepts x by brute force, so it follows that AN(x) is
computable. We would still like to know if AN(x) is computable in polynomial time
in |x|.
We can use AN(x) as a data compression technique in the following way:
Theorem 2.2. Given a description of a NFA M which uniquely accepts x, and
|x| = n, we can efficiently recover x.
Proof. We want to be able to determine x from M and we want the time it takes to
be polynomial in the description size of M and n.
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Let M = (Q,Σ, δ, q1, F ) and Q = {q1, q2, . . . , qr} with |Q| = r. Consider a
directed graph G = (V,E) with vertex set defined as follows:
V = {Pi,j : 1 ≤ i ≤ r, 0 ≤ j ≤ n}.
So Pi,j will be the i
th state reached after reading the jth symbol. Place a directed
edge from Pi,j to Pk,l, denoted (Pi,j, Pk,l), labeled a if δ (qi, a) = qk and l = j + 1.
Note that G is acyclic, because the edge (Pi,j, Pk,l) with j ≥ l will fail the l = j + 1
requirement.
Because M uniquely accepts x, there exits a single t with qt ∈ F such that
there is exactly one path from P1,0 to Pt,n. We can find this path with a depth-first
search in O(|V | + |E|) time [10]. There are (n + 1) · |Q| vertices in G, and G can
potentially have |Σ| · |V | edges from each vertex. Thus, the maximum number of
edges in G is |Σ| · |V |2. Therefore, the time complexity for the DFS is
O(|V |+ |E|) = O ((n+ 1)|Q|+ |Σ| · (n+ 1)2|Q|2)
= O (n2|Q|2)
= O (n4)
Theorem 2.3. Given an NFA M with r states and a string x of length n ≥ 1, we
can determine in O(n+ r3log2(n)) steps whether M uniquely accepts x.
Proof. Let M = (Q,Σ, δ, q1, F ), with Q = (q1, q2, . . . , qr). We can determine if M
accepts x by simply simulating it on x. This can be done in O(n) time.
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Let A be the r × r adjacency matrix for M such that
Ar,r =

a1,1 a1,2 · · · a1,r
a2,1 a2,2 · · · a2,r
...
...
. . .
...
ar,1 ar,2 · · · ar,r

where ai,j is the number of b ∈ Σ  such that δ(qi, b) = qj. Let the kth matrix product,
Ak, be defined as follows:
Ak(i, j) =
r∑
s=1
Ak−1(i, s)A(s, j) where
A1(i, j) = A(i, j).
Then Ak(i, j) is the number of non-simple paths from qi to qj, containing k edges
[9, 7]. If we let qt ∈ F , then M accepts x and An(q1, qt) = 1, if and only if M
uniquely accepts x. Thus it suffices to compute An efficiently.
An can be computed with the “binary method” of exponentiation [2]. Since
n has blog2(n)c binary digits, we will need O (log2(n)) matrix multiplications and
squarings each taking O (r2(2r − 1)) = O(r3) steps [3]. Hence, the total steps needed
to to determine if M uniquely accepts x is O(n+ r3log2(n)).
Theorem 2.4. AN(xy) ≥ AN(x) for all strings x.
Proof. Consider an NFA M = (Q,Σ, δ, q1, F ) witnessing AN(xy). Then there must
be one and only one path of length |xy| from q1 to a state of F . Label this path xy,
and let δ(q1, x) = q.
Now construct a new NFA M
′
= (Q,Σ, δ, q1, {q}). Suppose that there exists
another string w 6= x, |w| = |x|, such that δ(q1, w) = q. Then it must be that
δ(q1, wy) ∈ F , and thus M will accept another string of length |xy|. Therefore M ′ ,
6
which is no bigger than M , must uniquely accept x.
q1start q qt
x y
Figure 2.1: NFA M witnessing AN(xy).
q1start q
x
Figure 2.2: NFA M
′
witnessing AN(x).
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CHAPTER 3
Bounds on AN(x)
3.1 Upper Bound
In this section we improve our upper bound on AN(x).
Theorem 3.1. Let |Σ| = k ≥ 2 be fixed and suppose x ∈ Σn. Then AN(x) ≤ n2 + 1.
Proof. We will prove this upper bound by cases. Let x = x1x2 . . . xn.
(Case 1: n = 2m+ 1) Consider an NFAM = (Q,Σ, δ, q1, {q1}) withQ = {q1, q2, . . . , qm+1}
and δ defined as follows:
• δ(q1, x1) = q2
• for 2 ≤ i ≤ m, δ(qi, xi) = qi+1,
and δ
(
qi, x(n−m+2)
)
= qi−1
• δ(qm+1, xm+1) = qm+1
• δ(qm+1, xm+2) = qm
q1start q2 q3 q4 . . . qm qm+1
x1 x2 x3 x4 xm−1 xm
xm+1
xm+2xm+3xn−3xn−2xn−1xn
Figure 3.1: An NFA uniquely accepting x = x1x2x3x4 . . . xn, n = 2m+ 1
Let the numerical index of the state qi, and of the symbol si and be i. In such
an NFA it is impossible for the parity of the numerical index of the state and symbol
read to be the same without going through the self loop in the qm+1 state first. Thus,
in order to reach the accept state, q1, after reading |x| = 2m+ 1 symbols, we must go
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through the self loop in qm+1 first. It takes m symbols to reach qm+1, one symbol to
go through the self loop, and m more symbols to get back to q1. Therefore, the only
string of length |x| = 2m+ 1 that M will accept is x.
(Case 2: n = 2m) Similarly, consider an NFA M
′
= (Q,Σ, δ, q1, {q2}) with Q =
{q1, q2, . . . , qm+1} and δ defined as follows:
• δ(q1, x1) = q2
• δ(q2, x2) = q3
• δ(qm+1, xm+1) = qm+1
• δ(qm+1, xm+2) = qm
• for 3 ≤ i ≤ m, δ(qi, xi) = qi+1,
and δ
(
qi, x(n−m+3)
)
= qi−1
q1start q2 q3 q4 . . . qm qm+1
x1 x2 x3 x4 xm−1 xm
xm+1
xm+2xm+3xn−2xn−1xn
Figure 3.2: An NFA uniquely accepting x = x1x2x3x4 . . . xn, n = 2m
In order to reach the accept state, q2, after reading |x| = 2m symbols, we must
go through the self loop in qm+1 first. It takes m symbols to reach qm+1, one symbol
to go through the self loop, and (m− 1) more symbols to get back to q2. Therefore,
the only string of length m+ 1 + (m− 1) = 2m = |x| that M will accept is x. Hence
AN(x) ≤ n2 + 1.
3.1.1 Examples
Figures 3.3− 3.6 show NFAs witnessing the upper bound of AN(x) for a given x.
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q1start q2 q3 q4
x1 x2 x3
x4
x5x6
Figure 3.3: An NFA uniquely accepting x = x1x2x3x4x5x6. AN(x) = 4.
q1start q2 q3 q4
x1 x2 x3
x4
x5x6x7
Figure 3.4: An NFA uniquely accepting x = x1x2x3x4x5x6x7. AN(x) = 4.
q1start q2 q3 q4 q5 q6
0 1 1 1 0
0
1010
Figure 3.5: An NFA uniquely accepting x = 0111001010, |x| = 10, AN(x) = 6.
q1start q2 q3 q4 q5 q6
0 1 1 1 0
0
10101
Figure 3.6: An NFA uniquely accepting x = 01110010101, |x| = 11, AN(x) = 6.
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3.2 Lower Bounds
We begin this section by proving some results on connected NFAs. A “connected”
NFA is one where there exists at least one path from the start state into every other
state.
Lemma 3.2. Let Autq = {all NFA with q states} and
Connq = {all NFA with q connected states}. Then
∑
k≤q
|Connk| ≤ |Autq|.
Proof. For k ≤ q, let ϕ be a function which adds (q − k) non-connected states to
an NFA of size k. For i 6= j, Conni ∩ Connj = ∅ by definition. Hence ϕ(Conni) 6=
ϕ(Connj).
Thus, ϕ :
⋃
k≤q
Connk → Autq is an injective function, and∑
k≤q
|Connk| ≤ |Autq|
Lemma 3.3. If there exists a NFA M with |M | ≤ q such that the only string of
length n = |x| that M accepts is x, then there exits a connected NFA K, |K| ≤ q that
also accepts x.
Proof. If M accepts x, then there must be some connected path from the start state
to the final state. Let K be the initially connected components of M , and we have
|K| ≤ |M | ≤ q, K completely connected, and K uniquely accepting x.
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Theorem 3.4. Let |Σ| = k ≥ 2, and let 0 <  < 1 be fixed. Then,
AN(x) ≥
√
1
k
· log2
(
k n
n
)
for all strings x ∈ Σn, with at most kn exceptions.
Proof. For a NFA with q states, there are 2q subsets of states. Since there could
potentially be transitions (for each symbol) from each state into any of the others,
there are at most (2q)qk ·q = (2q2k) ·q connected automata with ≤ q states and exactly
one final state. Some of these automata uniquely accept at most one string of length
n. Let Simpnq = |{x : |x| = n & AN(x) ≤ q}|. Thus if
Simpnq ≤ (2q2k) · q < kn
then at most kn different strings of length n can be represented. Now,
q <
√
1
k
· log2
(
k n
n
)
⇐⇒ q2 < 1
k
· log2
(
k n
n
)
⇐⇒ q2k < log2
(
k n
n
)
⇐⇒ 2q2k < k
n
n
⇐⇒ n · 2q2k < k n
⇒ q · 2q2k < k n
since we may assume q ≤ n. Therefore, at most k n strings of length n will have
AN(x) <
√
1
k
· log2
(
k n
n
)
.
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Lemma 3.5. Given 0 <  < 1, k ≥ 2, b > 0 and b 6= 1, fixed with n > 1, we have
2 n > n > b
(
nk
n−log2(n)
)
for all but finitely many n.
Proof. First we’ll show 2 n > n for all but finitely many n. Note:
2 n = eln(2
n) = e n·ln(2).
Now using the Taylor expansion of ex we have,
e n·ln(2) ≥ 1 + n · ln(2) + ( n·ln(2))2
2
= 1 + n · ln(2) + 2ln2(2)
2
· n2.
Thus, there exists a finite N such that ∀n > N the n2 term will dominate and
1 + n · ln(2) + 2ln2(2)
2
· n2 > n.
Hence 2 n > n for all but finitely many n.
It remains to show n > b
(
nk
n−log2(n)
)
for all but finitely many n.
b
(
nk
n−log2(n)
)
< b(
nk
n−n) = b(
k
−1)
Since b(
k
−1) is a constant, we have n > b(
k
−1) for all but the finitely many n.
Theorem 3.6. Let b > 0 and b 6= 1, fixed. Then AN(x) >
√
|x|
logb|x| for all but finitely
many x.
Proof. Let |Σ| = k ≥ 2, and 0 <  < 1 be fixed, and suppose |x| = n > 1. Then
by Lemma 3.5 we have 2 n > n > b
(
nk
n−log2(n)
)
for all but finitely many n. We know,
by Theorem 3.4 and the change of base formula of logarithms, that for any base b,
AN ≥
√
1
k
· log2
(
k n
n
)
=
√
logb( k
n
n )
logb(2k)
with at most k n exceptions. Thus, it suffices to
show √
logb( k
n
n )
logb(2k)
>
√
n
logb(n)
.
Note: 2 n > n ⇐⇒ log2(2 n) > log2(n) ⇐⇒ n > log2(n) ⇐⇒ n−log2(n) > 0.
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Now consider,
n > b
(
nk
n−log2(n)
)
⇐⇒ logb(n) >
(
nk
n− log2(n)
)
⇐⇒ logb(n) · ( n− log2(n)) > nk
⇐⇒ n · logb(n)− logb(n) · log2(n) > nk
⇐⇒ n · logb(n)− nk > logb(n) · log2(n)
⇐⇒ n(  · logb(n)− k) > logb(n) · log2(n)
⇐⇒ n(  · logb(n)− k) > log2
(
nlogb(n)
)
⇐⇒ 2n( ·logb(n)−k) > nlogb(n)
⇐⇒ 2
n·logb(n)
2nk
> nlogb(n)
⇐⇒
(
2 n·logb(n)
nlogb(n)
)
> 2nk
⇐⇒
(
k n·logb(n)
nlogb(n)
)
> 2nk
⇐⇒
(
k n
n
)logb(n)
> 2nk
⇐⇒ logb
((
k n
n
)logb(n))
> logb(2
nk)
⇐⇒ logb(n) · logb
(
k n
n
)
> n · logb(2k)
⇐⇒ logb
(
k n
n
)
logb(2k)
>
n
logb(n)
⇐⇒
√
logb
(
k n
n
)
logb(2k)
>
√
n
logb(n)
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CHAPTER 4
Some Specific Examples
In this section we determine AN(x) for some specific strings. When we refer to a
string of the form x = (x1x2 . . . xk)
n, we mean the pattern x1x2 . . . xk is repeated n
times.
Example 4.1. Let x = 0m1n. Then AN(x) ≤ min{m,n}+ 1.
Without loss of generality, let m < n and consider the witnessing NFA:
q1start q2 q3 q4 . . . qm qm+1
0 0 0 0 0 0
1
Figure 4.1: An NFA uniquely accepting 0m1n.
Example 4.2. Let x = (01)n, then AN(x) = 2.
q1start q2
0
1
Figure 4.2: An NFA uniquely accepting (01)n.
The following example will generalize this notion.
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Example 4.3. Let x = (x1, x2, x3, . . . , xm)
n. Then AN(x) ≤ m.
Figure 4.3 is an NFA which only accepts strings with length m · k, k ∈ N.
Thus, by labeling the transitions with the appropriate symbols from x, we have a
witnessing automaton for AN(x).
q1start q2 q3 q4 . . . qm−1 qm
x1 x2 x3 x4 xm−2 xm−1
xm
Figure 4.3: An NFA uniquely accepting (x1, x2, x3, . . . , xm)
n.
4.1 Small Witnessing Automata
We consider an “abstract” witnessing NFA to be an NFA with unlabeled transitions
such that if we labeled them with the appropriate symbols from x, the NFA will
witness the complexity of x.
Definition 4.4. Let q ≤ n
2
+ 1 and let Wq,n be the set of abstract NFAs which, if
labeled with the appropriate symbols from x, will witnesses AN(x) = q where |x| = n.
Then define N(q, n) to be the minimum cardinality of S ⊆ Wq,n such that if |x| = n
and AN(x) = q, then there is one NFA in S which witnesses the complexity.
By examining these automata we can classify what “types” of strings, with
|x| = n, can have AN(x) ≤ q. For example, in Table 4.1 we see that the only strings
with AN(x) = 1 are those of the form x = (x1)
n, where |x| = n.
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N(1, n) = 1, ∀n
q1start
Table 4.1: Abstract NFA witnessing AN(x) = 1.
q1start q2
Table 4.2: N(2, 2) = 1 abstract NFA witnessing AN(x) ≤ 2, |x| = 2.
q1start q2
Table 4.3: N(2, 3) = 1 abstract NFA witnessing AN(x) ≤ 2, |x| = 3.
q1start q2
Only for |x| = 2m+ 1
q1start q2
q1start q2
Only for |x| = 2m
q1start q2
Table 4.4: N(2, n) = 3 abstract NFAs witnessing AN(x) ≤ 2, |x| > 3.
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In Tables 4.3, 4.5, and 4.6 we only see the result of our upper bound, however
Table 4.4 allows us to classify all the strings with complexity at most 2. They will be
strings of the form:
• x = (x1x2)m • x = (x1)mx2 • x = x1(x2)m.
q1start q2 q3
Table 4.5: N(3, 4) = 1 abstract NFA witnessing AN(x) ≤ 3, |x| = 4.
q1start q2 q3
Table 4.6: N(3, 5) = 1 abstract NFA witnessing AN(x) ≤ 3, |x| = 5.
We can now classify all strings with complexity at most 3.
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q1start q2 q3
q1start q2 q3
q1start q2 q3
q1start q2 q3
q1start q2 q3 q1start q2 q3
q1start q2 q3
Table 4.7: N(3, 6) = 7 abstract NFAs witnessing AN(x) ≤ 3, |x| = 6.
q1start q2 q3 q1start q2 q3
q1start q2 q3
q1start q2 q3
q1start q2 q3
q1start q2 q3
q1start q2 q3
Table 4.8: N(3, 7) = 7 abstract NFAs witnessing AN(x) ≤ 3, |x| = 7.
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If AN(x) = 3, |x| = 6, then x = :
• (x1)4x2x3
• x1(x2)4x3
• x1x2(x3)4
• (x1x2)2x1x3
• x1(x2x3)2x2
• x1x2(x3)2x4x1
• (x1x2x3)2
If AN(x) = 3, |x| = 7, then x = :
• (x1)5x2x3
• x1(x2)5x3
• x1x2(x3)5
• (x1x2)3x3
• x1(x2x3)3
• (x1x2x3)2x1
• x1(x2x3)2x2x4
If AN(x) = 3, |x| ≥ 8, |x| even, then x = :
• (x1)mx2x3
• x1(x2)mx3
• x1x2(x3)m
• (x1x2)mx2x3
• x1(x2x3)mx2
• |x|=3m, (x1x2x3)m
• |x|=3m+1,
(x1x2x3)
mx2
• |x|=3m+2,
(x1x2x3)
mx2x3
If AN(x) = 3, |x| ≥ 9, |x| odd, then x = :
• (x1)mx2x3
• x1(x2)mx3
• x1x2(x3)m
• (x1x2)mx2
• x1(x2x3)m
• |x|=3m, (x1x2x3)m
• |x|=3m+1,
(x1x2x3)
mx2
• |x|=3m+2,
(x1x2x3)
mx2x3
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q1start q2 q3
q1start q2 q3
q1start q2 q3
q1start q2 q3
q1start q2 q3
Accept state depends on
|x| = 3m, 3m+ 1, 3m+ 2
q1start q2 q3
Table 4.9: N(3, n) = 6 abstract NFAs witnessing AN(x) ≤ 3, |x| > 6, |x| even.
q1start q2 q3 q1start q2 q3
q1start q2 q3
q1start q2 q3
q1start q2 q3
Accept state depends on
|x| = 3m, 3m+ 1, 3m+ 2
q1start q2 q3
Table 4.10: N(3, n) = 6 abstract NFAs witnessing AN(x) ≤ 3, |x| > 7, |x| odd.
Now with the addition of Table 4.11, and knowing AN(x) ≤ 5, we can find the
complexity of all strings with |x| = 8.
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q1start q2 q3 q4
q1start q2 q3 q4
q1start q2 q3 q4
q1start q2 q3 q4
q1start q2 q3 q4
q1start q2 q3 q4
q1start q2 q3 q4
q1start q2 q3 q4
q1start q2 q3 q4
Table 4.11: N(4, 8) = 9 abstract NFAs witnessing AN(x) ≤ 4, |x| = 8.
AN(x) ≤ 4, |x| = 8 :
• (x1)5x2x3x4
• x1(x2)5x3x4
• (x1x2x3x4)2
• x1x2x3(x4)3x5x1
• x1x2(x3)3x4x5x1
• x1x2x3(x4)2x5x2x6
• x1(x2x3)3x4
• x1x2(x3x4)2x5x1
• x1x2(x3x4)2x3x5
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N(q,n) #
N(1,1) 1
N(1,2) 1
N(1,3) 1
N(1,4) 1
N(1,5) 1
N(1,6) 1
N(1,7) 1
N(1,8) 1
N(q,n) #
N(2,1) x
N(2,2) 1
N(2,3) 1
N(2,4) 3
N(2,5) 3
N(2,6) 3
N(2,7) 3
N(2,8) 3
N(q,n) #
N(3,1) x
N(3,2) x
N(3,3) x
N(3,4) 1
N(3,5) 1
N(3,6) 7
N(3,7) 7
N(3,8) 6
N(q,n) #
N(4,1) x
N(4,2) x
N(4,3) x
N(4,4) x
N(4,5) x
N(4,6) 1
N(4,7) 1
N(4,8) 9
Table 4.12: N(q, n) for q ≤ 4, n ≤ 8.
We now list the complexity of strings up to length eight which start with zero.
String AN(x)
0 1
String AN(x)
0 1
00 1
01 1
String AN(x)
000 1
001 2
010 2
011 2
String AN(x)
0000 1
0001 2
0010 3
0011 3
0011 3
0100 3
0101 2
0110 3
0111 2
Table 4.13: AN(x) for |x| ≤ 4.
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String AN(x)
00000 1
00001 2
00010 3
00011 3
00100 3
00101 3
00110 3
00111 3
01000 3
01001 3
01010 2
01011 3
01100 3
01101 3
01110 3
01111 2
String AN(x)
000000 1
000001 2
000010 3
000011 3
000100 4
000101 4
000110 4
000111 4
001000 4
001001 3
001010 3
001011 4
001100 3
001101 4
001110 3
001111 3
010000 3
010001 4
010010 3
010011 4
010100 3
010101 2
010110 4
010111 4
011000 4
011001 4
011010 4
011011 3
011100 3
011101 4
011110 3
011111 2
String AN(x)
0000000 1
0000001 2
0000010 3
0000011 3
0000100 4
0000101 4
0000110 4
0000111 4
0001000 4
0001001 4
0001010 4
0001011 4
0001100 4
0001101 4
0001110 4
0001111 4
0010000 4
0010001 4
0010010 3
0010011 4
0010100 3
0010101 3
0010110 4
0010111 4
0011000 4
0011001 4
0011010 4
0011011 4
0011100 4
0011101 4
0011110 4
0011111 3
String AN(x)
0100000 3
0100001 4
0100010 4
0100011 4
0100100 3
0100101 4
0100110 4
0100111 4
0101000 4
0101001 4
0101010 2
0101011 3
0101100 4
0101101 4
0101110 4
0101111 4
0110000 4
0110001 4
0110010 4
0110011 4
0110100 4
0110101 4
0110110 3
0110111 4
0110001 4
0111000 4
0111001 4
0111010 4
0111011 4
0111100 4
0111101 4
0111110 3
0111111 2
Table 4.14: AN(x) for 5 ≤ |x| ≤ 7.
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String AN(x)
0000000 1
00000001 2
00000010 3
00000011 3
00000100 4
00000101 4
00000110 4
00000111 4
00001000 5
00001001 5
00001010 5
00001011 5
00001100 5
00001101 5
00001110 5
00001111 5
00010000 5
00010001 4
00010010 5
00010011 5
00010100 4
00010101 4
00010110 4
00010111 5
00011000 4
00011001 4
00011010 5
00011011 5
00011100 4
00011101 4
00011110 4
00011111 4
String AN(x)
00100000 4
00100001 4
00100010 4
00100011 5
00100100 4
00100101 4
00100110 5
00100111 5
00101000 4
00101001 5
00101010 3
00101011 4
00101100 5
00101101 5
00101110 5
00101111 5
00110000 5
00110001 5
00110010 5
00110011 4
00110100 5
00110101 5
00110110 5
00110111 5
00111000 4
00111001 4
00111010 4
00111011 5
00111100 4
00111101 4
00111110 4
00111111 3
String AN(x)
01000000 3
01000001 4
01000010 4
01000011 4
01000100 4
01000101 5
01000110 4
01000111 4
01001000 5
01001001 5
01001010 5
01001011 5
01001100 5
01001101 5
01001110 5
01001111 5
01010000 5
01010001 5
01010010 5
01010011 5
01010100 3
01010101 2
01010110 4
01010111 5
01011000 5
01011001 5
01011010 4
01011011 4
01011100 4
01011101 5
01011110 4
01011111 4
String AN(x)
01100000 4
01100001 5
01100010 4
01100011 4
01100100 5
01100101 5
01100110 4
01100111 4
01101000 4
01101001 5
01101010 4
01101011 4
01101100 5
01101101 5
01101110 5
01101111 5
01110000 5
01110001 5
01110010 5
01110100 5
01110101 5
01110110 5
01110111 4
01111000 4
01111001 5
01111010 4
01111011 4
01111100 4
01111101 5
01111110 3
01111111 2
Table 4.15: AN(x) for |x| = 8.
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