Abstract: Following its success over wired networks, the deployment of the Internet Protocol (IP) over wireless networks is an increasingly popular topic. Protocol optimisations implemented at this level only consider the traditional Internet applications. Path maximum transfer unit (MTU) discovery algorithms are designed to avoid packet fragmentation along the transmission path and hence improve protocol efficiency. However, the design criteria do not take into account the potentially significant influences on the performance over the wireless links. A theoretical analysis is presented of the effect of MTU size upon the performance of wireless video. The theoretical calculation is based on a distortion model, which accurately estimates the video quality in terms of average frame peak signal-to-noise ratio (PSNR). The theoretical analysis are validated for MPEG-4 coded video transmission over a simulated UMTS network.
Introduction
Owing to high operational flexibility and system efficiency, packet-switched communication has become a key technology in third-generation wireless communication systems. In addition to capacity enhancement, the use of packet switching over the radio interface provides a combined transport mechanism for heterogeneous services such as video, voice and data.
Extensive research activity has been presented in the area of optimisation of IP and its underlying network protocols (e.g. TCP, UDP). IP allows network nodes to fragment packets that are too large to be forwarded. Such fragmentation not only results in poor network performance but can also lead to total communication failure in some circumstances [1] . However, datagrams that are much smaller than the allowed MTU size waste network resources and result in suboptimal system throughput. IP path MTU discovery [2] is used to obtain the optimal maximum packet size for a given connection while avoiding datagram fragmentation along the transmission path. Design criteria mainly follow the response time requirement, where the interactive response time is limited to 100-200 ms [3] .
Third-generation wireless systems, such as CDMA2000 and UMTS, use IP as the transport mechanism for packet switched based communication [4] . Much research has been conducted into modifications of IP and the underlying protocols, such as RTP/RTCP and UDP, for wireless applications [5] [6] [7] [8] . Most of this research focuses on the reliable transmission of IP over error-prone wireless networks. However, little attention is shown regarding the higher loss probability of the wireless link on the design and optimisation of IP path MTU discovery algorithms [9] . This paper models the performance of fully error resilience enabled MPEG-4 video based on end-to-end distortion estimation. Quantisation distortion, concealment distortion (temporal and spatial) and distortion caused by error propagation over predictive frames are considered in the distortion calculation. Using the developed model, the effect of packet size on the performance of wireless video applications is investigated and the optimal datagram size for given channel conditions is derived.
Video coding algorithm
Although, motion prediction in video codes generally achieves high compression efficiency, it is more sensitive to channel errors as it promotes error propagation. Carefully designed error resilience techniques have been incorporated into the MPEG-4 compression algorithm to make the video codec more resilient to channel degradations [10] . The main error resilience techniques include video packet resynchronisation code words, data partitioning, reversible variable length codes and header extension codes.
The data format used in MPEG-4 is shown in Fig. 1 . Each frame (video object plane, VOP) is split into video packets (VPs), which we formed by grouping an integer number of coded consecutive macro blocks (MBs) (16 Â 16 pixels blocks). Synchronisation markers are used to isolate VPs from each other, hence increasing the amount of recovered information in the presence of bit stream corruption. The minimum video packet size is fixed by the encoder settings. Following the concept of data partitioning, data within a video packet are further divided into two main parts. The motion-related information for all MBs contained in a given VP is placed in the first partition and the relevant discrete cosine transform (DCT) data are placed in the second partition.
The most important information that the decoder needs to decode the compressed video data is placed in the VOP header. A header extension code (HEC) reduces the sensitivity of header information to channel errors by repeating important header information in selected video packets. The repetition is controlled by toggling the one-bit HEC field in each VP header.
Video packetisation should be designed so as to enhance the error resiliency resulting from the error resilience tools. Following the MPEG-4 video packetisation rules listed in RFC 3016 [6] , information data belonging to different VOPs are segmented into different IP packets. One video frame is split into K IP packets. The VOP header data are repeated N times using the HEC. Assume N o ¼ K and no more than one header extension code is present in an IP packet. The number of video packets (M) encapsulated into one IP packet is calculated in such a way that the resulting transport packet is not larger than the selected MTU size, L (see Fig. 2 ).
Video performance
Video performance is often shown as a combination of quantisation distortion and channel distortion [11] [12] [13] . Quantisation distortion is mainly a function of video source rate and scene content and is unrecoverable at the decoder. There are three types of channel distortion; spatial concealment, temporal concealment and error propagation.
If the video frame configuration information or video packet header data are lost during transmission, the decoding process is impossible and the data belonging to that frame or video packet has to be discarded at the decoder. However, the error concealment tools implemented at the decoder replace this discarded data with errorconcealed data from the neighbouring packets. The distortion resulting from this process is called spatialconcealment distortion as only spatial error concealment is involved in the process. Spatial-concealment distortion can further be divided into two parts considering the presence or absence of network layer header corruption in packet video networks. In the presence of network layer header corruption, the information data encapsulated in that packet should be discarded. This causes the loss of a large amount of data, hence accurate concealment is difficult, and the result is severe spatial-concealment distortion. If spatialconcealment is caused by the corruption of the video packet header or motion information in each individual packet, then concealment is relatively easy and reasonable concealment may be possible depending on the correct reception of neighbouring packets.
On the other hand, if the header and motion information is received correctly but DCT information is corrupted, then the decoder only discards the corrupted DCT data and replaces them with the corresponding concealed data from the previous frame. The distortion resulting from motioncompensated error concealment is called temporal-concealment distortion.
Errors can propagate in two ways, either in the temporal domain or in the spatial domain. Frame-to-frame error propagation through motion prediction and temporal concealment is called temporal domain error propagation. The propagation of errors from neighbouring video packets via spatial concealment is referred to as spatial domain error propagation.
Taking a video packet as the base unit, the expected average frame quality in terms of peak signal-to-noise ratio (PSNR) can be written as
whereẼðQ f Þ andẼðD f Þ are the expected average frame quality and the expected average frame distortion and EðD pv Þ denotes the expected average distortion of a video packet. The average number of video packets in a frame is denoted by I, while g is a constant defined by the dimensions of the frame. Now,ẼðD pv Þ can be written as represent expected average quantisation distortion, spatialconcealment distortion due to video packet corruption, spatial-concealment distortion due to IP packet corruption and temporal-concealment distortion, respectively. The probability of receiving an undecodable video packet is denoted byr u; pv . This includes the probability of corruption of a VOP header, a VP header or the motion data. The probability of receiving a decodable video packet, but with errors, where the DCT data is corrupted but other information is received correctly, is denoted byr d; pv . The probability of network layer packet header corruption is given byr um; pv , whilef tp andf sp represent the distortion caused by the propagation of errors in the temporal domain and spatial domain, respectively.
Problem formulation
To achieve better video quality in bandwidth-constrained error-prone packet networks, it is necessary to maximise the source bit rate, and at the same time minimise the effects of packet loss. A larger transport packet reduces the packet overhead resulting in higher source throughput. However, accommodating a large amount of information in one packet results in a large amount of information loss at one time if the packet is lost due to packet header corruption. Therefore, the optimal packet size is a function of packet overhead and packet loss ratios and it greatly depends on the operating environment. The goal is to find the optimal IP packet size (MTU size), which maximises received video quality given a particular mobile channel. The channel is characterised by the probability of channel bit errors and the channel bandwidth. The optimisation problem can formally be written as
where OH MTU , R source and R channel denote overhead rate due to IP packetisation, source rate and channel bit rate, respectively.
Probability calculation
If the probability of receiving an IP header with errors is r IP , the probability of receiving a VOP header with errors is r VOP , the probability of receiving a video packet header and motion information with errors isr M and the probability of finding an error in the DCT part isw, theñ 
For a given probability of channel bit error r b , it can be shown that
where X is the IP header size. Similarlỹ
The number of times the VOP header is repeated in the video packet is denoted by N. The size of the VOP header is given by V.r
where Z M and Z DCT are the average size of the first and second partitions of the video packets. For fixed IP header sizes (assume no IP header compression)r IP is clearly independent of the MTU size. Similarlyr VOP only depends on the size of the VOP header part and the occurrence of a header extension within the video packet.r M andw are slightly affected by the MTU size as it might change the encoder quantisation step size due to the change of source bit rate, hence Z DCT and Z M . However, for fixed video packet sizes (as used in the experiments discussed in this paper), the probability termsr M andw can be considered to be independent of MTU size. 
where Z is the total number of MBs in the ith video packet. Then, the average quantisation distortion is given bỹ
where J and I j are the total number of video frame and the total number of video packets in the jth frame, respectively.
Experimentally evaluated quantisation distortion values for two specified channel bit rates are shown in Fig. 4 . E D Q; pv À Á decreases with the increase of MTU size. This is due to the IP packet overhead, which increases with decreasing MTU size. The overhead reduces the available throughput for source data in the bandwidth-limited channel and, hence, increases the quantisation distortion.
Concealment distortion:
Concealment distortions are computed in a similar manner to quantisaton distortion. As shown in Fig. 5 , the transmitted video data belonging to each MB is corrupted using the noise generator located at the encoder. Corrupted data is replaced by the concealed data, and data belonging to the original 
and the average concealment distortion is given bỹ
whereĵ i; k; j ðu; vÞ indicates the luminance values of the (u, v) pixel of the kth MB after the concealment.
In the calculation ofẼðD s con; pv Þ, only the spatialconcealment algorithms are used to generate the concealed data. However, only the temporal concealment algorithm is used to conceal the corrupted data for theẼðD t con; pv Þ calculation. The calculations ofẼðD s con; pv Þ andẼðD t con; pv Þ assume the correct reception of neighbouring video packets, while the calculation ofẼðD sm con; pv Þ relies on the correct reception of neighbouring MTU packets. Figure 6 illustrates the calculation of concealment distortion graphically. For example, to calculatẽ EðD s con; pv Þ, data belonging to each MB in a video frame is corrupted using the noise generator. A spatial-concealment algorithm is used to conceal each corrupted MB if the data belonging to surrounding MBs is received correctly. This provides the maximum concealment distortion of a MB, if it is corrupted due to the channel errors. This process is repeated for all the MBs in the video frame. Note that the total spatial-concealment distortion due to the channel errors isr u; pvẼ ðD s con; pv Þ as given in (2).r u; pv is the probability of receiving an undecodable video packet. Thus, r u; pv captures the effect of bit errors on video stream in a practical environment. Moreover, the distortion due to the error propagation (temporal and spatial) is calculated separately as describe in Section 4.3. In this way,ẼðD t con; pv Þ; EðD s con; pv Þ andẼðD sm con;pv Þ are calculated for different MTU sizes and are plotted in Figs. 7-9.
Figures 7-9 illustrate the effect of MTU size upon the expected distortion types;ẼðD t con;pv Þ;ẼðD s con;pv Þ and EðD sm con; pv Þ.ẼðD s con; pv Þ andẼðD t con; pv Þ show more or less constant values with varying MTU sizes. This is because both terms assume the correct reception of the IP header in the calculation. Hence, the introduction of IP packetisation does not affect the concealment performance. However, EðD sm con; pv Þ, where the corruption of IP headers is taken into account, is greatly affected by the IP packetisation. Figure 8 shows a dramatic increase inẼðD sm con; pv Þ with increasing MTU size for relatively low MTU sizes. However, it reaches an asymptotical maximum value when MTU size gets closer to the VOP size. As VOPs are segmented into separate IP packets, a significant number of IP packets are much smaller than the specified MTU size. This reduces the effectiveness of MTU size upoñ EðD sm con; pv Þ at large MTU sizes. 
Propagation loss modelling
The expected distortion calculation assumes error-free neighbouring packets and reference video frames. The correlation between video packets in the same frame and adjacent video frames is quantified by the spatial and temporal error propagation terms in (2) .
The propagation of corrupted information through predictive coding is represented byf tp . An adaptive intra refresh algorithm [14] , which uses a selected number of intra-coded MBs in a video frame, is used to prevent the error propagation. Therefore,f tp is clearly a function of intra refresh frequency and is calculated as 
where
and f refresh is the ratio between the number of intra-coded MBs and the total number of MBs in a video frame. F is the average frame size. Similarly, the average spatial-error propagationf sp depends on the number of corrupted video packets in a frame and only propagates through the spatial-concealment process.f sp is modelled as
Ár u; pvẼ ðD s con; pv Þ þr um; pvẼ ðD sm con:pv Þ h i ð17Þ
and N vp and W vp represent the average number of video packets in a frame and the average size of a video packet, respectively.
Experimental results
Transmission of the standard 'Suzie' sequence over a simulated UMTS channel is considered in the experiments. A UMTS physical link layer simulator is developed using the Signal Processing WorkSystem (SPW) software simulation tools developed by Cadence Design System Inc. The simulator includes all the radio configurations, channel structures, channel coding/decoding, spreading/despreading, modulation parameters, transmission modelling and their corresponding data rates according to the UMTS specifications. The transmitted signal is subjected to a multipath fast fading environment, where the power-delay profiles are specified in [15] . The multipath-induced intersymbol interference is implicit in the developed chip-level simulator. A detailed discussion of the channel simulations can be found in [16] . Using the developed simulator, error characteristics of the transmission channel are simulated for a range of channel condition and for different physical layer configurations. The Vehicular A propagation condition and down link transmission is considered in the experiment discussed in this paper. The mobile speed is set to 50 km/h. Spreading factors of 32 and 16 are used in the physical channel configuration. Source data is protected with the use of 1/3 rate convolutional code at the physical layer. The experimentally evaluated channel block error rates (BLER) over the Vehicular A environment are listed in Table 1. MPEG-4 encoded video is transmitted over the UMTS simulated channel using both circuit-switched and packetswitched connections. The received video quality is measured in terms of average frame PSNR and the results are plotted in Fig. 10 . For packet-switched connections, an MTU size of 576 bytes is used. The corresponding video source rate is calculated to be 64 kbit/s and 58.75 kbit/s for circuit-switched and packet-switched radio bearer configurations, respectively. Video performance for the same video sequence over a given channel condition is estimated using the developed distortion estimation model as explained in Sections 3 and 4.
Let r bl and X bl be the probability of channel block error and the number of data bits contained in a radio block. Then
and
Using (19) , the probability of channel bit error r b is computed from the experimentally evaluated channel BLER values r b , which are shown in Table 1 . This calculation captures the effect of bursty channel errors on the performance. The calculated r b is used to estimate the video performance (1)- (18) . The performance calculation for circuit-switched connections uses the same distortion model withr IP ¼ 0. Figure 10 shows the comparison of the estimated performance and experimentally evaluated video performance over the error-prone channel. The Figure  clearly illustrates the close match between the experimental and theoretical results. Furthermore, the Figure shows that the video quality loss resulting from the use of packetswitched connections instead of circuit-switched connections ranges from 1-3 dB.
Using the developed distortion model, the optimal MTU sizes for the transmission of video over the UMTS Fig. 11 . The use of spreading factor 32 and 16 in the radio bearer configuration provides the total available channel bit rates of 64 kbit/s and 137 kbit/s, respectively, [16] . The performance shown in Fig. 11 can be divided into three main regions based on the channel conditions experienced. Small packet sizes show better performance for poor channel conditions, while large packet sizes are preferable with good channel conditions. Packet size variation from small to large is visible with moderate channel conditions. This behaviour can further be explained based on the expected distortion values, which are described in Section 4. Grouping the distortion terms, (2) can be rewritten as
The calculated distortion factors l 1 , l 2 and l 3 , for 576 bytes MTU size, and with varying channel conditions are listed in Table 2 . The last column in the Table shows the dominating distortion factor (DDF) for a given channel condition. For channels where E b =N o is less than 6 dB, l 3 dominates the others. l 3 is proportional to theẼðD sm con; pv Þ. As can be seen in Fig. 9 ,ẼðD sm con; pv Þ increases with increasing of MTU size, hence a small MTU size is expected to have a better performance for poor channel conditions (channel E b =N o less than 6 dB). For good channel conditions, l 1 , which is the quantisation distortion, significantly dominates l 2 and l 3 . The quantisation distortion decreases with increasing packet size. Therefore, large packets are preferable for good channel conditions. However, for moderate channel conditions where E b =N o varies in the range 6-8 dB, l 2 becomes significant compared to the others. According to (20) , l 2 is proportional toẼðD s con; pv Þ andẼðD t con; pv Þ, which are independent of MTU size. Therefore, video performance is expected to be independent of the packet size for moderate channel conditions. Also, it shows a sharp rise in the optimal MTU size when the channel condition changes from moderate to good. This is due to the nonlinearity associated with the distortion terms. In order to illustrate the nonlinearity of the distortion, the gradient of the theoretical PSNR performance curve for 576 bytes MTU size, with varying channel conditions, is plotted in Fig. 12 . As can be seen from the Figure, the gradient value falls dramatically (i.e. the total distortion falls dramatically) at channel conditions of 8-9 dB. This behaviour causes the sharp rise in optimal MTU size shown in Fig. 11 .
These theoretical analysis are verified by the experimental results shown in Fig. 13 . A performance improvement of 2-3 dB of average frame PSNR can be achieved by using optimal packetisation for good channels, while an improvement of 1-2 dB is possible for poor channel conditions. The performance is independent of the packet size with moderate channel conditions. However, experimental results show that if the average frame PSNR value is lower than 20 dB, the resulting video output is unacceptable in terms of perceptual quality. Taking 20 dB as a marginal value, it can be concluded that the use of the largest possible MTU size provides the optimal results for video communications over wireless networks.
Application to UMTS
The proposed optimal setting of MTU for real-time video transmission over a UMTS network is performed in a number of steps. In the first step, the instantaneous channel condition is predicted based on channel quality measurement or channel information fed back through a feedback channel. The second step involves calculation of expected distortion. The expected distortion calculation can be performed either dynamically or statistically.
In the dynamic distortion calculation, the expected distortion termsẼðD Q; pv Þ,ẼðD t con; pv Þ;ẼðD s con; pv Þ and EðD sm con; pv Þ are calculated for a set of MTU sizes for the current video frame at the encoder. Note that different MTU sizes permit different source rates for operation over the same channel bandwidth due to the overhead added by the packet header information.
As described in Section 4, this calculation requires implementation of the decoder at the encoder, including the decoder error concealment algorithms. However, in practice, the decoder performs the inverse operation of the encoder. Therefore, it is possible to optimise the encoderdecoder combination. This reduces the complexity required for the proposed expected distortion calculation. In the statistical case, pre-evaluated performance curves for distortionẼðD Q; pv Þ,ẼðD t con; pv Þ;ẼðD s con; pv Þ and EðD sm con; pv Þ are used. After the evaluation ofẼðD Q; pv Þ, EðD t con; pv Þ;ẼðD s con; pv Þ andẼðD sm con; pv Þ, the total expected distortion is computed using an equation for the predicted channel bit error rate performance. Finally, the optimal MTU size for the current transmission is derived as explained in Section 4.
The algorithm proposed is evaluated for video transmission over a single dedicated channel in real-time conversational video applications. The applicability of the algorithm for video streaming applications [17] , is currently being investigated, where a number of video users share the same radio channel. Furthermore, the proposed optimal MTU setting algorithm can be used in conjunction with other video performance enhancement algorithms such as unequal error protection (UEP) [18] , unequal power allocation (UPA) [19, 20] or link adaptation algorithms [21, 22] . The integration of the proposed MTU setting algorithms with UEP, UPA and link adaptation is currently under investigation.
Conclusions
The effect of MTU sizes on the performance of video transmission over IP-based wireless networks has been analysed. The video performance over packet switched networks degrades in terms of perceptual quality because of the information loss caused by corrupted packet header and the throughput loss due to the packet header overhead. Larger packet size results in less throughput loss. However, a large amount of information data will be lost in the presence of packet header corruption and a smaller packet size increases the overhead rates. In this paper, an optimal packet size estimation method is designed to minimise the distortion seen in received video when operating over errorprone bandwidth limited channels. The developed method is tested for MPEG-4 video transmission over simulated UMTS networks. Experimental results show that a quality improvement of 1-3 dB of average frame PSNR can be achieved with the use of optimal MTU sizes in packetswitched wireless networks.
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