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Reswnen~ _ 
El AnAlisis de Series Temporales, cuyo nacimiento 10 
podemos cifrar a comienzos del siglo XIX, tuvo un importante 
desarrollo en el segundo cuarto del siglo XX con la construcci6n 
de una teor1a general sobre procesos estacionarios. Box y 
Jenkins, en su texto pUblicado en 1970, sistematizaron el 
conocimiento existente sobre procesos estacionarios y 10 
generalizaron permitiendo procesos evolutivos, causados por lac presencia de ra1ces unitarias autorregresivas. Esta 
caracterizaci6n del nivel evolutivo de las Series Temporales es 
todav1a la dominante en muchas ciencias, como la Econom1a con la 
Teor1a Econom6trica de la Cointegraci6n. Debida a esta 
generalizaci6n a nivel univariante de los modelos ARlMA, Zellner 
y otros autores han puesto de manif iesto que tales modelos 
constituyen formas finales del modelo econom6trico simultAneo 
(SEM). De esto ultimo se deriva que los modelos ARlMA no son 
cajas negras, sino instrumentos capaces de describir de forma 
consistente, aunque ineficiente, las caracter1sticas de una 
variable econ6mica, y esto puede explotarse en la realizaci6n de 
anAlisis econ6micos. 
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PERSPECTIVA HIST6RICA DE LOS XODELOS ARlKA Y SU 
UTILIDAD EN EL ANALISIS ECON6xICO 
Con el trabajo de J. Fourier en 1807, en el que se 
demuestra que una serie temporal se puede aproximar tanto como 
se quiera mediante la suma de t6rminos de senos y cosenos, 
podemos decir que nace el Analisis de Series Temporales (AST). 
No obstante, esta expansi6n de Fourier es solamente valida para 
series determinlsticas y durante todo el siglo XIX y primeros 
afios del XX en el AST el enfoque determinlstico fue el finico que 
prevaleci6. En tal contexto, la discrepancia entre los valores 
de los modelos y los datos reales se atribula a un elemento 
residual estocastico. 
Siguiendo a Yaglom (1962), page 4, podemos decir que 
los primeros intentos de introducir un enfoque estocastico en el 
AST se encuentran en Bachelier (1912), pero fue en los anos 
treinta con los trabajos de Slutski (vease Slutski 1960), 
Kolmogorov (vease Kolmogorov 1931 y 1950) Y Kinchin (1934) cuando 
empieza a construirse una teorla general sobre procesos 
estocasticos. Por otro lado en Yule (1926) y (1927) se senala que 
el analisis de Fourier no es adecuado para series reales, pues 
en ellas las amplitudes y perlodos de los componentes 
sinuosidales son estocasticos, y que tal faceta se puede recoger 
expresando una serie en funci6n de sus valores pasados. En 
concreto Yule (1927) introduce y desarrolla los procesos 
autorregresivos de segundo orden como esquemas te6ricos capaces 
de generar series con oscilaciones clclicas estocasticas. La 
generalizaci6n del analisis de Fourier para funciones 
estocasticas no se obtuvo hasta los anos cuarenta con dos 
trabajos independientes de Kolmogorov (1940) y Cramer (1942), que 
constituyen el soporte te6rico del moderno analisis espectral yc 
establecen la correspondencia entre el enfoque de las covarianzas 
(0 del dominio del tiempo) y el enfoque espectral ( 0 del dominio 
de las frecuencias) en el estudio de los procesos estocasticos 
estacionarios. Previamente el proceso de Yule fue generalizado 
por Walker' (1931) introduciendo un esquema general de procesos 
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autorregresivos y Slutski (1937) establecla que series temporales 
con oscilaciones cIclicas podlan tambi6n venir generadas por otro 
tipo de procesos e introdujo los procesos de medias m6viles. La 
integraci6n de los procesos de Yule y Slutski se realiz6 con el 
trabajo de Wold (1938), donde se establece una formulaci6n 
general para cualquier tipo de proceso estocastico estacionario 
y se introducen los procesos mixtos, autorregresivos y de medias 
m6viles (ARMA). 
Este desarrollo te6rico sobre procesos estocasticos se 
cifi6 a procesos estacionarios, sin embargo, desde finales del 
siglo XIX, v6ase Poynting (1884) y Hooker (190l) Cl), se tenla 
asimilado en el analisis emplrico que las series reales podlan 
contener, ademas de oscilaciones clclicas, un componente 
tendencial. De hecho esta descomposici6n de una serie temporal 
en tendencia, componentes clclicos y elemento residual se fue 
popularizando en las aplicaciones econ6micas hasta culminar en 
el trabajo de Shiskin et al. (1967) en que se presenta un 
procedimiento de extracci6n de sefiales (X-ll), por el que una 
serie se descompone en tendencia, componente estacional y 
elemento irregular. En estos procedimientos de descomposici6n de 
series temporales, los componentes de las mismas fueron, desde 
los anos veinte, considerados como estocasticos y su estimaci6n 
se basaba en aplicar medias m6viles a los datos originales. De 
esta forma empiricista se suplla la falta de una teorla sobre 
procesos estocasticos evolutivos. 
En el campo de la predicci6n tambi6n se desarrollaron 
procedimientos empiricistas para abordar con cierto 6xito la 
predicci6n de series temporales con tendencia. AsI surgieron 10s 
denominados procedimientos de alisado, v6ase Holt (1957), Brown 
(1959), Holt et al. (1960), winter (1960), Harrison (1965), etc. 
(2) • 
(l) Referencias tomadas de Makridakis (1976), para un mayor 
detalle bibliografico v6ase la secci6n 111.4 de dicho artIculo. 
(2) Para un mayor detalle bibliografico v6ase Makridakis (1976) 
secci6n 111.3. 
3 
( 
c 
c 
c 
c 
c 
c 
c 
En resumen, podemos decir que al final de los sesenta 
el an~lisis aplicado de Series Temporales asum1a plenamente que, 
en general, las series reales eran no estacionarias y para 
predecir y extraer senales en una serie concreta se utilizaban 
procedimientos que ten1an en cuenta tal faceta de las series y, 
adem~s, se operaba de forma que tanto el componente estacionario 
como el evolutivo eran estoc~sticos. Junto con esto el an~lisis 
te6rico s6lo hab1a desarrollado un esquema estoc~stico general 
para el componente estacionario de las series temporales y, as1, 
en aplicaciones m~s acad6micas era frecuente la pr~ctica de 
eliminar previamente (v6ase Nelson y Ploser 1982) tendencias 
determin1sticas. 
El puente entre los desarrollos te6ricos y los 
procedimientos aplicados se ha tendido con la introducci6n por 
Box y Jenkins (1970) de los modelos ARlMA. Estos modelos 
generalizan los modelos ARMA permitiendo que no sea la serie 
original, sino una versi6n de la misma debidamente diferenciada 
quien venga determinada por un modelo estacionario ARMA. Es 
decir, Box y Jenkins introducen un contexto te6rico en el que las 
series pueden ser evolutivas, pues no son sus niveles, sine sus 
incrementos 0 los incrementos de 6stos quienes tienen un 
comportamiento estacionario. En t6rminos algebraicos esto supone 
permitir ra1ces unitarias en la parte autorregresiva del modelo 
ARMA. Claramente la evolutividad que consideran Box y Jenkins no 
es una evolutividad general, sino una evolutividad espec1fica, 
que se puede denominar homog6nea, y que sirve para explicar el 
comportamiento de series temporales que, pudiendo ser no 
estacionarias, su velocidad de avance 0 su aceleraci6n tienen un 
comportamiento estacionario. Esta estacionariedad en la primera 
o segunda derivadas es la que confiere un car~cter relativamente 
homog6neo a las series generadas por modelos ARlMA. Enfocando el 
problema a partir de la transformaci6n (diferenciaci6n) de la 
serie real que es estacionaria, tenemos que mediante la 
aplicaci6n, una 0 dos veces, de un procedimiento de suma, 
integraci6n (que es la transformaci6n inversa a la 
diferenciaci6n), de la serie estacionaria se llega a la serie 
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real, de ahl e1 nombre de mode10s Auto Begresivos ~ntegrados y 
medias m6vi1es (Moving Averanges). 
Como hemos sefia1ado 10s mode10s ARlMA s610 son aptos 
para exp1icar una evo1utividad de tipo homogeneo, pero Box y 
Jenkins intuyeron que esta era una forma 6ti1 de aproximar la 
rea1idad evo1utiva que observamos. De hecho, hoy en dla sabemos 
que, si nos cefiimos a esquemas 1inea1es, 10s procedimientos de 
a1isado uti1izados para predecir (vease Granger y Newbo1d 1977) 
son 6ptimos cuando se ap1ican a series que siguen un tipo 
concreto de mode10 ARlMA. Asimismo sabemos, (vease Cleveland y 
Tiao 1976) que e1 procedimiento de X-11 es 6ptimo cuando se 
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ap1ica a series generadas por un determinado mode10 ARlMA. EsC 
decir, 10s mode10s ARlMA suponen una genera1izaci6n de 10s 
esquemas te6ricos imp11citos en 10s procedimientos emplricos que 
previamente a1 1ibro de Box y Jenkins se hablan mostrado 6ti1es 
c y re1ativamente satisfactorios. Esta genera1izaci6n a nive1 
univariante 10grada por 10s mode10s ARlMA ha determinado que en 
la investigaci6n sobre extracci6n de sefia1es, que 
mayoritariamente se enfoca como un prob1ema univariante, se hayan 
desarro11ado con exito procedimientos de descomposici6n de Seriesc 
Tempora1es que se basan en mode10s ARlMA: a) e1 mode10 ARlMA de 
la serie observada -procedimientos de forma reducida- Burman 
(1980), Hi11mer y Tiao (1982), Marava11 (1987), ••• ; b) 10s 
mode10s ARlMA postu1ados para 10s componentes -procedimientos 
estructura1es- Eng1e (1978), Harvey y Todd (1983), FernAndez 
(1988) , ••• 
c La contribuci6n de Box-Jenkins no fue meramente 
te6rica, sino enormemente prActica, pues junto con e1 esquema 
te6rico de mode10 estocAstico propusieron una metodo10g1a para 
que sean 10s datos quienes, en cada caso, determinen e1 mode10 
, " ARlMA mAs adecuado para exp1icar su generaci6n. Esto supone un 
progreso importante en e1 trabaj 0 ap1icado de predicci6n y 
extracci6n de sena1es, ya que no se uti1iza un procedimiento de 
caja negra, mAs 0 menos basado en la experiencia ana1ista, sino 
,C un procedimiento va1idado por 10s datos y que corresponde a un 
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mode10 del' tipo ARlMA, que es un esquema que permite una 
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c explicaci6n general de la evolutividad homog~nea. 
Hay que sei'ialar que la derivaci6n de un esquema general 
para explicar un proceso evolutivo cualquiera serA necesariamente 
c una labor poco operativa en un mundo real en el que no se pueden 
replicar series temporales de un mismo proceso y, en 
consecuencia, los grados de libertad para estimar el 
comportamiento del proceso son limitados. Por ello, nos vemos 
c obligados a trabajar con esquemas que meramente aproximen los 
verdaderos modelos te6ricos bajo hip6tesis espec1ficas. 
As1, si el mundo real cumpliese las condiciones de 
'e lineariedad y evolutividad homog~nea, los modelos ARIMA 
constituir1an un esquema general para explicar el comportamiento 
de una serie en funci6n de su pasado. Box y Tiao (1975) han 
ampliado los modelos ARIMA con la introducci6n de variables 
artificiales, generalmente binarias, dando lugar a la clase de 
modelos denominados ARIMA con ANALISIS DE INTERVENCI6N, que son 
aptos para explicar series temporales que contengan, ademAs de 
su evoluci6n estocAstica, determinados movimientos bruscos 0 
I 
C at1picos. 
La generalizaci6n que supone un modelo ARIMA tiene dos 
puntos d~biles, ya que no es vAlida para un universo no lineal 
( y s6lo contempla una evolutividad de tipo homog~neo. Respecto la 
no linealidad hay que sei'ialar que un esquema general sobre la 
misma, v~ase Weiner (1958), ha de ser necesariamente no operativo 
y por tanto una actitudmAs realista es pretender determinar 
c contextos no lineales espec1ficos, pero suficientemente amplios, 
para que sean capaces de aproximar la generaci6n de cualquier 
serie real de forma mAs adecuada que los modelos lineales. Los 
"modelos dependientes del estado" introducidos por Priestley 
(1981) son modelos no lineales que van en la direcci6n mencionada 
y que contienen como casos particulares a los modelos bilineales, 
autorregresivos por zonas ("Threshold autoregresive") y 
autorregresivos exponenciales. No obstante, no existe todav1a una 
c metodolog1a debidamente desarrollada para la aplicaci6n de 
procedimientos no lineales, por ello en el resto de este trabajo 
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nos cefiiremos a modelos lineales. 
La extensi6n de la evolutividad homog~nea se ha logrado 
a nivel te6rico, por ejemplo, con los modelos ARlMA de 
DIFERENCIACION FRACCIONAL (v~ase Granger y Joyeux (1980) y 
referencias previas al11 mencionadas), pero las aplicaciones 
realizadas no han llevado, generalmente, a mejoras sustanciales 
sobre los modelos ARlMA, por 10 que tampoco los consideraremos 
en el resto del trabajo. 
La caracterizaci6n de la evolutividad a trav~s de las 
ra1ces unitarias es tambi~n el procedimiento empleado en 
Econometr1a, con la teor1a de la cointegraci6n, v~ase Granger, 
(1981) y (1986), Engle y Granger (1987), Escribano (1990), ICE 
(1990), Dolado (1990), etc. De hecho, el empleo del mismo 
tratamiento en cuanto a la evolutividad de las series econ6micas 
y la generalizaci6n estacionaria lineal que recogen los modelos 
ARlMA es 10 que determina el resultado, comentado mAs adelante, 
de que los modelos ARlMA son formas finales de los modelos' 
econom~tricos simultAneos lineales. 
si bajo las restricciones sefialadas hemos concluido que 
los modelos ARlMA con ANALISIS DE INTERVENCI6N constituyen una 
clase general para explicar series econ6micas en funci6n 
exclusivamente de su propio pasado, conviene estudiar cuAl es su 
relaci6n con un modelo global que contemple la determinaci6n 
multivariante de la serie en cuesti6n junto con todas aqu~llas 
con las que estA relacionada. 
A nivel econom~trico el modelo lineal global por 
excelencia es el modelo econom~trico estructural (SEM, structural 
econometric model) desarrollado a principios de los afios 
r. 
cincuenta en el seno de la Cowles Foundation (v~ase Koopmans y 
Hood 1953) y dinamizado de forma param~trica en Sargan (1959 y 
1961) Y Hendry (1976) y de forma semiparam~trica en el componente 
residual en Hannan y Terrell (1973) y globalmente en Espasa y 
Sargan (1977) y Espasa (1977). La relaci6n de los modelos ARlMA 
univariantes con el modelo SEM fue inicialmente tratada por 
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Zellner y Palm (1974) y ha sido posteriormente desarrollada por 
Prothero y Wallis (1976),Wallis (1977), Zellner (1979) y Wallis 
(1980). El resultado que se desprende de esos trabajos consiste 
en que si las variables ex6genas del modelo vienen determinadas 
por un modelo ARIHA multivariante (1), cada una de las variables 
end6genas del modelo SEM viene determinada individual~ente por 
un modelo ARIHA. 
Este resultado es de gran relevancia prActica. En 
efecto, dado que al modelo ARIHA unviariante de una serie 
concreta se llega a partir del modelo global SEM, tenemos que en 
la medida que el modelo SEM refleja las caracterlsticas del mundo 
real, el modelo ARIHA de una serie individual incorpora, de forma 
ineficiente, pero ciertamente de modo consistente, las 
caracterlsticas bAsicas de dicha serie. 
En consecuencia un modelo ARIMA no es una caja negra, 
ni un modelo ad hoc de mAs mayor 0 menor utilidad en la 
predicci6n, sino que es mucho mAs: un modelo correcto para 
describir a nivel univariante el comportamiento y caracterlsticas 
fundamentales de un fen6meno econ6mico. Por tanto, un modelo 
ARIMA es una herramienta util para hacer anAlisis econ6mico, 
pues, si el modelo es correcto, sus resultados no pueden estar 
en contradicci6n con los que se derivan del modelo SEM. 
Obviamente el anAlisis econ6mico que se puede realizar a partir 
de un modelo ARIMA es enormemente limitado, pues ignora la 
relaci6n de la variable en cuesti6n con el resto de variables que 
configuran el universo econ6mico, y, en consecuencia, no se 
pueden realizar con el anAlisis de control, simulaci6n, ni 
estructural, pero se puede realizar un anAlisis sobre las 
caracterlsticas bAsicas del fen6meno, que es plenamente vAlido. 
(1) Los modelos ARIHA multivariantes (vease Tiao y Box 1991) son 
una generalizaci6n de los modelos multivariantes utilizados por 
Quenouille' (1957). 
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Una aplicaci6n del tipo de analisis econ6mico que se 
puede realizar con un modelo ARlMA se enuncia en Espasa (1.990) 
y se puede resumir como sigue. El modelo ARlMA contiene una 
descripci6n adecuada del comportamiento a largo plazo del 
c fen6meno en cuesti6n y, a su vez, incorpora la estructura 
temporal con la que dicho fen6meno tiende a volver en cada 
momento a su sendero de crecimiento equilibrado ("stady state") , 
que es estocastico en el sentido de que viene determinado por las 
c condiciones iniciales del sistema. 
A nivel univariante, el interes de disponer de un 
instrumento que sirviera para interpretar y caracterizar la 
L variable en cuesti6n ha sido durante mucho tiempo ambiguo, 0 
inexistente, debido fundamentalmente a que tanto los 
procedimientos de predicci6n basados en el alisamiento de series, 
como los de descomposici6n en tendencia, componentes clclicos y 
elemento residual, no se apoyaban en una teorla univariante de 
aceptaci6n general, ni estaban vinculados de forma directa con 
el modelo SEM, que es el esquema reconocido en la profesi6n como 
valido para representar el universo econ6mico. Sin embargo, los 
modelos ARlMA incorporan una teorla univariante bastante general 
y se derivan de los modelos SEM, por 10 que podemos concluir que 
sirven para caracterizar una serie econ6mica. Un procedimiento 
de aplicaci6n automatica de los modelos ARlMA con AnAlisis de 
Intervenci6n par'a caracterizar un conjunto amplio de series 
temporales se encuentra en Revilla et al. (1.990). 
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