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Abstract
We introduce full diffeomorphism-invariant Colombeau algebras
with added ε-dependence in the basic space. This unites the full and
special settings of the theory into one single framework. Using locality
conditions we find the appropriate definition of point values in full
Colombeau algebras and show that special generalized points suffice
to characterize elements of full Colombeau algebras. Moreover, we
specify sufficient conditions for the sheaf property to hold and give a
definition of the sharp topology in this framework.
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1 Introduction
Colombeau algebras are algebras of nonlinear generalized functions intro-
duced by J. F. Colombeau [6, 7] in order to solve the problem of multiplication
of distributions and hence circumvent the impossibility result of L. Schwartz
[33].
Contrary to the theory of distributions, where there is a generally accepted
“canonical” definition of the space D1pΩq of distributions on an open subset
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Ω Ď Rn on which any further studies are based, the theory of Colombeau
algebras is – at least until now – open-ended in the sense that there is not
one single “canonical” Colombeau algebra. Rather, one finds a family of
constructions centered around the same principles but often only loosely
related to each other. We give a short overview of the main representatives
of this family in section 2. While in principle it is beneficial that one can
choose a construction which is adapted to a particular problem at hand, the
drawback of this situation consists in the fact that one often cannot formally
transfer results obtained for one Colombeau algebra to a second; at best, one
can hope to emulate them in the second setting (see for example [35, 21] for
such a pair).
In this article we will for the first time combine several formative elements
of different types of Colombeau algebras into one single conceptual frame:
• Representatives of generalized functions being nets of smooth functions
indexed by ε P I :“ p0, 1s; this can be seen as an extension of the se-
quential approach to distributions (see [25, 24] and [13, Section 1.2.1]).
This is the key idea of special (sometimes called simplified) Colombeau
algebras.
• Representatives of generalized functions being smooth mappings de-
fined on the space DpΩq of test functions; this is the original approach
of Colombeau [6] based on calculus on infinite-dimensional locally con-
vex spaces as in [5], nowadays customarily replaced by the convenient
calculus of [18]. This provides the core concept for full Colombeau
algebras.
• Employing smoothing operators and the corresponding approximation
properties for the formulation of the quotient construction; this idea
goes back to [10, 9] and was further developed in [27].
• Introducing various locality properties for elements of the basic space
in order for the quotient algebra to become a sheaf. This aspect having
been manageable in an easy and natural way for the early versions of
Colombeau algebras, it has not been dealt with systematically so far.
However, this issue requires closer attention once smoothing operators
get involved.
This will lead us to a natural construction of a Colombeau algebra G which
will contain as subalgebras (at least on the level of the basic spaces) each of
the following:
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(i) Gs (the special algebra [8]),
(ii) Go (Colombeau’s original algebra [6]),
(iii) Gd (the diffeomorphism-invariant algebra [12]),
(iv) Gf (the algebra obtained via the functional analytic approach [27]).
We will exemplify the usefulness of G from several points of view: by dis-
cussing the sheaf property (section 6), point values (section 7) and the sharp
topology (section 8) on it. The fact that these concepts naturally specialize
to the subalgebras listed above underscores the universality of G.
2 History
The roots of algebras of nonlinear generalized functions trace back as far
as to the constructions of H. Ko¨nig [17]. After subsequent contributions by
E. E. Rosinger and J. Egorov, J. F. Colombeau presented his construction of
an algebra Go of nonlinear generalized functions in [6]. Its basic space on an
open subset Ω Ď Rn is given by
EopΩq :“ C8pDpΩqq
which obviously allows for a canonical embedding of distributions. We un-
derstand smoothness on a locally convex space E in the sense of convenient
calculus [18]. Moreover, C8pEq denotes the space of smooth complex-valued
functions on E. In order to get rid of the inherent technical difficulties result-
ing from the dependence on calculus on infinite-dimensional locally convex
spaces (which is necessary in order to talk of smooth functions on DpΩq),
two alternatives to Go have been developed.
First, by incorporating the linear structure of Rn into the testing procedure
it is possible to base the construction of a Colombeau algebra GepΩq (the
“elementary” full Colombeau algebra [7]) on the basic space
EepΩq :“ tR : UpΩq Ñ C | Rpϕ, .q is smooth for all ϕ P pr1pUpΩqqu
where UpΩq is defined as tpϕ, xq P DpRnq ˆ Ω | suppϕ ` x Ď Ωu and pr1
denotes projection on the first component.
Second, by basing the whole construction on the sequential approach to dis-
tributions one can view distributions and, consequently, generalized functions
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as nets of smooth functions on Ω and define their multiplication component-
wise (w.r.t. ε). The usual Colombeau-type quotient construction then yields
an algebra Gs which is a suitable quotient of the basic space
EspΩq :“ C8pΩqI .
The diffeomorphism-invariant full algebra Gd was eventually obtained in [12].
Its basic space
EdpΩq :“ C8pDpΩq ˆ Ωq – C8pDpΩq, C8pΩqq
already appears in the groundbreaking work of J. Jel´ınek [16]; the isomor-
phism here is given by the exponential law [18, 3.12, p. 30]. While the form
of EdpΩq emerges naturally and quickly, the question of the right testing
procedure giving a diffeomorphism-invariant algebra exhibits considerable
technical difficulties. The solution of this problem was achieved in several
steps, each broadening the understanding of the whole construction. Note
that Gd gives rise to a corresponding Colombeau algebra Gˆ on manifolds [14].
One of the key lessons to be learned from the development of diffeomorphism
invariant Colombeau algebras and pointed out already in [16] came as the
insight that smooth dependence of R on its parameter ϕ is an indispens-
able ingredient for the theory. Thus, in a sense, Colombeau’s maneuver of
eliminating infinite-dimensional calculus has to be dispensed with.
Each of the Colombeau algebras considered above relies on its own smooth-
ing procedure for the embedding of distributions. In view of this not too
satisfactory state of affairs, a need for unification was felt at many occa-
sions. Surprisingly enough, the decisive idea in this respect originated from
the development of a geometric theory of generalized functions allowing, in
particular, for a covariant derivative. Rather than considering a fixed “reg-
ularization procedure” as in each of the algebras above, the new approach
taken in [29] is based on introducing the entire space LpD1pΩq, C8pΩqq of
“smoothing operators” as a new parameter domain into the definition of the
basic space. By LpE, F q, we denote the space of linear continuous mappings
from a locally convex space E to another locally convex space F , endowed
with the topology of bounded convergence.
For Gf , which incorporates this idea in the most simple setting (the local
and scalar one), the general concept that embedding distributions amounts
to regularizing them has been turned into a definition: the basic space
EfpΩq :“ C8pLpD1pΩq, C8pΩqq, C8pΩqq
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embodies all possible ways to regularize distributions (in a linear, continuous
way). By means of the kernel theorem, the canonical isomorphism
LpD1pΩq, C8pΩqq – C8pΩ,DpΩqq
[34, The´ore`me 3, p. 127] provides the link to the previously used formalisms,
as will become clear from the following sections. Moreover, this point of
view enables one to obtain diffeomorphism invariance very easily; in fact, the
construction as a whole even generalizes to an algebra of nonlinear generalized
tensor fields on manifolds having very desirable properties without having to
hassle with the technicalities of [12].
A policy adopted at one certain point of the above development is that
of separating the basic definition from testing [13, Section 2.10]. Loosely
speaking, testing consists of taking as “test object” an ε-dependent path φpεq
in the domain of a representative R and analyzing the asymptotic behavior
of Rpφpεqq as ε Ñ 0. In all of these constructions the appropriate choice of
test objects has been the major issue. Note that in all instances except for
the special algebra, neither R nor the elements of its domain depend on ε,
which is what was meant by separating the basic definition from testing. Back
then, this was a necessary policy to adopt in order to succeed in the next step
towards a construction of a diffeomorphism invariant algebra. Presently, it
seems favorable to relax this policy and examine its implications in hindsight.
Consequently, in the next section we introduce a basic space which includes
ε-dependence both in its domain and in its codomain.
3 Basic Spaces
Our construction of a Colombeau algebra on an open subset Ω Ď Rn will be
based on the basic space
EpΩq :“ C8pLpD1pΩq, C8pΩqqI , C8pΩqIq
– C8pC8pΩ,DpΩqqI , C8pΩqIq.
(1)
Obviously, EpΩq originates from EfpΩq by (re-)introducing ε-dependence in
both its domain and its codomain. As in [27] we call
SOpΩq :“ LpD1pΩq, C8pΩqq
the space of smoothing operators and
SKpΩq :“ C8pΩ,DpΩqq
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the space of smoothing kernels on Ω. These are isomorphic as locally convex
spaces by L. Schwartz’ kernel theorem, which conveniently allows one to
switch between the operational viewpoint using smoothing operators on the
one hand and the analytic viewpoint using smoothing kernels on the other
hand. The correspondence between Φ P SOpΩq and ~ϕ P SKpΩq is given by
Φpuqpxq “ xu, ~ϕpxqy pu P D1pΩq, x P Ωq
~ϕpxqpyq “ Φtpδxqpyq “ Φpδyqpxq px, y P Ωq
where Φt is the transpose of Φ.
3.1 Locality in Ef
If the full basic space EfpΩq introduced in [27] is used for the quotient con-
struction the resulting algebra will fail to have the sheaf property. In some
sense, EfpΩq is too large since for certain of its elements R, the value Rp~ϕqpxq
depends on values ~ϕpyq with y far away from x, a feature that may be viewed
as R not respecting loci on Ω.
As a remedy, so-called locality conditions were introduced in [27]. Keeping
only those elements of the basic space EfpΩq displaying favorable locality
properties, the resulting quotient algebra in fact becomes a sheaf.
Locality conditions have the additional merit of allowing to recover the pre-
viously used basic spaces EopΩq and EdpΩq as subspaces of EfpΩq.
In the following, we will recall these properties for the case of EfpΩq and
extend the study to EpΩq in the next subsection.
As to germs of sheaves, we will employ the following notation: given a sheaf
F of vector spaces on a topological space Ω and an open subset U Ď Ω,
τx : FpUq Ñ Fx denotes the map assigning to a section on U its germ at x,
where Fx denotes the stalk of F at x.
Note that C8p ,DpΩqq is a sheaf of vector spaces on Ω, hence for any
~ϕ P C8pΩ,DpΩqq the germ τx~ϕ at x P Ω is an element of the direct limit
limÝÑUPUx
C8pU,DpΩqq, where Ux is the filter of open neighborhoods of x.
Items (ii) and (iii) of the following Lemma provide reformulations of the
condition of locality in [27, Def. 3, p. 419]. Item (iii), in particular, paves the
way for generalizing it to the framework of the present article.
Lemma 1. Let R P C8pSKpΩq, C8pΩqq. Then the following are equivalent:
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(i) @U Ď Ω open @~ϕ, ~ψ P SKpΩq:
~ϕ|U “ ~ψ|U ùñ Rp~ϕq|U “ Rp~ψq|U ;
(ii) @x P Ω @~ϕ, ~ψ P SKpΩq:
τx~ϕ “ τx ~ψ ùñ τxpRp~ϕqq “ τxpRp~ψqq;
(iii) @x P Ω @~ϕ, ~ψ P SKpΩq:
τx~ϕ “ τx ~ψ ùñ Rp~ϕqpxq “ Rp~ψqpxq.
The proof is immediate. Defining locality by condition (iii) (rather than by
(i) as in [27]) not only gives a better match with the following scheme, but
also is the appropriate form to use for Theorem 3 below.
Definition 2. A mapping R P C8pSKpΩq, C8pΩqq is called
• local if @x P Ω @~ϕ, ~ψ P SKpΩq:
τx~ϕ “ τx ~ψ ùñ Rp~ϕqpxq “ Rp~ψqpxq,
• point-local if @x P Ω @~ϕ, ~ψ P SKpΩq:
~ϕpxq “ ~ψpxq ùñ Rp~ϕqpxq “ Rp~ψqpxq,
• point-independent if @x, y P Ω @~ϕ, ~ψ P SKpΩq:
~ϕpxq “ ~ψpyq ùñ Rp~ϕqpxq “ Rp~ψqpyq.
We have the strict implications point-independent ñ point-local ñ local.
Choosing tR P EfpΩq | R is localu as basic space guarantees that the resulting
quotient algebra becomes a sheaf.
Moreover, one readily verifies that the following isomorphisms hold (see also
Proposition 5 below):
tR P EfpΩq | R is point-localu – C8pDpΩq, C8pΩqq “ EdpΩq,
tR P EfpΩq | R is point-independentu – C8pDpΩqq “ EopΩq.
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As to the prominent space
tR P EfpΩq | R is localu,
however, there is no nice explicit representation of the above kind. Neverthe-
less, Peetre-like results can be obtained even in this nonlinear case as follows:
Theorem 3. A mapping R P EfpΩq is local in the sense of Definition 2 if
and only if for every x P Ω and ~ϕ P SKpΩq the value Rp~ϕqpxq depends on
the 8-jet j8p~ϕqpxq only, i.e., if for any x P Ω and ~ϕ, ~ψ P SKpΩq the equality
pBαx ~ϕqpxq “ pB
α
x
~ψqpxq for all α P Nn
0
implies Rp~ϕqpxq “ Rp~ψqpxq.
The preceding theorem as well as a stronger form of it which essentially gives
locally finite order can be found in [30].
3.2 Locality in E
In the preceding subsection on EfpΩq, it was sufficient to handle three locality
conditions, altogether. However, to exploit the full conceptual potential of
EpΩq we will have to control a totality of 28 locality conditions or, rather,
locality types.
Therefore, it is indispensable on the one hand to set up a more comprehensive
terminological apparatus. On the other hand, it is essential to develop a
sufficiently clear intuitive picture of the nature of the locality conditions
involved.
To begin with, we note that according to the exponential law elements of EpΩq
can be regarded as complex-valued functions defined on triples pϕ, x, εq P
SKpΩqI ˆΩˆ I which are smooth in pϕ, xq for fixed ε. Consequently, we will
use freely either of Rpϕqεpxq and Rpϕ, x, εq.
Triples pϕ, x, εq may be viewed as data to be fed into R P EpΩq, giving rise
to Rpϕ, x, εq P C8pΩqI . The key strategy of our locality approach consists in
classifying elements R of EpΩq according to the degree up to which the full
content of pϕ, x, εq is actually used for determining the value Rpϕ, x, εq.
For example, if Rpϕ, x, εq “ Spϕεpxqq for some S P C
8pDpΩqq then R reacts
to only a part of the content of pϕ, x, εq. We say that “R only depends
on ϕεpxq”; in fact, ϕεpxq does not carry the full information contained in
pϕ, x, εq since it is not possible to recover the latter from the former.
We illustrate and, at the same time, formalize this concept by considering
the following toy model:
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A function f : R ˆ R Ñ R is said to depend only on x ` y if there exists
g : R Ñ R such that fpx, yq “ gpx ` yq. Defining ℓ : R ˆ R Ñ R by
ℓ : px, yq ÞÑ x ` y, this property of f amounts to the fact that it factors
according to f “ g ˝ ℓ for a suitable g or, in other words, that f is the
pullback of some g under ℓ. We express this by saying that f “is of locality
type ℓ”. More generally, we say that a function f : X Ñ Y is of locality type
ℓ with ℓ : X Ñ Xℓ if f “ g ˝ ℓ for a suitable g : Xℓ Ñ Y , for sets X , Xℓ, Y .
In particular, a locality type on SKpΩqIˆΩˆI is but a map ℓ : SKpΩqIˆΩˆ
I Ñ Xℓ. Intuitively, it is to be viewed as a compression procedure acting on
the data pϕ, x, εq. The locality character ofR is reflected in the corresponding
locality type ℓ through which it factors: the stronger the data compression
effected by ℓ, the less of the data is actually needed for determining the value
of Rpϕ, x, εq.
Note that the present concept of locality not only refers to the locus x P Ω,
but equally to the “loci” ϕ P SKpΩqI and ε P I. For instance, if R “ ιu is
the embedded image of a distribution u P D1pΩq (with ι as in (5) below) then
Rpϕqεpxq “ xu,ϕεpxqy depends only on ϕεpxq P DpΩq but not (directly) on
ε, on x or on ϕ. Similarly, if R “ σf is the embedded image of a smooth
function f P C8pΩq (with σ as in (4) below) then Rpϕqεpxq “ fpxq depends
only on x, but not on ε or on ϕ.
Some of the most important locality types involve germs of ϕ at x P Ω.
Thus we have to introduce one more piece of terminology along these lines.
Given ϕ P C8pΩ,DpΩqqI – C8pΩ,DpΩqIq we can form its germ at x P Ω
either separately for each fixed ε or uniformly in ε. The first case is given by
τx ˝ϕ P pC
8p ,DpΩqqxq
I , which is determined by giving for each ε an open
neighborhood Uε of x and a smoothing kernel ~ϕε P C
8pUε,DpΩqq such that
τxpϕεq “ τx~ϕε. For the second case, τxϕ P C
8p ,DpΩqIqx denotes the germ
of ϕ P C8pΩ,DpΩqIq. It is also determined by pτxϕqε “ τx~ϕε yet this time
there is one common neighborhood U of x such that each ~ϕε is an element
of C8pU,DpΩqq.
Writing the stalks with respect to either of these versions as direct limits we
have
τx ˝ϕ P
´
limÝÑ
UεPUx
C8pUε,DpΩqq
¯I
, τxϕ P limÝÑ
UPUx
C8pU,DpΩqIq.
Note that in terms of equivalence classes τxϕ is contained in τx ˝ ϕ. Germs
of type τx ˝ϕ will, however, play no role in our theory because locality types
incorporating such germs do not appear to be invariant under derivatives
(cf. Theorem 8). Moreover, we will refrain from investigating locality types
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involving jets here, although one could consider them and look for similar
results as obtained in [30].
Now we are ready to give the formal definition of locality types on SKpΩqI ˆ
Ωˆ I. As motivated above, the reduction scheme of the full data pϕ, x, εq to
the “reduced” data on which R P EpΩq actually depends will be encoded by
suitable mappings ℓ : SKpΩqI ˆ Ωˆ I Ñ Xℓ.
Definition 4. Given any mapping ℓ “ ℓpϕ, x, εq defined on SKpΩqI ˆ Ωˆ I
taking values in a specific space Xℓ, a mapping R P EpΩq is called ℓ-local
or of locality type ℓ if for all ϕ,ψ P SKpΩqI , x, y P Ω and ε, η P I the
implication
ℓpϕ, x, εq “ ℓpψ, y, ηq ùñ Rpϕqεpxq “ Rpψqηpyq
holds; or, equivalently, if R factors through ℓ according to
SKpΩqI ˆ Ωˆ I R //
ℓ
&&◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
C
Xℓ
??
By E ℓpΩq or ErℓspΩq we denote the subset of EpΩq consisting of ℓ-local ele-
ments.
Only a limited number of locality types will be relevant for us, all of them
being given by certain natural maps as, e.g., projections or evaluation maps.
More precisely, we assume from now on that the term giving the value
ℓpϕ, x, εq is a triple whose components are taken from the corresponding
one of the following lists (i), (ii), (iii):
(i) The ϕ-component is given by any of the terms ϕ, ϕε, τxϕ, τxϕε, ϕpxq,
ϕεpxq or by ‹ .
(ii) The x-component is given by x or by ‹ .
(iii) The ε-component is given by ε or by ‹ .
In the preceding lists, ‹ denotes any fixed object whose nature does not
matter. Regarding list (i), note that ϕ P SKpΩqI , ϕε P SKpΩq, τxϕ PŮ
y C
8p ,DpΩqIqy, τxϕε P
Ů
y C
8p ,DpΩqqy, ϕpxq P DpΩq
I and ϕεpxq P
DpΩq.
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By ℓϕ, ℓx and ℓε we denote the respective components of ℓpϕ, x, εq. For
the sake of brevity, we omit ‹ from locality types other than p‹, ‹, ‹q when-
ever there is no danger of confusion. For example, we will write ϕpxq for
pϕpxq, ‹, ‹q. The triple p‹, ‹, ‹q, finally, will be abbreviated simply by ‹.
Formally, this gives 7 ¨ 2 ¨ 2 “ 28 possible locality types. However,for ℓϕ P
tτxϕ, τxϕεu the equation ℓpϕ, x, εq “ ℓpψ, y, ηq always implies x “ y, hence
we do not have to consider locality types involving germs but with the x-
component absent; this leaves us with 24 locality types which are depicted in
Figure 1. Therein, we have drawn an implication arrow from a locality type
ℓ1 to a locality type ℓ2 if locality of type ℓ1 implies locality of type ℓ2. In this
case, ℓ1 is said to be stronger than ℓ2, which we will also denote by ℓ1 ľ ℓ2.
Moreover, arrows between boxes are to be understood as a shorthand for the
collection of arrows ℓ1 ñ ℓ2 where ℓ1 is obtained from ℓ2 by deleting one of
its components. Note that all these implications are strict.
px, εq x
ε ‹
pϕ, x, εq pϕε, x, εq
pτxϕ, x, εq pτxϕε, x, εq
pϕpxq, x, εq pϕεpxq, x, εq
ϕ ϕε
ϕpxq ϕεpxq
pϕ, xq pϕε, xq
pτxϕ, xq pτxϕε, xq
pϕpxq, xq pϕεpxq, xq
pϕ, εq pϕε, εq
pϕpxq, εq pϕεpxq, εq
Figure 1: Locality types
Clearly, ErℓspΩq is an algebra for every ℓ and even a C8pΩq-module if ℓx “ x.
The following proposition gives explicit representations for those spaces not
involving germs of ϕ:
Proposition 5. Let ℓ be a locality type with ℓϕ P tϕ,ϕε,ϕpxq,ϕεpxq, ‹u.
Then there is an algebra isomorphism
ErℓspΩq – C8pF1pΩq,F2pΩqq
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which is also a C8pΩq-module isomorphism if ℓx “ x. Here, F1pΩq is given
by
SKpΩqI if ℓϕ “ ϕ, DpΩq
I if ℓϕ “ ϕpxq, SKpΩq if ℓϕ “ ϕε,
DpΩq if ℓϕ “ ϕεpxq, t0u if ℓϕ “ ‹
and F2pΩq is given by
C8pΩqI if pℓx, ℓεq “ px, εq, C
8pΩq if pℓx, ℓεq “ px, ‹q,
C
I if pℓx, ℓεq “ p‹, εq, C if pℓx, ℓεq “ p‹, ‹q.
Proof. The codomain Xℓ of ℓ is given by
(i) F1pΩq ˆ Ωˆ I if pℓx, ℓεq “ px, εq
(ii) F1pΩq ˆ Ω if pℓx, ℓεq “ px, ‹q
(iii) F1pΩq ˆ I if pℓx, ℓεq “ p‹, εq
(iv) F1pΩq if pℓx, ℓεq “ p‹, ‹q.
For each of the five instances of F1pΩq as above there is a canonical map
F1pΩq Q a ÞÑ a˜ P SKpΩq
I . The respective values of a˜ on pε, xq are given by
apε, xq (i.e., a˜ “ a in this case), apεq, apxq, a and 0 (in the order as listed in
the proposition). We now define right inverses r : Xℓ Ñ SKpΩq
I ˆΩˆ I of ℓ
by
(i) rpa, x, εq “ pa˜, x, εq
(ii) rpa, xq “ pa˜, x, ε0q
(iii) rpa, εq “ pa˜, x0, εq
(iv) rpaq “ pa˜, x0, ε0q
where x0 P Ω and ε0 P I are arbitrary but fixed. Given R P ErℓspΩq, we
define the mapping rR : Xℓ Ñ C by rR :“ R ˝ r. The function rR is smooth in
pa, xq in cases (i), (ii) and smooth in a in cases (iii), (iv) because the injection
a ÞÑ a˜ is continuous, hence it defines a mapping rR P C8pF1pΩq,F2pΩqq. The
assignment R ÞÑ rR clearly is an algebra homomorphism and in case ℓx “ x
it is also C8pΩq-linear.
Conversely, if rR P C8pF1pΩq,F2pΩqq is given, we define R : SKpΩqIˆΩˆI Ñ
C by R :“ rR ˝ ℓ. Then R is smooth in pϕ, xq because ℓϕ (hence ℓ) is smooth,
yielding R P ErℓspΩq.
The assignment rR ÞÑ R is an algebra homomorphism and even C8pΩq-linear
if ℓx “ x, and is inverse to the above assignment R ÞÑ rR. Hence, we have
established the desired isomorphism.
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We list some familiar examples of basic spaces defined by locality conditions:
• Erpϕε, xqspΩq – C
8pSKpΩq, C8pΩqq “ EfpΩq.
• Erpϕεpxq, xqspΩq – C
8pDpΩq, C8pΩqq “ EdpΩq.
• ErϕεpxqspΩq – C
8pDpΩqq “ EopΩq.
• Erpx, εqspΩq – C8pΩqI “ EspΩq.
For the last isomorphism, we used that C8pt0u, Eq – E for any locally
convex space E. These examples show how the traditional notation for the
basic spaces of various Colombeau algebras fits into our setting. In particular,
the above basic spaces are obtained as E ℓpΩq if one sets ℓ to be f “ pϕε, xq,
d “ pϕεpxq, xq, o “ ϕεpxq or s “ px, εq, respectively.
In passing, we note that the isomorphisms envisaged in subsection 3.1 can
be written, according to the (obvious slim-down of the) present terminology,
as
tR P EfpΩq | R is localu – Ef rτx~ϕ, xspΩq,
tR P EfpΩq | R is point-localu – Ef r~ϕpxq, xspΩq – EdpΩq,
tR P EfpΩq | R is point-independentu – Ef r~ϕpxqspΩq – EopΩq.
4 Operations on the basic spaces
In this section we will examine pullbacks, derivatives as well as the presheaf
property for the basic spaces ErℓspΩq with ℓ as specified after Definition 4.
Suppose we are given a diffeomorphism µ : Ω Ñ Ω1 between open subsets
Ω,Ω1 Ď Rn. Clearly the space LpD1pΩq, C8pΩqq is functorial, i.e., there is
an induced pullback action along this diffeomorphism given by pµ˚Φqpuq :“
µ˚pΦpµ˚uqq for Φ P LpD
1pΩ1q, C8pΩ1qq and u P D1pΩq. Because the pushfor-
ward of distributions is defined by xµ˚u, ϕy :“ xu, pϕ ˝ µq ¨ |detDµ|y (where
Dµ is the Jacobian of µ), the smoothing kernel µ˚~ϕ corresponding to µ˚Φ is
obtained as
pµ˚~ϕqpxqpyq :“ pµ˚Φqpδyqpxq “ µ
˚pΦpµ˚δyqqpxq
“ Φpµ˚δyqpµpxqq “ xµ˚δy, ~ϕpµpxqqy
“ xδy, p~ϕpµpxqq ˝ µq ¨ |detDµ|y “ ~ϕpµpxqqpµpyqq ¨ |detDµpyq|
where ~ϕ corresponds to Φ. In other words, pµ˚~ϕqpxq “ µ˚p~ϕpµpxqqq as was
to be expected. As is usual, we set µ˚ :“ pµ
´1q˚.
Hence, we have the following definition.
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Definition 6. Let µ : Ω Ñ Ω1 be a diffeomorphism between open subsets
Ω,Ω1 Ď Rn and R P EpΩ1q. Then the pullback of R along µ, denoted by µ˚R,
is defined as the element of EpΩq given by
pµ˚Rqpϕqε :“ µ
˚pRpµ˚ϕqεq
with µ˚ϕ :“ pµ˚ϕεqε.
This pullback preserves locality:
Theorem 7. Let Ω,Ω1 be open subsets of Rn and µ : Ω Ñ Ω1 a diffeomor-
phism. Then the pullback µ˚ : EpΩ1q Ñ EpΩq preserves all locality types of
Figure 1.
Proof. Let R P EpΩ1q be ℓ-local for some locality type ℓ and suppose that
pϕ, x, εq and pψ, y, ηq are given such that ℓpϕ, x, εq “ ℓpψ, y, ηq. We have to
verify that ℓpµ˚ϕ, µpxq, εq “ ℓpµ˚ψ, µpyq, ηq holds, which is clear for the x-
and ε-components. For the ϕ-component we handle each case separately.
Case ℓϕ “ ϕε: ℓϕpµ˚ϕ, µpxq, εq “ pµ˚ϕqε “ µ˚pϕεq “ µ˚pψηq “ pµ˚ψqη “
ℓϕpµ˚ψ, µpyq, ηq.
Case ℓϕ “ τxϕ: note that x “ y in this case. There exists U P Ux such
that ϕ|U “ ψ|U , which implies pµ˚ϕq|µpUq “ ppµ˚ϕε1q|µpUqqε1 “ ppµ˚ ˝ ϕε1 ˝
µ´1q|µpUqqε1 “ ppµ˚ ˝ ψε1 ˝ µ
´1q|µpUqqε1 “ ppµ˚ψε1q|µpUqqε1 “ pµ˚ψq|µpUq and
hence τµpxqpµ˚ϕq “ τµpxqpµ˚ψq.
Case ℓϕ “ τxϕε: again, x equals y. There exists U P Ux such that ϕε|U “
ψη|U and hence pµ˚ϕεq|µpUq “ pµ˚ψηq|µpUq, which means that τµpxqpµ˚ϕqε “
τµpxqpµ˚ψqη.
Case ℓϕ “ ϕpxq: for all ε
1 we have pµ˚ϕqε1pµpxqq “ pµ˚ ˝ϕε1 ˝µ
´1qε1pµpxqq “
pµ˚ ˝ψε1 ˝ µ
´1qε1pµpyqq “ pµ˚ψqε1pµpyqq, hence pµ˚ϕqpµpxqq “ pµ˚ψqpµpyqq.
Case ℓϕ “ ϕεpxq: pµ˚ϕqεpµpxqq “ pµ˚ ˝ ϕε ˝ µ
´1qpµpxqq “ pµ˚ ˝ ψη ˝
µ´1qpµpyqq “ pµ˚ψqηpyq.
The case ℓϕ “ ‹ is trivial.
For any two diffeomorphisms µ, ν which can be composed, the pullback of
Definition 6 satisfies
pµ ˝ νq˚ “ ν˚ ˝ µ˚, id˚ “ id
and E ℓ is in fact a functor.
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Turning to derivatives, we recall from [27, 29] that there are two equally
natural derivatives we can define on EpΩq, which are given as follows. First,
by differentiating the pullback of R P EpΩq along the flow of a (complete)
vector field X on Ω, we obtain the following formula for the geometric Lie
derivative along X :
ppDXRqpϕqε :“ ´pdRqpϕqpDSKX ϕqε `DXpRpϕqεq
where dR denotes the differential of R [18, 3.18, p. 33] and furthermore we
define pDSKX ϕqε :“ D
SK
X ϕε with D
SK
X ~ϕ :“ DX ~ϕ ` DX ˝ ~ϕ for ~ϕ P SKpΩq.
Here, DX denotes either the usual directional derivative of a (vector-valued)
function or of an n-form, accordingly.
The other possibility is to keep ϕ fixed and apply the derivative componen-
twise (w.r.t. ε) as in
prDXRqpϕqε :“ DXpRpϕqεq.
While pDX is the derivative which commutes with the embedding of distribu-
tions, rDX is the appropriate choice to obtain a meaningful notion of covariant
derivative (cf. [27, 29]).
The following theorem expresses how locality types are preserved under these
derivatives.
Theorem 8. Let ℓ be a locality type as in Figure 1, X P C8pΩ,Rnq a vector
field on Ω and R P ErℓspΩq. Then
(i) pDXR P ErℓspΩq,
(ii) rDXR P Erℓ1spΩq, where pℓ1x, ℓ1εq “ pℓx, ℓεq and
ℓ1ϕ “
$’&
’%
τxϕ if ℓϕ “ ϕpxq,
τxϕε if ℓϕ “ ϕεpxq,
ℓϕ otherwise.
The proof is similar to that of [27, Theorem 25, p. 430], the added ε-variable
being straightforward to handle. A similar statement as in (i) for the case of
ℓϕ “ τx ˝ ϕ does not appear to be attainable because τx ˝ ϕ “ τx ˝ ψ does
not imply τy ˝ϕ “ τy ˝ψ for y in a neighborhood of x.
Note that both derivatives satisfy the Leibniz rule and are equal on the space
Erpx, εqspΩq.
Finally, we define a restriction operator for pτxϕ, x, εq-local elements of the
basic space.
15
Theorem 9. Let U Ď Ω be open and R P Erpτxϕ, x, εqspUq. Then for each
open subset V Ď U there exists a unique map R|V P Erpτxϕ, x, εqspV q such
that for all W Ď V open, ψ P SKpV qI and ϕ P SKpUqI we have the implica-
tion
ψ|W “ ϕ|W ùñ R|V pψq|W “ Rpϕq|W . (2)
The map R ÞÑ R|V is linear and preserves all locality types ℓ of Figure 1 with
ℓ ľ pτxϕ, x, εq. Moreover, if V
1 Ď V is open then pR|V q|V 1 “ R|V 1.
Proof. Let F1 and F2 be the sheaves of vector spaces on U given by F1pXq :“
C8pX,DpUqIq and F2pXq :“ C
8pXqI for X Ď U open, with respective sheaf
spaces (e´tale´ spaces) rF1 and rF2 [11, Section 1.2, p. 110]. We define a mappingrR : rF1 Ñ rF2 as follows: for any germ τxψ in rF1 at some x P U , given by a
representative ψ P C8pX,DpUqIq with X P Ux, we set
rRpτxψq :“ τxpRpϕqq
where ϕ P SKpUqI is chosen such that τxϕ “ τxψ. For this purpose take
any ρ P DpXq with ρ ” 1 in an open neighborhood W of x and define ϕ
as ρ ¨ ψ, extended to the whole of U by zero. Because R is pτxϕ, x, εq-local,rRpτxψq is independent of the specific choice of ψ and ρ. In fact, suppose we
are given another representative ψ1 of τxψ, defined on an open neighborhood
X 1 of x, and a function ρ1 P DpX 1q which is 1 on an open neighborhood W 1
of x. Then τxpρψq “ τxpρ
1ψ1q and hence τxpRpρψqq “ τxpRpρ
1ψ1qq. Hence,rR is well-defined.rR clearly preserves the base point x, i.e., rRppF1qxq Ď pF2qx. Moreover, it
is continuous for the natural sheaf space topologies. In fact, a basis for the
topology of rF2 is given by sets of the form tτxf : x P X 1u with X 1 Ď U open
and f P F2pX
1q, and similarly for rF1. Suppose we are given such f and some
germ τxψ in rF1 with x P X 1 and ψ P F1pXq for some open neighborhood
X of x in U such that rRpτxψq “ τxf . With ρ and W as above we haverRpτyψq “ τypRpρ ¨ ψqq for all y P W and Rpρ ¨ ψq “ f in a neighborhood
of x. Hence, rRpτyψq “ τyf for y in a neighborhood of x, which proves
continuity of rR.
Consequently, rR defines a sheaf morphism F1 Ñ F2, i.e., a family of map-
pings RX : C
8pX,DpUqIq Ñ C8pXqI (for X Ď U open) which are compat-
ible with the restrictions of F1 and F2 [11, Section 1.6, p. 114]. We define
R|V to be the restriction of RV to C
8pV,DpV qIq Ď C8pV,DpUqIq. Clearly,
R|V satisfies (2).
The mapping R|V : C
8pV,DpV qqI Ñ C8pV qI is smooth: given any x P V ,
choose ρ P DpV q which is 1 on an open neighborhoodW of x. Then given c P
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C8pR, C8pV,DpV qqIq, R|V pcptqq|W “ Rpρ ¨ cptqq|W is smooth in t. Because
we can cover V by such sets W , R|V is smooth [18, 3.8, p. 28].
For uniqueness, suppose any R1 P Erpτxϕ, x, εqspV q satisfies R
1pψq|W “
Rpϕq|W whenever ψ P C
8pV,DpV qqI and ϕ P C8pU,DpUqqI satisfying
ψ|W “ ϕ|W are given. For any x P V choose ρ and W as above. Then
R1pψq|W “ Rpρψq|W “ R|V pψq|W , which gives R
1 “ R|V .
For locality of R|V suppose we are given triples pϕ, x, εq and pψ, y, ηq satis-
fying ℓpϕ, x, εq “ ℓpψ, y, ηq. To establish
R|V pϕqεpxq “ R|V pψqηpyq
we have to show that
ℓpρ1ϕ, x, εq “ ℓpρ2ψ, y, ηq (3)
holds, where ρ1, ρ2 P DpV q are equal to 1 in a neighborhood of x and y,
respectively. In case ℓϕ P tτxϕ, τxϕεu we have x “ y and hence can assume
that ρ1 “ ρ2, in which case equation (3) holds. If ℓϕ P tϕpxq,ϕεpxqu, (3) is
clear, and if ℓϕ “ ‹ then it holds trivially.
Finally, we show transitivity of this restriction operator. Suppose V 1 Ď V
is open. Given any x P V 1 and ε P I, choose ρ P DpV 1q Ď DpV q such that
ρ ” 1 on an open neighborhood of x. Then for ϕ P SKpV 1qI we see that
pR|V q|V 1pϕqεpxq “ R|V pρϕqεpxq “ Rpρϕqεpxq “ R|V 1pϕqεpxq, which means
that pR|V q|V 1 “ R|V 1.
Definition 10. Let U Ď Ω be open, ℓ ľ pτxϕ, x, εq and R P ErℓspUq. Then
for any open subset V Ď U , the mapping R|V P ErℓspV q is called the restric-
tion of R to V .
It is obvious that we cannot drop the assumption of pτxϕ, x, εq-locality for
the definition of this restriction map.
5 The quotient construction
In this section we will perform the quotient construction on the basic spaces
E ℓpΩq which turns C8pΩq (viewed as a subspace of D1pΩq) into a subalgebra,
provided ℓ ĺ pϕεpxq, xq or ℓ ĺ px, εq (see this section’s last paragraph).
Moreover, we examine which locality type at least needs to be assumed in
order to obtain a classical theorem which states that whenever a representa-
tive of a generalized function is known to be moderate, its negligibility can
be tested for without resorting to derivatives.
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As far as testing is concerned, for the definition of test objects we use only
the minimal conditions which are necessary to obtain a Colombeau algebra
with the sheaf property.
In the following definition, Brpxq denotes the Euclidean ball of radius r ą 0
with center x P Rn and csnpEq is the set of continuous seminorms of a locally
convex space E. Moreover, all spaces of linear mappings are endowed with
the topology of bounded convergence.
Definition 11. Let a net of smoothing kernels ϕ P SKpΩqI be given and de-
note the corresponding net of smoothing operators by Φ P LpD1pΩq, C8pΩqqI .
Then ϕ is called a test object on Ω if
(i) Φε Ñ id in LpD
1pΩq,D1pΩqq,
(ii) @p P csnpLpD1pΩq, C8pΩqqq DN P N: ppΦεq “ Opε
´Nq,
(iii) @p P csnpLpC8pΩq, C8pΩqqq @m P N: ppΦε|C8pΩq ´ idq “ Opε
mq,
(iv) @x P Ω DV P Ux @r ą 0 Dε0 ą 0 @y P V @ε ă ε0: suppϕεpyq Ď Brpyq.
We denote the set of test objects on Ω by SpΩq. Similarly, ϕ is called a
0-test object if it satisfies these conditions with (i) and (iii) replaced by the
following conditions:
(i’) Φε Ñ 0 in LpD
1pΩq,D1pΩqq,
(iii’) @p P csnpLpC8pΩq, C8pΩqqq @m P N: ppΦε|C8pΩqq “ Opε
mq.
The set of all 0-test objects on Ω is denoted by S0pΩq.
We say that a subset of SpΩq or of S0pΩq is uniform if the respective condi-
tions hold uniformly for all its elements.
Clearly, S0pΩq is a vector space and SpΩq an affine space over S0pΩq. Defining
the product of ϕ P S0pΩq and f P C8pΩq by pfϕqεpxq :“ fpxq ¨ϕεpxq, S
0pΩq
becomes a C8pΩq-module. We have the following definition of moderateness
and negligibility for elements of EpΩq, where N0 :“ N Y t0u.
Definition 12. An element R P EpΩq is called moderate if
@k P N0 @p P csnpC
8pΩqq @ϕ P SpΩq @ψ1, . . . ,ψk P S
0pΩq DN P N :
p
`
dkRpϕqpψ1, . . . ,ψkqε
˘
“ Opε´Nq.
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The subset of all moderate elements of EpΩq is denoted by EMpΩq.
An element R P EpΩq is called negligible if
@k P N0 @p P csnpC
8pΩqq @ϕ P SpΩq @ψ1, . . . ,ψk P S
0pΩq @m P N :
p
`
dkRpϕqpψ1, . . . ,ψkqε
˘
“ Opεmq.
The subset of all negligible elements of EpΩq is denoted by N pΩq.
By E ℓMpΩq and N
ℓpΩq we denote the intersection of EMpΩq and N pΩq with
E ℓpΩq, respectively.
Instead of E ℓMpΩq and N
ℓpΩq we also write EM rℓspΩq and N rℓspΩq, respec-
tively.
There are the following canonical embeddings into subspaces of EpΩq:
σ : C8pΩq Ñ ErxspΩq – C8pΩq, σpfqpϕqεpxq :“ fpxq, (4)
ι : D1pΩq Ñ ErϕεpxqspΩq – C
8pDpΩqq, ιpuqpϕqεpxq :“ xu,ϕεpxqy. (5)
Furthermore, for any fixed test object θ P SpΩq one can define an embedding
ιθ : D
1pΩq Ñ Erpx, εqspΩq – C8pΩqI , ιθpuqεpxq :“ xu, θεpxqy.
This is the embedding used for special algebras.
We now prove (cf. [29, Theorem 6.2, p. 203]) that in the above definition
of moderateness and negligibility, if R is pϕε, x, εq-local the estimates can
equivalently be taken uniformly for ϕ and ψ1, . . . ,ψk in uniform subsets of
SpΩq and S0pΩq, respectively:
Lemma 13. Let R P EpΩq be pϕε, x, εq-local.
(i) The mapping R is moderate if and only if
@k P N0 @p P csnpC
8pΩqq @A Ď SpΩq, B Ď S0pΩq uniform DN P N :
p
`
dkRpϕqpψ1, . . . ,ψkqε
˘
“ Opε´Nq
uniformly for ϕ P A and ψ1, . . . ,ψk P B.
(ii) The mapping R is negligible if and only if
@k P N0 @p P csnpC
8pΩqq @A Ď SpΩq, B Ď S0pΩq uniform @m P N :
p
`
dkRpϕqpψ1, . . . ,ψkqε
˘
“ Opεmq
uniformly for ϕ P A, ψ1, . . . ,ψk P B.
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Proof. Assume that R is moderate but the condition in (i) does not hold.
This means that there exist k P N0, p P csnpC
8pΩqq and uniform subsets
A Ď SpΩq and B Ď S0pΩq such that
@N P N @C ą 0 @ε0 P I Dη ă ε0 Dϕ P A Dψ1, . . . ,ψk P B :
ppdkRpϕqpψ1, . . . ,ψkqηq ą C ¨ η
´N .
From this we obtain a strictly decreasing sequence pεnqn Œ 0 and sequences
pϕnqn in A and pψ
n
1
qn, . . . , pψ
n
kqn in B such that
p
`
dkRpϕnqpψn
1
, . . . ,ψnkqεn
˘
ą n ¨ ε´nn pn P Nq. (6)
Choose any rϕ P SpΩq and rψ1, . . . , rψk P S0pΩq such that rϕεn “ ϕnεn andrψi,εn “ ψni,εn for all n and i “ 1 . . . k, which is possible because A and B are
uniform. By assumption then there is N P N such that
DC ą 0 Dε0 ą 0 @ε ă ε0 : p
`
dkRprϕqprψ1, . . . , rψkqε˘ ď Cε´N .
Now for n ě maxpC,Nq and ε “ εn ă ε0 this gives a contradiction to (6),
hence the condition in (i) must hold. The case of negligibility is shown the
same way.
The role of assuming pϕε, x, εq-locality in the preceding lemma is the follow-
ing: to exploit the totality of conditions (6) by means of the composite test
objects rϕ and rψ1, . . . , rψk, we need that
dkRpϕnqpψn
1
, . . . ,ψnkqεn “ d
kRprϕqprψ1, . . . , rψkqεn
for all n; this relation, however, just results as a consequence of pϕε, x, εq-
locality.
The use of uniform sets of (0-)test objects allows one to prove the following
important result, which by now is classical in all Colombeau-type algebras
of generalized functions:
Theorem 14. Let R P EMpΩq be pϕε, x, εq-local. Then R is negligible if and
only if
@K Ď Ω compact @ϕ P SpΩq @m P N : sup
xPK
|Rpϕqεpxq| “ Opε
mq.
Proof. Assume R satisfies the negligibility test of Definition 12 for k “ k0 P
N0. Testing for negligibility of R with k “ k0 ` 1, fix p P csnpC
8pΩqq,
ϕ P SpΩq, ψ1, . . . ,ψk0`1 P S
0pΩq and m P N. In order to estimate
p
`
dk0`1Rpϕqpψ1, . . . ,ψk0`1qε
˘
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we use the fact that for any ψ P S0pΩq and ε P I, by Taylor’s formula [18,
5.12, p. 59] the expression dk0Rpϕ`ψqpψ1, . . . ,ψk0qε equals
dk0Rpϕqpψ1, . . . ,ψk0qε ` d
k0`1Rpϕqpψ1, . . . ,ψk0 ,ψqε
`
ż
1
0
p1´ tqdk0`2Rpϕ` tψqpψ1, . . . ,ψk0 ,ψ,ψqε dt.
Because tϕ` sψk0`1 | s P r0, 1su is a uniform set of test objects, by moder-
ateness of R there exists N P N such that
sup
sPr0,1s
p
`
dk0`2Rpϕ` sψk0`1qpψ1, . . . ,ψk0 ,ψk0`1,ψk0`1qε
˘
“ Opε´Nq.
Moreover, by assumption we have
sup
sPr0,1s
p
`
dk0Rpϕ` sψk0`1qpψ1, . . . ,ψk0qε
˘
“ Opε2m`Nq.
Setting ψ “ εm`Nψk0`1 above, we see that for any ε P p0, 1s we have
dk0`1Rpϕqpψ1, . . . ,ψk0,ψk0`1qε “
ε´m´N
`
dk0Rpϕ` εm`Nψk0`1qpψ1, . . . ,ψk0qε ` d
k0Rpϕqpψ1, . . . ,ψk0qε
˘
´εm`N
ż
1
0
dk0`2Rpϕ` tεm`Nψk0`1qpψ1, . . . ,ψk0,ψk0`1,ψk0`1qε dt.
From this the estimate
p
`
dk0`1Rpϕqpψ1, . . . ,ψk0`1qε
˘
“ Opεmq
follows. Inductively, we see thatR is negligible already if the test of Definition 12
holds for k “ 0.
Our claim hence is established if we can show the estimate
@K ĂĂ Ω @α P Nn
0
@ϕ P SpΩq @m P N : sup
xPK
|Bαx pRpϕqεqpxq| “ Opε
mq. (7)
Similarly to the above, assume that R satisfies (7) for α “ α0 P N
n
0 . Fix
K, ϕ and m. This, together with moderateness of R, yields the existence of
N P N such that both
sup
xPL
ˇˇ
Bα0`2eix pRpϕqεqpxq
ˇˇ
“ Opε´Nq
and
sup
xPL
|Bα0x pRpϕqεqpxq| “ Opε
2m`Nq
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hold, where ei is the ith Euclidean basis vector of R
n and L is a compact
neighborhood of K with K Ď L˝. For small ε and x P K we have the
expansion
Bα0x pRpϕqεqpx` ε
m`Neiq “ B
α0
x pRpϕqεqpxq ` ε
m`NBα0`eix pRpϕqεqpxq
` ε2m`2N
ż
1
0
p1´ tqBα0`2eix pRpϕqεqpx` tε
m`Neiq dt.
We see that Bα0`eix pRpϕqεq “ Opε
mq on K follows, which gives (7) for all
α P N0 by induction and hence establishes the claim.
The notion of association is defined as follows:
Definition 15. Let R P EpΩq. We say that R is associated to 0 if @ϕ P SpΩq
we have Rpϕqε Ñ 0 in D
1pΩq. In this case we write R « 0.
Note that every negligible element of EpΩq is associated to 0.
We finalize the quotient construction by following the scheme of [13, Section
1.3, p. 54]:
(D1) For each locality type ℓ, the basic space E ℓpΩq is an associative com-
mutative algebra with unit 1. Moreover, there is a linear embedding
ι : D1pΩq Ñ E ℓpΩq if ℓ ĺ ϕεpxq and an algebra embedding σ : C
8pΩq Ñ
E ℓpΩq if ℓ ĺ x. For each fixed θ P SpΩq there is a linear embedding
ιθ : D
1pΩq Ñ E ℓpΩq if ℓ ĺ px, εq:
ι : D1pΩq Ñ ErϕεpxqspΩq,
ιθ : D
1pΩq Ñ Erpx, εqspΩq,
σ : C8pΩq Ñ ErxspΩq.
(D2) For each vector field X P C8pΩ,Rnq there are derivative operatorspDX : ErℓspΩq Ñ ErℓspΩq and rDX : ErℓspΩq Ñ Erℓ1spΩq (with ℓ1 as in
Theorem 8) which agree on Erpx, εqspΩq.
On E ℓpΩq, the derivative pDX extends DX via ι if ℓ ĺ ϕεpxq and via σ if
ℓ ĺ x. The derivative rDX extends DX via ι on the level of association
if ℓ ĺ ϕεpxq, via ιθ on the level of association if ℓ ĺ px, εq [27, Theorem
25 (v), p. 431], and via σ if ℓ ĺ x.
(D3) E ℓMpΩq is a vector subspace of E
ℓpΩq.
(D4) N ℓpΩq is a vector subspace of E ℓpΩq.
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(D5) There is a functorial assignment giving for each diffeomorphism µ : ΩÑ
Ω1 a mapping µ˚ : E ℓpΩ1q Ñ E ℓpΩq that extends the distributional pull-
back µ˚ : D1pΩ1q Ñ D1pΩq via ι if ℓ ĺ ϕεpxq, via ιθ on the level of associ-
ation if ℓ ĺ px, εq, and that extends the pullback µ˚ : C8pΩ1q Ñ C8pΩq
via σ if ℓ ĺ x. The map µ˚ takes the form µ˚R “ µ˚ ˝ R ˝ µ˚, where
the last mapping µ˚ : SKpΩq
I Ñ SKpΩ1qI depends functorially on µ.
The following then is immediately seen:
(T1) (i) ιpD1pΩqq Ď EM rϕεpxqspΩq,
ιθpD
1pΩqq Ď EM rpx, εqspΩq.
(ii) σpC8pΩqq Ď EM rxspΩq.
(iii) pι´ σqpC8pΩqq Ď N rpϕεpxq, xqspΩq,
ιpfgq ´ ιpfqιpgq P N rϕεpxqspΩq for all f, g P C
8pΩq,
pιθ ´ σqpC
8pΩqq Ď N rpx, εqspΩq.
(iv) ιpD1pΩqq XN rϕεpxqspΩq “ t0u,
ιθpD
1pΩqq XN rpx, εqspΩq “ t0u.
(T2) E ℓMpΩq is a subalgebra of E
ℓpΩq.
(T3) N ℓpΩq is an ideal in E ℓMpΩq.
(T4) pDXpE ℓMpΩqq Ď E ℓMpΩq, rDXpE ℓMpΩqq Ď E ℓ1MpΩq.
(T5) pDXpN ℓpΩqq Ď N ℓpΩq, rDXpN ℓpΩqq Ď N ℓ1pΩq.
(T6) The set of (0)-test objects is invariant under the action induced by µ.
(T7) µ˚ preserves moderateness.
(T8) µ˚ preserves negligibility.
The Colombeau algebra GℓpΩq then is defined as follows:
(D6) GℓpΩq :“ E ℓMpΩq{N
ℓpΩq.
Summarizing these properties for the quotient, we have:
• GℓpΩq is an associative commutative algebra with unit, which contains
D1pΩq as a linear subspace via ι if ℓ ĺ ϕεpxq and via ιθ if ℓ ĺ px, εq; it
contains C8pΩq as a subalgebra via σ if ℓ ĺ x.
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• For ℓ ĺ pϕεpxq, xq we have ι|C8pΩq “ σ, for ℓ ĺ px, εq we have ιθ|C8pΩq “
σ.
• GℓpΩq is a differential algebra with respect to pDX and, if it is invariant
under rDX (as in Theorem 8), also with respect to rDX . The derivativespDX extend the derivatives from D1pΩq if ℓ ĺ ϕεpxq and from C8pΩq
if ℓ ĺ x, and the derivatives rDX extend the derivatives from D1pΩq on
the level of association via ι if ℓ ĺ ϕεpxq and via ιθ if ℓ ĺ px, εq, and
from C8pΩq via σ if ℓ ĺ x.
• Moreover, the construction is diffeomorphism invariant, i.e., the pull-
back µ˚ : GℓpΩ1q Ñ GℓpΩq is well-defined; it is compatible with the
classical pullback of distributions via ι if ℓ ĺ ϕεpxq, on the level of
association via ιθ if ℓ ĺ px, εq, and compatible with the pullback of
smooth functions via σ if ℓ ĺ x.
6 The sheaf property
The first step in obtaining the sheaf property of the quotient algebra GℓpΩq
is to show that the space of test objects or, more precisely, a quotient of it
is a sheaf. The definition of the restriction map for test objects essentially
rests on the following result:
Lemma 16. For any open subset V Ď Rn there exists a mapping ρV P
C8pV,DpV qq and an open neighborhood X of the diagonal in V ˆ V such
that ρV pxqpyq “ 1 for all px, yq in X.
Proof. Cover V by a locally finite family of open, relatively compact sets Vi
such that Vi Ď V . For each i choose ri ą 0 such that Vi ` Brip0q Ď V ,
where Brip0q denotes the closed Euclidean ball of radius ri centered at the
origin. Let pχiqi be a partition of unity subordinate to pViqi and fix a function
f P C8pRnq satisfying fpyq “ 1 for |y| ď 1{2 and fpyq “ 0 for |y| ě 1. Define
ρV pxqpyq :“
ÿ
i
χipxq ¨ f
ˆ
y ´ x
ri
˙
px, y P V q.
It is clear that ρV P C
8pV, C8pV qq. In order to show that ρV is smooth into
DpV q, let x0 P V and choose an open neighborhoodW of x0 in V and a finite
set J such that W X suppχi ‰ 0 implies i P J . Then, for any x P W and
y P Rn we have
f
ˆ
y ´ x
ri
˙
‰ 0 ùñ
ˇˇˇ
ˇy ´ xri
ˇˇˇ
ˇ ă 1 ùñ y P Bripxq,
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hence supp ρV pxq Ď K :“
Ť
iPJpVi ` Brip0qq for all x P W , and K Ď V is
compact. Since DKpV q has the topology induced by C
8pV q, ρV is smooth
into DpV q. Moreover, if we set r “ miniPJ ri{2 then ρV pxqpyq “ 1 for all
x P W and y P Brpxq. Covering the diagonal by such sets, we obtain the
claim.
The following notion is useful for handling properties of test objects which
are given locally for small ε:
Definition 17. Given open sets U, V,W Ď Ω with W Ď U X V , ϕ P SKpUqI
and ψ P SKpV qI we say
ϕ „W ψ :ðñ @x PW DZ P UxpW q Dε0 ą 0 @ε ă ε0 : ϕε|Z “ ψε|Z ,
where UxpW q is the neighborhood filter of x in W . Instead of “ϕ „W ψ” we
also say “ϕ „ ψ on W”, and if W “ U X V we simply write “ϕ „ ψ”.
As to the the preceding definition, ϕεpzq and ϕεpzq (for z P Z) have to be
viewed as elements of the same space, say, of DpRnq; in fact, being equal
they are even elements of DpU X V q.
On the set of all nets of smoothing kernels on open subsets of Ω containingW ,
„W amounts to a relation that clearly is reflexive, symmetric and transitive.
More generally, for ϕi P SKpUiq
I (i “ 1, 2, 3) we have the implication
ϕ1 „ ϕ2 on U1 X U2 and ϕ2 „ ϕ3 on U2 X U3
ùñ ϕ1 „ ϕ3 on U1 X U2 X U3.
We denote the class of ϕ P SKpUqI in SKpUqI{„U by rϕs. Moreover, we
denote by S1pUq the vector space of all ϕ P SKpUqI satisfying only (iv) of
Definition 11.
Lemma 18. Let U, V be open subsets of Ω with V Ď U and let ρV P
C8pV,DpV qq be equal to 1 in a neighborhood of the diagonal in V ˆV . Then
the mapping
rV : SKpUq Ñ SKpV q
~ϕ ÞÑ ρV ¨ ~ϕ|V
is linear and continuous. Applying it componentwise to elements ϕ,ψ of
S1pUq, we obtain:
(i) rVϕ „ ϕ,
(ii) rVϕ P S
1pV q,
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(iii) ϕ „ ψ implies rVϕ „ rVψ,
(iv) for any open subset W Ď V we have rW prVϕq „ rWϕ,
(v) the class of rVϕ modulo „ does not depend on the choice of ρV .
Proof. Linearity and continuity are clear.
For (i) fix x0 P V and an open neighborhood X of the diagonal in V ˆV such
that ρV pxqpyq “ 1 for all px, yq P X . As f : R
2n Ñ R2n, px, yq ÞÑ px, y ´ xq
is a homeomorphism, fpXq is an open neighborhood of px0, 0q and hence
contains an open set of the form W1 ˆ Brp0q Q px0, 0q. Now tpx, yq : x P
W1, y P Brpxqu “ f
´1pW1 ˆ Brp0qq Ď X is an open neighborhood of px0, x0q
and ρV pxqpyq “ 1 for all x P W1 and y P Brpxq. By Definition 11 (iv) there
is a neighborhood W2 of x0 in U and ε0 ą 0 such that suppϕεpxq Ď Brpxq
for ε ă ε0 and x P W2. Hence, for x P W1 X W2 and ε ă ε0 we have
prVϕqεpxqpyq “ ρV pxqpyq ¨ ϕεpxqpyq “ ϕεpxqpyq for all y.
(ii) follows directly from (i), (iii) is clear from rVϕ „ ϕ „ ψ „ rVψ, (iv)
from rW prVϕq „ rVϕ „ ϕ „ rWϕ and (v) from (i).
According to Lemma 18, rV induces a map from S
1pUq{„U to S
1pV q{„V
which – by (iv) – we are entitled to view as restriction map. Thus we can
write rϕs|V :“ rrVϕs where the specific choice of ρV in defining rV does not
matter.
Note that for f P C8pUq and ~ϕ P SKpUq we have rV pf ¨ ~ϕq “ f |V ¨ rV ~ϕ. This
means that U ÞÑ S1pUq{„U is a presheaf of C
8-modules on Ω. We have even
more:
Proposition 19. U ÞÑ S1pUq{„U is a sheaf of C
8-modules on Ω.
Proof. Let pUiqi be a family of open subsets of Ω and U their union. Suppose
first that we are given ϕ P S1pUq such that rϕs|Ui “ 0 for all i. Then each
x P U is contained in some Ui and for any choice of ρUi we can choose a
neighborhood W1 of x in Ui and ε1 ą 0 such that pρUiϕqε|W1 “ 0 @ε ă ε1.
Moreover, there is a neighborhood W2 of x in Ui and ε2 ą 0 such that
pρUiϕqε|W2 “ ϕε|W2 for ε ă ε2. Hence, ϕε|W1XW2 “ 0 for ε ă minpε1, ε2q,
which gives ϕ „ 0.
Next, let a family pϕiqi with ϕ
i P S1pUiq be given such that rϕ
is|UiXUj “
rϕjsUiXUj for all i, j with Ui X Uj ‰ H. Let pχiqi be a partition of unity
subordinate to pUiqi and define ϕ P SKpUq
I by ϕε :“
ř
i χi ¨ϕ
i
ε.
In order to see that rϕs|Ui “ rϕ
is, fix x0 P Ui and choose an open neighbor-
hood W of x0 in Ui and a finite index set J such that x0 P Uj for all j P J
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and ϕεpxq “
ř
jPJ χjpxqϕ
j
εpxq for x P W . Because each ϕ
j
ε equals ϕ
i
ε in a
neighborhood of x0 for small ε, the sum equals ϕ
i
ε in a neighborhood of x0
for small ε, which gives the claim.
The following is easily seen.
Lemma 20. Let pUiqi be a family of open subsets of Ω and U “
Ť
i Ui.
If an element ϕ P S1pUq satisfies any of the conditions (i), (i’), (ii), (iii)
or (iii’) of Definition 11 and ϕ „ ψ P S1pUq then also ψ satisfies that
condition.
Moreover, ϕ satisfies any of these conditions if and only if for each i, some
representative of rϕs|Ui satisfies it.
Corollary 21. U ÞÑ S0pUq{„U is a sheaf of C
8-modules on Ω and U ÞÑ
SpUq{„U is a sheaf of affine spaces over U ÞÑ S
0pUq{„U on Ω.
Lemma 22. Let U, V,W be open sets such that W Ď U X V ‰ H, and
let ϕ P SpV q. Then there exists ψ P SpUq such that rψs|W “ rϕs|W ; an
analogous result holds for S0.
Proof. Choose an open neighborhood X of W such that X Ď U X V , any
ψ0 P SpUq and χ P C8pU X V q with suppχ Ď X and χ ” 1 on W . Then
χ ¨ rϕs|UXV `p1´χqrψ
0s|UXV is an element of SpU XV q whose restriction to
pUXV qXpUzXq equals the restriction of ψ0 to this set, hence by Corollary 21
there exists ψ P SpUq such that
rψs|W “ pχ ¨ rϕs|UXV ` p1´ χq ¨ rψ
0s|UXV q|W “ rϕs|W .
Concerning the study of the sheaf property of the quotient, we first show
that moderateness and negligibility localize. Since to this end, we have to
consider restrictions R|Ui of R P EpUq to open subsets Ui of U , Theorem 9
sets the stage for pτxϕε, x, εq-locality to appear. Observe that for the quotient
construction of section 5 as such, no locality assumptions were needed.
Theorem 23. Let U Ď Ω be open, pUiqi an open cover of U and R P EpUq
be pτxϕε, x, εq-local. Then R is moderate or negligible if and only if all R|Ui
are.
Proof. In order to test R|Ui we have to estimate the derivatives of
dkR|Uipϕqpψ1, . . . ,ψkqεpxq
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for k P N0, ϕ P SpUiq, ψ1, . . . ,ψk P S
0pUiq and x in a compact subset
K Ď Ui. By Lemma 22 we can choose ϕ
1 P SpUq, ψ1
1
, . . . ,ψ1k P S
0pUq
such that on an open neighborhood of K and for small ε we have ϕε “ ϕ
1
ε,
ψ1,ε “ ψ
1
1,ε, . . . ,ψk,ε “ ψ
1
k,ε. Hence, the expression to be estimated equals
dkRpϕ1qpψ1
1
, . . . ,ψ1kqεpxq on this neighborhood for small ε, so moderateness
and negligibility of R|Ui are implied by the same property of R.
Conversely, in order to estimate the derivatives of dkRpϕqpψ1, . . . ,ψkqεpxq for
k P N0, ϕ P SpUq, ψ1, . . . ,ψk P S
0pUq and x in a compact subset K Ď U , we
can assume without limitation of generality that K Ď Ui for some i. Then,
the expression to be estimated equals dkR|UipρUiϕqpρUiψ1, . . . , ρUiψkqεpxq
(where the ρUi are as in Lemma 16) for x in an open neighborhood of K and
small ε, whence moderateness or negligibility of R follows if all R|Ui have
that property.
Consequently, restriction is well-defined on the quotient if the locality type
ℓ is strong enough.
Theorem 24. Let ℓ be a locality type with ℓ ľ pτxϕε, x, εq. Then G
ℓ is a
sheaf of algebras on Ω.
Explicitly, the condition ℓ ľ pτxϕε, x, εq holds for all the locality types
pτxϕε, x, εq, pϕεpxq, x, εq, pτxϕε, xq, pϕεpxq, xq “ d, pϕεpxq, εq, ϕεpxq “ 0,
px, εq “ s, x, ε and ‹.
Proof. Let U Ď Ω be open and pUiqi a covering of U by open sets. That an
element of GℓpUq is uniquely determined by its restrictions to all subsets Ui
is contained in the statement of Theorem 23. So, suppose that we are given
functions Ri P E
ℓ
MpUiq such that Ri|UiXUj ´Rj |UiXUj P N
ℓpUiXUjq for all i, j
with Ui X Uj ‰ H.
We first consider the case where ℓx “ x. Choose a partition of unity pχiqi
on U subordinate to pUiqi and for each i a function ρi P C
8pUi,DpUiqq as in
Lemma 16 which is equal to 1 on a neighborhood of the diagonal in Ui ˆUi.
We define the mapping R : SKpUqI Ñ C8pUqI by
Rpϕqεpxq :“
ÿ
i
χipxq ¨Ripρiϕqεpxq. (8)
Clearly R is smooth and pτxϕε, x, εq-local. For moderateness of R we have to
estimate derivatives with respect to x of dkRpϕqpψ1, . . . ,ψkqεpxq for k P N0,
ϕ P SpUq, ψ1, . . . ,ψk P S
0pUq and x in a compact subset K Ď U .
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For any relatively compact neighborhood of K whose closure is contained in
U there exists a finite index set such that for x in this neighborhood, the
sum in (8) only has to be taken for i in this index set. By the Leibniz rule
it then suffices to estimate derivatives of dkRipρiϕqpρiψ1, . . . , ρiψkqεpxq for
x in suppχi XK. But this expression has moderate growth by assumption
and Corollary 21.
Next, we show that R|Uj ´Rj is negligible for all j. Fix ϕ P SpUjq for testing
and a compact set K in Uj . Using Lemma 22 we choose ψ P SpUq such that
ϕε “ ψε on a neighborhood of K for small ε. As above, there is a finite
index set such that for x P K the sum in
pR|Uj ´Rjqpϕqεpxq “
ÿ
i
χipxq ¨ pRipρiψq ´Rjpϕqqεpxq
runs only over this index set. Hence, by Theorem 14 it suffices to estimate
Ripρiψqεpxq´Rjpϕqεpxq for x in the compact subset suppχiXK Ď UiXUj .
Let ρ P C8pUi X Uj ,DpUi X Ujqq be equal to 1 on a neighborhood of the
diagonal in pUi X Ujq ˆ pUi X Ujq. Then for such x and small ε,
Ripρiψqεpxq ´Rjpϕqεpxq “ Ri|UiXUjpρρiψqεpxq ´Rj |UiXUjpρϕqεpxq
“ Ri|UiXUjpρψqεpxq ´Rj|UiXUjpρψqεpxq
and the claim follows by assumption.
Now R has the same locality type as the Ri because ℓpϕ, x, εq “ ℓpψ, y, ηq
(with ℓx “ x) implies ℓpρiϕ, x, εq “ ℓpρiψ, y, ηq for x P suppχi.
Let us turn to the case where ℓx “ ‹ (which means that ℓϕ is either ϕεpxq
or ‹). Now we choose a partition of unity pχαqα on U such that each χα
has compact support contained in some Uipαq, and for each α we choose a
function qα P DpUipαqq such that qα ” 1 on a neighborhood of suppχα. Let
M P LpDpRnq,Rnq be the mapping defined by the vector-valued integral
Mpϕq :“
ż
y ¨ ϕpyq dy pϕ P DpRnqq.
We define R : SKpUqI Ñ C8pUqI by
Rpϕqεpxq :“
ÿ
α
χαpMpϕεpxqqq ¨Ripαqpqαϕεpxqqεpxipαqq. (9)
where the xi P Ui are arbitrary but fixed points. Clearly, R is smooth and
ℓ-local. In order to show that R is moderate we have to consider x-derivatives
of the mapping
dkRpϕqpψ1, . . . ,ψkqεpxq (10)
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as above, with x in a compact subset K of U . For this we first note that the
expression
Mpϕεpxq ` t1ψ1,εpxq ` . . .` tkψk,εpxqq
is uniformly bounded for ε small, x in a compact set and t1, . . . , tk in a
bounded neighborhood of 0 P R. Hence, there is a finite index set F such
that
Rpϕ1qεpxq “
ÿ
αPF
χαpMpϕ
1
εpxqqq ¨ Ripαqpqαϕ
1
εpxqqεpxipαqq
for ϕ1 “ ϕ ` t1ψ1 ` . . . ` tkψk, x in a neighborhood of K, small ε and
t1, . . . , tk close to 0. Because
dkRpϕqpψ1, . . . ,ψkq “
B
Bt1
ˇˇˇ
ˇ
t1“0
¨ ¨ ¨
B
Btk
ˇˇˇ
ˇ
tk“0
Rpϕ` t1ψ1 ` . . .` tkψkq
this implies that (10) is given by finitely many products of terms of the form
dkpϕ1 ÞÑ χαpMpϕ
1
εpxqqqqpϕqpψ1, . . . ,ψkq (11)
and
dkpϕ1 ÞÑ Ripαqpqαϕ
1
εpxqqεpxipαqqqpϕqpψ1, . . . ,ψkq. (12)
for some new choices of k and ψ1, . . . ,ψk. The terms of the form (11) can
simply be estimated by a constant which is independent of ε, as is easily
verified. The terms of the form (12) are given by
dkRipαqpqαϕεpxqqpqαψ1,εpxq, . . . , qαψk,εpxqqεpxipαqq. (13)
Because
sup
xPK
|Mpϕεpxqq ´ x| Ñ 0 for εÑ 0
it suffices to estimate the partial derivatives of (13) for x in a compact neigh-
borhood L of suppχαXK such that L Ď Uipαq and qα ” 1 on a neighborhood
of L. Choose rϕ P SpUipαqq and rψ1, . . . , rψk P S0pUipαqq such that rϕε “ qαϕε,rψ1,ε “ qαψ1,ε, . . . , rψk,ε “ qαψk,ε for small ε in a neighborhood of L. Then,
expression (13) is given by
dkRipαqprϕεpxqqprψ1,εpxq, . . . , rψk,εpxqqεpxq “ dkRipαqprϕqprψ1, . . . , rψkqεpxq
from which moderateness follows.
For negligibility of R|Uj ´ Rj we proceed as before and fix ϕ P SpUjq and a
compact subset K of Uj for testing. Take ψ P SpUq such that ψε “ ϕε on
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a relatively compact neighborhood of K for small ε. There is a finite index
set such that for x P K the sum giving pR|Uj ´Rjqpϕqεpxq, i.e.,ÿ
α
χαpMpψεpxqqq ¨ pRipαqpqαψεpxqq ´Rjpϕεpxqqqεpxipαqq,
only has to be taken for α in this index set. It again suffices to estimate
pRipαqpqαψεpxqq ´ Rjpϕεpxqqqεpxipαqq for x in compact neighborhood L of
K X suppχα with L Ď Uipαq XUj , where L can be chosen such that ψε “ ϕε
on L and qα ” 1 on a neighborhood of L. In this case, we have
pRipαqpqαψεpxqq ´Rjpϕεpxqqqεpxq
“ Ripαq|UipαqXUjpρψqεpxq ´Rj |UipαqXUjpρψqεpxq
with ρ P C8pUipαq XUj ,DpUipαqXUjqq as above, and this expression satisfies
the negligibility estimates by assumption.
It is clear that also in this case R has the same locality type as the Ri.
7 Point values
Although a concept of point values for Schwartz distributions was introduced
by S.  Lowasiewicz in [22], not every distribution needs to have a point value
at every point and distributions are not uniquely determined by their point
values in this sense. To the contrary, in Colombeau algebras there in fact is
a concept of point values allowing for such a characterization. This concept
was first introduced for the special algebra Gs and its tempered variant [20]
and later extended to the full Colombeau algebras Ge [13] and Gd [26]. In fact,
point values can be defined in most other variants of Colombeau algebras,
too (see, for example, [15, 23, 4]).
In this section we are going to consider point values in the framework of the
basic space EpΩq in conjunction with the locality conditions of section 3.
Beginning with a heuristic discussion, the representations of the basic spaces
given by Proposition 5 at first sight suggest to define point evaluation map-
pings
C8pF1pΩq, C
8pΩqIq ˆ C8pF1pΩq,Ω
Iq Ñ C8pF1pΩq,C
Iq (14)
C8pF1pΩq, C
8pΩqq ˆ C8pF1pΩq,Ωq Ñ C
8pF1pΩq,Cq (15)
in the obvious way by componentwise application of the canonical evaluation
mappings C8pΩqI ˆ ΩI Ñ CI and C8pΩq ˆ ΩÑ C, respectively.
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However, this turns out to be problematic at least in the case of the algebra
GdpΩq “ Grpϕεpxq, xqspΩq (cf. [26] for more details). In fact, defining the
point value RpXq P C8pDpΩqq of R P EdpΩq – C8pDpΩq, C8pΩqq at the
generalized point X P C8pDpΩq,Ωq by
RpXqpϕq :“ RpϕqpXpϕqq pϕ P DpΩqq (16)
as suggested by (15), one quickly sees that this is not well-defined on the
quotient. In fact, by the definition of negligibility R is determined by its
values Rpϕεpxqqpxq for test objects ϕ P SpΩq and x P Ω, but with (16)
RpXq would need to be determined by the values RpϕεpxqqpXpϕεpxqqq of
which we have no information because x ‰ Xpϕεpxqq. A workaround to
this problem in the variant of Gd of [12] consists in adding the x-variable to
representatives of generalized points and numbers and using the translation
operator Tx : ϕ ÞÑ ϕp.´xq on test functions in order to define RpXqpϕ, xq :“
RpTXpϕ,xq´xϕqpXpϕ, xqq. One succeeds in giving a point value characteriza-
tion for Gd that way [26, Theorem 5.8]. However, both adding the x-variable
for mere technical reasons and the use of translation – which is not avail-
able on manifolds – point to some structural shortcomings underlying that
approach.
The reasons for all these difficulties become transparent from the vantage
point of EpΩq, i.e., for F1pΩq “ SKpΩq
I in (14), where no locality condition
on EpΩq is assumed and point evaluation takes the following form:
C8pSKpΩqI , C8pΩqIq ˆ C8pSKpΩqI ,ΩIq Ñ C8pSKpΩqI ,CIq,
pR,Xq ÞÑ RpXq, RpXqpϕqε :“ RpϕqεpXpϕqεq.
It is a crucial fact that on the corresponding basic spaces C8pSKpΩqI ,ΩIq
of generalized points and C8pSKpΩqI ,CIq of generalized numbers one can
introduce locality conditions analogue to those of Definition 4 only via map-
pings defined on SKpΩqI ˆ I. This means that even if the elements of EpΩq
which are for example pϕεpxq, xq-local can be represented as elements of
C8pDpΩq, C8pΩqq, there is no locality condition on the corresponding space
of generalized points such that it reduces to C8pDpΩqq; this reasoning inval-
idates the approach given by (14) and (15). Instead, the generalized points
at which elements of C8pDpΩq, C8pΩqq should be evaluated are given by
X P C8pSKpΩq,Ωq, with RpXqp~ϕq :“ Rp~ϕpXp~ϕqqqpXp~ϕqq being the correct
form of point evaluation in Gd. In hindsight, the construction of [26] only
works because of the special form of the test objects used for Gd in [12]
but cannot be transferred to manifolds directly – our construction below,
however, will also work for the manifold setting.
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Summing up, while for generalized functions one can define locality mappings
on pϕ, x, εq as in Definition 4, for generalized points and numbers we can only
define them on pϕ, εq, which means that not the same simplifications of the
basic space are possible for them.
After these preliminary considerations we now give the details. First, we
have generalized numbers:
Definition 25. We define
CM :“ tX P C
8pSKpΩqI ,CIq : @k P N0 @ϕ P SpΩq
@ψ1, . . . ,ψk P S
0pΩq DN P N :
ˇˇ
dkXpϕqpψ1, . . . ,ψkqε
ˇˇ
“ Opε´Nq u,
CN :“ tX P C
8pSKpΩqI ,CIq : @k P N0 @ϕ P SpΩq
@ψ1, . . . ,ψk P S
0pΩq @m P N :
ˇˇ
dkXpϕqpψ1, . . . ,ψkqε
ˇˇ
“ Opεmq u,rC :“ CM{CN .
Elements of rC are called generalized numbers.
Note that the space of generalized numbers depends on Ω – while this might
seem slightly disconcerting at first sight it is, in fact, completely natural
if one regards generalized functions as regularized distributions where the
regularization procedure depends on Ω; evaluating a regularized distribution
at a point hence also has to incorporate this dependence in some way.
Next comes the definition of generalized points.
Definition 26. Let Ω be an open subset of Rn.
(i) By ΩM we denote the set of all X P C
8pSKpΩqI ,ΩIq such that @k P N0
@ϕ P SpΩq, ψ1, . . . ,ψk P S
0pΩq DN P N:
∥
∥dkXpϕqpψ1, . . . ,ψkqε
∥
∥ “ Opε´Nq.
(ii) We introduce an equivalence relation on ΩM by writing X „ Y if @k P
N0 @ϕ P SpΩq, ψ1, . . . ,ψk P S
0pΩq @m P N:
∥
∥dkpX ´ Y qpϕqpψ1, . . . ,ψkqε
∥
∥ “ Opεmq.
(iii) We set rΩ :“ ΩM{„ and call its elements generalized points of Ω. The
set of compactly supported generalized points is the set of all rX P rΩ
which have a representative X such that
DK Ď Ω compact @ϕ P SpΩq Dε0 ą 0 @ε ă ε0 : Xpϕqε P K,
and is denoted by rΩc.
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If X P rΩ has one representative satisfying the property of Definition 26
(iii), then it holds for every representative. Next, we define evaluation at
generalized points.
Definition 27. Let R P EpΩq and X P C8pSKpΩqI ,ΩIq. The point value of
R at X is defined as the element RpXq of C8pSKpΩqI ,CIq given by
RpXqpϕqε :“ RpϕqεpXpϕqεq.
Clearly, one can introduce locality conditions for generalized points and num-
bers analogous to the case of the basic space EpΩq. The details of this are
completely parallel to those of section 3. Point evaluation preserves locality
as follows:
Proposition 28. Let R P EpΩq be ℓ-local for some locality type ℓ with ℓϕ P
tϕ,ϕε, ‹u and X P C
8pSKpΩqI ,ΩIq.
(i) If ℓx “ ‹ then RpXq is ℓ-local.
(ii) If ℓx “ x and X is pℓϕ, ℓεq-local then RpXq is pℓϕ, ℓεq-local.
Proof. Suppose we are given pairs pϕ, εq and pψ, ηq such that ℓϕpϕ, εq “
ℓϕpψ, ηq and ℓεpϕ, εq “ ℓεpψ, ηq. To show that RpXqpϕqε “ RpXqpψqη, i.e.,
RpϕqεpXpϕqεq “ RpψqηpXpψqηq,
we need to verify that
ℓpϕ, Xpϕqε, εq “ ℓpψ, Xpψqη, ηq.
But this follows immediately from the assumptions in both cases.
Moreover, if one knows two pϕε, εq-local generalized numbers or points to be
moderate their equivalence can be tested for without resorting to derivatives
(cf. [28]):
Proposition 29. A generalized point or generalized number which is pϕε, εq-
local is moderate or negligible if and only if the respective tests of Defini-
tions 25 and 26 hold uniformly for ϕ and ψ1, . . . ,ψk in uniform sets of
(0-)test objects, respectively.
Moreover, a generalized point or generalized number which is pϕε, εq-local
and moderate is negligible if and only if the respective tests of Definitions 25
and 26 hold for k “ 0.
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Proof. The proof is an almost verbatim copy of the proofs of Lemma 13 and
Theorem 14.
Theorem 30. Let rR P GpΩq and rX P rΩc be given. The point value rRp rXq
of rR at rX, defined as the class of RpXq in rC for any representatives R of rR
and X of rX, is a well-defined element of rC.
Proof. This can be seen by a straightforward application of the chain rule
[18, 3.18, p. 33], similarly to [19, 28].
Finally, we come to the characterization of generalized functions by their
values at generalized points.
Theorem 31. A generalized function rR P GpΩq is zero if and only if one of
the following conditions holds:
(i) rRp rXq “ 0 for all generalized points rX P rΩcrεs.
(ii) rRp rXq “ 0 for all generalized points rX P rΩcrϕεs.
(iii) rRp rXq “ 0 for all generalized points rX P rΩc.
Proof. That rR “ 0 implies (iii) was already shown in Theorem 30, and (iii)
trivially implies (i) and (ii).
In order to see that each of (i) and (ii) implies rR “ 0 we assume to the
contrary that a representative R of rR is not negligible. Then by Theorem 14
there exist m P N, ϕ P SpΩq, K Ď Ω compact, a sequence pεkqk with εk ă 1{k
and a sequence pxkqk in K such that |Rpϕqεkpxkq| ą ε
m
k .
As in [28] we can choose a compactly supported generalized point X0 P
C8pSKpΩq,Ωq which is moderate in the sense of Definition 26 (i) and such
that X0pϕεkq “ xk for infinitely many k. Defining X P C
8pSKpΩqI ,ΩIq by
Xpϕqε :“ X0pϕεq, we see that X is ϕε-local and RpXqpϕqεk “ Rpϕqεkpxkq,
hence RpXq is not negligible. This means that (ii) entails rR “ 0.
Alternatively, we can define Xpϕqε :“ xk for εk ď ε ă εk´1 (with ε0 :“ 1)
similar to the case of the special algebra [13, Theorem 1.2.46, p. 38]. Then X
is ε-local and RpXq is not negligible, because again RpXqpϕqεk “ Rpϕqεkpxkq,
so (i) implies rR “ 0.
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8 The sharp topology
The sharp topology on the special Colombeau algebra GspΩq (see [2, Def-
inition 5, p. 44] or [31, Remark 16.3, p. 151]) was studied in detail by
D. Scarpale´zos [32] and adapted to the full algebra GepΩq by J. Aragona,
R. Fernandez and S. O. Juriaans [1]. In this section we give, for the first
time, a definition of the sharp topology in the setting of full diffeomorphism-
invariant algebras, i.e., on GpΩq and its subspaces. This topology induces the
classical sharp topology on GspΩq.
A 0-neighborhood subbase SΩ of the sharp topology on GpΩq is obtained
from the definition of negligibility (Definition 12) by considering, for each
fixed choice of k, p and m, the set Wk,p,m of elements rR P GpΩq that have a
representative R satisfying the growth estimate
@ϕ P SpΩq @ψ1, . . . ,ψk P S
0pΩq
Dε0, C ą 0 @ε ă ε0 : ppd
kRpϕqpψ1, . . . ,ψkqεq ď Cε
m.
The elements of Wk,p,m can also be specified by a condition that is indepen-
dent of the representative:
Wk,p,m :“ t rR P GpΩq | @R P rR @ϕ P SpΩq,ψ1, . . . ,ψk P S0pΩq @b ą 0
Dε0, C ą 0 @ε ă ε0 : ppd
kRpϕqpψ1, . . . ,ψkqεq ď Cpε
m ` εbq u.
Thus, we set
SΩ :“ tWk,p,m | k P N
n
0
, p P csnpC8pΩqq, m P N u.
The set of all finite intersections of elements of SΩ is a filter base on GpΩq
which we denote by BΩ.
As seen from Theorem 33 below, BΩ defines a topology on GpΩq and hence
also on rC via the canonical embedding rC ãÑ GpΩq. The topology of rC can
also be obtained by a filter subbase S similar to SΩ above, but with the
seminorms p replaced by the absolute value:
S :“ tVk,m | k P N0, m P N u,
Vk,m :“ t rX P rC | DX P rX @ϕ P SpΩq @ψ1, . . . ,ψk P S0pΩq
Dε0, C ą 0 @ε ă ε0 :
ˇˇ
dkXpϕqpψ1, . . . ,ψkqε
ˇˇ
ď Cεm u
“ t rX P rC | @X P rX @ϕ P SpΩq @ψ1, . . . ,ψk P S0pΩq @b ą 0
Dε0, C ą 0 @ε ă ε0 :
ˇˇ
dkXpϕqpψ1, . . . ,ψkqε
ˇˇ
ď Cpεm ` εbq u.
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Again, S gives rise to a filter base B on rC consisting of all finite intersections
of elements of S.
Our main results on these sharp topologies on rC and GpΩq are as follows
(cf. also [1]):
Theorem 32. (i) There is a unique topology τ on rC compatible with the
additive group structure for which B is a neighborhood base at zero.
(ii) The topology τ is compatible with the ring structure of rC.
Proof. (i) follows from [3, Ch. III, §1.2, Prop. 1, p. 222] because ´Vk,m “
Vk,m “ Vk,m` Vk,m for all k and m. (ii) follows from [3, Ch. III, §6.3, p. 274]
because the following conditions are satisfied:
(1) For all X P rC and all V P S there exists W P B such that X ¨W Ď V .
(2) For all V P S there exists W P B such that W ¨W Ď V .
This is easily verified by applying the Leibniz rule to the respective estimates.
Theorem 33. (i) There is a unique topology τΩ on GpΩq, the sharp topol-
ogy, compatible with the additive group structure for which BΩ is a
neighborhood base at zero.
(ii) The topology τΩ is compatible with the rC-algebra structure of GpΩq.
(iii) The topology τΩ induces, via the canonical embedding rC ãÑ GpΩq, the
topology τ on rC.
(iv) On the special algebra Grpx, εqspΩq Ď GpΩq, τΩ induces the usual sharp
topology.
Proof. Again, (i) follows because ´Wk,p,m “ Wk,p,m “ Wk,p,m `Wk,p,m. (ii)
follows from [3, Ch. III, §6.6, p. 279] because the conditions for continuity ofrCˆ GpΩq Ñ GpΩq,
(1) @R P GpΩq @V P SΩ DU P B: U ¨R Ď V ,
(2) @X P rC @V P SΩ DU P BΩ: X ¨ U Ď V ,
(3) @V P SΩ DW P BΩ DU P B: U ¨W Ď V ,
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and the conditions for continuity of GpΩq ˆ GpΩq Ñ GpΩq,
(1) @R P GpΩq @V P SΩ DW P BΩ: R ¨W Ď V ,
(2) @V P SΩ DW P BΩ: W ¨W Ď V ,
are easily verified.
(iii) and (iv) are evident from the definitions.
9 Conclusion
Let us summarize how the usual classical Colombeau algebras fit into the
setting developed in this article:
(i) The special algebra GspΩq corresponds to taking locality type ℓ “ px, εq
and fixing a single test object θ P SpΩq defining the embedding ιθ.
(ii) Colombeau’s original algebra GopΩq of [6] corresponds to the case ℓ “
ϕεpxq. To recover G
opΩq in all detail would require the following
(merely technical) adjustments of our construction:
(a) Introducing a graded space of test objects similar to the one used
in GopΩq, i.e., defining test objects of order q by demanding con-
vergence of order εq instead of εm for all m.
(b) Adapting the definitions of moderateness and negligibility accord-
ingly.
It is expected that the results of this article can equally be established
taking into account these modifications.
(iii) The elementary algebra GepΩq also fits into our scheme subject to the
same modifications as specified in (ii); it would then be obtained by
using only test objects given by convolution with scaled mollifiers hav-
ing integral one and a certain number of vanishing moments, as well
as dropping smooth dependence of R on ϕ when formulated in the
C-formalism (cf. [13, Section 2.3.2]).
(iv) The diffeomorphism invariant algebra GdpΩq of [12] corresponds to the
case ℓ “ pϕεpxq, xq, again with a slight technical adaptation of test
objects.
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(v) The algebra Gf pΩq of [27] corresponds to the case ℓ “ pϕε, xq.
Our study of the quotient construction and the sheaf property shows that
in practice only locality types ℓ ľ pτxϕε, x, εq are useful. The algebra
Grpτxϕε, x, εqspΩq not only allows for all desirable properties of Colombeau
algebras to be obtained, but even furnishes a true unification of the full and
special settings of Colombeau algebras: while in principle the generality of
full Colombeau algebras is available in it, one can always fix a test object
θ and work with the embedding ιθ as in the special algebra. Moreover, one
can project any generalized function to an element of the special algebra by
the mapping
πθ : Grpτxϕε, x, εqspΩq Ñ Grpx, εqspΩq “ G
spΩq
which is defined on representatives R P Erpτxϕε, x, εqspΩq by
pπθRqεpxq :“ Rpθqεpxq.
This gives the possibility of specifying a preferred embedding (i.e., regular-
ization procedure) for certain distributions also in the full setting, which is
a useful property to have in concrete applications of the theory.
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