The evaluation of nursing homes and the assessment of the quality of the health care provided to their patients are usually based on the administration of questionnaires made of a large number of polytomous items. In applications involving data collected by questionnaires of this type, the Latent Class (LC) model represents a useful tool for classifying subjects in homogenous groups. In this paper, we propose an algorithm for item selection, which is based on the LC model. The proposed algorithm is aimed at finding the smallest subset of items which provides an amount of information close to that of the initial set. The method sequentially eliminates the items that do not significantly change the classification of the subjects in the sample with respect to the classification based on the full set of items. The LC model, and then the item selection algorithm, may be also used with missing responses that are dealt with assuming a form of latent ignorability. The potentialities of the proposed approach are illustrated through an application to a nursing home dataset collected within the ULISSE project, which concerns the quality-of-life of elderly patients hosted in Italian nursing homes. The dataset presents several issues, such as missing responses and a very large number of items included in the questionnaire.
Introduction
The evaluation of long-term care facilities is assuming a role of increasing relevance due to the rapid growth of demand for long-term care services for elderly people. The main cause is represented by the rapid aging of the population and also by the changes in the family structure and in the socio-economic context. Furthermore, the recent international debate on demographic aging has been focused on the effect of aging on the welfare and health care system in various countries (Galasso and Profeta, 2007; Breyer et al., 2010) . In this context, measuring health care quality and comparing nursing home performance represent a challenging issue to assure the quality of services and to allocate resources efficiently.
For this end, Kane et al. (2003) , among others, propose quality-of-life measures using an index obtained through Factor Analysis. Phillips et al. (2007) deal with the construction of indicators which measure nursing home performance and propose the use of such indicators to rank these types of facility in a certain geographical area. The indicators currently used to evaluate nursing home performance are based on data coming from surveys which are periodically carried out by public institutions; see, among others, Hirdes et al. (1998) and Mor et al. (2003) . In the United States, the nursing homes are compared by means of a set of quality of care indicators obtained by a standardized resident assessment instrument (Zimmerman, 2003) . In particular, the Center for Medicare and Medicaid Services is engaged in building quality measures for nursing homes using descriptive statistics as indicators; these indicators are generally referred to the psycho-physics conditions of elderly people hosted in these facilities. Moreover, Grabowski et al. (2004) examine the relationship between Medicaid payment rates and quality of nursing home care, since Medicaid is the dominant payer of U.S. nursing home services.
Among other authors dealing with nursing home data, Gajewski et al. (2006) investigate the inter-rater reliability of the nursing home survey process by means of a Bayesian Latent Class analysis. Prado-Jean et al. (2011) develop and verify a tool to detect depression in elderly patients. The evaluation of nursing home performance is also studied in a longitudinal context by Bartolucci et al. (2009) , who use a Latent Markov model to estimate the effect of nursing homes on the probability of transition between latent states representing different levels of the health status.
Issues related to population aging are particularly relevant in Italy, which is one of the European countries with the highest proportion of elderly people, and where this proportion is expected to increase over the next few decades (Kohler et al., 2002) . This situation is putting a great pressure on the health care system, that in Italy is characterized by a high level of heterogeneity and fragmentation across the country. In this context, the ULISSE project (Lattanzio et al., 2010) was carried out by the Italian Ministry of Health jointly with the Italian Society of Gerontology and Geriatrics in order to obtain relevant data for health care planning. The purpose is to document the change in elderly patients' health status and the ability of the health care system to satisfy their needs. The dataset obtained from this project was collected by the administration of a questionnaire to patients hosted in a certain number of Italian nursing homes. The questionnaire is made of items about different aspects of the quality-of-life and health status of these subjects. In particular, we focus on 75 polytomous items, which have been chosen as clarified later. These items were administrated to a sample of 1744 patients. Many items are ordinal, with categories ordered according to increasing difficulty levels in accomplishing a certain task or severeness of the health condition. Moreover, given the complexity of the study, there are many missing responses.
Motivated by the data collected within the ULISSE project, in this paper we propose an algorithm that may be used for item selection when a large number of items is included in a questionnaire made of dichotomous, or in general polytomous, items. In this situation, the questionnaire administration may be lengthy and expensive. Due to tiring effects, using a large number of items may also induce the respondent to provide inaccurate responses. This is particularly relevant when the questionnaire is periodically administered. Therefore, methods are of interest which allow us to select the smallest subset of items providing an amount of information close to that of the full set. These methods may lead to a reduction of the costs of the data collection process and a better quality of data. Item selection is also important as a preliminary investigation that may be useful to reduce the amount of data, so that they may be more easily analyzed by complex statistical models.
The proposed algorithm is based on an extended version of the Latent Class (LC) model. The LC model (Lazarsfeld, 1950; Lazarsfeld and Henry, 1968; Goodman, 1974) has become an important tool of analysis of data collected by questionnaires made of polytomous items. As is well known, the model relies on a discrete latent variable, which defines a certain number of latent classes, and assumes the independence of the responses to the items given this variable.
Therefore, its use is justified when the items measure one or more latent traits, such as the quality-of-life or the tendency to a certain behavior, which are not directly observable. In geriatrics, the LC model has been used to measure mobility disability (Bandeen-Roche et al., 1997) , to study behavioral syndromes in Alzheimer' patients (Moran et al., 2004) , and to test the validity of certain physical frailty measures (Bandeen-Roche et al., 2006) . Moreover, Lafortune et al. (2009) uses the LC analysis to model the heterogeneity in elderly individuals' health status.
It is important to recall that the LC model produces a model-based classification (Fraley and Raftery, 2002 ) of the observed subjects in different clusters, which correspond to the latent classes. Once the model is fitted, a subject is assigned to the latent class corresponding to the highest posterior probability (i.e., the conditional probability of the latent class given the observe data). This characteristic of the LC approach is exploited by the proposed method for item selection. In fact, the method assesses the relevance of an item on the basis of the number of subjects for whom the classification changes with or without this item. Therefore, this method starts from the classification of the subjects based on the full set of items; then, it sequentially removes the items which, among the existing ones, have the smallest impact on this classification. This procedure is stopped when the difference with respect to the initial classification is considered to be excessive. The proposed method is comparable to that for item selection proposed by Dean and Raftery (2010) in a similar context. Note, however, that the latter one evaluates the impact of removing an item through the Bayesian Information Criterion (BIC, Schwarz, 1978; Kass and Raftery, 1995) , whereas our method is directly based on the impact in terms of classification of subjects.
As indicated above, the model on which our approach relies is an extended version of the LC model. The extension is for dealing with missing responses, which are frequently encountered in data as those coming from the ULISSE project. Obviously, formulating nonrealistic assumptions in dealing with missing responses may lead to a strong bias in the parameter estimates. The extended LC model we adopt is based on some kind of latent ignorability condition (Harel and Schafer, 2009) , given the latent class. In particular, we assume that the indicator for the presence of the response is conditionally independent of the "underlying" response variable (which is not always observable), given the latent variable. Then, missing responses are informative, in the sense that the latent classes are also characterized in terms of probability that a response is provided. For this model, we implemented an Expectation-Maximization algorithm (EM; Baum et al., 1970; Goodman, 1974; Dempster et al., 1977) , which has a complexity comparable to that of the conventional LC model. On the other hand, the method set up by Dean and Raftery (2010) is not directly formulated for the case of missing responses.
In dealing with missing responses, a more common assumption is that data are missing at random (MAR; Rubin, 1976; Little and Rubin, 2002) . The basic idea is that the probability that a response variable is observed only depends on the values of those other variables which have been observed (Lu and Copas, 2004) . Under this assumption, the missingness mechanism does not depend on the unobserved data (given the observed data) and ignoring the information in the missing-data indicator is generally appropriate. Computational methods for handling missing data under this assumption have been developed using, for example, the EM algorithm; see, among others, Tanner (1996) , Schafer (1997) , Kenward and Molenberghs (1998) and Little and Rubin (2002) .
Among the authors dealing with the problem of missing responses in connection with latent variable models, we consider Muthén et al. (1987) , who deal with latent variable structural equation models, and O' Muircheartaigh and Moustaki (1999) who consider the problem of treating item non-response in the analysis of attitude scales. Moreover, Reboussin et al. (2002) develop an LC model for the analysis of longitudinal binary health outcomes under the hypothesis that the data are MAR. Among the other authors who employ an LC structure to jointly describe the pattern of missingness and the outcome of interest, we also refer to Roy (2003) and Lin et al. (2004) .
The application of the proposed item selection method to the data coming from the ULISSE project leads to a strong reduction of the number of items. In particular, we found a subset of around one third of items that has a degree of informativeness close to that of the full set of items. Moreover, this application allows us to compare our approach to missingness with the more common approach based on the MAR assumption. We found evidence that missing responses cannot be ignored and, also considering the sensitivity of some items, we conclude that our approach is then preferable.
The reminder of this paper is structured as follows. The ULISSE dataset is described in the following section. In Section 3 we illustrate the extended LC model with missing responses together with a discussion of the missingness assumptions we formulate. In Section 4 we describe maximum likelihood estimation of the proposed model, via the EM algorithm.
In Section 5 we illustrate the proposed item selection procedure based on measuring the impact on the classification of the sample units. In Section 6 we present the results of the application of the proposed approach to the ULISSE dataset. Finally, Section 7 provides main conclusions about the proposed approach.
The methods proposed in this paper have been implemented in a series of Matlab functions that we make available to the reader upon request.
The ULISSE dataset
The ULISSE project ("Un Link Informatico sui Servizi Sanitari Esistenti per l'Anziano" -"a computerized network on heath care services for older people") is aimed at describing the health status of elderly patients who currently receive health care assistance in Italy (Lattanzio et al., 2010) . The project was carried out by the Italian Ministry of Health jointly with the Italian Society of Gerontology and Geriatrics. The main aim of the study is to improve the knowledge of the characteristics and the quality of health care services provided to elderly patients in Italy. The study considers three different levels of health care assistance: that provided by acute care facilities, that provided by nursing homes, and that provided at home. Overall, 23 acute geriatric or internal medicine hospital units, 31 nursing homes, and 11 home care services participated in the project. In the analysis here presented, we consider only the data collected in nursing homes.
The ULISSE project is based on a longitudinal survey; in the nursing homes considered by the project, the total number of residents, or a maximum of 100 randomly selected residents for bigger nursing homes, were evaluated at admission and then re-evaluated at 6 and 12 months after the admission. Only long stay residents (i.e., permanently admitted to the nursing home) aged at least 65 years, were included in the study. This survey was carried out since 2004 through the repeated administration of a questionnaire which is filled up by the nursing assistant of each patient. For our analysis, we consider only the first interview, which covers 1744 patients.
The detailed patients information were collected using the classification system VAOR (Valutazione dell'Anziano Ospite di Residenza) that represents the Italian version of the interRAI Minimum Data Set (MDS) for nursing home care (Morris et al., 1991; Hawes et al., 1997) . The questionnaire covers several aspects of the health status of the elderly patients.
From the original questionnaire, we singled out 75 items, including only those actually related to health conditions. The discarded items are related to treatments and other aspects that are not relevant for our application.
The selected items are grouped into eight different sections of the questionnaire concerning: In this application, the LC model allows us to classify subjects into latent classes corresponding to different degrees of severeness of elderly patients' health condition. This classification may have important implications on the system of financial support for longterm nursing homes and on the evaluation of their performance with respect to their ability to retain over time patients in the classes corresponding to better quality-of-life. Latent variable models for ordinal variables are also present in the literature, such as the Rating Scale model (Andersen, 1977; Andrich, 1978) . In this model, the response probability is expressed as a function of one or more latent variables through a specific link function (e.g., the cumulative logit link). Given the ordinal nature of the items composing our questionnaire, this model could be also used in the present context. However we prefer to avoid such parametrization and to rely on a standard LC model. The main advantages are the simplicity of the approach and the need of a reduced the number of parametric assumptions.
The Latent Class model with missing responses
Let J denote the number of items in the questionnaire of interest and, for a sample of n respondents, let Y ij denote the response variable for subject i and item j, with i = 1, . . . , n and j = 1, . . . , J, which has l j categories, from 0 to l j − 1. Moreover, to take into account missing responses, we introduce the binary indicators R ij : when subject i responds to item j, R ij is equal to 1 and the label corresponding to the chosen response category is assigned to Y ij ; otherwise, R ij is set equal to 0 and an arbitrary value is assigned to Y ij . The value assigned to the missing response is arbitrary in the sense that it does not have any influence on the estimation results. We also introduce the notation Y * ij for the "underlying" response which is unobserved when R ij = 0 and coincides with Y ij when R ij = 1. Finally, we let
In order to explain the dependence structure between the response variables, the LC model assumes the existence of a discrete latent variable U i which has, a priori, the same distribution for every subject i. This distribution is based on k support points, labeled from 1 to k. Each support point corresponds to a latent class in the population and has a specific weight (or a priori probability); these weights are denoted by π 1 , . . . , π k . Moreover, the conditional probability that individual i in class u provides response y to item j is
We also introduce the parameters
corresponding to the probabilities that a subject in latent class u provides the response to item j. Overall, the number of non-redundant parameters of the extended LC model is then
since it has kJ additional parameters with respect to the standard LC model, which rules out missing responses (Goodman, 1974) . Therefore, under this extended version of the LC model, the latent classes are also characterized in terms of probability that a response is given. In order to make the model more parsimonious, it is also possible to assume certain constraints on the parameters η j|u (see also Section 4.3).
As in the standard LC model, we assume local independence. For the present model, this assumption is formulated by requiring that, for all i, the response variables in Y * i (i.e., Y * i1 , . . . , Y * iJ ) and in R i (i.e., R i1 , . . . , R iJ ) are conditionally independent, given the latent variable U i . Moreover, the condition of latent ignorability (Harel and Schafer, 2009 ) that we assume is formulated by requiring that the random vector R i is conditionally independent of the random vector Y * i given U i . The assumption of local independence implies that
where y * i denotes a realization of Y * i with elements y * ij and r i denotes a realization of R i with elements r ij , where j = 1, . . . , J. Then, on the basis of the assumption of latent ignorability and considering that Y ij is a function of R ij and Y * ij , we have that
with y i denoting a realization of Y i having elements y ij , j = 1, . . . , J. Finally, the manifest probability of the response pattern (r i , y i ) for subject i is
Another quantity of interest is the posterior probability that a subject with observed response configuration (r i , y i ) belongs to latent class u. Using standard rules, this probability is equal to
These posterior probabilities are used to allocate subjects in the different latent classes, as will be clarified in the following.
As mentioned in Section 1, an alternative way to formulate an LC model in the present context is on the basis of the hypothesis that the responses are missing at random (MAR; Rubin, 1976; Little and Rubin, 2002) . In particular, MAR assumption states that the probability of the observed missingness pattern, given the observed and the unobserved data, does not depend on the unobserved data. Therefore, the missing data are ignorable for likelihood-based inference, provided that the parameters of the missing data mechanism are separable from those of the model for the responses of interest. Thus, we can proceed without worrying about the model for missingness and a valid analysis can be done considering only the observed data (Howell, 2008) . The conditional probability of the response configuration, given the latent class, is simply
λ j|u (y ij ), and then
Note that in this case the number of parameters is the same as the standard LC model, that
In the application to the ULISSE dataset, the MAR assumption seems to be unrealistic, since it is plausible that patients with severe health condition are less likely to respond to some items. Considering the above latent ignorability assumption, the latent classes are also characterized in terms of probability that a given response is provided. This can provide more information with respect to the standard MAR assumption. A more detailed discussion on the missing assumptions for the considered application, together with a comparison between the maximum likelihood estimates obtained under our assumption of latent ignorability and the MAR assumption, are illustrated in Section 6.3.
Maximum likelihood estimation
In the following, we outline maximum likelihood estimation of the proposed LC model via the Expectation-Maximization (EM; Baum and Petrie, 1966; Baum et al., 1970 ) algorithm and we deal with the choice of the starting values for this algorithm. We then briefly discuss maximum likelihood estimation under the MAR assumption.
Given the independence between the sample units, the log-likelihood function of the model formulated in Section 3 is
where θ is a short-hand notation for all model parameters. In order to estimate these parameters, we maximize this function by the EM algorithm.
Expectation-Maximization algorithm
The EM algorithm is based on the complete-data likelihood that we could compute if we knew the value of the latent variable U i for every subject i in the sample. This is equivalent to the knowledge of the latent class to which every subject belongs. We represent this information by the set of dummy variables z iu , i = 1, . . . , n, u = 1, . . . , k, where z iu is equal to 1 if subject i belongs to latent class u and to 0 otherwise. Then, we can write the complete-data log-likelihood as
where z +u = i z iu is the number of subjects in latent class u. Note that, given a configuration of dummy variables z iu , we have an explicit solution for the maximum of * (θ) in terms of the model parameters. In particular, we have
where I(·) is the indicator function equal to 1 if its argument is true and to 0 otherwise.
In order to maximize the model log-likelihood, the EM algorithm alternates the following two steps until convergence, starting from an initial guess of the model parameters collected in θ:
• E-step: compute the conditional expected value of the complete-data log-likelihood * (θ) given the observed data and the current value of the parameters;
• M-step: update the model parameters by maximizing the expected value obtained at the E-step.
Both steps are usually simple to implement. In practice, the E-step consists of obtaining the posterior expected value of every dummy variable z iu , that iŝ
which may be computed according to (1).
At the M-step we maximize the expected value of the complete-data log-likelihood, which is obtained by substituting every dummy variable z iu in (4) withẑ iu , and in this way we update the parameter vector θ. For this maximization we exploit the formulae given by (5), (6), and (7), withẑ iu instead of z iu .
As mentioned in Section 3, the posterior probabilitiesẑ iu may be used for the classification of the subjects in the sample, that is for the allocation of the subjects into the k latent classes.
In particular, on the basis of the output of the EM algorithm, we assign each subject i to latent class u whenẑ iu =ẑ * i , whereẑ * i is the maximum ofẑ i1 , . . . ,ẑ ik . For this reason, Magidson and Vermunt (2001) and Vermunt and Magidson (2002) refer to this kind of model as an LC cluster model.
We have also to mention that, whereas the LC model assumes that individuals are full members of one of the classes for the discrete latent variable, in statistical literature other latent classification techniques exist. For example, the Grade of Membership model (Woodbury et al., 1978; Manton and Woodbury, 1991) assumes that individuals can be partial members of more than one class of a continuous distribution of the latent variables (Erosheva, 2002 (Erosheva, , 2006 . This model was also used to identify clinically meaningful health profiles in community-living elderly (Portrait et al., 1999; McNamee, 2004) and to develop disability profiles (Erosheva et al., 2007) .
Initialization of the algorithm
A typical problem of the latent variable and finite mixture models is the multimodality of the likelihood. Obviously, in the presence of more local maxima, the EM algorithm converges to one of them, which is not ensured to be the global maximum. In this case, it is advisable to use a deterministic initialization strategy together with a random initialization strategy.
The latter consists of repeatedly initializing the algorithm from randomly chosen starting values for the parameters. When more starting values are used, the final estimate is the one corresponding to the largest likelihood value that has been found at convergence of the EM algorithm (Biernacki et al., 2003; Karlis and Xekalaki, 2003) . This solution is not guaranteed to correspond to the global maximum; however, it is rather obvious that the chance of reaching the global maximum increases with the number of starting values that is adopted. The drawback of the likelihood multimodality is particularly severe in the LC model used in our analysis, due to the large number of items, and to the fact that these items generally have more than two response categories.
In our approach we adopt a deterministic initialization which is based on a hierarchical clustering procedure of the sample units. This procedure uses a suitable distance measure computed on the basis of the complete-data log-likelihood; see equation (4). Given two clusters of units, this distance is equal to the difference between the complete log-likelihood of the LC model computed when these clusters correspond to two separate latent classes and that computed when these clusters are joined in the same latent class. The hierarchical clustering algorithm starts from the case of one cluster for every unit, which corresponds to k = n, and then sequentially merges these clusters until defining a classification based on only one cluster. Then, the EM algorithm is started from the classification corresponding to a number of clusters equal to the number of latent classes k of the adopted LC model.
We also adopt a random initialization which is based on drawing each latent class weight π u from a uniform distribution from 0 and 1 and then normalizing these random draws in a suitable way. Similarly, we randomly choose λ j|u (y) and η j|u . We use a number of random initializations which increases with the number of latent classes, because the latter affects the number of parameters and then the expected number of local maxima; more details are given in Section 6.1 with specific reference to the application.
Estimation under missing at random assumption
The EM algorithm illustrated above may be also employed to fit the LC model under the MAR assumption. In this case, the model log-likelihood is simply
where the manifest probability p(y i ) is computed as in (2) . As clarified in Section 3, under the MAR assumption, the parameters to be estimated are the same as in the standard LC model, that is the class weights π 1 , . . . , π k and the conditional response probabilities λ j|u (y), which are included in the vector φ.
It is worth noting that the estimates of the parameters above, obtained under the MAR assumption, may be also obtained from the proposed LC model under the hypothesis that the probability of responding to an item, η j|u , does not depend on the latent class. Formally, this hypothesis may be expressed as H 0 : η j|u = η j , u = 1, . . . , k. When it holds, the log-likelihood of the extended LC model defined in (3) may be expressed as the sum of two components: the first is m (φ) defined in (8), whereas the second is given by r (η) = i log p(r i ), with
and where η is the vector of all parameters η j .
In order to test the hypothesis H 0 , we can rely on a Likelihood Ratio (LR) statistic, which consists of comparing the log-likelihood (θ) with (θ 0 ), whereθ is the unconstraint estimate of θ under the proposed LC model, whereasθ 0 is the constraint estimate under 
Item selection procedure
Once the LC model is fitted with a fixed number of latent classes and the subjects are classified on the basis of the posterior probabilitiesẑ iu as described above, the item selection algorithm we propose sequentially removes an item from the initial set until a certain stopping rule is satisfied. The purpose here is to select the optimal subset of items, in terms of classification accuracy, from the set of available ones. In particular, the algorithm sequentially eliminates those items that do not significantly change the classification of the subjects in the sample with respect to that based on the full set of items.
More precisely, let A denote the set of existing items at the end of a given step of this algorithm. At the next step, we compute, for every j ∈ A, the proportion F A\j of subjects whose classification is modified when this item is removed with respect to the classification based on the full set of items. Then, the item corresponding to the minimum value of F A\j , j ∈ A, is removed. If the minimum value of F A\j is common to two or more items in A, the item with the minimum value of the index D A\j is removed. This index corresponds to the following Kullback-Leibler distance
is the posterior probability computed according to (1) considering all the responses to the items in A apart from item j. Other distance measures between the posterior probabilitiesẑ iu andẑ A\j iu could be used, such as a distance based on the square differences between these probabilities.
It is worth noting that our item selection procedure is based on the consideration that an item is not useful when it does not have a strong connection with the latent trait and, therefore, it has not a significant influence on the classification of the subjects. Moreover, at each step of the item selection algorithm described above, the values of F A\j and D
A\j
are computed on the basis of the parameter estimates obtained from the initial fitting of the extended LC model. These initial estimates are obtained on the basis of data coming from the administration of a questionnaire, which is approved and validated at international level, to a large sample of subjects. Therefore, we consider these estimates on the same footing as "true" parameter values. On the other hand, this criterion is in accordance with the use of these parameters for classifying a sample of subjects on the basis of consecutive administrations of the questionnaire. Furthermore, since the classification of the subjects is always based on the same parameter estimates, we always consider the same ordering for the latent classes, that leads the clusters to be always identified in the same way.
The approach we propose considers all the subjects in the sample when computing the indices F A\j and D A\j . Alternatively, we can discard those subjects that have unusual sequences of responses or a large number of missing responses. For these subjects the classification may change, even if the deleted items have a low discriminating power. In order to decide which subjects have to be discarded we use a threshold, such as 0.95, for the maximum value of the posterior probabilitiesẑ iu . The subjects having a maximum posterior probability lower than this threshold may be considered as having an unusual behavior in relation to the classification procedure and then can be ignored during the item selection algorithm.
As already mentioned in Section 1, an alternative item selection procedure is proposed by Dean and Raftery (2010) . In particular, these authors propose a method in which the importance of an item is assessed by comparing two models, given the items already selected.
In one model the item provides information about cluster allocation beyond that contained in the already selected items, and in the other model it does not. The two models are compared via the Bayesian Information Criterion (BIC; Schwarz, 1978) , seen as an approximation of the Bayes Factor. On the other hand, in the item selection strategy we propose, we explicitly consider a criterion which takes into account the classification of the subjects that arises from a selected subset of items. From this perspective, our method seems more sensible when, as in the application to the ULISSE dataset, the questionnaire is specifically tailored to classify a sample of subjects on the basis of some latent characteristic. Moreover, differently from the strategy of Dean and Raftery (2010) , our strategy is explicitly formulated so as to account for missing responses.
Application to the ULISSE dataset
In this section, we illustrate the results obtained from the application of the proposed approach to the ULISSE dataset. We first show the maximum likelihood estimates obtained from the initialization strategy of the EM algorithm described in Section 4.2. Then, we deal with the choice of the number of latent classes (k) of the adopted LC model and we report a comparison between the missing assumptions applied to the data at hand. Finally, we illustrate the approach introduced in Section 5 to select a reduced set of items.
Choice of the number of latent classes
With reference to the analyzed dataset, we fitted the extended LC model described in Section 3 for a number of latent classes k from 1 to 10. For each k, we initialized the EM algorithm as described in Section 4.2 from both a large number of random starting values and from the output of the hierarchical clustering procedure. In particular, we used 2 (k+1) random initializations for k greater than 1. The maximum value of the log-likelihood obtained under the deterministic and the random strategy is reported in Table 2 . Obviously, for each value of k we take the estimate corresponding to the highest log-likelihood at convergence of the EM algorithm. Table 2 : Maximum value of the log-likelihood obtained under the deterministic and the random initialization strategy. The highest log-likelihood value in each row is in boldface.
On the basis of the results above, we select the number of latent classes adopting different criterion. However, since we are especially interested in the classification of the sample of the elderly patients on the basis of the questionnaire, we give more relevance to criteria which measure the quality of the classification. In particular, we mainly rely on the normalized entropy criterion (NEC; Celeux and Soromenho, 1996; Biernacki et al., 1999) which is based on the index defined as
for k ≥ 2, whereˆ is the maximum of the log-likelihood of the model of interest andˆ 1 is the maximum log-likelihood for the one latent class model. For k = 1, we have NEC = 1 by convention. The optimal number of latent classes is that corresponding to the minimum value of NEC. This criterion is based on the value of the posterior probabilitiesẑ iu = p(u|r i , y i ), which are used to classify subjects into latent classes, and takes also into account the goodness-of-fit of the model, which is measured by the log-likelihood.
Further to NEC, we consider a criterion based on an alternative index to measure the quality of the classification (Bartolucci et al., 2009) , which is defined as
whereẑ * i is the maximum, with respect to u, of the posterior probabilitiesẑ iu , andπ * is the maximum, with respect to u, of the maximum likelihood estimates of the class weights under the model with k classes. When all the probabilitiesẑ * i are close to 1, the classification provided by the model relies on well separated latent states. In this situation, index S will attain a value close to its maximum which is equal to 1. On the other hand, when classes are not well separated, the index S will attain a value close to 0.
Finally, as in common applications of the LC model, we consider information criteria, such as the Akaike Information Criterion (AIC; Akaike, 1973) , which is based on the index
and the Bayesian Information Criterion (BIC; Schwarz, 1978) , based on the index
In the above expressions, m stands for the number of free parameters of the model. The optimal number of latent classes is that corresponding to the minimum value of the indices AIC or BIC. Usually BIC is preferable to AIC, as the latter tends to overestimate the number of states; see Dias (2006) and Nylund et al. (2007) for simulation studies on the performance of these and other information criteria. Table 3 displays the maximum log-likelihood of the proposed model together with the corresponding number of parameters and the value attained for the indices described above.
We observe that the BIC index assumes the minimum value for k = 8, whereas AIC leads to choosing a larger number of classes. However, taking into account the purpose of this application, we chose k = 5 latent classes, as suggested by the criteria based on the indices S and NEC. Note that a large number of latent classes may have a negative impact on the interpretability of the latent classes, which, in our application, correspond to different degrees of impairment of the elderly people health status. Table 3 : Selection of the number of latent classes for the LC model. For each number of classes,ˆ is the maximum log-likelihood of the model, m is the number of parameters, and indices AIC, BIC, S and NEC are defined in (9), (10), (11), and (12). In boldface are reported the quantities corresponding to the model selected by the indices.
Parameter estimates
In this section we report the results of the estimation procedure obtained when considering the proposed LC model, with reference to the selected number of latent classes, k = 5. Since the items are categorical, with a different number of categories, we decided to summarize the estimated conditional response probabilities,λ j|u (y), by a weighted average computed with respect to values equally spaced between 0 and 1, and with weights given by these estimated response probabilities. This quantity can be expressed aŝ
For each item, this corresponds to assigning a score between 0 and 1 to the different response categories, and then computing the average of the scores, given the corresponding response probabilities. In particular, a value ofλ * j|u close to 0 corresponds to a low probability of suffering from a certain pathology, whereas a value close to 1 corresponds to a high probability of suffering from the same pathology. To summarize these results, we also computedλ * d|u as the average of the values assumed byλ * j|u with respect to the items composing each section d of the questionnaire, with d = 1, . . . , 8. Finally, in order to have a clearer interpretation of the results, we ordered the latent classes on the basis of the values ofλ * d|u assumed in the first section (λ * 1|u ), so that the first class may be interpreted as that of subjects with the best health conditions. For each latent class, Table 4 shows the values ofλ * d|u together with the estimated class weightsπ u . Table 4 : Means of the estimated response probabilities,λ * d|u , for each latent class u and each section d of the questionnaire, together with the estimated weightsπ u , under the latent ignorability assumption.
The averageη d|u of the estimated probabilities,η j|u , of giving a response to the items composing each section d is reported in Table 5 . We can see that the lowest estimated probabilities are around 0.5. Table 5 : Means of the estimated probabilities of giving a response to an item,η d|u , for each latent class u and each section d of the questionnaire, under the latent ignorability assumption.
Comparison with the MAR assumption
The previous results have been obtained under the assumption of latent ignorability for the missing responses, illustrated in Section 3. In the following, we compare the results obtained under this assumption with those obtained under the MAR assumption. For this aim, in Table 6 (top panel) we report the means of the estimated response probabilities, which are denoted byλ * d|u and are computed as clarified in the previous section, together with the estimated class weights,π u , obtained under the MAR assumption. In the same table (bottom panel) we report the differences between these estimates and the corresponding estimates obtained under the latent ignorability assumption (Table 4) . Table 6 : Means of the estimated response probabilities,λ * d|u , for each latent class u and each section d of the questionnaire, together with the estimated weightsπ u , under the MAR assumption (top panel). Differences with respect to the corresponding estimates under the latent ignorability assumption (bottom panel). Table 6 we observe that the largest differences between the estimates obtained under the MAR assumption and under the latent ignorability assumption exist for sections ADL (Activity of Daily Living) and I (Incontinence). Note that large differences are especially observed for subjects in the third latent class, who have the lowest estimated probability of giving a response (see Table 5 ). Moreover, for this class, and for the last class, we observe the largest change in the estimated weight. Overall, ignoring the missing data mechanism leads to a significant difference in the estimation results, especially for those sections of the questionnaire in which the number of missing values is relevant, and for the classes that include patients with high probability of missing responses. Therefore, the MAR assumption seems to be restrictive for the analysis of the data at hand, whereas our assumption of latent ignorability seems more realistic.
From the results in
The above conclusion is confirmed by the result of the test of the hypothesis H 0 : η j|u = η j , u = 1, . . . , k, already illustrated in Section 4.3, under which we obtain the same parameter estimates as under the MAR assumption. With k = 5, the LR statistic for this hypothesis is equal to D = 4, 946.58 with 300 degrees of freedom and then a p-value equal to 0. Therefore, we have a strong evidence against the hypothesis H 0 and then against the MAR assumption.
On the other hand, it is rather difficult to consider missing responses as ignorable given the sensitivity of certain items and the multidimensionality of the questionnaire.
Here, we also report the results of the estimation procedure when the LC model is applied to a reduced dataset in which all the patients with at least one missing response to an item are removed. In this way the number of patients is reduced from 1744 to 592. Table 7 shows the means of the estimated response probabilities,λ * d|u , and the estimated class weights,π u , together with the differences with respect to the results reported in Table 4 . Even in this case, we observe that largest differences are detected for sections ADL and I of the questionnaire and for the third latent class. Overall, these differences are significant, confirming that missing responses are not ignorable. Table 7 : Means of the estimated response probabilities,λ * d|u , for each latent class u and each section d of the questionnaire, together with the estimated weightsπ u , under the reduced dataset (top panel). Differences with respect to the corresponding estimates under the latent ignorability assumption (bottom panel).
Finally, we clarify that the comparison in Table 6 is based on the same number of latent classes (k = 5) selected under the extended LC model which incorporates the latent ignorability assumption. However, under the MAR assumption the same selection criteria adopted in this application may lead to selecting a different number of classes, but in this case a direct comparison in terms of parameter estimates would be infeasible. The same may happen when dealing with the reduced sample obtained by discarding all subjects with at least one missing response (see Table 7 ).
Item selection
On the basis of the estimates illustrated in Section 6.2, we performed the item selection algorithm described in Section 5. In this regard, two approaches may be adopted. The first uses the information on all subjects in the sample, whereas the second approach discards from the sample those subjects having an anomalous response pattern.
Under the first approach, the results of the item selection algorithm are reported in Table 8 : Results of the item selection strategy, considering all the subjects in the sample.
These results show that it is possible to remove up to 6 items without changing at all the classification of the subjects (F A\j = 0 for the first six step). Moreover, we can drop up to 21 items changing the classification of only the 0.5% of the subjects. Overall, deleting 50 items, the classification changes for a percentage of subjects of around 4%. With respect to the sections of the questionnaire, we can see that most of the items that can be removed are referred to the sections denoted by HBD (Humor and Behavioral Disorder), NF (Nutritional Field) and SC (Skin Condition), that represent the sections of the questionnaire that have a reduced discrimination power (see Table 4 ). Note that the values of F A\j do not increase monotonically, but this is not ensured from a mathematical point of view.
The second item selection approach only considers those subjects having a maximum value of the posterior probabilities,ẑ * i , greater than 0.95. When we apply this strategy to the ULISSE dataset, we observe that the 95.1% of the subjects may be kept in the sample.
Considering this subset of subjects, Table 9 reports the values obtained by the two indices F A\j and D A\j for every step of the algorithm. By this strategy, the number of items that can be removed without changing the classification of the subjects increases from 6 to 25.
Moreover, deleting 50 items, the percentage of subjects for whom the classification changes is lower than 2.5%. Table 9 : Results of the item selection strategy, considering only those subjects in the sample having a maximum value of the posterior probabilities,ẑ * i , greater than 0.95.
For both strategies, we also note that there is no a clear relation between the removed items and the corresponding number of missing responses.
Conclusions
In this paper, we propose an algorithm for item selection which is based on an extended version of the Latent Class (LC) model (Lazarsfeld, 1950; Lazarsfeld and Henry, 1968; Goodman, 1974) . In particular, this algorithm is aimed at finding the smallest subset of items which provides an amount of information that is close to the original set of items in terms of classification of the subjects in homogenous clusters. Moreover, the extended version of the LC model we propose, and then the item selection algorithm, can be used in the presence of missing responses. This model relies on a form of latent ignorability assumption (Harel and Schafer, 2009) , given the latent variable.
The method for item selection is of simple implementation. In particular, we implemented it in a series of Matlab functions that we make available to the reader upon request.
Moreover, in order to illustrate the potentiality of the proposed approach for large scale investigations, we report an application to a dataset collected within an Italian project, named ULISSE (Lattanzio et al., 2010) , about the quality-of-life of elderly subjects hosted in a certain number of nursing homes.
The ULISSE dataset was collected by a very large number of polytomous items about several aspects of the health status of the patients and presents several missing responses.
The extended LC model that we propose may be applied without discarding any record and then without loosing relevant information. In order to evaluate the validity of the latent ignorability assumption, we also illustrate a comparison between the estimation results obtained when assuming this condition and the results obtained when assuming the more standard missing at random (MAR) hypothesis (Rubin, 1976; Little and Rubin, 2002) . For the data at hand, we found evidence against the MAR assumption, and then our approach, which considers missing responses not ignorable, seems more appropriate. On the other hand, this conclusion is in accordance with the particular topic dealt with by the questionnaire and its multidimensional structure.
Finally, consider that a large number of items may lead to a lengthy and expensive administration of the questionnaire and may induce the respondents to provide inaccurate responses. We show that the suggested algorithm for item selection, when applied to the ULISSE dataset, leads to a strong reduction of the number of items, without loosing relevant information for the classification of the subjects. In particular, we found a subset of one third of items with a degree of informativeness close to that of the initial set. This implies clear advantages in terms of setting up a questionnaire which may be more easily administered to a sample of subjects, especially in a longitudinal context in which we have repeated measurements.
