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Abstract
In this work, we introduce a kind of spatiotemporal bounded noise derived by the sine-Wiener
noise and by the spatially colored unbounded noise introduced by Garc´ıa-Ojalvo, Sancho and
Ramı´rez-Piscina (GSR noise). We characterize the behavior of the distribution of this novel noise
by showing its dependence on both the temporal and the spatial autocorrelation strengths. In
particular, we show that the distribution experiences a stochastic transition from bimodality to
trimodality.
Then, we employ the noise here defined to study phase transitions on Ginzburg-Landau model.
Various phenomena are evidenced by means of numerical simulations, among which re-entrant
transitions, as well as differences in the response of the system to GSR noise additive perturbations.
Finally, we compare the statistical behaviors induced by the sine-Wiener noise with those
caused by ’equivalent’ GSR noises.
Keywords: bounded noise, phase transition, spatially extended systems
1 Introduction
In zero-dimensional nonlinear systems noise may induce a wide spectrum of important phenom-
ena such as stochastic resonance [1], coherence-resonance [2] and noise-induced transitions [3, 4, 2].
Noise-induced transitions (also called phenomenological stochastic bifurcations) consists in qualitative
changes of the statistical properties of a stochastic system, characterized by transitions from unimodal-
ity to bimodality of the stationary probability densities of state variables, and similar phenomena.
Note that noise-induced-transitions are well-distinct from phase transitions that need spatially ex-
tended systems [4]. Genuine noise-induced phase transitions have been, instead and not surprisingly,
found in many spatiotemporal dynamical systems [5, 6, 7].
Many studies in the field of noise-induced phenomena in both zero-dimensional and in spatially
extended systems were, respectively, based on temporal [3] or spatiotemporal white noises [7, 8, 9, 10].
This important model of noise is, however, mainly appropriate when modeling internal ”hidden”
degrees of freedom, of microscopic nature. On the contrary, extrinsic fluctuations (i.e. originating
externally to the system in study) may exhibit both temporal and spatial structures [6, 11], which may
induce new effects. For example, it was shown that zero dimensional systems perturbed by colored
noises exhibit correlation-dependent properties that are missing in case of null autocorrelation time,
such as the emergence of stochastic resonance also for linear systems, and re-entrance phenomena, i.e.
transitions from monostability to bistability and back to monostability [4, 12, 2]. Even more striking
effects are observed in spatially extended systems that are perturbed by spatially white but temporally
colored noises. These phenomena are induced by a complex interplay between noise intensity, spatial
coupling and autocorrelation time [4].
Garc´ıa-Ojalvo, Sancho and Ramı´rez-Piscina introduced in [13] the spatial version of the Ornstein-
Uhlenbeck noise, which we shall call GSR noise, characterized by both a temporal scale τ and a spatial
scale λ [14]. The Ginzburg-Landau field model - one of the best-studied amplitude equation repre-
senting ’universal’ nonlinear mechanisms - additively perturbed by the GSR noise was investigated in
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[15, 6], where it was shown the existence of a non-equilibrium phase transition controlled by both the
correlation time and the correlation length [15, 6].
The above-summarized body of research is essentially based on the use of Gaussian Noises (GNs),
which is the best approximation of reality in many cases. However, an increasing number of experi-
mental data shows that many real-life stochastic processes does not follow white or colored Gaussian
laws, but other probability densities (such as fat-tail power-laws [16]). More recently, theoretical re-
search focused on another important class of non-Gaussian stochastic processes: the bounded noises.
Probably the most studied bounded noise is the Dichotomous Markov Noise (DMN)[2]. In the last
twenty years, other classes of bounded noises were defined and intensively studied in statistical physics
[17, 18, 19] and in engineering [20], and - to a lesser degree - in mathematics [21] and quantitative
biology [22, 23].
The rise of scientific interest on bounded noises is motivated by the fact that in many applications
both GNs and fat-tailed non-Gaussian stochastic processes are an inadequate mathematical model of
the physical world because of their infinite domain. This should preclude their use to model stochastic
fluctuations affecting parameters of dynamical systems, which must be bounded by physical constraints
[17, 19, 22]. Moreover, in biology and elsewhere, some parameters must also be strictly positive. As
a consequence, not taking into account the bounded nature of stochastic fluctuations may lead to
unrealistic inferences. For instance, when the onset of noise-induced transitions depends on exceeding
a threshold by the variance of a GN, this often means making negative or excessively large a parameter
[17, 19, 23, 22]. To give an example taken from medicine, a GN-based modeling of the unavoidable
fluctuations affecting the pharmacokinetics of an antitumor drug delivered by means of continuous
infusion leads to a paradox. Indeed, the probability that the drug increases the number of tumor cells
may become nonzero, which is absurd [23, 22]. Thus, in order to avoid these problems, the stochastic
models should in these cases be built on bounded noises.
In order to generate a temporal bounded noise, two basic recipes have been adopted so far. The
first consists in generating the noise by means of an appropriate stochastic differential equation [17, 18],
whereas the second one consists in applying a bounded function to a standard Wiener process. In the
purely temporal setting, two relevant examples of noises obtained by implementing the fist recipe are
the Tsallis-Borland [17] and the Cai-Lin [18] noises, whereas an example generated by following the
second recipe is the zero-dimensional sine-Wiener noise [19].
Recently, in [24] we introduced and numerically studied two spatiotemporal extensions of the above-
mentioned Tsallis-Borland and Cai-Lin noises. In that work we applied - as an additive perturbation -
these bounded noise to a Ginzburg-Landau (GL) model and stressed out the dependence of the phase
transitions phenomena on both spatial and temporal correlation strength, as well as on the specific
model of noise that has been adopted.
Our aim here is threefold. First, by adopting the ’second recipe’ we want to define and numerically
investigate a new simple spatiotemporal bounded noise, which extends both the zero-dimensional sine-
Wiener bounded noise [19], and the spatiotemporal unbounded GSR noises [13, 6].
Second, we want to assess the effects of such bounded stochastic forces (i.e. of additive bounded
noises) and of initial conditions on the statistical properties of the spatiotemporal dynamics of the
Ginzburg-Landau (GL) equation.
Third we explore the similar and different features of the spatiotemporal sine-Wiener noise per-
turbation with respect to those of the Cai-Lin and Tsallis-Borland spatiotemporal bounded noises
studied in [24].
Phase transitions induced in GL model by additive and multiplicative unbounded noises were
extensively studied in last twenty years [6, 25, 13, 26, 27, 28, 29, 30, 2, 31]. It follows that we shall
mainly focus on the effects more strictly related to the boundeness of the noise in study. In particular,
we will compare the response of GL system to SW noise with the one to GSR noise.
2
2 Spatiotemporal colored unbounded noise
Let us consider the well-known zero-dimensional Ornstein-Uhlenbeck stochastic differential equation:
ξ′(t) = − 1
τ
ξ(t) +
√
2D
τ
η(t), (1)
where τ is the typical temporal correlation,
√
2D is the noise strength and η(t) is a Gaussian white
noise of unitary intensity:
〈η(t)η(t1)〉 = δ(t− t1). (2)
It is well-known that solution of eq. (1) is a gaussian colored stochastic process with autocorrelation:
〈ξ(t)ξ(t1)〉 ∝ exp
(
−|t− t1|
τ
)
. (3)
In [13] eq. (1) was generalized in a spatially extended setting by including in it the most known
and simple spatial coupling, the Laplace operator, yielding the following partial differential Langevin
equation
∂tξ(x, t) =
λ2
2τ
∇2ξ(x, t)− 1
τ
ξ(x, t) +
√
2D
τ
η(x, t), (4)
where λ > 0 is the spatial correlation strength [13] of ξ(x, t).
As usual in non-equilibrium statistical physics, we shall investigate the lattice version of (4):
ξ′p(t) =
λ2
2τ
∇2Lξp(t)−
1
τ
ξp(t) +
√
2D
τ
ηp(t), (5)
where p = h (i, j) is a point on a N ∗ N lattice with steps equal to h. The symbol ∇2L denotes the
discrete version of the Laplace’s operator:
∇2Lξp(t) =
1
h2
∑
i∈ne(p)
(φi − φp), (6)
where ne(p) is the set of the neighbors of the lattice point p. The Weiss mean field method [32]
applied to eq. (5) yields that for N >> 1 the one-site distribution of the GSR noise is:PGSR(ξ) =
Cexp(−ξ2/(2σ2GSR)), where
σ2GSR =
D
τc(1 + 2λ2)
(7)
3 The sine-Wiener spatiotemporal bounded noise: definition
and properties
The sine-Wiener noise is obtained by applying the bounded function h(u) = B sin(
√
2/τu) to a
random walk W (t) defined as W ′ = η(t), where η(t) is a white noise of unitary intensity, yielding:
ζ(t) = B sin
(√
2
τ
W (t)
)
. (8)
The stationary probability density of ζ(t) is given by
Peq(ζ) =
1
pi
√
B2 − ζ2 , (9)
thus: Peq(±B) = +∞. Thanks to this property, one may consider the sine-Wiener noise as a realistic
extension of the Markov dichotomous noise, whose stationary density is Peq(ζ) = (1/2)δ(ζ − |B|).
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Figure 1: Equilibrium distribution Peq(ζp) of the sine-Wiener bounded spatiotemporal noise, on a
40×40 lattice system with B = 1. Panel (a): stochastic bifurcation induced by varying the parameter
λ, with τc = 2 and
√
2D = 1. Panel (b): stochastic bifurcation induced by varying the parameter√
2D, with τc = 2 and λ = 0.
Here, as a natural spatial extension of the sine-Wiener noise, we define the following spatiotemporal
noise:
ζ(x, t) = B sin (2piξ(x, t)) , (10)
where ξ(x, t) is the spatiotemporal correlated noise defined by (4).
If the number of lattice sites is sufficiently large, we may study the global behavior of the spatiotem-
poral noise by means of the equilibrium heuristic probability density of the noise lattice variables ζp,
Peq(ζ).
We observed that when varying the spatial coupling parameter λ of the underlying GSR noise, the
distribution of ζ(x, t) exhibits at λ = λ∗ ≈ 4 a stochastic bifurcation (see figure 1.a): for 0 ≤ λ < λ∗
the distribution is bimodal, whereas for λ > λ∗ the distribution is trimodal, since an additional mode
at ζ = 0 appears. Similar bifurcations are observed if varying D (see figure 1.b) or τ (although, in
this case, the bifurcation value is very large).
These behaviors may be heuristically explained by the one-site distribution of the underlying GSR
noise ξ. Indeed, defining the ’span’ of the GSR noise as
S = 2σGSR = 2
√
D
τc(1 + 2λ2)
(11)
yields that S increases with D, and decreases both with τc and λ. Thus both the above-mentioned
numerically observed phenomena may be explained.
To start, note that for small λ it is S ≈
√
2D/τC . Thus if S is sufficiently large, the horn-shaped
distribution is observed, due to the large span of the argument of the sinus, which remains roughly
constant (provided that λ is such that 2λ2 << 1).
On the contrary, for large λ, S becomes small, and the argument of the sinus remains prevalently
small, whereby causing the onset of a central new mode.
4
4 The Ginzburg-Landau equation perturbed by additive sine-
Wiener noise
Let us consider the following bidimensional lattice-based Ginzburg-Landau equation:
∂tψp =
1
2
(
ψp − ψ3p +∇2Lψp
)
+Ap(t), (12)
where Ap(t) is a generic bounded or unbounded additive noise. In [6] Garc´ıa-Ojalvo et al. studied the
eq. (12) under the assumption that Ap(t) = ξp(t), where ξp(t) is the GSR noise defined by eq. (5).
They showed that both spatial and temporal correlation parameters (respectively, λ and τ) shift the
transition point towards larger values.
In the following we will illustrate some analytical and numerical results for the case Ap(t) = ζp(t),
where ζp(t) is the bounded sine-Wiener noise defined by eq. (10) and computed at the lattice sites.
We stress here that our aim is to provide a solid testbed to the novel type of spatiotemporal bounded
noise here defined, and not to evidence some unknown aspects of the GL model, which is one of most
important and studied models of statistical mechanics.
In line with [6], phase transitions in GL equation will be characterized by means of the order
parameter ’global magnetization’, i.e.:
M ≡ < |
∑
p ψp| >
N2
, (13)
and of its relative fluctuation σM [6]:
σM ≡
√
< |∑p ψp|2 > − < |∑p ψp| >2
N2
. (14)
Again in line with [6], we define a transition from large to small values of the order parameter as an
’order to disorder’ transition. However, by no means we state the equivalences ’disorder = randomness’
and ’order = homogeneity’.
All simulations have been performed in a 40×40 lattice for a time interval [0, 250], and the temporal
averages were computed in the interval [125, 250]. In all cases, noise initial condition was set to 0.
We will main focus on the case where the initial state is ψ(x, 0) = 1∀x.
4.1 Some analytical considerations on the role of B
Lattice-based system (12) is endowed by an important mathematical property. Indeed, it is a cooper-
ative system [33] since:
∂ψkψ
′
p ≥ 0. (15)
This property and the fact that Ap(t) ≥ −B implies that:
ψp(t) ≥ ψ˜p(t), (16)
where
∂tψ˜p =
1
2
(
ψ˜p − ψ˜3p +∇2Lψ˜p
)
−B (17)
with ψ˜p(0) = ψp(0).
Now, note that if 0 < B < B∗ = 1/(3
√
3) then the equation
s− s3 = 2B (18)
has three solutions sa(B) < 0, sb(B) ∈ (0, 1) and sc(B) ∈ (0, 1) such that sb(B) < sc(B). For
example, for B = 0.19 < B∗ it is: sa(0.19) ≈ −1.15306, sb(0.19) ≈ 0.52331 and sc(0.19) = 0.62975. In
particular, if B << 1 then it is sc(B) ≈ 1−B and sa(B) ≈ −1−B. It is an easy matter to show that
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if ψ˜p(0) > s
b(B) then ψ˜p(t) > s
b(B), also implying ψp(t) > s
b(B) and of course that M(t) > sb(B)
and Ms(t) > s
b(B). Indeed, suppose that at a given time instant t1 all ψ˜p(t1) ≥ sb(B), but a point q
where ψq(t1) = s
b(B). Thus, it is
∂tψ˜q(t1) =
1
2
(
ψ˜q − ψ˜3q +∇2Lψ˜q
)
−B = 0 + 1
2
∇2Lψ˜q ≥ 0. (19)
Note that the vector c(B) = sc(B)(1, . . . , 1) is a locally stable equilibrium point for the differential
system ruling the dynamics of ψ˜p(t). Indeed, c is a minimum of the associated energy. However, the
system might be multistable, similarly to the GL model with total coupling in the lattice [34]. By
adopting a Weiss mean field approximation, one can proceed as in [34] and infer that the equilibrium
is unique for N >> 1. Namely, defining the auxiliary variable:
mp =
∑
j∈ne(p)
ψ˜j (20)
the equilibrium equations reads
ψ˜3p + 3ψ˜p = 4mp − 2B. (21)
Note that we are only interested to the subset ψ˜p ≥ sb(B) that also implies mp ≥ sb(B). Note now
that the equation s+ 3s3 = x for x > 0 has a unique positive solution s = k(x). Thus
ψ˜p = k(4mp − 2B). (22)
Now, by the following approximation
mp ≈ 1
N
N∑
j=1
ψ˜j , (23)
one gets the equation:
m = k(4m− 2B), (24)
which has to be solved under the constraint m > sb(B). As it is easy to verify, the above equation
has only one solution, m = sc(B).
Any case for B << 1 the initial point ψp(0) = 1 should be such that ψp(t) remains in the basin of
attraction of c(B), so that for large times ψp(t)→ sc(B), implying that
LimInft→+∞ψp(t) ≥ sc(B). (25)
From the inequality Ap(t) ≤ B, by using similar methods one may infer that for small B it is
LimSupt→+∞ψp(t) ≤ uc(B). (26)
where uc(B) > 1 is the unique positive solution (for B < B∗) of the equation
u− u3 = −2B. (27)
Note that it is uc(B) = −sa(B), due to the anti-symmetry of function s− s3. Summing up, we may
say that for small B and probably for all B ∈ (0, B∗) ) it is asymptotically
sc(B) < ψp(t) < u
c(B). (28)
Finally, we numerically solved the system
1
2
(
ψ˜p − ψ˜3p +∇2Lψ˜p
)
−B = 0 (29)
for various values of B in the interval (0.01, B∗) and in all cases we found only one equilibrium with
components greater than sb(B): ψ˜ = c(B) = sc(B)(1, . . . , 1). Similarly, when setting Ap(t) = +B in
eq. (12), we found only one equilibrium value: uc(B)(1, . . . , 1).
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Figure 2: Effects of autocorrelation parameter τ on GL model perturbed by additive spatiotemporal
sine-Wiener noise. The initial condition is ψ(x, 0) = 1. Panel (a): global magnetization M . Panel
(b): relative fluctuation σM . Other parameters: B = 2.4 and
√
2D = 1.
4.2 Phase Transitions
In the curveM vs. τ a phase transition is observed (see fig. 2) from large to small values of the order
parameterM (a so-called ’order’ to ’disorder’ phase transition). In absence of spatial autocorrelation,
for large τ it is M ≈ 0, whereas if one increases λ one observe that the lower value of M increases.
Moreover, the transition point decreases with increasing λ.
Figure 3 shows the influence of the noise amplitude B on curveM vs. τ . We observe that for small
B, in line with our analytical calculations, no phase transition occurs. For larger B, phase transition
is observed, and the transition point decreases with increasing noise amplitude.
Note that, based on the analytical study of the previous subsection, it is excluded that for small
values of B a phase transition could be observed for values of τ that are larger than the ones considered
in figure 3, also if we change λ or D.
Finally, it is interesting to observe that since for large τ the span A slowly tends to zero, it follows
that M will smoothly approach the value M = 1.
Note that an increase of λ also causes a decrease of A and in turn a smooth increase of M , which
can be observed in figure 4.(a), where we plot M versus λ for τ = 2.
In figure 5 we show, for three values of λ, the corresponding heat-map plots of both GL lattice field
ψ and of the SW noise ζ. Note that, as one may read in fig 4, although the corresponding values ofM
are not large and one would be tempted to say that the field is ’disordered’, the heath-maps instead
show large spatially autocorrelated regions, whose size increases with λ. For example, the ’low’ value
M = 0.23 corresponds to the right-upper panel of figure 5.
Figure 6 shows the time series for the signed magnetization defined as
Ms(t) ≡
∑
p ψp(t)
N2
. (30)
This figure supports the idea that the above-mentioned clusters are in general non symmetric (i.e.
the total positive and negative magnetization is different) and unstable, resulting in an oscillation
between positive and negative magnetization, whose amplitude is increasing with λ.
By varying the white noise strength
√
2D a re-entrant transition is observed, see fig. 7. Note that
λ increases the lower value of M and shifts the first transition point, whereas its effect on the second
transition point - where it exists - is modest.
Figure 8 illustrates the impact of the noise bound B (left panel) and of the white noise strength D
(right panel) on the stationary distribution of the field φ of the GL model. Varying B one may observe
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Figure 3: Effect of the noise amplitude B on the curve M vs. τ for GL model perturbed by additive
spatiotemporal sine-Wiener noise. Here the initial condition is ψ(x, 0) = 1. Other parameters: λ = 1
and
√
2D = 1.
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Figure 4: Effects of spatial autocorrelation coefficient λ on GL model perturbed by additive sine-
Wiener spatiotemporal noise. Initial condition: ψ(x, 0) = 1. Panel (a): global magnetization M .
Panel (b): relative fluctuation σM . Other parameters are B = 2.6, τ = 2 and
√
2D = 1.
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Figure 5: Effects of spatial correlation strength λ on the field ψ of a 40 × 40 lattice GL system
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Figure 6: Effects of spatial and temporal noise correlation parameters in the solutions of GL system,
measured by the signed magnetization Ms. Panel (a): the spatial correlation increases the amplitude
of the oscillations between positive and negative signed magnetization (here τ = 2.5). Panel (b): the
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Figure 7: Re-entrant phase transition in GL model perturbed by additive spatiotemporal sine-Wiener
noise for varying white noise strength
√
2D. Initial condition is ψ(x, 0) = 1. Panel (a): global
magnetization M . Panel (b): relative fluctuation σM . Other parameters B = 2.6 and τ = 2.
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Figure 8: Stationary distribution of the field for the GL model perturbed by additive spatiotemporal
sine-Wiener noise, in response to changes in noise parameters B (left panel), and D (right panel).
Other parameters are, respectively, (τ = 2, λ = 1,
√
2D = 0.75) and (τ = 2, λ = 1, B = 2.6).
transitions from bimodality located close to Ψ = 1 to bimodality with modes roughly at ψ = ±1.25.
On the contrary, varying D a re-entrant transition unimodality to bimodality back to unimodality is
observed, which is in line with the re-entrant phase transition showed in fig. 7.
4.3 Transitory analysis
In order to study the efficacy of the system in recovering the state with ’large’ M , we re-consider the
same transitions in τ and
√
2D formerly analyzed with different initial conditions. Namely, here we
assume that at the ψp(0) are normally distributed with zero mean and standard deviation equal to
0.2: ψp(0) ∝ N(0, 0.2). The simulations and the averages were done, respectively, in the time intervals
[0, 750] and [625, 750]. Figure 9 shows, in the region with large M , the onset of very long transient
states. On the contrary, the disordered phase is reached after a short transient. Similar results are
obtained when varying D (not shown).
4.4 Comparison with the GSR noise
In this section we shall compare the statistical outcomes of the solutions of the GL model under
’equivalent’ GSR and sine-Wiener noises, and we shall describe the criteria to establish the related
’equivalence’.
Let us initially consider fig 2, reporting phase transitions in τ caused by sine-Wiener noise. We
recall that in fig 2 each curve is identified by a specific value of λ and all curves share two parameters:
B = 2.4 and
√
2D = 1. How to choose an ’equivalent’ GSR noise? The first na¨ıve choice would
be considering the GSR noise employed as argument of the sinus to generate the sine-Wiener noise.
However, this choice would be ’unfair’ for the GSR noise, since its span -roughly quantifiable as the
double of its standard deviation σGSR - would be too small. Instead, a more ’fair’ way is to adopt
GSR noises such that their ’span’ is equal to the amplitude of the bounded noise: 2σGSR = BSW . As
a consequence for the generic i − th point of the j − th curve of fig. 2, identified by the pair (τi, λj),
one has to generate a GSR noise by setting:
Di,j =
B2
4
(1 + 2λ2j)τi. (31)
In other words, at each point we must modify the strength of the white noise that - via the eq. (10)
- generates the sine-Wiener noise. In figure 10 the result of the above-outlined comparison is shown.
Also there a phase transition is observed, as the one shown in figure 2, but the transition point is at
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Figure 9: Effects of temporal autocorrelation τ on GL model perturbed by additive spatiotempo-
ral sine-Wiener noise, with disordered initial conditions normally distributed as follows: ψp(0) ∝
N(0, 0.2). Other parameters (as in figure 2): B = 2.4 and
√
2D = 1. Dots series represent (with
various symbols) different realizations of the system at simulation time 750, while the continuous line
is the average value, computed over all the realizations and over the last 125 time units.
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Figure 10: Eeffects on GL model of GSR noise obtained by means of formula (31): curve M vs τ for
GL model perturbed by an additive GSR noise. Other parameters B = 2.4. To be compared with fig.
2
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Figure 11: Comparison via eq. (32) of the effects of GSR vs. sine-Wiener noises on GL model: M
vs
√
2D. In both curves λ = 1 and B = 2.6, and in GSR noise τ = 2 . In the GSR noise perturbed
case no re-entrant phase transitions are present.
smaller values of τ . Similarly, let us consider the phase transitions illustrated by figure 7. The k-th
point of the j-th curve is defined by the pair (Dk, λj). Thus, from the relationship BSW = 2σGSR the
’equivalent’ GSR noise has to be chosen in a way such that:
τk,j =
Dk
(1 + 2λ2j)
4
B2
. (32)
The comparison is shown in figure 11: no re-entrant transition is observed.
However, a third kind of comparison can be performed by employing a somewhat opposite starting
point, which is the response of the GL system to the GSR noise. This type of comparison pre-
scribes that: i) one simulates a GL system excited by a given GSR noise with known parameters, say
(Dx, τx, λx); ii) then one simulates the GL system perturbed by a sine-Wiener noise with the following
amplitude
BSW = 2
√
Dx
(1 + 2λ2x)τx
. (33)
Figure 12.(a) shows the curve M vs. τ for a GL system perturbed by a GSR noise with λ ∈
{0.1, 1.5, 6} and √2D = 1. Figure 12.(b) shows the corresponding diagram for the sine-Wiener noise,
through the application of formula (33). As one may see, for λ = 0.1 the GSR noise induces a
transition from small to large values of M , which is not observed in case of sine-Wiener noise. For
larger λ both the noises does not induce transitions in M .
In figure 13 it is shown the curve M vs.
√
2D corresponding to a GL system perturbed by a GSR
noise with λ = 1 and τ = 2, and the corresponding SW noise (obtained via eq. (33) ) for λ = 1. In
case of GSR noise a phase transition is observed, whereas for the SW noise no transition is observed.
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Figure 12: Comparison via eq. (33) of the effects of GSR (panel (a)) vs. sine-Wiener (panel (b))
noises on GL model: M vs τ . For λ = 1.5 and λ = 6 no phase transitions are present in both cases.
For λ = 0.1 a transition from low to large values of M can be observed in case of GSR noise, whereas
for sine-Wiener noise M remains close to 1. For GSR noise
√
2D = 1.
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Figure 13: Comparison via eq. (33) of the effects of GSR vs. sine-Wiener noises on GL model: M vs√
2D. In both curves λ = 1, and in GSR noise τ = 2.
14
5 Concluding remarks
Here we defined a novel spatiotemporal bounded noise, which is derived from the sine-Wiener temporal
bounded noise, and from the spatiotemporal unbounded GSR noise.
By numerical simulations, and by the properties of the variance of the GSR noise, we showed
that the SW noise may undergo a stochastic bifurcation assuming as bifurcation parameter λ, or D.
Moreover such bifurcation is also observed in τ , but for large values of this parameter.
In [24] we showed that the Cai-Lin noise also undergoes stochastic bifurcations, which however, are
of different nature. Indeed, in that case the bifurcation is from bimodality to unimodality, whereas
here the transition is from bimodality to trimodality. Moreover, both for Cai-Lin and for Tsallis-
Borland noises no bifurcation is observed with increasing τ , whereas in case of sine-Wiener noise the
temporal autocorrelation parameter τ can induce the bimodality/trimodality transition.
Then we studied the role of the defined noise in the additive perturbation of the GL model. We
obtained some effects of interest, among which: i) re-entrant phase transitions in
√
2D; ii) transitions
from uni-modality to bi-modality in the distribution of the GL field in correspondence to ordered and
disordered phases; iii) disordered phase characterized by clusters of the GL field whose size depends
on λ, and whose permanence depends on τ ; iv) different temporal length of transient depending on
the assumed initial conditions.
We compared the effect of bounded perturbations on GL systems with those relative to unbounded
GSR perturbation with the same fluctuation statistics and spatiotemporal features. This investiga-
tion allowed us to stress out, with both numerical simulation and analytical considerations, that the
boundedness of noise is crucial for the stability of the ’ordered’ state.
The phase transition in τ observed here share some features with those induced by Cai-Lin spa-
tiotemporal noise [24], but the transition point occurs in different ranges.
It follows that the observed phenomenologies strongly depend on the specific model of noise that
has been adopted. Then in absence of experimental data on the distribution of the stochastic fluctu-
ations for the problem in study, could be necessary to compare multiple kinds of possible stochastic
perturbations models. This is in line with similar observations concerning bounded noise-induced-
transitions in zero-dimensional systems [22].
Finally, here we faced a systematic comparison between the defined bounded noise and the GSR
unbounded noise.
As far as the future investigations are concerned, the priority will be given to a real understanding
of the physics underlying the observed phase transitions.
Moreover, we want to point out the need to perform analytical studies in order to exactly char-
acterize the origin of the bifurcations for the different the sine-Wiener and other bounded noises.
This might be important for the above-mentioned physical investigation of the bounded noise-induced
phase transitions.
Finally, following the second ’recipe’ one might define an entire wide family of spatiotemporal
noises derived from the GSR noise, as follows:
ζ(x, t) = f (2 pi ξ(x, t)) ,
where ξ(x, t) is a GSR noise, and f(u) is a bounded continuous function. In a further work we shall
compare the results here illustrated with those obtained by varying the specific function f(.).
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