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TRACE THEOREMS IN HARMONIC FUNCTION SPACES ON
(R n+1 + ) m ,
MULTIPLIERS THEOREMS AND RELATED PROBLEMS
MILOŠ ARSENOVIĆ † AND ROMI F. SHAMOYAN Abstract. We introduce and study properties of certain new harmonic function spaces in products of upper half spaces. Norm estimates for the so called expanded Bergman projection are obtained. Sharp theorems on multipliers acting on certain Sobolev type spaces of harmonic functions on the unit ball are obtained.
Introduction, preliminaries and auxiliary results
The main goal of this paper is to introduce and study properties of certain new harmonic function spaces on the poly upper half space (R n+1 + ) m and to solve trace problems for such spaces. Solutions of trace problems in various functional spaces in complex function theory are based on estimates of Bergman type integral operators in various domains in C n , see for example [8] , [9] , [17] , [19] , and references therein. In harmonic function spaces we used the same idea in [4] . The second section of this paper provides some new estimates for such integral operators in the upper half space. Generally speaking, trace operator is acting on functions f (z 1 , ..., z m ) defined on a product Ω m of domains in R k , that is z j ∈ Ω ⊂ R k , 1 ≤ j ≤ m. However, when such a function f is a product of m functions f 1 , . . . , f m we start to deal with multi functional spaces. In the third section we provide a sharp embedding theorem for such spaces.
In the last section we give characterizations of the spaces of multipliers acting from Sobolev type mixed norm spaces of harmonic functions on the unit ball into various spaces of harmonic functions on the unit ball.
We set H = {(x, t) : x ∈ R n , t > 0} ⊂ R n+1 . For z = (x, t) ∈ H we set z = (x, −t). We denote the points in H usually by z = (x, t) or w = (y, s). The Lebegue measure is denoted by dm(z) = dz = dxdt or dm(w) = dw = dyds. We also use measures dm λ (z) = t λ dxdt, λ ∈ R. We use common convention regarding constants: letter C denotes a constant which can change its value from one occurrence to the next one. Given two positive quantities A and B, we write A ≍ B if there are two constants c, C > 0 such that cA ≤ B ≤ CA. † Supported by Ministry of Science, Serbia, project OI174017.
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The space of all harmonic functions in a domain Ω is denoted by h(Ω). Weighted harmonic Bergman spaces on H are defined, for 0 < p < ∞ and λ > −1, as usual:
. We denote byÃ We denote by B the open unit ball in R n and by S = ∂B the unit sphere in R n . We denote polar coordinates in B by x = rx ′ , or y = ρy ′ , where x ′ , y ′ ∈ S and r = |x|, ρ = |y|. Accordingly, the surface measure on S is denoted by dx ′ or dy ′ . Using multi index notation we set, for a function f ∈ C N (Ω) and N ∈ N:
For 0 < p < ∞, 0 ≤ r < 1 and f ∈ C(B) we set
with the usual modification to cover the case p = ∞. For 0 < p ≤ ∞, 0 < q < ∞, α > 0 and f ∈ C(B) we consider mixed (quasi)-norms f p,q,α defined by
, again with the usual modification to cover the case q = ∞, and the corresponding spaces of harmonic functions
: f p,q,α < ∞}. For details on these spaces we refer to [8] , Chapter 7. Also, for N ∈ N we have (quasi) norms
and the corresponding spaces of harmonic functions:
We note that A We also consider harmonic Triebel-Lizorkin spaces on the unit ball in R n , these were introduced in [3] where embedding and multiplier results on these spaces can be found. consists of all functions f ∈ h(B) such that
These spaces are complete metric spaces, for min(p, q) ≥ 1 they are Banach spaces.
Harmonic function spaces in the upper half spaces were studied recently in [10] , [11] , [14] , [15] .
We denote the Poisson kernel for H by P (x, t), i.e.
P (x, t) = c n t
For k ∈ N 0 a Bergman kernel Q k (z, w), where z = (x, t) ∈ H and w = (y, s) ∈ H, is defined by
∂t k+1 P (x − y, t + s). We need the following result from [8] which justifies terminology.
The following elementary estimate of this kernel is contained in [8] :
Most of the results in the next two sections rely on the following three lemmas.
Lemma 1 ([20]
). There exists a collection {∆ k } ∞ k=1 of closed cubes in H with sides parallel to coordinate axes such that 
Lemma 2 ([7]
). Let ∆ k and ∆ * k be the cubes from the previous lemma and let (x k , t k ) be the center of ∆ k . Assume f is subharmonic in H. Then, for 0 < p < ∞ and α > 0, we have
Lemma 3 ( [20] ). Let ∆ k and ∆ * k are as in the previous lemma, let ζ k = (ξ k , η k ) be the center of the cube ∆ k . Then we have:
For w = (y, s) ∈ H we set Q w to be the cube, with sides parallel to the coordinate axis, centered at w with side length equal to s.
Expanded Bergman projections and related operators
In this section we provide new estimates for certain new integral operators closely connected with trace problem.
For any two m-tuples (m ≥ 1) of reals a = (a 1 , . . . , a m ) and b = (b 1 , . . . , b m ) we define an integral operator
This operator can be called an expanded Bergman projection in the upper half space, it is well defined for z 1 , . . . , z m ∈ H and f (w) ∈ L 1 (H, s
A unit ball analogue of this operator was used in [17] , see also [22] . We can write this operator in the following form:
where
We also consider related integral operators S k a,b , where a > 0, b > −1 defined by
and we set
Analogous operators acting on analytic functions in the unit ball in C n appeared in [13] .
We need the following definition, generalizing the concept of Muckenhoupt weight to the upper half space. Analogous weights in the unit ball in C n were considered in [13] where a result analogous to Theorem 2 was proven. (13) sup
We remark here that an equivalent definition arises if in the above supremum we replace the family of cubes Q w , w ∈ H with the family ∆ k , k ≥ 1. This easily follows from the fact that there is a constant N = N n such that each cube Q w can be covered by at most N n cubes from the family ∆ k , and the selected cubes have sizes comparable to the size of Q w .
Note that V (z) = t α is in M H(p) for all 1 < p < ∞ and all real α.
Proof. Let q be the exponent conjugate to p. Let us fix k ≥ 1. We have, using Lemma 3 and Holder's inequality:
and this clearly proves the theorem. The following proposition is analogous to Proposition 1 from [17] , the proof we present below follows the same pattern as the one provided in [17] for the case of the unit ball in C n .
Proof. Let 1/p + 1/q = 1. Choose γ > 0 such that
Since pa j + s j + 1 > 0 we can choose, for each j = 1, . . . , m, e j such that
After these preparations, we choose f ∈ L p (H, dm λ ) and obtain, using Holder inequality with system of m + 1 exponents p, mq, . . . , mq:
where, at the last step, we used Lemma 4. Therefore we have
Hence, using Fubini's theorem and Lemma 4 we obtain
where we have, see Lemma 4,
and this ends the proof. Next we consider another class of integral operators, see [18] for similar operators acting on analytic functions in poly balls and for an analogue of Proposition 2 below.
For any two m-tuples a = (a 1 , . . . , a m ) and b = (b 1 , . . . , b m ) of reals we set
where w = (y, s) ∈ H and g ∈ L 1 a . Next, for k ∈ N 0 we define an integral operator
In fact, this operator is the trace operator on a suitable space. Indeed we have
if p, n and α j satisfy conditions from Theorem 1. The following proposition is well known in the case of analytic functions in the unit ball in C n , see [22] , it was extended to analytic functions on poly balls in [18] and here we deal with harmonic functions in the poly half space.
If p > 1 we assume these parameters satisfy the following conditions:
where q is the exponent conjugate to p. If p = 1 we assume m(α j + b j ) > n and α j < a j for j = 1, . . . , m. Set λ = (m − 1)(n + 1) + m j=1 α j . Then
Proof. We follow the same method as in [18] , adapted to our situation. Let us start with the case p = 1. By Fubini's theorem we have
Next we use Holder's inequality with m functions and Lemma 4 to obtain:
This estimate, combined with (17) settles the case p = 1.
Next we assume 1 < p < ∞. Let q be the exponent conjugate to p. Using identity
Using (4) we see that |R k g(w)| ≤ (R a, b |g|)(w) where a j = k and b j = n + 1 for j = 1, . . . , m. This observation leads to the following corollary.
3. Trace theorems and embedding theorems for multi functional spaces of harmonic functions
In this section we give an estimate of the A 
A holomorphic version of the following theorem appeared in [12] .
Proof. Let us denote the integral appearing in (19) by I. Using Lemma 1 and Lemma 3 we obtain
The last inequality follows from the fact that for k 1 = · · · = k m = k expression in (21) reduces to (20) . Next we apply generalized Holder's inequality with exponents q i /p i , 1 ≤ i ≤ m, to the last multiple sum and obtain
we obtain, using finite overlapping property of ∆ * k :
This, in combination with (22) , suffices to establish needed estimate. The theorem below was announced, without proof, in [17] for 0 < p < ∞. A proof for the case 0 < p ≤ 1 was given in [4] , here we settle the remaining case 1 < p < ∞. 
Proof. The second inclusion in (24) is trivial while the third one follows from Lemma 5. Let us prove the first inclusion, we fix g ∈ A p λ . Let us choose k ∈ N 0 such that p(n + k + 1) > (m − 1)(n + 1) + ms j + pn + 1 for 1 ≤ j ≤ m and set
We have, by Theorem 1, Tr f = g. Since the kernel Q k (m −1 (z 1 + · · · + z m ), w) is harmonic in each of the variables z 1 , . . . , z m it follows that the same is true for f (z 1 , . . . , z m ). Using estimate (4) and classical inequality between arithmetic and geometric mean we obtain Lemma 6. Let 0 < q, σ < ∞ and α > −1. Then we have
This is a special case of Lemma 6 from [16] , in fact harmonicity of f is not needed here.
Lemma 7. Let 0 < q i ≤ p < ∞ and let x i,k ≥ 0 for 1 ≤ i ≤ m and k ≥ 1. Then:
Proof. Since the l q norm of a sequence is a decreasing function of q we can assume q i = p for all i = 1, . . . , m. But in this special case our inequality is equivalent to
and this is clearly true. 
The measure µ satisfies the following Carleson-type condition:
Using a covering argument one easily shows that for any positive measurable function u : H → R we have
Let us assume (27) holds. Then we have, using Lemma 1 and Lemma 2
. Now an application of Lemma 7 followed by (28) gives
which, in view of Lemma 6, is sufficient to derive (26).
We give an outline of proof of the reverse implication. Namely, one uses test functions
where l is sufficiently large, θ k is suitably chosen point near ζ k , see [4] and the proof of Theorem 4 from [16] for these choices. The right hand side of (26) is estimated with help of pointwise estimates of f w,l from [4] and Lemma 4. We leave details to the interested reader. 
The following theorem, which is an analogue of Theorem 2 from [17] , see also [22] , gives an equivalent description of (r 1 , . . . , r m )-Carleson measures. Proof. Assume (30) holds and choose w 1 , . . . , w m ∈ H. Then we have, using Lemma 3,
, which implies that µ is an (r 1 , . . . , r m )-Carleson measure. Note that in this implication we did not use conditions on the parameters. Now we assume µ is an (r 1 , . . . , r m )-Carleson measure. Let us, moreover, assume m = 1. We choose w = (y, s) ∈ H, in order to simplify notation we assume y = 0. Let Γ = Z n be the integer lattice in R n . We have a partition of H w into layers
The general case, with m variables, is treated similarly: instead of ordinary sums and integrals one encounters multiple sums and integrals; we leave details to the reader.
Remark 1. In the above theorem it is not possible to replace integration over H wj with integration over H, i.e. the global variant of this theorem is not true. In fact, a counterexample is obtained by taking
m = 1, n = 1, r = 2, τ = 1 and µ = k≥1 2 2k δ z k , where z k = (0, 2 k ).
Multipliers between spaces of harmonic functions on the unit ball
The goal of this section is to extend our previous results on multipliers, see [3] , to more general harmonic function spaces, involving derivatives. We restrict ourselves to the three theorems below, though other results from our previous work can be generalized similarly. Let us recall some standard notation and facts on spherical harmonics, see [21] for a detailed exposition.
Let
j . We often write, to stress dependence
We denote the Poisson kernel for the unit ball by P (x, y ′ ), it is given by
The Bergman kernel for the harmonic Bergman space A p m , m > −1 is the following function
see [3] and references therein for estimates of this kernel. Let us recall some definitions from [2] .
Definition 5. For a double indexed sequence of complex numbers
if the series converges in B. Similarly we define convolution of f, g ∈ h(B) by
it is easily seen that f * g is defined and harmonic in B.
Definition 6. For t > 0 and a harmonic function
we define a fractional derivative of order t of f by the following formula:
Clearly, for f ∈ h(B) and t > 0 the function Λ t f is also harmonic in B.
Definition 7. Let X and Y be subspaces of h(B). We say that a double indexed sequence c is a multiplier from
We associate to such a sequence c a harmonic function
and express our conditions in terms of fractional derivatives of g c .
In particular, |∇ N f | is subharmonic and hence M 1 (∇ N f, r) is increasing for any f ∈ h(B).
The following three theorems have derivative free counterparts, see [3] . Proof. In proving sufficiency of the condition (33) we follow closely arguments presented in the proof of Theorem 4 from [2] . Namely, let us assume L s (g) < ∞, take f ∈ D N B 1,p α and set h = c * f . Since ∇ N h = c * ∇ N f , Lemma 6 from [2] gives
and this allows us to obtain the following estimate: Analogously to the proof of Theorem 7, one can modify proofs presented in [2] and [3] to obtain the following two theorems. (1 − ρ)
