, Siegmund, 2002, [26]), D-hyperbolicity (Berger et al., 2009, [6]) and real parts of the eigenvalues (in case A is constant) is described. We prove a spectral theorem and provide an approximation result for the spectral intervals.
Introduction
Consider a linear nonautonomous differential equation on an interval I ⊆ Ṙ
x(t) = A(t)x(t), t ∈ I,
where A : I → R d×d is a continuous matrix-valued function. Let Φ : I × I → R d×d denote the evolution operator of (1), i.e. Φ(·, s)ξ is the solution of (1) such that Φ(s, s)ξ = ξ for any s ∈ I and ξ ∈ R Σ dich (A) := γ ∈ R:ẋ = A(t) − γ id x does not admit an ED .
For linear skew-product flows the dichotomy spectrum was established in [23] . For system (1) 
For system (1) on a compact (finite-time) interval I = [t − , t + ] there have been introduced several hyperbolicity notions. In Haller [13] , analytic criteria for the existence of finite-time uniformly attracting and repelling material surfaces were provided. Motivated by this work the notion of M-hyperbolicity was introduced in Berger et al. [6] . M-hyperbolicity is based on monotonic growth and decay of solutions. Another finite-time hyperbolicity notion is based on the EPH-partition in Haller [12, 14] , see also Duc and Siegmund [10, 9] , which was extended in Berger et al. [4] and called dynamic partition. To distinguish the different hyperbolicity notions, Berger et al. [4, 5, 3] later named a solution D-hyperbolic, if it is hyperbolic in the sense of the dynamic partition. Rasmussen [21] introduced (t − , T )-dichotomies for T = t + − t − which define a type of hyperbolicity forẋ = [A(t) − γ id]x for certain γ ∈ R which turns out to be closely related to finite-time Lyapunov exponents (cp. Remark 3 and Theorem 24). The paper is organized as follows: In Section 2 we define the new hyperbolicity notion (Definition 2) and observe in Remark 3 some of its basic properties. For reference we also recall D-hyperbolicity. Section 3 is split into three parts. The first subsection is devoted to a spectral theorem based on finite-time hyperbolicity. The main result (Theorem 10) shows -similar to the statement in Theorem 1 -that the spectrum is the union of at most d disjoint compact intervals. It generalizes results in [6, Theorem 17] , [21, Theorem 4.13] and [8, Theorem 12] . In the second subsection the relation between the spectrum based on finite-time hyperbolicity and the dichotomy spectrum (Theorem 11), as well as the notion of D-hyperbolicity (Theorem 15), is clarified. The constant coefficient caseẋ = Ax is treated as a special case (Corollary 13). The third subsection of Section 3 addresses the issue of approximation of spectral intervals. Theorem 20 provides core ingredients for an algorithm to numerically compute the finite-time spectrum. In Section 4 we discuss the established concept of finite-time Lyapunov exponents as a special case of finite-time spectrum (Theorem 24).
We introduce some notions which are used in the paper. For a matrix M ∈ R d×d let δ 1 
For a compact set J let | J | ∈ N 0 ∪ {∞} denote its cardinality and
As usual, the Hausdorff distance between two compact sets I, J ⊂ R is defined by 
metric space (see e.g. [7] ). We denote by
Note that in [4, 8] D-hyperbolicity is studied for
Finite-time hyperbolicity
We define a new finite-time hyperbolicity notion for system (1) w.r.t. a compact subset J ⊂ I .
Definition 2 (Finite-time hyperbolicity)
. Let R d be endowed with an arbitrary norm · and J a compact subset of I with | J | 2. System (1) is called finite-time hyperbolic with respect to the norm · and the set J if there exist an invariant projector P and constants α, β > 0 such that for all t, s ∈ J with t s
Remark 3. (i) Let J and J be two compact subsets of I such that J ⊂ J . Assume that system (1) is finite-time hyperbolic with respect to J . Then (1) is also finite-time hyperbolic with respect to J .
(ii) Suppose that J = {t 1 , . . . , t k } ⊂ I , where t 1 < t 2 < · · · < t k . Then system (1) is finite-time hyperbolic with respect to J if and only if there exists an invariant projector P such that for each
For k = 2 we get as a special case the definition of nonhyperbolic (t 1 , t 2 − t 1 )-dichotomy as in [21] .
(iii) In Section 4 we introduce finite-time Lyapunov exponents for system (1) given on I = [t − , t + ].
All finite-time Lyapunov exponents of system (1) are non-zero if and only if (1) is finite-time hyperbolic with respect to J = {t − , t + } (see Theorem 24) .
To conclude this section, we recall the notion of D-hyperbolicity which is a sufficient condition for M-hyperbolicity [8, Corollary 22] (for more details see also [4, 8] 
= ξ(t), S Γ (t)ξ(t) .
Thus the Γ -strain tensor describes growth and decay of solutions ξ of (1) with respect to the · Γ -norm. Clearly, all non-trivial solutions of (1) are strictly decreasing or increasing with respect to the · Γ -norm if S Γ (t) is negative or positive definite, respectively.
The set 
Finite-time spectrum
For γ ∈ R, we consider the shifted equatioṅ
and denote its evolution operator by Φ γ : In the next part of this section, we establish a spectral theorem which characterizes the finite-time spectrum by extremal growth rates. Later, we formulate some asymptotic and instantaneous aspects of the finite-time spectrum. The remaining part is devoted to present an approximation result for finite-time spectral intervals.
A spectral theorem for finite-time differential equations
Definition 5 (Growth rates). Let X ∈ G d and J a compact subset of I . Set t 1 := min J . We call
respectively, the lower and upper growth rate of X (or the integral manifold induced by X ) with respect to J . We extend the definition by λ( J , {0}) = +∞ and λ( J , {0}) = −∞ in a natural way.
In the case that J is finite, explicit expressions for the lower and upper growth rates of an X ∈ G d are given as follows.
We now introduce the notion of extremal growth rates which play an important role in determining the spectrum.
Definition 7 (Extremal k-dimensional growth rates).
For k ∈ {0, . . . , d}, the numbers λ (k) ( J ) and λ (k) 
are called, respectively, the maximal k-dimensional lower growth rate and the minimal k-dimensional upper growth rate of (1) with respect to the compact set
The question if there exist subspaces realizing the maximal lower and minimal upper growth rates arises naturally. In order to answer this question we introduce the following functions: For each k ∈ {0, 1, . . . , d}, the lower and upper growth rate functions λ (k) 
We also say that X realizes the maximal lower growth rate λ (k) ( J ). Similarly, there exists Y ∈ G k,d realizing the minimal upper growth rate λ (k) ( J ).
(ii) The subspaces realizing the maximal and minimal growth rates need not be unique, see e.g. [6, Example 27].
The dichotomy spectrum of system (1) for I = R is the union of at most d disjoint, non-empty intervals and in case the solutions are exponentially bounded those intervals are compact (Theorem 1).
The following theorem states that for system (1) on an arbitrary interval I ⊂ R the finite-time spectrum with respect to an arbitrary norm and a compact set J ⊂ I has the same property. Moreover, based on the maximal lower and minimal upper growth rates an explicit expression for Σ J is given. 
Proof. Set t 1 := min J . By (4) and Definition 5, the sequence of minimal upper growth rates (λ (k) ( J )) k∈{0,...,d} is increasing and the sequence of maximal lower growth rates (λ (k) 
We now show that
For this purpose,
By (4), there exist subspaces W s and W u of dimension i k and d − i k , respectively, and α > 0 such that
is increasing on J for all ξ ∈ W u . Thus, system (7) is hyperbolic with respect to the set J . Conversely, let γ ∈ ρ J (A) and suppose that system (7) is hyperbolic with respect to the set J with an invariant projector P : I → R d×d . Then there exists α > 0 such that for all t, s ∈ J with t s and all ξ ∈ ker P (t 1 )
) and hence (6) is proved. This together with (5) implies that
which completes the proof. 2
Relation to dichotomy spectrum and D-hyperbolicity
In this subsection we study the dependence of Σ J (A) on J ⊂ I . In the first case we investigate the asymptotic relation of Σ J (A) to the dichotomy spectrum Σ dich (A) on I = R by increasing ρ( J ) to infinity, in the second case we decrease ρ( J ) to zero and get a relation of Σ J (A) to the instantaneous growth rates of solutions described by the Γ -strain tensor S Γ (t 0 ) which is used for the definition of D-hyperbolicity. (1) 
Theorem 11 (Relation to dichotomy spectrum). Suppose that system
where
Proof. According to Theorem 1, the dichotomy spectrum of (1) on R has the following form
where n ∈ {1, . . . , d} and
For ∈ {1, . . . ,n} 
To this end, let X =
By virtue of Remark 6 and Definition 7 we get that
for k ∈ {1, 2, . . . ,n} and (11) The following scalar system provides an example for the fact that if we replace the semi-distance d by the Hausdorff distance in (8) , then this statement is in general not true.
Example 12.
Consider the following linear nonautonomous scalar differential equatioṅ
The associated evolution operator is given by
2 )) for all t, s ∈ R. In [21] , however, it is proved (cp. also Remark 3(ii) for the relation between the hyperbolicity notion suggested in [21] and ours) that for t, T ∈ R and the two-point set
As a corollary to Theorem 11 we can extend this approximation result to the finite-time spectrum oḟ x = Ax. 
Corollary 13 (Relation to real parts of the eigenvalues
The remaining part of this subsection is devoted to relate Σ J m (A) for ρ( J ) → 0 to the instantaneous growth rates of solutions described by the Γ -strain tensor (2) which is used for the definition of D-hyperbolicity. For this purpose, we need the following preparatory lemma which relates the evolution operator Φ(t, s) of (1) for a given · Γ -norm to its Γ -strain tensor. Recall that δ k (M) denotes the k-th singular value of a matrix M, which is identical to the k-th eigenvalue in case M is symmetric.
Lemma 14.
For any t 0 ∈ I the following statements hold:
(ii) For any k ∈ {1, . . . , d}, we have
Proof. 
Consequently, we obtain that
(ii) Using the Courant-Fischer Min-max Theorem (see e.g. [11] )
Similarly, using the Courant-Fischer Min-max Theorem we also have
Consequently, we have
which together with part (i) implies that lim inf
On the other hand, using the Courant-Fischer Min-max Theorem we have
In view of the Courant-Fischer Min-max Theorem and (i), we get lim sup
Hence, 
Proof. (i) Define t 1 = min J . Since t is a limit point of J , there exists a sequence (t n ) n∈N ⊂ J such that lim n→∞ t n = t and |t n+1 − t| |t n − t| for n ∈ N.
Fix k ∈ {1, . . . , d}. From Definition 7, we derive that
By virtue of Remark 6 and Definition 7, we have
To simplify the notation, define M := Γ 
which together with Lemma 14 and (13) proves that
) and the proof of part (i) is complete.
(ii) According to Theorem 10, it is sufficient to show that
For this purpose, we choose X = Γ 
holds for all t, s ∈ J m and ξ ∈ X \ {0}. This together with Definition 5 gives that
This together with part (i) proves (14) and the proof is complete. 2
Approximation of the finite-time spectrum
In view of Theorem 10 to compute the finite-time spectrum of a given nonautonomous differential equation we need to compute the extremal growth rates associated with this system. The rest of this section is devoted to provide a general approximation scheme to compute these extremal growth rates. For this purpose, we need to prove the following things:
1. The extremal growth rates of the discretization converge to the ones of the given system (for converging time-sets), see Theorem 17. 2. The extremal growth rates of the approximation of the evolution operator converge to the exact extremal growth rates (for converging approximation error), see Theorem 19.
Before we state and prove the convergence results listed above, we discuss in the following remark an explicit bound of the finite-time spectrum.
Remark 16. For all t, s ∈ I using the variation of constant formula Φ(t, 
Consequently, 
Hence, to obtain (15) it is sufficient to prove that for all j ∈ {1, 2, . . . , d} lim sup
For this purpose, let (X m ) m∈N be a sequence in 
In the limit for m → ∞ we get
which implies together with Definition 5 that λ( J , X) α +δ and contradicts to Definition 7. Similarly, (16) is proved and the proof is complete. 2
We now provide an example to illustrate that the condition that J m is a subset of J for all m ∈ N is necessary in Theorem 17. , a(1) .
Example 18. Consider the scalar differential equation on
Let ε > 0 and δ < εe −aT min{ 1 2
Consequently, for all j ∈ {1, . . . , d} we get
By using the obvious inequality log(1 + x) x for all x ∈ [0, ∞), we obtain
, 3 }. The above argument applies equally well when interchanging Φ and Ψ , such that we get
approx < ε in case of (19) with δ < εe −aT min{ 1 2 , 3 }, which proves the first part of (20) . Analogously, we get the second part of (20) 
Theorem 20 provides an approximation result for the spectral growth rates λ ( j) ( J ) and λ ( j) ( J ) if J is approximated by J m and the evolution operator Φ is only available approximately. For a numerical implementation one needs to also address the question of computing the growth rates λ (19) and the points in J = {t 1 , . . . , t k } are equidistant. To compute λ ( j) approx ( J ) and λ ( j) approx ( J ) using formulas (17) and (18), we first observe that if there exist i, j ∈ {1, . . . ,k − 1}, i = j, such that for all ξ ∈ R 2 \ {0} the equality
holds, then one can w.l.o.g. remove either i or j from {1, . . . ,k − 1} without changing the value of (17) and (18). Hence we can assume that for each i, j ∈ {1, . .
Under this assumption, the equation log
can be solved as
As a consequence, the set 
• Computation of λ (1) 
• Computation of λ (2) 
Finite-time Lyapunov spectrum
In the previous section, we established a general theory for finite-time spectrum with respect to an arbitrary norm and an arbitrary compact time-set. Now we are dealing with the special case that the state space is endowed with the Euclidean norm · 2 = · id and the compact subset J ⊂ I contains only two time-points, i.e. J = {t − , t + }. Our aim is to show that the finite-time spectrum in this special case coincides with the finite-time Lyapunov spectrum. We refer the reader to [19] for an illustration of the importance of finite-time Lyapunov exponents in detecting Lagrangian coherent structures on finite-time intervals, e.g. in fluid dynamics and oceanography, cf. also [24, 15] and the references therein.
We do not intend to recall the general theory of classical Lyapunov exponents for nonautonomous linear differential equations, but to motivate the definition of finite-time Lyapunov spectrum, let us have a rough look at this classical concept for certain nonautonomous linear differential equations (see e.g. [1, 18, 22] for more details on so-called regular systems). Consider system (1) As a possible adaptation of the concept of Lyapunov exponents to ODEs (1) 
which we call the finite-time Lyapunov spectrum of (1) on the interval I . For precursors of the finitetime Lyapunov spectrum Σ FTLE,[t − ,t + ] (A) see e.g. [20, 16] for the largest and the smallest finite-time Lyapunov exponent, formulas (8) and (9) in [15] and the numerical approach in [17] . exists.
An alternative approach to Lyapunov spectrum is based on the fact that the maximal growth rate of a k-dimensional infinitesimal volume is the k-th Lyapunov exponent (see e.g. [2, 25] ). In this section, we prove this analog relation between finite-time maximal growth rate and the finite-time Lyapunov spectrum defined as in (21) . To formulate and prove this result, we consider system (1) on an interval I ⊇ [t − , t + ] and compute explicitly the maximal and minimal growth rates with respect to J = {t − , t + }. 
