Abstract-This paper experimentally investigates the dynamical behavior of a search process in a local heuristic search system for a combinatorial optimization problem. Or-opt heuristic algorithm is chosen as the study subject, and the well-known traveling salesman problem (TSP) serves as a problem testbed. This study constructs the search trajectory by using the time-delay method, evaluates the dynamics of the local search system by estimating the correlation dimension for the search trajectory, and illustrates the transition of the local search process from high-dimensional stochastic to lowdimensional chaotic behavior.
I. INTRODUCTION
H EURISTIC search techniques have been very popular as a means of finding reasonable solutions to hard combinatorial optimization problems. However, despite the simplicity of the techniques and their widespread use, little theory is available as a guide for the design of effective heuristic search algorithms. The design has been, and remains, very much an art [1] . People usually study empirically the performances of such techniques, simply by trying a heuristic, comparing with others, and observing the relative quality of results. Identifying and encoding the geometric structure of the solution space and the dynamical behavior of a heuristic search process is a difficult task. As the number and complexity of heuristic algorithms grow, it becomes increasingly difficult for a heuristic search system builder to imagine how the search process behaves. Although the topic of studying heuristic search behavior has attracted some attention in the literature [2] , [3] , there are, indeed, few theoretical publications and experimental works that address the dynamical nature of heuristic search processes. The dynamics of heuristic search processes is not well understood because the complexity of the search process makes the phenomenon not amenable to simple analysis and leads to differing views on modeling techniques and analytical methods. Certainly, it is unsatisfactory that, so far, we do not have an effective technique to study the behavior of heuristic search processes. Not even a useful search path analysis can be conducted. It is this very situation that motivates this paper to cover one of the important topics in the research and application of heuristic algorithms: reconstructing the trajectory of a heuristic search process and investigating its dynamical behavior.
In order to discover how such a heuristic search process behaves when it searches for solutions to a particular combinatorial optimization problem, and in order to acquire a better understanding of the heuristic search mechanism, this paper reconstructs the search trajectory of Or-opt algorithm for the traveling salesman problem (TSP). Then, based on the reconstructed trajectory, the dynamical property of the search system is defined quantitatively.
II. COMBINATORIAL OPTIMIZATION AND HEURISTICS
Combinatorial optimization studies hard optimization problem in which there can be many possible solutions. In general, the primary task is to find the best element in a finite solution set , with respect to some objective function. Some representative examples of combinatorial optimization problems are the TSP, the assignment problem, the set covering problem, and the vehicle routing problem. These problems have both theoretical and practical significance.
An instance of a combinatorial problem is usually formalized as a pair , where is the finite set of feasible configurations, called configuration space or solution space, and is a real-valued score function (also called objective function) that assigns a value to each configuration. We wish to find a solution with the optimal value or (
Such a point is called a globally optimal solution to the given problem instance. People have used many strategies to attack combinatorial optimization problems. However, the NP-completeness and intractability of combinatorial optimization problems have led many researchers to employ heuristic methods to solve those hard problems. A heuristic is a technique that seeks good solutions at a reasonable computational cost without being able to guarantee either feasibility or optimality, or even, in many cases, to state how close to optimality a particular feasible solution is [4] . Many heuristic algorithms have been developed to solve the combinatorial optimization problems. Useful references to heuristic techniques include [4] - [6] .
There are three important aspects in the analysis of heuristics: 1) search performance; 2) time or space complexity; 3) dynamical complexity. The first two aspects have occupied a fair amount of attention. A large body of literature has been focused on measurement of performance and determination of time complexity. The third aspect is related to the behavior of the heuristic search process. There have been some works in studying search mechanisms and problem structures over the past years to touch on this aspect in one way or another. Elmaphraby [7] introduced the idea of representing graph-theoretically the structure of a generating mechanism in relation to the state space. Evans [8] examined the neighborhood structures for a problem class from the viewpoint of state-space graphs in artificial intelligence, and showed that state-space analysis can provide useful insights into the nature of local search algorithms. Grover [9] studied the neighborhood structures of several NP-complete problems and showed that these problems satisfy a linear equation that is similar to the wave equation of mathematical physics. Gent and Walsh [10] studied a local search heuristic for the satisfiability problem, plotted the solution values against the iteration number, and found that the plot is almost identical from problem to problem.
Since many heuristics are based upon intuition and involve randomness, the behavior of a heuristic search process looks erratic, like the behavior of a system strongly influenced by random "noise" or the complicated behavior of a system with many degrees of freedom. The technical approach of this paper views the heuristic search process as a nonlinear dynamical system. Fig. 1 illustrates a conceptual framework for describing a heuristic search system.
In general, an instance of a problem consists of all the inputs that are needed to compute a solution to the problem and satisfies whatever constraints imposed in the problem statement. The problem instance input is the object of search, which can influence the solution output in some manner through the dynamical behavior of the search process. In this paper, the TSP is chosen to serve as a problem testbed. This paper generates a symmetric TSP instance, which consists of 1000 cities with distance independently drawn from a uniform distribution of the integers over the interval [1, 1000] .
The search process in a heuristic search system is carried out by a heuristic search algorithm, called a search operator. Thus, the behavior of a search process is determined by the properties of the heuristic operator used in the search system. Many heuristics are problem-specific, so that a method that works well for one problem cannot be used to solve a different one. This paper chooses a general-purpose heuristic search algorithm, namely, the Or-opt algorithm [11] .
Or-opt heuristic is a local search technique, which explores a subset of feasible solutions by repeatedly moving from the current solution to a neighboring solution. For each solution , a neighborhood is defined, consisting of all configurations that can be reached from in one transition. The search operator searches the defined neighborhood of for a better solution. Having found one, the process restarts from the new configuration. It is repeated until no further improvement can be found in the neighborhood of the current configuration. Then the system terminates at a local optimum that may deviate from a global optimum.
The output of a search system is the best solution value found during the search. All local search algorithms have the iterative descent property. A local search process generates a series of Fig. 1 . Heuristic search system takes a problem instance as input, uses a heuristic algorithm or hybrid algorithm to search for solutions, and outputs the best solution found in the search process. The state variable characterizes the internal dynamics of the search system and is usually used to control the search process and to approach the final solution.
solution points, each new points being calculated on the basis of the current configuration. This property makes a local search system locally convergent, that is, it generates a sequence that converges to a point that may be not an optimal solution.
A state variable is the characteristic variable that directly measures the internal dynamics of a system. The search operator determines the possible changes in the position of solution space in a heuristic search system. For the TSP, the length associated with a set of connected edges forms the state variable. The state variable is used to measure the current search result, control the search process, and represent the dynamics of the search system by the positions of the system in the solution space.
III. RECONSTRUCTION OF LOCAL SEARCH TRAJECTORY

A. The Time Series Data
Typically, a local heuristic search system selects an initial solution vector in solution space and then generates a new vector from . If is an improved vector, the search operator keeps it. A new solution vector is generated from . If is not an improved vector, the operator discards it. A new vector is still generated from . The process is repeated and a new solution vector is generated and tested. Continuing in this fashion, a sequence of vector points is generated, and a sequence of everimproved points approaches a final solution vector . It is obvious that is a subset of . In fact, the set defines the search path and can be served as the representation of solution space for the problem.
The dynamical information of an experimental process is often contained in an observed time series. A time series is a sequence of data representing the evolution of an observable quantity of the process, indexed by time. For any system, if we set an initial state point at time , and record the state variable at time at time , and so on, the state variable should form a time series (2) Nonlinear dynamics theory shows that a set of sampled values of just one variable can be sufficient to capture the features of a system's dynamics [12] . In other words, we can reconstruct the information given in the time series to present information about the whole system. In fact, if the time series are used cleverly, the essential features of the dynamics in state space can be reconstructed. From the single-variable time series, we can also determine the number of state variables needed to specify the state of the system. For the local search system in this paper, the values of tour length recorded at each iteration yield the following sequence of numbers: (3) where is some initial solution value and is a solution value after the th iteration. If we consider the solution value as the state variable and one iteration as a time interval, this sequence forms our experimental time series. This paper collects 10 000 data points (first 10 000 iterations) from the Or-opt search system, running on the TSP instance. For convenience, let denote the data set of 10 000 points, and let and denote the data subset of the first 1000 points, 4000-5000 points, and 8000-9000 points, respectively. Fig. 2 plots the time series . In the horizontal axis, the number of iteration (time) is marked, while on the vertical axis, the values of solution are given for each iteration. The plot shows an irregular curve with a certain amount of structure. The search pattern of the heuristic search system shows a movement from a hill-climbing phase to a plateau phase, indicating that the performance of the heuristic search slows down as a local optimal point is approached.
B. Time-Delay Coordinates
In scientific experiments, the behavior of an experimental process is usually ruled by -coupled autonomous differential equations, thus the state space for the experimental process is . Each vector represents a possible state of the process. Of course, fundamental understanding of a dynamical process can be achieved by building a dynamical model from the whole set of differential equations. However, tracking the differential equations is not easy. In an experimental setting, it is seldom the case that all relevant dynamical variables can be measured. The set of coupled differential equations that governs the behavior of the process would be unknown. The state space dimension would be very large [13] , [14] . Thus, it is very difficult to model fully the dynamics of the process.
Usually, the first step to analyze the dynamics of a system is to reconstruct its trajectories in a state space. A trajectory of a dynamical process is the path in state space followed by the process over time. The philosophy of reconstructing trajectories is to extract "physical sense" from an experimental data. One useful graphical device to reconstruct a trajectory from a time series is the time-delay coordinates [15] , [16] . We plot each value of the time series versus its time-delay version, by plotting for a fixed time-delay . This procedure is called time-delay coordinates reconstruction [15] . This technique is to reproduce the set of dynamical states of a process using vectors derived from a time series measured from the process. An interesting feature of the reconstruction is that the reconstructed trajectory in dimensions is topologically equivalent to the actual trajectory of the process. This method had been applied to a wide range of dynamical systems and has gained acceptance as a powerful analysis tool for investigating dynamical processes in many scientific and research communities. In fact, this time-delay technique is currently the most widely used choice for state space reconstruction, which enables us to retrieve the geometric structure of any nonlinear dynamical process [17] - [19] .
The theoretical basis for the time-delay reconstruction is the embedding theory [14] , [16] , [20] , which describes the connections between a system's full state space, the measurements that comprise a time series, and the reconstructed state space. The embedding theory shows that points on the dynamical trajectory in the full system state space have one-to-one correspondence with measurements of a limited number of variables. A one-to-one correspondence means that the state space can be identified by the measurements. Thus, we do not need the derivatives to form a coordinate system in which to capture the geometric structure of a trajectory in state space for a dynamical process. Instead, we can directly use the time-lagged variables from a single-variable time series to reconstruct a state space to view the dynamics of the process. Specifically, using a collection of time lags to create a sequence of vectors in dimensions (4) where is a time-delay, and is the time interval, we can provide the required coordinates to reconstruct the trajectory for a dynamical process in dimension [18] . In general, rather than considering as a sequence of single values, we group together successive values for each time in the time series, thus the vector (5) represents a point in an -dimensional space the coordinates of which are just these values. Here, denotes a time-delay, which must be a multiple of time interval , and , called the embedding dimension, denotes the dimension of the coordinates for a reconstructed trajectory.
Theoretically, trajectories of a dynamical process can always be faithfully reconstructed using this procedure. In practice, what time-delay to choose and what embedding to use are the central issues of the reconstruction.
C. Choosing Time-Delay
Most of the research conducted on the problem of state space reconstruction has centered on theoretical approaches to choosing and in an optimal fashion for time-delay coordinates. The proposed approaches are related to either information-theoretic property [21] - [23] or geometrical property [24] , [25] .
Takens' study implies that any time-delay may be acceptable [16] , [20] . This means that the choice of the time-delay is almost arbitrary. However, in practice, if is too small, the coordinates and that we wish to use in the reconstruction of data vector will not be independent enough. The resulting trajectory will be close to the "diagonal" of the state space. On the other hand, if is very large, any connection between the measurement and will be numerically subject to being random with respect to each other. The reconstructed trajectory will appear to wander all around space such that the structure of the trajectories is hard to detect. Thus, in practice, the quality of the reconstruction depends on the value chosen for .
Therefore, some prescription is needed to identify a proper time-delay that is large enough that and are quite independent, but not so large that they are completely independent in a statistical sense. There are a number of suggested techniques for choosing [26] . The average mutual information approach can be used to obtain a proper, but not necessarily optimal, time-delay [23] , [27] .
Mutual information measures the general dependence of two variables. Suppose a process consisting of a set and a set of possible measurements, the mutual information between measurement drawn from set and measurement drawn from set is the amount learned by the measurement of . Let map measurements to probabilities. The amount one learns about a measurement of from a measurement of is given by the arguments of information theory as (6) where probability of observing out of the set ; probability of finding in the set ; joint probability of measurements and resulting in values and [28] , [29] . If the measurement drawn from is completely independent of the measurement from , then and thus the mutual information is zero.
Since a mutual information function is a numerical function of the elements in the sample space, it can be treated as a kind of random variable. In particular, mutual information has a mean value and a variance. The mean value, called the average mutual information between measurements and , is the average over all possible measurements of (7) To place this abstract definition into the context of time-delay in which measurements at time are connected in a theoretic information fashion to measurements at time , the values of the observed are taken as the set , and the values of , as the set . Then, the average mutual information between and measurements is (8) and [17] , [28] . The implication of function is that, from the one-dimensional (1-D) time series, we want to determine a characteristic time after which the system has lost an essential part of its information about its previous state. In other words, the quantity tells us how much additional information about the system we gain through a measurement of given that we know the results of measurement of . When plotting agianst , the curve for the average mutual information has a large peak around due to self-correlation. For larger , this curve generally decays toward zero. However, very often this decay may be oscillatory and may occur over a long range, indicating a nontrivial correlation. In this case, Frazer and Swinney [23] have shown that the "optimal" choice of corresponds to the first local minimum in the average mutual information function , at which point, the values of and are independent of each other enough to be useful as coordinates in a time-delay plot but not so independent as to have no connection with each other at all. With the condition of minimal mutual information between and , the time-delay for reconstruction provides maximal independence between adjacent coordinate axes and . The first minimum of mutual information is a fair criterion for an efficient reconstruction of state space dynamics.
The average mutual information statistic is a useful and practical tool to build up reconstructed state space vectors. It is easy to evaluate the average mutual information between measurement and time-lagged measurement directly from a time series. However, this approach is only a prescription and provides a general rule of thumb as a guide to choose a time-delay that is workable. It has not been proven to be a reliable indicator of optimal time-delay. If the average mutual information function has no local minimum, Abarbanel et al. [18] suggest using or , or choosing such that . This study evaluates the average mutual information from time-delay to . Fig. 3 illustrates the curves of average mutual information for the data sets of and . According to these curves, the proper values of time-delay for and can be determined as and , respectively.
D. Choosing the Embedding Dimension
The embedding technique is based on the notion that even for a multivariate dynamical process, the single-variable time series is often sufficient to determine many of the properties of full dynamics of the process. The basic scheme is using the time series to create a multidimensional embedding space. If the embedding space is generated properly, the behavior of dynamical trajectories in the embedding space will have the same geometric and dynamical properties that characterize the actual trajectories in the full multivariate state space for the dynamical process. In a sense, the evolution of the trajectories in the embedding space mimics the behavior of the actual trajectories in the full state space.
The number of embedding dimension is determined by asking when projection of the geometrical structure of state space has been completely unfolded. Unfolding means that points lying close to one another in the state space of vectors do so because of the dynamics and not because of the projection. The purpose of time-delay reconstruction embedding is to unfold the projection back to a multivariate state space that is representative of the original dynamical process. Thus, the embedding dimension is defined as the lowest integer dimension that unfold an observed trajectory from self-crossings arising from projection of higher dimensional process into lower dimensional space [17] , [30] .
There are a few approaches to determine an embedding dimension [18] . This paper uses the global false nearest neighbors (GFNNs) method proposed by Kennel et al. [30] . In an embedding dimension that is too small to unfold the trajectory, there are some points that lie close to one another by virtue of having projected the geometric structure of the trajectory down into a smaller space. Suppose we have made a state space reconstruction in an embedding dimension with vectors (9) using the time-delay suggested by the average mutual information. Each vector has a nearest neighbor (10) If the vector lies close to because of the dynamics, is a true neighbor of . If is actually far from but simply appears as a neighbor of by projection from a higher dimension into too low a dimension, the vector is a neighbor of . By examining this false neighbor in dimension , then going to dimension , etc., we will eventually move it out of the neighborhood of . For every data point , if we examine false neighbors in dimension one, then in dimension two, and so on, until all false neighbors are eliminated, at that juncture we will have identified the necessary embedding dimension for unfolding. In going from dimension to by time-delay embedding scheme, we compare the distance between the vectors and in dimension with the distance between the same vectors in dimension . If the increase in distance between and is larger than some defined threshold when going from dimension to , we have a false neighbor; otherwise, we have a true neighbor.
The square of the Euclidean distance between the point and its nearest neighbor in dimension is (11) while the distance between and the same nearest neighbor in dimension is (12) The criterion for deciding whether the neighbor is true or false can be represented by (13) where is some threshold. This criterion says that, when the difference between the distance in dimension and the distance in dimension relative to the distance in dimension is larger than the threshold , the neighbor is a false neighbor in dimension .
The generic decision basically involves the threshold . should be defined such that the false neighbors are clearly identified. In practice, for values of threshold in the range , the number of false neighbors identified by the criterion is almost constant [18] . Abarbanel [17] suggested that, for a large variety of systems, a workable threshold to define a false neighbor is a number of approximately 15. We examine each of total points on the trajectory to determine how many of the nearest neighbors are false. We record the results of the computations as the proportion of all data points that have a false nearest neighbor. If a clean (without "noise") time series is presented, it is expected that the percentage of false nearest neighbors will drop from nearly 100% in dimension one to strictly zero when the embedding dimension is reached, and remains zero from then on. In practice, however, the observed data is often with "noise." Furthermore, as one increases the number of data points analyzed, the embedding dimension can systematically increase [18] , [30] . To account for this, a second criterion for falseness of a nearest neighbor is added to the previous one. That is, if (14) then the point and its nearest neighbor would be labeled as "false nearest neighbor." Here.
is the size of a trajectory and can be calculated from (15) and is the number of data points.
This paper applies these two criteria jointly: meeting either of these two criteria indicates that the change of distance between points and in going from dimension to dimension is too large and the neighbor would be declared false. For the computation, this paper uses the value and the dimension going from one to ten. Using the time-delay determined in the previous section, the values of the percentage of GFNNs for data sets and are calculated and then plotted in Fig. 4 . The value of GFNNs for the data drops to zero at , and remains zero after that. This means that the corresponding search trajectory of data can be reconstructed in an embedding dimension to represent faithfully its geometric structure.
Let us look at the time series and more closely. From the curve of global false neighbors for , we can see that, as the dimension increases, the percentage of false neighbors drops and then rises, which indicates that this data comes from a dynamical process with very high dimension. However, the curves for and shows that the embedding dimension for the corresponding trajectories of and are and , respectively. This fact indicates that the dynamics of the heuristic search process changes over time. More specifically, the dimensionality of the local heuristic search process decreases over time, from high-dimensional to low-dimensional dynamics.
E. Reconstruction Results
The reconstruction of a trajectory can be interpreted as a process of coordinate change. Often the trajectory of a dynamical process is originally defined in some high-dimensional space. The reconstruction amounts to a projection of the original to a smaller dimensional Euclidean space. The chosen dimension for the embedding space guarantees that each point in the projected trajectory corresponds to one and only one point in the original trajectory. In other words, the reconstruction is a truthful representation of the original trajectory. There is no image where parts of the trajectory are collapsed onto each other. Thus, we should be able to extract full information about the geometric structure from a single-variable time series, using the time-delay reconstruction.
One of the problems of state space representation is the deficiency in our brains that prevents us from visualizing dimensions for greater than three. Because of this limitation, two-dimensional (2-D) or three-dimensional (3-D) space is still a common medium for communication about -dimensional problems worked out in our heads. This paper reconstructs the heuristic search trajectory on a 3-D plot, using the time-delay suggested by the average mutual information; even the calculated values of the embedding dimension are larger than three. The 3-D reconstructed trajectory is not identical to the original but more or less a distorted copy. This kind of dimensional reduction is forced on us by our presentation instrument and also is employed as a way of reducing complexity since our brains are so limited. Certainly, some information about the trajectory is lost in this dimension-reduced representation. However, just because some information is lost does not mean that the visual representation is useless. The reconstructed trajectory still provides information about the dynamical structure of the process. Fig. 5 portrays the reconstructed trajectories for the data sets and . These portraits provide a geometric representation of complex dynamics of the local search system. The search trajectory has a loose structure at beginning [part (b)], which means the search process has more opportunities to find better solutions and thus has fast convergent speed. The middle part of the trajectory [part (c)] shows that the structure becomes tight, which means that the process has to take longer time searching neighbors to find a better solution. The lower part ([part (d)] reveals even an tighter structure, like a thread ball, which means that the search activity is restricted in an even smaller domain.
Data visualization is a process of transformation of data into a picture, which engages the interaction of human visual system with the spatial organization of the data. The result is a simple, effective, and eye-pleasing graphic medium for communicating complex information. The time series generated by the Or-opt system can be used to visualize the solution space explored by the search process. This time series has three characteristics. First, it is discrete. The implication of this characteristic is that the character of the data between discrete points unknown. However, we often need information at positions other than the supplied points for graphic rendering. One of important visualization activities is to determine data value at an arbitrary position. Interpolation is a widely used technique. This method interpolates data from points to some intermediate point using interpolation functions that presume a relationship between neighboring data values. Often this is a linear function, but it can be a quadratic, cubic, spline, or other function. Another characteristic of the data is its irregularity. The points in an irregular data set are irregularly located in space and have no inherent structure. The geometry is unstructured. An irregular data set must be explicitly represented. This requires greater memory and computational resources. However, the advantage of irregular data is that irregular data gives us more freedom in representing it. Data can be represented in such a way that no regular patterns can be found in topology or geometry. However, for the purpose of visualization, an irregular data is typically transformed into a structured form.
Finally, the third important characteristic of the data is its dimension. For example, as calculated in the previous section, the embedding dimension for data is very high. However, people usually use a surface in three dimensions to represent a state space.
Data visualization deals with the issues of data transformation and representation. Transformation is the process of converting data from its original form into computer image. Representation is both the internal data structure used to depict the data and the graphics used to display the data. In this paper, the structural representation of the data is a matrix of solution values, while the graphical representation of the data is a surface in 3-D space. Thus, the solution space is created in a 3-D Cartesian space from a time series that is actually embedded in a higher dimension. Each point is expressed as a triplet of values along the --, and -axes. The primary task of visualization in this paper is to transform the data from scalars into vectors and to specify data geometry (i.e., point coordinate). The time series data are sampled on a regular matrix. Suppose the size of the time series is , the matrix is created such that . One matrix defines the values along only one axis. Therefore, three matrices, and , are created to specify the solution surface. These three matrices provide a structured frame for defining the position of the vectors. Specifically, matrices and together return a list of triples specifying vector points in 3-D space, which in turn defines rectangular grids on the surface. Each point in the rectangular grid can be thought of as connected to its three nearest neighbors. This underlying rectangular grid induces four-sided patches on the surface. Then, the patches are filled with color. This paper uses the ready-made 3-D surface visualization tools in MATLAB. Fig. 6 shows the solution surface built from the data , which can be considered as the local solution space searched by the Or-opt search system during its first 1000 iterations.
IV. THE DYNAMICS OF THE SEARCH SYSTEM
A. The Correlation Dimension
Generally speaking, the analysis of dynamical behavior is extremely difficult. The goal of trajectory reconstruction is to capture the geometric pattern of points on a trajectory of a dynamical process [15] . There is also a need to define quantitatively dynamical properties of heuristic search system.
In characterizing a dynamical process quantitatively, the emphasis is on the time-dependent dynamical behavior of the system and the geometric nature of the trajectories in the state space. One approach to characterize the temporal dynamics of a system is to calculate the dimension of the process trajectory. The dimensionality of the trajectory is closely related to dynamics of the system [31] , since the dimensionality of a process gives us an estimate of the number of active degrees of freedom in the system. This paper uses the correlation dimension technique to investigate the dynamical structure of the Or-opt search system, and shows how to extract a multidimensional description of dynamics of a solution space from a single-variable time series.
The determination of the fractal dimension of a trajectory has become a standard diagnostic tool in the analysis of a dynamical system. The dynamical complexity of a system can be described by the calculated dimension of its trajectory.The most recent work in characterizing dynamical process has focused on the evaluation of fractal dimension by calculating the correlation dimension. The correlation dimension is originally due to Grassberger and Procaccia [32] . It becomes a popular technique because of its simplicity, computational speed, and minimal storage requirement.
Correlations between points on a trajectory are defined in terms of spatial correlation that can be formally measured by the Euclidean distance. The correlation dimension considers the statistics of distances between pairs of points [33] . The procedure of estimating the correlation dimension from a single-variable time series is as follows.
1) The time series are embedded in successively increasing dimensions as prescribed by Takens [34] . The series of scalars is converted into a series of vectors in each embedding dimension . 2) For each embedding dimension, the correlation integral is computed and then the correlation exponent is estimated.
3) The procedure is repeated until the estimates of converge. 4) Whatever value at which remains stable over a number of embedding dimensions is taken as the estimate of the correlation dimension for the underlying trajectory. The correlation integral measures the spatial correlation among the points on a trajectory. Specifically, for each , the correlation function is defined as the average number of pairs of data vector that are separated by a distance less than the number of pairs such that (16) where denotes the number of points on the trajectory. In principle, should go to infinity, but in practice is limited by the availability of the time series points. The denotes the distance induced by the selected norm. According to Theorem 2.4 of Brock [35] , the correlation dimension is independent of the choice of norm. Thus, the Euclidean distance is used in this paper.
Intuitively, measures the probability that any particular pair in the time series is close. Grassberger and Procaccia [32] have established that the true spatial correlation grows according to the power law, that is, for small values of , grows exponentially at the rate of (17) where is the correlation exponent. If tends to be a constant as embedding dimension increases, then yields an estimate of the correlation dimension of the trajectory. In this case, the data are consistent with deterministic behavior. If increases without bound as the embedding dimension increases, this suggests that the data is stochastic as the dimension of the dynamical process approaches infinity.
Therefore, the correlation dimension is defined to be the number that satisfies (18) Then, the correlation dimension is obtained by (19) if the limit exists. In (16) , is defined as a function of such that increases from zero to one as increases from zero to . In other words, if all the data points are within the distance of each other, then . If is smaller than the smallest distance between trajectory points, then . Since any real data set consists of a finite number of points, it is not possible to take the limits and . Hence, in practice, the correlation dimension is found using some range of values and plotting as a function of . In this way, a plot of versus is produced. We can observe that only in some intermediate region does obey the power law expressed in (18) [36] . This region is called the scaling region, and the curve in this region is approximately a straight line. The slope for the curve determines the correlation dimension from (19) without the limit . Since in practice the presence of noise in a data is likely to result in a choppy appearance in the curve of versus , we often need to run a linear regression on the curve. The slope estimate from this regression is the correlation dimension estimate for this value of . Therefore, there are some uncertainties involved in calculating , which can cause the computed dimension to differ slightly from the "true" value.
This procedure is repeated for a sequence of increasing values of . If the time series are purely random, then in infinite data sample, the correlation dimension will equal . In practice, with a finite data set, the correlation dimension estimate may rise with at less than a one-for-one rate [37] . If the time series are deterministic, the correlation dimension should initially increase with increasing values of . However, at some point, should level off and remain constant for all further values of . One should observe a "plateau" on the plot of the correlation dimension in the function of embedding dimension . This "saturation" value of the slope is the correlation dimension estimate for the underling system that generates the data.
In practice, the slope estimate may never completely stop rising. Thus, the process of determining whether saturation has occurred can, in general, be rather judgmental. Ding et al. [38] reported that, for a large enough data set, the saturation begins when the number of embedding dimension first exceeds the correlation . However, a lack of sufficient data will delay the saturation onset. Taken's theorem [34] provides a practical clue. The embedding theorem shows that if the true system that generated the time series is in dimension, the embedding space needs to have dimension to capture completely the dynamics of the underlying system. Since is unknown, an increasing sequence of values must be tried. Usually, has to be increased to nearly before the value deduced for become independent of . where the values of and are chosen experimentally to provide a range of values that would encompass a nearly linear region of the curve. This study selects by using a trial-and-error program. The proportion that lie within the range is counted for , which make 20 points on the curve. In this way, a series of correlation dimensions is calculated over ten embedding dimensions and plotted. Then, the slope for each curve is found by the least squares regression and shown in Table I .
B. Empirical Results
As a practical matter, we search to see whether the values of correlation dimension stabilize at some value as embedding dimension increases. If so, then the value is the correlation dimension estimate. If is a small value, then the process is substantially deterministic even it is complicated. If, however, as increases, the correlation dimension continues to increase at the same rate, then the process is taken to be stochastic. In principle, an independently and identically distributed stochastic system is infinite dimensional. Each time one increases one available degree of freedom, the random system utilizes that extra freedom. Therefore, it is desirable to calculate the correlation dimension for a "random" system to provide a basis for comparison. Fig. 8 compares the correlation dimensions of the time series with the correlation dimensions of a random data, which consists of 10 000 data points that are uniformly distributed over the interval [1, 1000] . As shown in Fig. 8 , the correlation dimension for the data stabilizes when the embedding dimension is greater than about twice the correlation dimension of the data, indicating that the correlation dimension becomes independent of . The saturated correlation dimension value for the data is determined at the corresponding . For the random-number data, no saturated correlation dimension can be found.
The correlation dimension estimate for the data contains information about the dynamics of the heuristic search process during its first 10 000 searches. This value describes an averaged property of the search process. In other words, this correlation dimension is an average measure over the entire search trajectory (10 000 points). However, Fig. 5 reveals that, in the heuristic search process, the hill-climbing phase has a different geometric structure from the plateau phase's, indicating different levels of dynamics of search motions. The local contributions from different parts of the search trajectory to the average dynamics are, in general, different. Just an average value does not acknowledge all of the complexity of the search process. We ask what happens to the dynamics of the search trajectory if we examine it at different parts. Thus, this study divides the 10000-points trajectory into ten parts, each consisting of 1000 points. It is expected that different parts of the search trajectory to be characterized by different values of the correlation dimension. The heuristic search trajectory should be an object with a multiplicity of fractal dimension. Fig. 9 shows a schematic graph of the correlation dimension as a function of the embedding dimension for five partitions of the heuristic time series. For comparison, the correlation dimension for a 1000-points random data is also plotted.
We can see that, although the curve of correlation dimension for the first 1000 data points are below the curve for the random data, up to , there is no sign of saturation, indicating that the time series for this partition are indeed of high, if not infinite, dimension. It indicates the presence of a stochastic search process during the first 1000 searches. However, the correlation dimension of search process decreases as the search continues, indicating that the complexity of search dynamics appears to decrease as the heuristic search is approaching to a local optimal point. In summary, in the course of searching for an optimal solution on the solution space, the dynamics of the heuristic search process changes from a stochastic process to a process with low-dimensional structure. 
V. CONCLUSION AND DISCUSSION
This paper reconstructs a search trajectory for the Or-opt heuristic search system on the TSP. The trajectory illustrates the graphical representation of the dynamical process of the search system in its solution space. The critical aspect of the time-delay coordinates is that the dynamical behavior of a local search process can be reconstructed from a time series data. The dynamics of the search process can be seen by the picture of the data. In fact, a collection of many such search trajectories originating from different initial points can portray the entire solution space for the search system. This paper also uses the correlation dimension technique to quantitatively characterize the complexity of the dynamics for the search system. The results reveal that the heuristic search process exhibits the transition from high-dimensional stochastic to low-dimensional chaotic behavior. The initial phase of search process shows more complexity in dynamics than the later phases of the search. The heuristic search process starts with a high-dimensional searchable space. However, the dimension of the searchable space is rapidly reduced. As the search is approaching to a local optimal point, the searchable space becomes smaller and smaller. This decomlexification of search dynamics appears to be a generic response to perturbation associated with the solution configuration. A local heuristic search process searches for an optimal configuration by repeatedly moving from the current configuration to a neighboring configuration. In the early stage of search, the frequency of this configuration perturbation is very high. However, the possibility of finding a better configuration is less and less as the search goes on. Thus, the loss of complexity, as assessed by the measurement of correlation dimension, can be related with this decreasing possibility. The search process looks very much like passing through many levels of laminar. The search begins with a large laminar with many corridors. It is vary easy for the process to find a corridor to pass through to next laminar, which is characterized by smaller size and less corridors. Every time the search process gets into a new laminar, it will take a longer time to find a corridor to pass through to the next laminar. The closer to a local optimal point, the longer the average laminar time will take. One issue related with the loss of complexity is the size of solution space that can be effectively searched. Many degrees of freedom on the first laminar are reduced to a few degrees of freedom on the later laminars. Average over the residual degrees of freedom is increased by the restriction of neighborhoods. The size of solution space that can be reached may decrease exponentially.
This decreasing size of the solution space perhaps can be modeled to describe the search effectiveness for a heuristic search process. Usually, the more iterations we perform the better final solution we can get. But how many iterations are enough? It is perhaps somewhat surprising that there does not yet exit a useful convergence theory for this question. Let us assume that after, say 175 321 iterations, we found another better solution. However, is it the last one we will find it if we continue to iterate? There is no way to tell. However, still we must make a decision. For example, we can propose to perform another 10 000 iterations, and if we do not find any more new better solution, we may be content and stop the iteration. However, probably only the next iteration beyond the 10 000 may prove that we are wrong in this assumption. Table II illustrates the results of an experiment. This experiment applies the Or-opt algorithm on three uniformly distributed TSP instances with 1000, 2000, and 4000 cities, respectively. One million iterations are performed on each instance. The number of better solutions found (i.e., the times of solution configuration perturbations) during iterations is recorded. We can see that, for example, for the 1000-city instance, 242 better solutions are found in the first 10 000 iterations and another eight better solutions in the next 90 000 iterations, but no more better solutions found in the next 900 000 iterations. In the 2000-city case, 471 better solutions are found in the first 100 000 iterations and another five better solutions in the next 900 000. How many more iterations should we perform to produce one more better solution? Even if the case of simple local search iterations are very cheap, for a very large problem instance, the number of iterations needed for a satisfied solution may be typically in the order of tens of millions. For many other more sophisticated search heuristics, one million iterations may be well above any reasonable computational time frame. Thus, the problem outlined above really exists in practice, and a solution should be sought. We have known that this problem may be associated with the loss of complexity in the search process. Correlation dimension technique may help us to capture the relevant frequencies or time scales for a particular heuristic search process. Then, an expected number of better solutions found during iterations, given the size of the problem , may be predicted by a map . Such a search effectiveness model may answer the question whether we are finding an adequate solution within a time acceptable to the situation, for this size of problem instance, when using this particular search heuristic. Thus, if a heuristic user can expect how many better solutions will be produced during the next, say 100 000 iterations, one has great flexibility in deciding whether or not to trade solution quality for time.
Although this paper investigates the dynamical behavior of the Or-opt heuristic in the TSP, the results appear to be behavioral archetypes for the class of local search heuristics in combinatorial optimization problems generally. There is no strict mathematical definition to describe the behavior of the heuristic search process concisely. The process exhibits complicated patterns in both space and time. Suppose that, for a heuristic search system, the initial conditions are confined to some volume in solution space bounded by a "surface" of all initial points. As the process evolves, the volume will move through solution space, which looks like the motion of compressible object. The shape of the volume will be distorted, and the size will be decreased. The final volume occupied by the set of local optimal points is very small. This small volume is called a solution attractor. All search trajectories will be attracted to this volume. In fact, there are two competing effects present in the heuristic search process. In one, due to the sensitive dependence on initial conditions, two different search trajectories will diverge. On the other hand, the trajectories must converge to a finite region of the solution space. It is clear that the initial segment of search trajectory is a kind of "coherent randomness." This randomness is subdued by some modulation. After certain search iterations, this randomness is quickly replaced by a low-dimensional mode of chaos. Then, the search process continues to be suppressed slowly by the modulation over a long period of time. Finally, when the system reaches some local optimal configuration, the chaos is replaced by a quasi-periodic mode of motion.
In the classical picture of statistical mechanics, it is believed that a large number of degrees of freedom are necessary for ergodicity [39] . When a heuristic search process is in the stochastic motion stage, it has the ability to explore wide regions of the solution space, and thus to utilize information about a large collection of potential solutions of the process. When the process gets into the chaotic stage with a few degrees of freedom, it explores a very limited domain of solution space. The search activity now is rather restrictive. The distribution of solution space being searched is far from "equipartition" and is replete with high-probable regions. In summary, a local search process can start from different initial points in solution space and finally wind up at a small attracting region in the solution space. No wonder Boese et al. [40] , [41] found a "big valley" structure governing the set of local minimums. Their research shows the evidence that "very good solutions are located near other good solutions." In fact, it is the attracting region that creates a globally convex structure for the set of local minimums in the optimization solution space. This kind of asymptotic behavior of the heuristic search process can have distinct implications for a wide range of theoretical and practical problems in heuristic theory, design, and analysis.
