In this paper we present a description of a new Web search engine model, namely, the compressed index-query (CIQ) Web search engine model, which incorporates two bit-level compression layers implemented at the back-end processor (server) side, one layer resides after the indexer acting as a second compression layer to generate a double compressed index (index compressor), and the second layer resides after the query parser for query compression (query compressor) to enable bit-level compressed index-query search. The data compression algorithm used in this model is the Hamming codesbased data compression (HCDC) algorithm, which is an asymmetric, lossless, bit-level algorithm permits CIQ search. The different components of the new Web model are implemented in a prototype CIQ test tool (CIQTT), which is used as a test bench to validate the accuracy and integrity of the retrieved data, and to evaluate the performance of new Web search engine model. The test results demonstrate that the new CIQ model reduces disk space requirements and searching time by more than 24%, and attains a 100% agreement when compared with an uncompressed model.
INTRODUCTION
A Web search engine is an information retrieval system designed to help finding information stored on the World Wide Web (or simply the Web) [1] . It allows us to search the Web storage media for a certain content in a form of text meeting specific criteria (typically those containing a given word or phrase) and retrieving a list of files that match those criteria [2] . Web search engine consists of three main components: Web crawler, document analyzer and indexer, and search processor [3] .
Due to the rapid growth in the size of the Web, Web search engines face enormous performance challenges, in terms of: storage requirement, data retrieval rate, query processing time, and communication overhead. Large search engines, in particular, have to be able to process tens of thousands of queries per second on tens of billions of documents, making query throughput a critical issue [4] . To satisfy this heavy workload, Web search engines use a variety of performance optimizations including succinct data structure [5, 6] , compressed text indexing [7, 8] , query optimization [9, 10] , high-speed processing and communication systems [11] , and efficient search engine architectural design [12] .
Compressed text indexing has become a popular alternative to cope with the problem of giving indexed access to large text collections without using up too much space. Reducing space is important because it gives the chance of maintaining the whole collection of data in main memory. The current trend in compressed indexing is full-text compressed self-indexes [13] . Such a self-index replaces the text by providing fast access to arbitrary text substrings, and, in addition, gives indexed access to the text by supporting fast search for the occurrences of arbitrary patterns. It is believed that the performance of current search engine models that base on compressed text indexing techniques only, is still short from meeting users and applications needs.
Al-Bahadili et. al. [14] and Al-Bahadili and Al-Saab [15] proposed a compressed index-query Web search engine model that enables performing the searching process at a compressed index-query level. The data compression algorithm used was the adaptive character wordlength (ACW) algorithm [16, 17] . The evaluation outcomes of the above model were not published yet. Although, the ACW algorithm can provide an adequate data compression ratio, but the overall performance was not very encouraging and still under investigation and development.
In this work, we present a description of a novel Web search engine model that utilizes the concept of compressed index-query bit-level search; therefore, it is referred to as the compressed index-query (CIQ) Web search engine model. The new model incorporates two bit-level compression layers implemented at the server side, one after the indexer acting as a second compression layer to generate a double compressed index (index compressor), and the other one after the query parser for query compression (query compressor) to enable bitlevel compressed index-query search. The main features of the new model are it requires less index storage requirement and I/O overheads, which result in cost reduction and higher data retrieval rate or performance. Furthermore, the compression layers can be used to compress the any index regardless of indexing technique.
The data compression algorithm used in this model is the lossless, bitlevel, Hamming codes-based data compression (HCDC) algorithm [18] . Recent investigations on using this algorithm for text compression showed that the algorithm can provide an excellent performance in comparison with many widely-used data compression algorithms and state-of-the-art tools [19, 20] . Furthermore, and most importantly, the algorithm allows a compressed data search.
The different components of the new Web model are implemented and integrated to build a prototype CIQ Web search engine, which also used as a test bench to validate the accuracy and evaluate and compare the performance of the CIQ model, namely, the CIQ test tool (CIQTT) [21] . The CIQTT was used to collect a test corpus of 104000 documents from 30 well-known Websites; process and analyze the test corpus; generate five inverted indexes of different sizes (1000, 10000, 25000, 50000, and 75000 documents), compress the indexes and measure the compression ratio and the storage reduction factor; search the indexes for 29 different keywords in both compressed and uncompressed forms; and finally, compare the outcomes of the Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. The test results demonstrate that the HCDC algorithm achieves a compression ratio of more than 1.3, which reduces the storage requirement by more than 24%. The searching processes can be performed faster on compressed index-query providing speed up factor of more than 1.3 (i.e., reducing processing time by more than 24%) in comparison with equivalent uncompressed search. Furthermore, CIQTT achieves a 100% agreement between the compressed and uncompressed search processes. This paper is organized in 7 sections. This section provides an introduction to the general domain of the paper. Section 2 presents some of the most recent and related work. The components of the standard Web search engine model are described in Section 3. The novel CIQ model and the CIQTT are explained in Section 4. In section 5, a definition is given for the performance measures. The test procedure and discussion of test results are presented in Section 6. Finally, in Section 7, conclusions are drawn and recommendations for future work are pointed-out.
LITERATURE REVIEW
In this section, we present a review on the most recent work related to Web search engine.
Al-Bahadili et. al. [15] and Al-Bahadili & Al-Saab [14] proposed an investigated the performance of a new Web search engine model based on index-query bit-level compression. The model incorporates two bitlevel compression layers both implemented at the back-end processor (server) side, one layer resides after the indexer acting as a second compression layer to generate a double compressed index, and the second layer be located after the query parser for query compression to enable bit-level compressed index-query search. The data compression scheme used in this model is the adaptive character wordlength (ACW) scheme [16, 17] , which is an asymmetric, lossless, bit-level scheme. Results investigating the performance of the ACW scheme is presented and discussed.
Moura et. al. [22] presented a technique to build an index based on suffix arrays for compressed texts. They proposed a compression scheme for textual databases based on generating a compression code that preserves the lexicographical ordering of the text words. As a consequence it permits the sorting of the compressed strings to generate the suffix array without decompressing. Their results demonstrated that the size of the compressed text is 30% less than the original text. The suffix array builds up time on compressed text is 50% less than that on the original text. The compressed text plus index is 55-60% of the size of the original text. In addition, the technique reduced the index and search times to approximately half the time.
Varadarajan and Chiueh [23] described a text search engine called shrink and search engine (SASE), which operates in the compressed domain. SASE provides an exact search mechanism using an inverted index and an approximate search mechanism using a vantage point tree. The SASE allows a flexible trade-off between search time and storage space required to maintain the search indices. The experimental results showed that the compression efficiency is within 7-17% of GZIP. The sum of the compressed file size and the inverted indices is only between 55-76% of the original database, while the search performance is comparable to a fully inverted index.
Grossi et. al. [24] presented an implementation of compressed suffix arrays exhibiting tradeoffs between search time and space occupancy for a given text (or sequence) of n symbols over an alphabet a, where each symbol is encoded by log |a| bits. They showed that compressed suffix arrays use just nH h +O(n log log n/ log |a| n) bits, while retaining full text indexing functionalities, such as searching any pattern sequence of length m in O(mlog |a|+polylog(n)) time. Farragina et. al. [13] proposed two new compressed representations for general sequences, which produce an index that improves over the one in [18] by removing from the query times the dependence on the alphabet size and the poly logarithmic terms.
Anh and Moffat [25] described a scheme for compressing lists of integers as sequences of fixed binary codewords that had the twin benefits of being both effective and efficient. Because Web search engines index large quantities of text, the static costs associated with storing the index can be traded against dynamic costs associated with using it during query evaluation. The approach resulted in a reduction in index storage costs compared to their previous word-aligned version, with no cost in terms of query throughput.
Gonzalez and Navarro [26] introduced a compression scheme for suffix arrays which permits locating the occurrences extremely fast, while still being much smaller than classical indexes. The index permits a very efficient secondary memory implementation, where compression permits reducing the amount of I/O needed to answer queries. In [27] , they improved their work by introducing a practical disk-based compressed text index that, when the text is compressible, takes little more than the plain text size (and replaces it). It provides very good I/O times for searching, which in particular improve when the text is compressible. They analyzed the index and showed that it is extremely competitive on compressible texts.
Moffat and Culpepper [28] showed that a relatively simple combination of techniques allows fast calculation of Boolean conjunctions within a surprisingly small amount of data transferred. This approach exploits the observation that queries tend to contain common words, and that representing common words via a bitvector allows random access testing of candidates, and, if necessary, fast intersection operations prior to the list of candidates being developed. By using bitvectors for a very small number of terms that (in both documents and in queries) occur frequently, and byte coded inverted lists for the balance can reduce both querying time and also query time data-transfer volumes. The techniques described in [28] are not applicable to other powerful forms of querying. For example, index structures that support phrase and proximity queries have a much more complex structure, and are not amenable to storage (in their full form) using bitvectors.
Ferragina et. al. [8] presented an article to fill the gap between implementations and focused comparisons of compressed indexes. They presented the existing implementations of compressed indexes from a practitioner's point of view; introduced the Pizza&Chili site, which offers tuned implementations and a standardized API for the most successful compressed full-text self-indexes, together with effective test-beds and scripts for their automatic validation and test; and they showed the results of extensive experiments on a number of codes with the aim of demonstrating the practical relevance of this technology.
Yan et. al. [29] studied index compression and query processing techniques optimized reordered indexes. They performed an extensive study of compression techniques for document IDs and presented new optimizations of existing techniques which can achieve significant improvement in both compression and decompression performances. They also proposed and evaluated techniques for compressing frequency values. In addition, they studied the effect of their approach on query processing performance. Their experiments showed very significant improvements in index size and query processing speed on the TREC GOV2 collection of 25.2 million Web pages.
Zhang et. al. [30] provided an updated discussion and evaluation of inverted index compression and index caching, which play a crucial rule in Web search engines as well as other high-performance information retrieval systems, to show how to select the best set of approaches and settings depending on parameter such as disk speed and main memory cache size. They compared and evaluated several compression algorithms including new variants of existing algorithms, evaluate different inverted list caching policies on large query traces, and studied the possible performance benefits of combining compression and caching.
SEARCH ENGINE MODEL
Standard Web search engine consists of the following main components: Web crawler, document analyzer and indexer, and searching process [2, 3] . Figure 1 outlines the architecture and main components of a standard search engine model. Next, we provide a brief description for each of the above components. 
Web Crawler
A Web crawler is a computer program that browses the Web in a methodical, automated manner. Other terms for Web crawlers are ants, automatic indexers, bots, and worms or Web spider. Each spider has its own agenda as it indexes a site. Some utilize META tag keywords; another may use the beta description of a site, and some use the first sentence or paragraph on the sites homepage. In other words, a page that ranks well on one search engine may not rank as well on another. Given a set of "seed" URLs, the crawler repeatedly removes one URL from the seeds, downloads the corresponding page, extracts all the URLs contained in it, and adds any previously unknown URLs to the seeds [1] .
Web search engines work by storing information about many Web pages, which they retrieve from the Web itself. These pages are retrieved by a spider -sophisticated Web browser which follows every link extracted or stored in its database. The contents of each page are then analyzed to determine how it should be indexed, for example, words are extracted from the titles, headings, or special fields called Meta tags.
Document Analyzer and Indexer
Indexing is the process of creating an index that is a specialized file containing a compiled version of documents retrieved by the spider [1] . Indexing process collects, parses, and stores data to facilitate fast and accurate information retrieval. Index design incorporates interdisciplinary concepts from linguistics, mathematics, informatics, physics and computer science [12] .
The purpose of storing an index is to optimize speed and performance in finding relevant documents for a search query. Without an index, the Web search engine would scan every (possible) document on the Internet, which would require considerable time and computing power (impossible with the current Internet size); e.g., while an index of 10 4 documents can be queried within milliseconds, a sequential scan of every word in the documents could take hours. The additional computer storage required to store the index, as well as the considerable increase in the time required for an update to take place, are traded off for the time saved during information retrieval [2] .
Index Design Factors
Major factors in designing a Web search engine's architecture include the following [1-3]:
• Merge factors: How data enters the index, or how words or subject features are added to the index during text corpus traversal, and whether multiple indexers can work asynchronously. The indexer must first check whether it is updating old content or adding new content. Traversal typically correlates to the data collection policy. Search engine index merging is similar in concept to the SQL Merge command and other merge algorithms.
• Storage techniques: How to store the index data, i.e., whether information should be data compressed or filtered.
• Index size: How much storage is required to support the index.
• Lookup speed: How quickly a word can be found in the index. The speed of finding an entry in a data structure, compared with how quickly it can be updated or removed, is a central focus of computer science.
• Maintenance: How the index is maintained over time.
• Fault tolerance: How important it is for the service to be reliable.
Issues include dealing with index corruption, determining whether bad data can be treated in isolation, dealing with bad hardware, partitioning, and schemes such as hash-based or composite partitioning, as well as replication.
Index Data Structures
Search engine architectures vary in the way indexing is performed and in methods of index storage to meet the various design factors. There are many architectural designs for the indexes and the most widelyused one is inverted index [11] [12] . Inverted index stores a list of occurrences of each atomic search criterion, typically in the form of a hash table or binary tree.
The inverted index structure is widely used in the modern super fast search engines like Google, Yahoo, Lucene and other major search engines. Through the indexing, there are several processes take place; here the processes that related to our work will be discussed. The use of these processes depends on the search engine configuration [31] .
• Extract URLs. A process of extracting all URLs from the document being indexed, it used to guide crawling the website, do link checking, build a site map, and build a table of internal and external links from the page.
• Code striping. A process of removing HTML tags, scripts, and styles, and decoding HTML character references and entities used to embed special characters.
• Language recognition. A process by which a computer program attempts to automatically identify, or categorize, the language or languages of a document.
• Document tokenization. A process of detecting the encoding used for the page; determining the language of the content (some pages use multiple languages); finding word, sentence and paragraph boundaries; combining multiple adjacent-words into one phrase; and changing the case of text.
• Document parsing or syntactic analysis. The process of analyzing a sequence of tokens (for example, words) to determine their grammatical structure with respect to a given (more or less) formal grammar.
• Lemmatization/stemming. The process for reducing inflected (or sometimes derived) words to their stem, base or root form -generally a written word form, this stage can be done in indexing and/or searching stage. The stems need not be identical to the morphological root of the word; it is usually sufficient that related words map to the same stem, even if this stem is not in itself a valid root. The process is useful in search engines for query expansion or indexing and other natural language processing problems.
• Normalization. The process by which text is transformed in some way to make it consistent in a way which it might not have been before. Text normalization is often performed before text is processed in some way, such as generating synthesized speech, automated language translation, storage in a database, or comparison.
Searching Process
When the index is ready the searching process can be performed through query interface, a user enters a query into a Web search engine (typically by using keywords), the engine examines its index and provides a listing of best matched Web pages according to its criteria, usually with a short summary containing the document's title and sometimes parts of the text. At this stage, the results ranked, where ranking is a relationship between a set of items such that, for any two items, the first is either "ranked higher than", "ranked lower than" or "ranked equal" to the second. In mathematics, this is known as a weak order or total pre-order of objects. It is not necessarily a total order of documents because two different documents can have the same ranking. Ranking is done according to document relevancy to the query, freshness and popularity [3] .
THE NOVEL CIQ MODEL
In this section, a description of the proposed Web search engine model is presented. The new model incorporates two bit-level data compression layers, both installed at the back-end processor (server side), one for index compression (index compressor) and one for query compression (query compressor or keyword compressor), so that the search process can be performed at the compressed index-query level and avoid any decompression activities, therefore, this model is referred to as the compressed index-query (CIQ) Web search engine model or simply the CIQ model. In order to be able to perform the search process at the compressed index-query level, we use the HCDC algorithm [18] . Figure 2 outlines the main components of the new CIQ model and where the compression layers are located. The CIQ model works as follows: At the back-end processor, after the indexer generates the index, and before sending it to the index storage device it compresses the index using the HCDC algorithm, and then sends the compressed index to the storage device. The HCDC algorithm creates a compressed-file header (compression header) to store some parameters that are needed by the compression/decompression processes. This header should be stored separately to be accessed by the query compression layer (query compressor) and the index decompressor.
On the other hand, instead of passing the query to the index to start the searching process, it is compressed at the query compressor. In order to produce similar binary pattern for the similar compressed characters from the index and the query, the character-to-binary codes used in converting the index file are passed to be used at the query compressor. Then the compressed query is passed to the index to start the searching process. If a match is found the retrieved data is decompressed, using the index decompressor, and passed through the ranker and the Web search engine interface to the end-user.
The CIQ Test Tool (CIQTT)
This section describes the implementation of a CIQ-based test tool (CIQTT), which can be considered as a prototype CIQ Web search engine [21] . CIQTT is developed to:
• Validate the accuracy and integrity of the retrieved data to ensure the same data sets can be retrieved by the new model.
• Evaluate the performance of the CIQ model in terms of the parameters, which will be discussed in Section 5.
The CIQTT consists of six main procedures; these are: In what follows, we shall provide a brief description for each of the above procedures. [37] , which is a suite of Microsoft security protocols that provides authentication, integrity, and confidentiality to users. NTLM is the successor to the authentication protocol in Microsoft LAN Manager (LANMAN), an older Microsoft product, and attempts to provide backwards compatibility with LANMAN. NTLM version two (NTLMv2), which was introduced in Windows NT 4.0 SP4 (and natively supported in Windows 2000), enhances NTLM security by hardening the protocol against many spoofing attacks, and adding the ability for a server to authenticate to the client.
COLCOR: Collect the testing corpus
Nutch crawler has some advantages over a simple fetcher, such as:
• Highly scalable and relatively feature rich crawler.
• Obey robots.txt rules • Robust and scalable. It can run on a cluster of 100 machines.
• High quality as it can bias the crawling to fetch "important" pages first.
• Support clustering of the retrieved data.
• Access a link-graph database.
PROCOR: Process and analyze testing corpus
This procedure processes and analyzes the corpus, which goes through several stages; these are:
• Language filtering. In this stage all non-English documents are filtered-out to get an English index only.
• Content extracting and code striping. In this stage the content is extracted and isolated from the site menus, navigators, copyright notes and any other non-related text. Also remove and strip the HTML, tags, styles and any scripting code.
• Special characters removal: In this stage all the special characters are removed.
• Stop-word removal. Removing the stop-words is a well-known practice in Web search engine technology, specially, when uses the inverted indexes.
• Converting Characters to lower-case format. In this stage all characters are converted to a lower-case format.
INVINX: Build the inverted index and indexing
Before indexing process take place, all the crawled documents must be renamed (numbered) with a new and unique ID (sequence number). There are many numbering methods that can be adopted to assign these IDs; all of them are based on assigning a unique m-digit ID to each crawled document, where these digits are selected from a certain character set. The character sets are either numeric set, or letters set, or a combination of numeric and letters set. The total number of documents that can be numbered per index (T) depends on the total number of characters in the adopted character set (D), and the number of digits allocated to the document ID (m); such that T=D m . The IDs can be assigned sequentially or assigned randomly subject to a condition that each document should have a unique m-digit ID.
The character frequencies of the index file may change significantly depending on the adopted characters set, and the size of the generated index. This issue should be carefully considered as it significantly affects the algorithm data compression ratio. However, we must emphasize that at this stage we have given little attention to this issue, and in the current CIQTT, we choose a simple inverted index architecture that contains the keyword and only 6-digit numeric ID, which enable us to index up to 10 6 documents. A unique 6-digits random numbers list is generated, and every document is renamed with a number from this list. To generate the inverted index, we scan and list all the keywords occur in all documents that were crawled, and then sort these keywords with the ID of the documents containing that keyword. Two special characters before and after every keyword are added to differentiate them from the documents ID; these special characters are: the characters '^' and '|', which are added before and after the keyword, respectively. However, the procedure INVINX is implemented in a number of stages to provide high flexibility and to enable straightforward evolution. These stages can be summarized as follows:
• Select the character set.
• Select the length of the documents IDs (m).
• Select the index generation method (sequential or random).
• Scan and list all the keywords occur in all the documents that are crawled.
• Construct and store the index.
COMINX: Compressing the inverted index
In this procedure, the data compression algorithm is implemented. It includes the following sub-procedures:
• Read the index file.
• Compress the index file using the index compressor.
• Store the compressed index.
• Store the compression header to be accessed by the query compressor and the extracted data decompressor.
The main requirements for a data compression algorithm to be used by COMINX are:
• Lossless data compression algorithm.
• Allows compressed index-query search.
• Provides adequate performance; such as: high compression ratio, fast compression/decompression time, small memory requirement, and small-size compressed file header. Nevertheless, it is not necessary for the algorithm to have symmetric processing time.
SRHINX: Searching the index file
This procedure searches the index file (inverted or inverted/ compressed index) as follows:
• Read the query and identify the list of keywords or phrases to be searched for.
• Compress each keyword/phrase separately using the query compressor and the compression header created by the index compressor.
• Perform the searching process to extract the documents IDs that matched all or some keywords/phrases.
• Decompress the extracted data using the index decompressor and the compression header.
• Store the decompressed data to be accessed by COMRES for performance comparison.
• Measure and record the processing times to be accessed by COMRES for performance comparison.
T h e R e s e a r c h B u l l e t i n o f J o r d
COMRES: Compare the outcomes of different search processes
To validate the accuracy of the new model both the number of extracted documents and their IDs must be similar to those extracted by an uncompressed model. In this procedure, the outcomes of different search processes for the same keywords on uncompressed index-query models are compared.
Implementation of the HCDC Algorithm CIQTT
The HCDC algorithm [14, 15] is implemented in three different sub procedures. Two of them for compression, in particular for index and query compression, and one for retrieved data decompression to be used at the different compression/ decompression layers as shown in Figure 2 . These sub-procedures can be explained as:
• Index compressor (INXCOM) . It reads the index file, finds the character frequencies, converts characters to binary sequence using the characters ASCII code, creates and stores the compression header, compresses the binary sequence, and converts the compressed binary sequence to characters and stores them in a compressed index.
• Query compressor (QRYCOM). It reads the keywords, converts characters to binary sequence using the characters ASCII code, reads the compression header created by INXCOM, compresses the binary sequence, converts the compressed binary sequence back to characters, and finally stores the compressed index.
• Index decompressor (INXDEC). It reads part of the compressed
index file that match the search keyword, converts characters in that particular part to binary sequence using the characters ASCII codes, reads the compression header created by INXCOM, decompresses the binary sequence, and converts the decompressed binary sequence to characters so that it can process by the query ranker and other procedures at the front-end processor.
PERFORMANCE MEASURES
In order to evaluate and compare the performance of the CIQ model, a number of performance measures are considered; these are:
Compression ratio (C).
It is the ratio between the sizes of the index before and after compression, and it is expressed as:
Where S o and S c are the sizes of the uncompressed and compressed indexes.
The storage reduction factor (R s ).
It represents the percentage reduction in storage requirement. It is calculated by dividing the difference between S o and S c by S o ; and it expressed as:
3. Speedup factor (S f ). It is the ratio between the time required for searching the uncompressed and compressed indexes for a certain word or phrase, and it is calculated as:
Where T o and T c are the times required for searching the uncompressed and compressed index for a certain word or phrase, respectively.
The time reduction factor (R t ).
It represents the percentage reduction in processing (searching) time. It is calculated by d a n A C M , V o l . I I ( I V )
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The accuracy is validated by comparing the total number of documents found while searching compressed and uncompressed indexes for a certain keyword (N c and N o respectively) , and the IDs of the matched documents.
TEST PROCEDURES AND DISCUSSION
In this paper, a number of search processes (test procedures) are performed to evaluate the performance and validate the accuracy of the new CIQ model using the CIQTT test bench. For each search process, the following parameters S o , S c , T o , and calculate C, R s , S f , and R t . The accuracy is validated by comparing and N o for a certain keyword, and the IDs of the matched documents.
Determination of C and
In this work, first, a corpus is collected from 30 well (include sub-domains) using the procedure COLCOR. A list of these Websites is given in Table 1 . The total number of documents collected is 104000 documents; all of them are in English and in HTML format. Other formats like PDF, PS, DOC, etc. are excluded.
Five inverted indexes of different sizes are generated from the collected documents. These indexes contain 1000, 10000, 25000, 50000, and 75000 documents. The sizes of these indexes are given in Table 2 . The index files generated in the previous step is compressed using the HCDC algorithm. In particular in this step, we call the INXCOM procedure, which is especially developed compression. It reads the index file, finds the character frequencies, converts characters to binary sequence using the characters ASCII codes, creates and stores the compression header, compresses the binary sequence, and converts the compressed binary sequence to characters and stores them in a compressed index file. summarizes the values of S o , S c , C, and It can be seen from Table 2 that the storage requirement are reduced by more than 24%, which enables larger indexes to be stored. In real world the main cost of search engine comes from the data centers which store huge indexes. Thus, reducing the index means reduces the cost of data centers in a close percentage.
For the HCDC algorithm, the block size ( parity bits (p) is 3, thus the maximum compression ratio ( be achieved by the algorithm is 1.4 [1 compression efficiency (E=C/C max ) of the HCDC algorithm is around 95%. 
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The index files generated in the previous step is compressed g the HCDC algorithm. In particular in this step, we call the INXCOM procedure, which is especially developed for index compression. It reads the index file, finds the character frequencies, converts characters to binary sequence using the characters ASCII codes, creates and stores the compression header, compresses the binary sequence, and converts the compressed binary sequence to characters and stores them in a compressed index file. Table 2 , and R s , for each index file.
that the storage requirement are reduced by more than 24%, which enables larger indexes to be stored. In real world the main cost of search engine comes from the data centers which store huge indexes. Thus, reducing the index size by nearly 24% means reduces the cost of data centers in a close percentage.
For the HCDC algorithm, the block size (n) is 7 and the number of ) is 3, thus the maximum compression ratio (C max ) that can [18] . This demonstrates that the ) of the HCDC algorithm is around 
Determination of S f and R t
In order to determine S f and R t , a list of 29 keywords are chosen from diverse interest and character combination to search for within the different indexes, they are listed in Table 3 . Table 6 for all searched keywords on the different searched indexes. Table 6 demonstrates that N o and N c are equal for all searched keywords in all index files. Furthermore, an internal comparison processes were carried-out to ensure that the documents IDs retrieved by both the compressed and the uncompressed models are similar. The test results demonstrate a 100% agreement between the two models, which means despite the compressed level search, the new model achieved 100% accuracy. The final results are outlined in the CIQ performance triangle in Figure 3 . Keyword  1000  10000  25000  50000  75000  24am  8  72  107  245  292  appeared  47  395  574  1281  1631  business  263  2651  3854  8354  10769  charms  1  18  12  20  45  children  146  1582  2435  5134  6397  environment  al  29  216  319  783  957  estimated  45  353  538  1075  1376  government  300  3219  4926  10555  13374  jail  39  405  568  1260  1553  leader  108  1111  1775  3756  4777  mail  148  1437  2323  4897  6243  met  59  653  884  2058  2521  microwave  3  22  43  89  95  modeling  1  9  7  22  25  numbers  59  621  969  2034  2666  people  505  5254  8008  16967  21599  problem  145  1385  2183  4811  6096  reached  59  416  686  1461  1782  science  107  1050  1666  3540  4514  success  77  712  1150 2462 3156
CONCLUSIONS
This paper presents a description and performance evaluation of a novel compressed index-query (CIQ) Web search engine model. The model incorporates two compression layers both implemented at the back-end processor side, one after the indexer (index compressor) acting as a second compression layer to generate a double compressed index, and the other one after the query parser for query compression (query compressor) to enable compressed index-query search. So that less disk space is required storing the index file, reducing disk I/O overheads, and consequently it can achieve higher retrieval rate. The data compression algorithm used is the HCDC algorithm. In order to validate the accuracy and integrity of the retrieved data, and to evaluate the performance of the CIQ model, a test procedure was performed using the CIQTT. Based on the test results, the new CIQ model demonstrated an excellent performance as compared to uncompressed model, as such:
• It demonstrated a tremendous accuracy with 100% agreement between the results retrieved by the CIQ and the uncompressed models.
• The new model demands less disk space as the HCDC algorithm achieves a compression ratio over 1.3. This implies a reduction in storage requirement over 24%.
• The new CIQ model performs faster than the uncompressed model.
It achieved a speed up factor over 1.3 providing a reduction in processing time of over 24%.
It is believed that the CIQ model has opened an interesting research area aiming to develop more efficient Web search engine model by utilizing the concept of compressed index-query search. Thus, there are a number of recommendations for future work, however, in what follow, we shall emphasize what we believe main issues that need to be considered soon. These are:
• Perform further studies to optimize the statistics of the inverted index file to achieve maximum possible performance in terms of compression ratio and minimum processing time.
• Cluster documents according to their characters frequencies to ensure higher compression ratio. 
