We study the dynamics of cracks in brittle materials when the velocity of the crack is comparable to the sound velocity by means of lattice simulations. Inertial and damped dynamics are analyzed. It is shown that dissipation strongly influences the shape of the crack. While inertial cracks are highly unstable, dissipation can stabilize straight cracks. Our results can help to explain recent experiments on polymethylmethacrylate.
I. INTRODUCTION
The dynamics of cracks in brittle materials such as glasses has recently attracted a great deal of interest. While an extensive body of work exists on the properties of quasistatic cracks, crack propagation when the crack grows at velocities comparable to the sound velocity is still poorly understood. 1 Particular attention has been devoted to the study of crack tip instabilities such as crack branching and oscillation. [2] [3] [4] [5] [6] Typically, the crack tip reaches a critical velocity of the order of the Rayleigh speed in the material; faster cracks branch or oscillate. Interesting patterns were also observed under an applied thermal gradient. 7 In the following, we analyze crack tip instabilities in brittle materials. In these systems, the stress distribution around the crack is assumed to be well described by the continuum theory of elasticity. 8 We assume that the instabilities observed in the experiments cited above are determined by these stresses.
The stress distribution near the tip of a moving crack was analytically calculated by Yoffe in a continuum model. 9 The calculation shows a bifurcation at a critical velocity c Y Ϸ0.6c R where c R is the Rayleigh velocity. At low velocities the stress component tangent to the crack tip (r,), commonly called circumferential tensile stress or hoop stress, is highly anisotropic showing a maximum in the direction of propagation of the crack (ϭ0). Beyond c Y the stress field becomes more isotropic and the hoop stress develops a maximum in a direction that forms an angle with the direction of propagation which increases with crack speed. More recently this instability has been numerically studied on a discrete model of a brittle elastic solid. 10 This result can be interpreted as a tendency for the crack tip to deviate from the straight direction. This analysis does not include the effects of dissipation to microscopic degrees of freedom. Dissipation is present in all elastic materials, but, as discussed in detail below, it can be expected to be particularly important in glassy polymers, polymethylmethacrylate ͑PMMA͒, which is the material where dynamic cracks have been most throughly studied.
The Yoffe criterion is the simplest which predicts an instability of an inertial crack. Alternative criteria can be obtained by slightly perturbing the crack shape, and looking for the growth of the perturbation. In Ref. 11 , a wavy perturbation is added to a straight, quasistatic, crack, and the induced modifications of the stresses at the tip are calculated. An instability is identified when the shear stresses are enough to deviate the crack from its initial directions. In this quasistatic case, a finite external shear is required to induce the instability. This analysis is extended to dynamical cracks in, 12 where it is shown that above a certain velocity an infinitesimal shear distortion is amplified. The critical velocity depends on material parameters which describe the forces at the crack tip. Quasistatic cracks in PMMA under different stress distributions follow trajectories well described in terms of the stress intensity factor near the crack tip. 13 We now concentrate on cracks in PMMA, which is a glassy polymer. The microscopic aspects of the fracture process are not understood. It is possible to define a characteristic length in terms of the tensile strength f t , the crack surface energy G F , and the Young's modulus of the material. The standard definition for thick plates and planar deformations is 14 l ch ϭEG F /͓(1Ϫ 2 ) f t 2 ͔. This length, derived from macroscopic parameters, gives an estimate of the scale at which continuum elasticity may cease to be valid. Using the parameters in Table I , we find: l ch Ϸ60 m.
14 Typical structures at the crack tip, such as its radius of curvature, have dimensions comparable to this length. Thus a comprehensive model of the growing crack should, at least, take into account physical phenomena beyond this scale. Elastic waves of wavelengths of micrometers have frequencies in the gigahertz range. We will analyze crack propagation in PMMA by means of an approximate model in which details at the atomic and molecular scale are neglected. We take it as a coarse-grained approximation to a more microscopic description in order to gain information on the role of effective macroscopic parameters on the shape of the growing crack. The model has already been used in studying the influence of thermal gradients on crack growth. 15 More recently, we have proposed to investigate the effects of viscosity on crack dynamics. 16 As discussed in detail below, dissipation in PMMA is large, and motion at mesoscopic scales is well in the overdamped regime, where inertial effects are unimportant. We find that the viscosity plays a major role in stabilizing straight cracks and controlling their instabilities. In the present paper we discuss in detail the results and the approach of Ref. 16 . Besides, we address questions of general interest such as the relation between fracture threshold and the microscopic variables of the model, the terminal velocity for a stable crack, and the relevance of the Coterell-Rice criterion to analyze the stability of cracks. The effects of thermal noise are also briefly discussed. Finally, we give some arguments to justify dissipation in PMMA upon microscopic grounds.
In the following section, we give a brief discussion of the experimental situation. Then, we discuss the model, its general features, and related results available in the literature. We next present our results. Section VII discusses possible improvements of the model, such as the study of the effects of heating at the crack tip. The paper ends with a conclusion section. Two appendixes are included devoted to discuss possible mechanisms which may lead to dissipation in PMMA, and the characteristics of steady-state solutions in the limit of small viscosity.
II. EXPERIMENTAL FACTS
The propagation of cracks, under mode-I conditions, in PMMA shows different regimes. [2] [3] [4] [5] [6] Most experiments are done in PMMA sheets under uniaxial stress. An initial straight crack grows with a velocity dependent on the applied stress. Above a certain threshold, the velocity shows oscillations in time, although the crack remains straight. At higher values of the average velocities the crack surface becomes rough due to the formation of microscopic side branches ͑microbranching transition͒. At even higher velocities, the crack branches into several paths. The transition from velocity oscillations ͑and acoustic emission͒ to microbranching is accompanied by a discontinuity in the average velocity. These transitions take place at velocities which are a fraction of the Rayleigh velocity, c R ϭ989 m/s. Only a small fraction of the energy dissipated during the growth process is radiated into sound waves. 6 Significant heating effects have been reported. 17 When the growing crack is perturbed by means of external sound sources, many features of the previous picture are modified. 18 The velocity gap at the microbranching transition is washed out.
The previous picture also seems to hold for cracks in ordinary glass. 19 Cracks moving at constant speed seem, however, much more difficult to stabilize in ordinary glass than in PMMA.
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III. DISSIPATION IN PMMA
Elastic waves are attenuated in real materials, and energy is transferred to degrees of freedom other than those which describe sound waves. This attenuation can be modeled by adding a viscosity term 8 to the elastic equations of motion of the form ٌ 2 ‫ץ‬ t u where u is the displacement, and is a viscosity coefficient. In this long-wavelength limit transverse sound waves acquire an attenuation ␣ϭk 2 /2c T where is the density and c T is the transverse sound velocity. Thus there is a wave vector at which the attenuation of a wave becomes comparable to its wavelength, ␣⌳ϭk/c T ϳ1. Beyond this scale, sound waves are overdamped, and the analysis reported in Ref. 9 certainly needs to be modified.
The influence of different types of viscosity ͑Kelvin or Stokes viscosities͒ on the velocity of straight cracks was considered in Ref. 21 . It was found that the presence of damping at the edges of a type-III crack leads to a steady-state velocity which, at high viscosities, is inversely proportional to the damping coefficient.
The term ٌ 2 ‫ץ‬ t u is thought to be appropriate at very low frequencies. However, in glassy systems the attenuation is a complicated function of frequency due to the different relaxation processes which contribute. 22 For example, for PMMA at high frequencies ͑several GHz͒, ␣⌳ϳ0.1, 23, 24 and thus ␣ϰ. At lower frequencies ͑2 MHz͒, the dependence of ␣ on frequency can be fitted by a power law, ␣ϳ c , with c ϳ1.5-1.7.
25 It has been argued that some relaxation processes freeze below 165 K. 26 At sufficiently low temperatures, the situation simplifies somewhat, as the main modes which contribute to dissipation are better understood. 27 A microscopic analysis of dissipation processes at low temperatures, using as input detailed experimental data on the low-energy modes in glassy polymers, 28 is given in Appendix A.
IV. GENERAL FEATURES OF CRACKS IN BRITTLE SOLIDS
A. Equations of motion
The equations of motion including viscous terms for an isotropic medium can be written as where u is the displacement field, and the Lamé coefficients, and and the corresponding coefficients in the viscous case.
͑1͒
B. Attenuation of elastic waves
The relation between the attenuation coefficient and the frequency can be derived approximating the solutions of the equations of motion by a longitudinal plane wave, 
͑2͒
where u 0 ϭu 0 î is the amplitude of the wave and î the unit vector in the x direction. The result for the attenuation coefficient is
The dispersion relation ͓k()͔ is just Eq. ͑3͒ changing in the right-hand side the minus sign by a plus sign. In Fig. 1 . ͑5b͒
These results show that, roughly, the attenuation coefficient saturates at wavelengths at which the attenuation and the frequency of the wave become comparable. On the other hand, the behavior at low frequencies is consistent with the experimental data and with the results obtained by means of the microscopic analysis described in Appendix A. At high frequencies, however, both the experiments and the microscopic analysis give ␣ϰ. This discrepancy is not surprising, considering that the continuum theory should fail at small length scales ͑see above͒.
C. Generalization of the Griffith criterion
The Griffith criterion is a fundamental element in the theory of fracture. 29 According to Griffith, a crack starts to advance if, in increasing its length by ␦l, the elastic energy released is greater than the amount of energy needed to create the new fracture surface. Mott was the first to include kinetic effects in Griffith's analysis. 29, 30 He proposed to add a kinetic energy to the Griffith's total energy. However some of the conclusions inferred from Mott's analysis are not valid, for instance the predicted value for the maximum crack speed was lower than expected ͑see Ref. 1 for a full discussion͒.
Here we use a different approach and attempt to directly generalize the Griffith criterion to the viscous case by keeping track of the energy flows. We balance the energy release, the difference of the elastic energy and the surface energy, with losses due to viscous dissipation. We consider a long system of width W and thickness d, with a crack of length l. To estimate the elastic energy release E r , we note that for lϽϽW a roughly round region of diameter l is fully relaxed, so that E r ϰ⑀ 2 l 2 d where ⑀ is the strain that causes the material to break. For lϾϾW we must put E r ϳ⑀ 2 Wld. The second term, the cost of creating new fracture surface E f , is E f ϰld. Finally, the dependence of the rate of viscous dissipation ␦E d on the crack speed v, may be estimated for slow cracks from a symmetry argument: Since ␦E d →0 as v→0, and must be non-negative for any v, we conclude that ␦E d ϰv 2 ␦t. The coefficient of this term goes to zero as →0, so that we put E d ϰv 2 ␦t. In particular, this is the case if the stresses induced by the moving crack can be written in the form u i j (r ជ Ϫv ជ t). This is, for instance, the ansatz used by the Wiener-Hopf method. If the terminal velocity is less than c Y , the Yoffe threshold, we may expect that the crack will never branch.
Note that the analysis of this section can be expected to be valid only in the limit of low crack speed. In particular, the viscous dissipation term on the right-hand side of Eq. ͑7͒ involves the motion of the lattice in response to a passing crack. Thus the in this equation is not quite the same as the one above, and for substantial v probably has a complicated dependence on the microscopic and on v itself. We will test these ideas with simulations, below, and find that for speeds vϽϽc R Eq. ͑7͒ is rather well obeyed, but that there are deviations at large speed. The argument presented here is in agreement with the scaling as function of v discussed in Ref. 34 and 35 ͑see below for a more formal justification͒. 
D. Branching instability
The assumption in the previous section is that the critical speed for branching is independent of , which is what we find numerically for small ͑see below͒. This is a bit unexpected since, in the presence of dissipation the analytical solution of Yoffe, for example, 9 is no longer correct. We can see where this assumption would break down by examining the form of that solution.
The stress field described can be derived from an appropriate distribution of forces applied at the crack edges which have the general form f(rϪvt). The stresses at an arbitrary point of the plane can be obtained by means of the Green's function, G i j (rϪrЈ,tϪtЈ), with Fourier transform G i j (k,). In the absence of dissipation, the frequency appears only in combinations of the type 
At low values of k, the influence of the viscosity is negligible. The long-distance behavior is well described by the Yoffe solution. For large k on the other hand, the viscous term dominates. This term is less anisotropic than the inertial term, as it contains one power of v•k, instead of two. As our simulations include a short distance cutoff, the effect of the dissipative term will be significant when that k c ϳa Ϫ1 ӷv/, where a is the lattice constant. For very large the branching threshold should eventually shift.
The previous analysis can be cast in more formal terms by stating that the viscous term is the most singular one at low velocities and short distances. 34, 35 If this is assumed, the scaling behavior in terms of v as v→0 discussed in Sec. IV C follows.
V. NUMERICAL SIMULATIONS A. Discretization of the equations of motion
In our simulations we work in two dimensions, and discretize the continuum equations of elasticity by using a spring model on a triangular two-dimensional grid with lattice spacing a ͑hereafter used as the unit of length͒, following our previous work on quasistatic fracture. [37] [38] [39] . Lattice models with piecewise linear forces of this type were introduced by Slepyan and co-workers, 31, 32 who studied the zero damping case. Calculations were carried out on clusters of length L and width W. The equation of motion for the displacement, u r of the node at r combines inertial and viscous terms. In our discrete model, we get the k 2 dependence of the attenuation by using the fact that the friction forces can depend only on the relative velocities of neighboring nodes. 8 The equations of motion are
where the sums in the second term are over the nearestneighbor nodes rЈ, to node r, and n is the unit vector from node rЈ to node r. The fracture process is described by deleting the forces between two nearest-neighbor nodes when the relative strain, ͉n •͓u r Ϫu r Ј͔͉, exceeds a threshold u th .
This process is irreversible, and the coupling remains zero at all latter times. The model used here is deterministic, and the system is always out of equilibrium.
B. Elastic constants of the model
In order to find the relationship between the parameters of our model and the experimental constants we need to write down the equation of motion of our model Eq. ͑8͒ in the continuum limit,
Solving the above equations in a finite difference scheme gives Eq. ͑8͒. Then, comparing Eqs. ͑1͒ and ͑9͒ one can obtain the relations we are seeking for. First note that our model gives the following relations between the continuum parameters, ϭϭ3E/8 and ϭ and a Poisson coefficient of 1/3. On the other hand,
The longitudinal and transverse sound velocities are
From these results the Rayleigh speed can be easily derived,
Finally, the equations which relate the constants of our model with the macroscopic parameters of the material are
where d is the thickness of the sample. In the results to be presented below, we use units such that Kϭmϭaϭ1. The velocities are directly expressed in terms of the Rayleigh velocity, and the values of o can be converted into physical units by multiplying them by (adc L )/ͱ8. From the analysis in Sec. IV D, we expect that dissipation plays a significant role when 0 у1. Finally, in the next subsection, we discuss some difficulties in relating u th to macroscopic variables, particularly due to the discretization scale a.
C. Fracture threshold and macroscopic variables
In the following we take u th ϭ0.1a. The process of failure is described in macroscopic terms by the maximum load above which the material fails. In our model, the maximum force exerted by the springs, Ku th , should be equal to this load times the lattice spacing a times the thickness of the slab d. As K is independent of a, we find that u th ϰa.
The description of fracture by discrete element methods always leads to failure at the smallest scale. In our case, a sample under load will eventually fail through the snapping of a single row of springs, and crack widths are always of order a. 40 The energy required to create a crack is, because of this effect, dependent on the discretization, and goes to zero as the lattice spacing is decreased. In the present case, the energy needed to create a crack of ͑macroscopic͒ length l goes as (l/a)Ku th 2 ϰa. Thus we cannot fit the tensile strength and the fracture energy at the same time in a discretization independent way. This drawback can be inferred from the existence of a characteristic length which combines these quantities, as analyzed in the Introduction. A possible extension of the model is to assume a progressive softening of the failed bonds, in such a way that the total energy dissipated remains constant as the mesh size is decreased. 40 This scheme gives discretization independent results when a рl ch .
Macroscopic crack energies can, alternatively, be obtained from models which incorporate nonlocal effects. 41 However, detailed microscopic simulations 42 show cracks of atomic width, with little or no damage outside a zone of microscopic dimensions. They are also difficult to reconcile with the existence of crack energies with macroscopic values. The origin of macroscopic failure zones in quasibrittle materials such as PMMA is not well understood.
D. Dissipation term
Qualitatively, each node represents a region in the material comparable to the scales relevant to the experimental situation. In our case, we have l ch Ϸ60 microns. We use a phenomenological damping term o ϳ1 in units where K ϭmϭ1, which implies that sound waves at this length scale are in the overdamped regime. As mentioned earlier, the sound attenuation in glassy polymers has a complicated dependency on frequency. Our choice of overestimates the experimental value in the GHz range, 24 although probably underestimates it at lower frequencies ͑note that our model assumes that ␣⌳ϳ⌳ Ϫ1 at all wavelengths͒. The scheme used here is intermediate between a full scale atomic simulation, 42 and more phenomenological models, 33 where dissipation takes place within the units used in the discretization.
E. Drawbacks of the model
As mentioned earlier, the main difficulty with the model is the fact that the crack energy does not scale with the level of discretization. Only for a given lattice constant a the crack energy and the maximum load can be consistent with macroscopically determined values. On the other hand, instability criteria based on energy considerations, such as the Griffith criterion and extensions thereof, depend only on energy differences. Hence we do not think that the problem discussed here is a serious obstacle to the analysis of the instabilities of moving cracks. As there are substantial differences between discrete and continuum models, 34, 35 it would be interesting to analyze further the relevance of the intrinsic length scale determined by the macroscopic parameters which describe fracture.
F. Numerical procedures
Simulations have been performed in rectangular strips with the y orientation along one of the axis of the triangular lattice. The lattices shown in the figures are 50 nodes wide and 275 nodes long. The boundary condition is fixed displacement of the edges u appl ϭ⌬W/W, where W is the width of the strip (⑀ is also used hereafter to refer to the applied external strain͒. u appl was chosen so that the initial strain was below u th . Then, bonds near the lower horizontal edge are broken at a fixed rate, so that the velocity of the crack is well below c T . To integrate the equations of motion we use Heun's method with a time step small enough for appreciate small variations in the velocity of the crack. Once the crack is sufficiently long, strains near its tip begin to exceed u th , and the crack continues growing by itself. Very short cracks do not grow on their own, because the strains at the tip do not exceed u th . The minimum size for self-sustained growth decreases with increasing dissipation.
VI. RESULTS
A. Stable and unstable cracks
In the absence of damping, straight cracks become unstable on short time scales. 43 Typical results for cracks growing in a narrow slab under an applied strain at the edges are shown in Figs. 2͑a͒-2͑c͒ . The crack tips accelerate, exactly as predicted in Eq. ͑6͒ until they approach c Y , and then they branch. The velocity of the upper-most part of the crack pattern is depicted in Figs. 2͑d͒-2͑f͒ . We note that the crack velocity strongly oscillates as a function of the crack length. These oscillations are due to the branching process in which the bond broken in last place can belong to different branches far appart. In addition, and in agreement with other studies, 33, 36 we find arrested cracks for a range of applied stresses.
It is interesting to analyze further the fact that our simulations never lead to stable cracks moving at constant velocity, in the limit of zero dissipation. This result suggests that the solutions found within the Wiener-Hopf method 34 ,35 have a small, or even infinitesimal, basin of attraction.
In the limit of zero viscosity, the elastic and kinetic energy of the lattice must match exactly the energy lost in the broken bonds. It is straightforward to show that, if the moving crack does not radiate energy, cracks are only possible if the applied stress at the boundaries coincides with Griffith threshold, which is the minimum stress needed for the formation of a crack. The proof is presented in Appendix B.
In general, the strain field of a static crack can always be written as induced by a distribution of sources ͑dislocations͒ located at the positions of the crack. In continuum elasticity, the static solution can be used to find moving solutions, by applying the appropiate Lorentz transformations ͑note that the existence of two sound velocities requires first the decomposition of the strains into a longitudinal and a transverse part͒. Thus moving cracks, in the continuum limit, do not radiate energy, as they can be derived from static cracks where the strains decay sufficiently fast far from the crack tip. In the continuum limit, there can only be one applied stress at which cracks can propagate at ͑any͒ constant velocity. A simple toy model, similar to those used in Ref. 34 , is presented in Appendix B to illustrate this point.
The previous discussion suggests that the properties of steady-state solutions for moving straight cracks at zero viscosity are strongly dependent on details of the lattice model ͑see also Sec. V E͒, including such nonuniversal properties as the width of the system expressed in lattice units.
The previous analysis leads to a plausible explanation for the absence of steady-state solutions similar to those obtained by the Wiener-Hopf method in our real time dynamical simulations at zero viscosity. Steady-state solutions require that the crack tip radiates enough energy to infinity, in order to satisfy energy conservation. This radiation arises from the fact that, in a lattice, the crack tip can undergo oscillations of amplitude ␦u and period Tϭ2na/v, where a is the lattice constant, and v is the velocity. The energy radiated by these oscillations, is, roughly
where ␦u must be bounded by u th . In our simulations, bonds are snapped at the lower edge of the strip, until the crack reaches a length beyond which it propagates on its own. Thus, at the initial stages, the crack moves at low velocities.
Even if oscillations of the crack tip are generated, the energy radiated, Eq. ͑14͒, is small, leading to the acceleration of the crack. In order for the crack to stay at a Wiener-Hopf solution when it reaches the velocity associated to the external stresses, the amplitude, and frequency, of the crack tip oscillations should be close to the steady-state values. This requires a very detailed fine tuning. The velocity of the crack is not constant and no unique frequency associated to the ͑dis-crete͒ snapping of successive bonds can be defined. It would be interesting to compute directly the stability of the WienerHopf solutions against small functuations in crack tip velocity and crack tip oscillations. We find that straight cracks can be stable and move at constant velocity, in the presence of dissipation. As the driving force is increased, we observe a branching instability. Typical results are shown in Figs. 3͑a͒-3͑c͒ . The velocity of the crack tip, for the same applied strains, is shown in Figs. 3͑d͒-3͑f͒. This behavior is what is predicted by Eq. ͑7͒. If the terminal velocity is below c Y ͑which we assume to be independent of , see below͒ the crack will be slowed down and prevented from branching. The results of Fig. 3 do also indicate that whereas in the case of straight cracks the velocity does only slightly oscillate with the crack length, close to the instability ͓see Figs. 3͑c͒ and 3͑f͔͒ the oscillations increase, in qualitative agreement with the experimental observations reported in Ref. 5 .
We have analyzed Yoffe instability in our simulations by artificially forcing a straight crack to propagate at a fixed speed. The results for the hoop stress are reported in Fig. 4 for dissipative cracks and in Fig. 5 for the inertial case. In the case of inertial cracks the most remarkable feature is the wavy aspect of the maps which clearly reveals the presence of energy being radiated. It is clear from the figure that the wavelength of this radiation decreases as crack speed increases ͑this can be noted by comparing the hoop stress maps for the lower and intermediate velocities shown in Fig. 4͒ , in agreement with the discussion above. At the higher crack speed the wavelength of the radiation is so short ͑probably of the order of lattice spacing͒ that the wavy aspect is scarcely visible. The increasing isotropy of the stress field as the speed is increased reported by Yoffe 9 is obscured by this emission. This is, however, clearly observed in the dissipative case ͑see Fig. 4͒ where radiation is less important ͑in this case energy is mostly dissipated͒. At low speeds the stress field is highly anisotropic and the hoop stress is strongly peaked in the direction of propagation, in agreement with the Yoffe's analysis. 9 As the speed increases the stress field becomes increasingly isotropic. A recent detailed numerical study of inertial cracks by means of a discrete model similar to ours 10 reveals the presence of a maximum in the hoop stress in a direction that forms a finite angle with the direction of propagation ͑for speeds higher than 0.6c R ). The angle increases with crack speed, as in the continuum analysis of Ref. 9 . Figure 6 shows the terminal stable velocity for a stable crack in units of c R plotted against the displacement at the borders of the system. The evolution to increasing velocity proceeds as the external displacement is increased. The curves end at the branching instability. From them, we can deduce that this threshold is almost independent of the parameters of the simulation ͑size and viscosity͒ and Ϸ0.7c R , in agreement with Yoffe 9 calculations. The reason for the insensitivity of the branching threshold to was given above. We find in our simulations that to shift the threshold significantly below 0.7c R , must be greater than 7 for a 50ϫ300 mesh, which is, we think, an unphysically large value. We note, on the other hand, that the decrease of the terminal velocity with dissipation ͑at fixed applied strain͒ that can be observed in the results for Wϭ50 shown in Fig.  6 agrees with the result of Ref. 35 according to which the velocity goes to zero in the infinite limit. Finally it should be noted that the branching threshold, observed experimentally Ϸ0.45c R , 4 is around 35% smaller than in our numerical simulations.
The fact that we do not see an abrupt change in the velocity before the branching threshold is related with the method we use to perform the simulations. Boudet and Ciliberto 18 demonstrated experimentally that this jump was not present when sound was added into the system. This is what we do in the simulations: the slow cutting of bonds that initiate the fast failure is a source of sound into the system.
We can directly verify the validity of Eq. ͑7͒ by considering a number of different sets of the parameters ⑀,,W, such as those shown in Fig. 6 and viewing our data in the form of a data collapse. This is done in Fig. 7 
B. Thermal noise and the branching threshold
Numerically it is possible to obtain lower critical branching velocities by adding a random noise in Eq. ͑9͒, as discussed in detail in Ref. 45 . This random noise is in the form that it has zero mean and its correlation is
when iϭ j, and zero otherwise. T is the temperature, and is the square of the amplitude of the noise. In Ref. 45 is related to using the fluctuation-dissipation theorem. Here we take a more phenomenological approach in order to simply illustrate the effect.
Let us take one of the stable cracks whose velocity is plotted in Fig. 6 . The one with ⌬W/Wϭ0.03,ϭ1, and L ϭ50 has a velocity of Ϸ0.65c R . Figure 8 shows the shape of the cracks for different values of . The temperature is set to a fixed arbitrary value of 100. When the noise is very low (10 Ϫ9 ) nothing happens to the crack. When it becomes higher, always at the same terminal velocity, small side branches as in the experiments can be obtained. The spacing between branches decreases as the noise intensity is increased, and, in some cases ͓see Fig. 8͑c͔͒ , the crack can destabilize at later stages in the growth process, until finally the crack becomes unstable ͓Fig. 8͑d͔͒.
Since in our simulations we have all the information of the displacements at all points of the network, we can compute the stress tensor at any time of the evolution of the crack. In particular it is interesting to see the values of yy Ϫ xx around the crack tip. According to Coterell and Rice, 47 this quantity describes the stability of the cracks. It should be less than zero at the crack tip for an stable crack and greater than zero when it becomes unstable. This parameter is shown in the lower part of Fig. 8 when the corresponding cracks in the upper part of the figure have advanced half the length of the system. The three cracks with lower noise intensity are, according to this criterion, still stable. This is seen in the symmetry of yy Ϫ xx with respect to the crack line and the fact that it is negative at the crack tip. As the noise intensity is increased the symmetry is gradually broken. Finally for the largest noise of Fig. 8 no symmetry is observed and the Coterell and Rice parameter is positive just at the crack tip. In this case the crack has a tendency to propagate deviating to the left. Similar representations of the stress tensor for a variety of parameters can provide valuable information on crack stability, and on the analytical approximations that can be made.
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VII. HEATING AND ENERGY DISSIPATION
In the previous section, examples of crack propagation in the presence of thermal noise due to an external environment have been discussed. However, the local temperature around the crack tip must also take into account the energy dissipated by the viscosity term that we have in the equations. Near the crack tip typical deviations of the nodes from equilibrium are of order a. where is the thermal diffusion coefficient, E is the energy being dissipated, and c e is the specific heat. Assuming that most of the dissipation takes place at distances from the crack tip comparable to its radius, we find that the temperature increase at the tip can be written as:
. This expression is highly sensitive to the choice of a, the tip radius. Hence it is difficult to make accurate estimates of the expected heating. Experimentally, significant increases in temperature near the crack tip have been reported. 17 Energy dissipation has also been observed in Ref. 5 , where it is argued that most of the energy is spent in increasing the crack surface. However, even for slow, straight cracks, a significant rise in energy dissipation as function of velocity is reported. In our simulations the elastic energy lost when one spring is cut goes into surface energy, whereas the viscous dissipation goes into heat. Heating of the crack tip increases thermal noise there. This could be quite significant since, near, but below the branching speed the stress distribution becomes nearly isotropic, so that relatively small thermal effects could lead to branching. The considerations in this section will be worked out in detail in Ref. 45 .
VIII. CONCLUSIONS
The analysis reported here indicates that viscous effects significantly change the propagation, and instability, of cracks in brittle materials. The general features that we have found should be reproduced, for example, in PMMA, even though the viscosity is a more complicated function of frequency than the one considered here. Some of the characteristics of the experimental results 2, 3, 5, 4 are already qualitatively described by the present approach. In particular, our approach would explain why experiments in glass are harder to perform than in PMMA: its associated viscosities are lower than in PMMA and thus it is closer to the instability. On the other hand, the branching threshold seems to be lower in the experiments than in our numerical simulations for the chosen parameters. This fact has also been discussed and shown to be due to other effects not contained within the model, but that can be incorporated as external noise. Of course, the richness and complexity of fracture in these materials will require further investigations. We hope that the approach herewith proposed will help to improve our understanding of these interesting phenomena. Ϫ9 , ͑b͒ ϭ4ϫ10 Ϫ8 , ͑c͒ ϭ10 Ϫ7 , and ͑d͒ ϭ2ϫ10 Ϫ7 . The lower figures ͑e͒-͑h͒ show the sign of the Coterell and Rice parameter ( yy Ϫ xx ): dark gray positive and light gray negative. Stresses are taken when the crack has advanced half the length of the system. The noise is the one of the corresponding above figure ͑a͒-͑d͒. The applied strain was u appl ϭ0.03 and the viscosity coefficient ϭ1.
͑A8͒
Using the same parameters as above, and setting D ϭ300 K, we find that the fluctuations ⌬E are of order 1 eV when Tϳ10 K. At higher temperatures, the dynamics of CH 3 groups lose coherence. They still influence sound attenuation, because they mediate interactions between phonons.
Note, finally, that the mechanism discussed here does not lead to plastic effects. The material remains brittle at the scales of interest, as it seems to be the case in PMMA. Other mechanisms, such as the irreversible relaxation of structural defects, may lead to viscoplastic effects. 46 
APPENDIX B
It is interesting to analyze the main features of steadystate solutions of the type u i j (r ជ Ϫv ជ t) in the limit →0. Let us assume that the crack tip is at position L, in a strip of width W. If there is the radiation from the crack tip is negligible, as it happens in situations close the continuum limit ͑see below͒, the stresses are fully relaxed ͑except for exponentially small terms͒ behind a position L I ϭLϪ␣W, and the influence of the crack is not felt beyond a position L II ϭL ϩ␤W, where ␣ and ␤ are constants of order unity. They are related to the smallest poles used in the Wiener-Hopf method, for instance. We can divide the strip in three regions, I, II, and III, where region I lies behind L I and region III is beyond L II . These zones are sketched in Fig. 9 . The kinetic energy is finite only in region II. The total energy in that region is constant, because the size of region II does not change in time. The energy in region I is stored in the broken bonds. The energy in each of them is Ku th 2 /2. Hence E I ϰL I Ku th 2 . The energy in region III is due to the external stresses, ⌬, and can be written as E III ϰ(L tot ϪL II )⌬ 2 /K, where L tot is the length of the strip. If we now assume that the crack moves at constant velocity, we can write LϭL 0 ϩvt. The previous analysis, based on the principle of energy conservation, implies that E I ϩE III ϭ constant, independent of time. However, region I increases linearly with time, while region III shrinks at the same rate. The only possible solution fixes, uniquely, ⌬ as function of u th , irrespective of the velocity of the crack. Let us now assume that steady-state solutions with different velocities can be found. They must be driven by the same value of the applied stress. Thus there is a finite number of steady-state solutions which correspond to the same applied stress.
The previous analysis can be illustrated by a simple model, similar to those used in Ref. 34 ͑see Fig. 10͒ . Let us consider a system made up of three vertical springs and an infinite number of ͑much harder͒ horizontal springs. The upper and lower rows of springs have their ends fixed, with deformation equal to Ϯu 0 . Thus the only degrees of freedom left are the displacements at the two ends of the middle row of springs, u nϩ and u nϪ . By symmetry, u nϩ ϭϪu nϪ ϭu n . The stiffness of the horizontal springs is k 0 , and that of the upper and lower row of vertical springs is k 1 . Finally, the stiffness of the middle row of springs is assumed to be k ϩ before breaking, and k Ϫ after breaking.
The equations of motion are m ‫ץ‬ 2 u n ‫ץ‬t 2 ϭk 0 ͑ u nϩ1 ϩu nϪ1 Ϫ2u n ͒Ϫ2k Ϯ u n Ϫk 1 ͑ u n Ϫu 0 ͒.
͑B1͒
The displacements change slowly along the horizontal direction when k 1 ,k Ϯ Ӷk 0 . In this limit, we can write the continuum equations 
