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Abstract
Let (B; ‖ · ‖) be a real separable Banach space of dimension 16d6∞; and assume X; X1;
X2; : : : are i.i.d. B valued random vectors with law =L(X ) and mean m=
∫
B x d(x). Nummelin’s
conditional weak law of large numbers establishes that under suitable conditions on (D ⊂ B; )
and for every 
¿ 0; limn P(‖Sn=n−a0‖¡
|Sn=n∈D)=1, with a0 the dominating point of D and
Sn=
∑n
j=1 Xj . We study the rates of convergence of such laws, i.e., we examine limn P(‖Sn=n−
a0‖¡t=nr |Sn=n∈D) as d; r; t and D vary. It turns out that the limit is sensitive to variations in
these parameters. Additionally, we supply another proof of Nummelin’s law of large numbers.
Our results are most complete when 16d¡∞; but we also include results when d=∞; mainly
in Hilbert space. A connection to the Gibbs conditioning principle is also examined. c© 2001
Elsevier Science B.V. All rights reserved.
MSC: 60B10; 60B12; 60F05; 60F10
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1. Introduction
Let X; X1; X2; : : : be i.i.d. B valued random vectors, where B is a real separable Banach
space with norm ‖ · ‖, and set Sn =
∑n
j=1 Xj. If D is an open convex subset of B,
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and a0 is the so-called dominating point of D with respect to  =L(X ), then under
suitable conditions Nummelin (1987) proved that for every 
¿ 0
lim
n
P(‖Sn=n− a0‖¡
|Sn=n∈D) = 1: (1.1)
Nummelin established (1.1) when B = Rd, and in Theorem 1 below its analogue for
an arbitrary real separable Banach space is given. This extension was obtained earlier
in Meda (2000), but here we give a diEerent proof which is simpler. However, our
main goal is to establish rates of convergence for the conditional weak law of large
numbers in (1.1).
More precisely, suppose 06 r ¡∞. Then we say Nummelin’s conditional law of
large numbers holds with rate r if for each t ¿ 0
lim P(‖Sn=n− a0‖¡t=nr|Sn=n∈D) = 1: (1.2)
In addition, we will Fnd that for certain r there is conditional convergence in law as t
varies, and also for other r that the conditional probabilities in (1.2) go to zero for all
t ¿ 0. Furthermore, the results diEer in the dimension d, and even in the set D when
there is convergence in law. Our results are most complete when 16d¡∞, but we
also include results when B is inFnite dimensional, usually a Hilbert space.
Throughout we assume  = L(X ) has mean m given by the Bochner integral∫
B x d(x), and that the smallest closed linear subspace E of B such that (m+E)= 1
is B itself. We will say  is full to describe this support condition. Let B∗ denote the
topological dual space of B,
ˆ(f) =
∫
B
ef(x) d(x); f∈B∗ (1.3)
and deFne
(x) = sup
f∈B∗
(f(x)− log ˆ(f)); x∈B: (1.4)
Then  is a non-negative convex rate function (possibly taking the value +∞), and
we deFne
dom() = {x∈B : (x)¡∞}: (1.5)
We assume throughout that∫
B
et‖x‖ d(x)¡∞ (1.6)
for some t ¿ 0, and
m 	∈ D and D ∩ dom() 	=: (1.7)
If D is an open convex set of B such that (1.7) holds and m 	∈ JD then (D; ) has a
dominating point a0 if a0 ∈ @D, the boundary of D, and is such that
(i) (a0) = inf
x∈D
(x) = inf
x∈ JD
(x)¡∞;
(ii) for some g∈B∗ we have D ⊂ {x : g(x)¿ g(a0)}
(iii) (a0) = g(a0)− log ˆ(g); and
(iv) a0 =
∫
B
x exp{g(x)− log ˆ(g)} d(x):
(1.8)
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Furthermore, if dL=d(Z)(x)=exp{g(x)− log ˆ(g)}, then the argument in Lemma 2:6
of Kuelbs (2000) shows that E‖Z‖p¡∞ for all p¿ 0, and we will have need of this
fact in our proofs.
Dominating points for open convex sets in Rd were introduced in Ney (1983, 1984).
The interested reader will note that the deFnition of dominating point used here appears
more restrictive than what is in Ney (1983, 1984), but that is not the case as the results
of Kuelbs (2000) demonstrate.
If (1.6) holds for all t ¿ 0, then every open convex set D satisfying (1.7) with
m 	∈ @D has a unique dominating point (see Einmahl and Kuelbs, 1996). Furthermore,
in part III of Theorem 1 in Kuelbs (2000) there are necessary and suLcient conditions
for the existence of a unique dominating point for (D; ) when (1.6) holds for some
t ¿ 0. These conditions generalize what was known previously even in Rd, and hence
unique dominating points for (D; ) exist for every open convex set for many measures.
Here we assume they exist directly in order to simplify statements of our theorems.
A primary motivation for dominating points is the representation
P(Sn ∈ nD) = exp{−n(a0)}Jn; (1.9)
where
Jn = E(exp{−g(Tn)}I(Tn ∈ n(D − a0))); (1.10)
g is as in (1.8), Tn =
∑n
j=1 (Zj − a0), and Z; Z1; Z2; : : : are i.i.d. random vectors
with dL=d(Z)(x) = exp{g(x) − log ˆ(g)}. Furthermore, recall that E‖Z‖p¡∞ for
all p¿ 0.
Here is our generalization of Nummelin’s conditional weak law of large numbers.
Theorem 1. Let D be an open convex subset of B satisfying (1:7) and assume (1:6)
holds. Furthermore; assume (D; ) has a unique dominating point a0 or a0 =m when
m∈ @D; the level sets {(x) : x6 t} are compact in B for all t¿ 0; and the large
deviation upper bound holds for closed sets. Then (1:1) holds for all 
¿ 0.
Remark. (a) If B is Fnite dimensional and (1.6) holds; or (1.6) holds for all t ¿ 0;
then it is known that the level sets of (·) are compact in B and the large deviation
upper bound holds for closed sets. If (1.6) holds for all t ¿ 0; then there is always a
unique dominating point for open convex D provided (1.7) holds and m 	∈ JD.
(b) Of course, if m∈D; then (1.1) is obvious by the standard weak law of large
numbers. The interesting cases are when m 	∈ D.
The next theorem examines the rate of convergence in Theorem 1 when m∈ @D.
Theorem 2. Let D be an open convex subset of B with m∈ @D and assume X satis;es
the central limit theorem in B; i.e.L((Sn−nm)=
√
n) converges weakly toL(G); where
G is a centered Gaussian random vector on B. Also assume  =L(X ) is full on B.
Then Nummelin’s conditional law of large numbers holds with rate r; 0¡r¡ 12 and
a0 = m; i.e. for all t ¿ 0
lim
n
P(‖Sn=n− m‖¡t=nr|Sn=n∈D) = 1: (1.11)
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Furthermore, if r ¿ 12 , the limit in (1.11) is zero for all t ¿ 0, and when r =
1
2 for
all t ¿ 0
lim
n
P(‖Sn=n− m‖¡t=n1=2|Sn=n∈D) = FG(t); (1.12)
where
FG(t) = P(‖G‖6 t; G ∈")=P(G ∈") (1.13)
and " =
⋃∞
n=1
√
n(D − m).
Remark. (1) In Theorem 2 we are using nothing about large deviation theory or
dominating points since m∈ @D; and we only need a central limit theorem available.
Since B is a separable Banach space; this is a special assumption; but when B is a
Hilbert space (or any type-2 Banach space; see Ledoux and Talagrand; 1991; p. 281)
strong second moments on X imply the CLT.
(2) If D is suLciently Mat at a0, then " = {x : g(x)¿ 0}, where g∈B∗ separates
m from D, and P(G ∈") = 12 when G is full. For example, if D is a Euclidean ball
and B is a Hilbert space, then " is the above half space. Finally, if B = R1 and D
is an interval, then FG(t) = 2#(t=$) − 1 for all t ¿ 0. Here $2 = E(G2) and # is the
distribution function for a N (0; 1) random variable.
Our next results examine the situation when m 	∈ JD. In this situation we will consider
B=R1, Rd; or an arbitrary real separable Hilbert space, and D will always be an open
ball of B in the corresponding Euclidean norm. However, other choices of D would
be of interest when d¿ 2. A result is also given if B is a separable Banach space in
the second part of Theorem 4.
Theorem 3. Let B=R1 and assume (1:6); (1:7) with m 	∈ JD; where D={x : |x−a|¡R}
has a dominating point a0. Furthermore; assume  has a non-lattice distribution on
R1. Then the following hold:
(i) If 06 r ¡ 1; then for all t ¿ 0
lim
n
P(|Sn=n− a0|¡t=nr|Sn=n∈D) = 1:
(ii) If 1¡r¡∞; then for all t ¿ 0 the limit above is zero:
(iii) If r = 1; then for t¿ 0 and g as in (1:8)
lim
n
P(|Sn=n− a0|¡t=n|Sn=n∈D) = 1− exp{−|g(1)|t}:
(1.14)
Remark. (1) If B=R1 and f(t)=d=dt log ˆ(t); then it can be seen that g(1)=f−1(a0).
Here we choose to express everything in terms of g as given in (1.8) to make our
proofs more uniform over the various choices of B.
(2) Let Z be as follows (1.10) and Jn;r; t as in (4.2) below. If X has a lattice
distribution, then so does Z: Hence for r ¿ 12 and t ¿ 0 it is easy to see Jn;r; t = 0
is quite possible. However, it could also be of size n−1=2 by the local central limit
theorem. Hence the limiting behavior in (1.14) (iii) in the lattice case would need to
take this into account, but we have not pursued this in detail.
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Theorem 4. Let B be a real separable Banach space and assume (1:6) and (1:7) with
m 	∈ JD. Furthermore; assume D= {x : ‖x− a‖¡R} has a unique dominating point a0
with respect to  and  is full on B. Then the following hold:
(I) If B is a real separable Hilbert space with dimension d¿ 2 and the ball D is in
the inner product norm, then Nummelin’s conditional law of large numbers holds with
rate r for all r ∈ [0; 12 ) and t ¿ 0, and it fails with rate r ¿ 12 , t ∈ [0;∞), provided d
is such that 1=2d¡r − 12 . In particular, it fails for r ¿ 12 ; t ∈ [0;∞); when d=∞.
(II) If B is an in;nite dimensional real separable Banach space, D is a ball in the
B-norm, and limn nJn=∞, where Jn is as (1.10), then Nummelin’s conditional law of
large numbers fails with rate r if r ¿ 12 .
Remark. If B is a Hilbert space and D is a ball as above; then Theorem 2 of Einmahl
and Kuelbs (1996) implies there exists 0¡c¡ 1 such that
c¡n1=2Jn ¡ 1=c (1.15)
for all n suLciently large. This result holds even when (1.6) holds for some t ¿ 0;
and hence the condition limn nJn =∞ easily follows in this setting. Proposition 2 in
Kuelbs (2000) includes further details.
The assumption that 1=(2d)¡r − 12 when r ¿ 12 and d¡∞ in Theorem 4 can be
removed if we assume  is a full probability on Rd; d¿ 2, provided  satisFes the
CramPer condition. The case r = 12 also needs further explanation, and these results are
given in the next theorem.
Theorem 5. Let B = Rd; d¿ 2; and assume (1:6); (1:7) with m 	∈ JD; where D =
{x : ‖x − a‖¡R} has a unique dominating point a0 and ‖ · ‖ is the usual
Euclidean norm. If  = L(X ) is full on Rd and satis;es the Cram#er condition;
i.e. lim‖f‖→∞ |
∫
Rd e
if(x) d(x)|¡ 1; then the conditional probability distribution
functions
Fn(t) = P(‖Sn=n− a0‖¡t=n1=2|Sn=n∈D); 06 t ¡∞
are such that
lim Fn(t) = F(t); 06 t ¡∞: (1.16)
Here
F(t) = H (t)=H; 06 t ¡∞ (1.17)
where
H =
∫ ∞
0
e−sP(‖G2‖26 2sbR2) ds; (1.18)
and for t¿ 0
H (t) =
∫ t2=(2bR2)
0
e−sP(‖G2‖6 2sbR2) ds+ exp{−t2=(2bR2)}P(‖G2‖6 t):
(1.19)
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In (1.18) and (1.19) the random vector G2 = G − G1, where G is the centered
Gaussian random vector with covariance given by Z−a0, G1 =g(G) S(g)=$2g, g is the
linear function in the de;nition of the dominating point a0 for (D; ), $2g =E(g
2(G)),
S(g)=E(Gg(G)), and 1=b=g(a−a0). In addition, under these assumptions Nummelin’s
conditional law of large numbers fails for all r ¿ 12 .
Remark. Note that the limit law F(t) = H (t)=H depends on the radius R of the ball
D; and examining the proof even that D is a ball. Hence other limit laws will arise
when r = 12 and D is something other than a ball.
In our next theorem we will examine the situation when B is a real separable Hilbert
space of inFnite dimension. Here our results are less complete, but they cover the
situation when X is a Gaussian vector as well as many other cases one can construct.
The main diLculty here is that rates of convergence for the central limit theorem are
far less advanced in this setting for general sets and non-smooth functions:
Theorem 6. Let B be a separable Hilbert space of in;nite dimension and assume
(1:6); (1:7) with m 	∈ JD; where D= {x : ‖x − a‖¡R} has a unique dominating point
a0 and ‖ · ‖ is the usual Euclidean norm on B. Let Z; Z1; Z2; : : : be the i.i.d. random
vectors as following (1:10) in the representation formula; and assume
(i) the characteristic function of g(Z) is in Lp(R1) for some p¿ 0:
(ii) S(g) = E((Z − a0)g(Z − a0)); and $2g = E(g2(Z − a0)).
(iii) the random variables Y1; j = g(Zj− a0)S(g)=$2g; Y2; j =Zj− a0−Y1; j(j¿ 1); Wn=∑n
j=1 g(Zj − a0)=
√
n and W2; n =
∑n
j=1 Y2; j=
√
n are such that for .¿ 0; the
functions
f±n (s; .) = P(‖W2; n‖¡R(2sb− s2b2=n)1=2 ± s.=
√
n|Wn = s=
√
n) (1.20)
are uniformly integrable on [0;∞) with respect to the probability with density
e−s; and have limit (in probability with respect to the probability e−s ds)
lim
n
f±n (s; .) = P(‖G2‖2¡ 2sbR2); (1.21)
where G2 is a centered Gaussian random vector with covariance that of Y2;1 and
g(a− a0) = 1=b.
Then for all t ¿ 0
lim
n
P(‖Sn=n− a0|¡t=n1=2|Sn=n∈D) = F(t); (1.22)
where F(t) is given by the formulas (1:17)–(1:19).
Remark. If {Y1; j} and {Y2; j} are independent sequences; then  full implies that
for s¿ 0; .¿ 0; the conditional probabilities of (1.20) (iii) are the unconditional
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probabilities
P(‖W2; n‖¡ (2sb− s2b2=n)1=2R± s.=
√
n):
Hence the corresponding functions f±n (s; .) are uniformly bounded on [0;∞); so the
uniformly integrability assumption is immediate. Furthermore; applying the Berry–
Esseen Theorem (see Zalesskii; 1982 when G2 is inFnite dimensional); and that Lemma
2:1 of Kuelbs and Kurtz (1974) implies the probability density of ‖G2‖ is uniformly
bounded on [0;∞); we have
lim
n
P(‖W2; n‖¡ (2sb− s2b2=n)1=2R± s.=
√
n) = P(‖G2‖¡ (2sb)1=2R):
Hence both (1.20) (iii) and (1.21) hold in this case. Furthermore; if  =L(X ) is a
Gaussian measure; then Y1; j and Y2; j are independent Gaussian variables for all j¿ 1.
Hence (1.22) holds in this situation.
2. Proof of Theorem 1
Taking complements it suLces to show that for all 
¿ 0
lim
n
P(‖Sn=n− a0‖¿ 
; Sn=n∈D)=P(Sn=n∈D) = 0: (2.1)
To verify this, set
R= {x∈D : ‖x − a0‖¿ 
}:
Then there exists a .¿ 0 such that
inf
x∈ JR
(x)¿(a0) + .: (2.2)
That is, if (2.2) fails there exists a sequence {xj} ⊆ JR such that limj→∞ (xj)= (a0).
Hence xj ∈{x : (x)6 (a0) + 1} for all j¿ j0; and {xjk} converges to a point b0 ∈ JR
for some subsequence {xjk}. Since the rate function  is lower semi-continuous this
implies
(b0)6 lim
k
(xjk ) = (a0):
Now a0 	= b0, but b0 ∈ JR ⊆ JD, so this contradicts the uniqueness of a0 ∈ JD satisfying
(1.8) (i). If m∈ @D, then a0 = m since (x) = 0 iE x = m when (1.6) holds. Hence
again uniqueness is contradicted. Therefore (2.2) holds and the large deviation upper
bound for closed sets implies
lim
n
1
n
logP(‖Sn=n− a0‖¿ 
; Sn=n∈D)
6 lim
n
1
n
logP(Sn=n∈ JR)6− ((a0) + .): (2.3)
However, since D is convex and open, by Bahadur and Zabell (1979)
lim
n
1
n
logP(Sn=n∈D) =−(a0): (2.4)
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Thus
lim
n
1
n
logP(‖Sn=n− a0‖¿ 
|Sn=n∈D)6− .;
which implies (2.1).
3. Proof of Theorem 2
First observe that since D is convex with m∈ @D, √n(D−m) increases in n to the set
". Hence by the monotone convergence theorem P(G ∈") = limn P(G ∈
√
n(D−m)),
and for each .¿ 0 there exists n0 = n0(.) such that n¿ n0 implies
P(G ∈√n(D − a0))¿P(G ∈")− .:
Hence by weak convergence theory and that
√
n(D − a0) increases in n we have
P(G ∈")− .6 P(G ∈√n0(D − m))
6 lim
n
P
(
Sn − nm√
n
∈√n0(D − m)
)
6 lim
n
P
(
Sn − nm√
n
∈√n(D − m)
)
(3.1)
and
lim
n
P((Sn − nm)=
√
n∈√n(D − m))6 lim
n
P((Sn − nm)=
√
n∈ J")
6 P(G ∈ J"): (3.2)
Since .¿ 0 is arbitrary and " is a G-continuity set by Proposition 5 of Gross (1967),
(3.1) and (3.2) combine to give
lim
n
P((Sn − nm)=
√
n∈√n(D − m)) = P(G ∈"): (3.3)
Furthermore, P(G ∈")¿ 0. This follows since the support assumption on  =L(X )
implies E(f2(X ))¿ 0 for all f∈B∗; f 	=0, which in turn implies P(G ∈U )¿ 0 for
all non-empty open subsets of B. Now the previous argument also implies
lim
n
P(‖Sn − nm‖=
√
n¡ t; (Sn − nm)=
√
n∈√n(D − m))6P(‖G‖6 t; G ∈ J")
(3.4)
and similarly
lim
n
P(‖Sn − nm‖=
√
n¡ t; (Sn − nm)=
√
n∈√n(D − m))
¿ lim
k
P(‖G‖¡t; G ∈
√
k(D − m)) as √n(D − a0) ↑ "
¿P(‖G‖¡t; G ∈") (3.5)
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by the monotone convergence theorem. Since B is separable, (t;∞) is also a ‖G‖
continuity set for all t¿ 0 by Proposition 5 of Gross (1967), and hence (3.4) and
(3.5) imply
lim
n
P(‖Sn=n− m‖¡t=
√
n|Sn=n∈D) = P(‖G‖6 t; G ∈")=P(G ∈")
= FG(t) (3.6)
for all t ¿ 0.
If 06 r ¡ 12 and 0¡t¡∞, then the previous argument implies
lim
n
P(‖Sn=n− m‖¡t=nr|Sn=n∈D)
= lim
n
P(‖(Sn − nm)‖=
√
n¡ tn1=2−r|Sn=n∈D)
¿P(‖G‖¡tn1=2−r0 ; G ∈")=P(G ∈")
for any integer n0. Letting n0 ↗∞ and having 06 r ¡ 12 implies
lim
n
P(‖Sn=n− m‖¡t=n|Sn=n∈D) = 1
for all t ¿ 0. Thus (1.11) holds for all t ¿ 0.
Now assume r ¿ 12 . Then for all t ¿ 0 and .¿ 0 we have
lim
n
P(‖Sn=n− m‖¡t=nr|Sn=n∈D)
=lim
n
P
(
‖Sn − nm‖=
√
n6
t
√
n
nr
|Sn=n∈D
)
6 lim
n
P(‖Sn − nm‖=
√
n6 .|Sn=n∈D)
6P(‖G‖6 .; G ∈")=P(G ∈")
and letting .→ 0 we see the limit in (1.11) is zero for all t ¿ 0. Thus Theorem 2 is
proven.
4. Proof of Theorem 3 and a general fact
Since m 	∈ JD and (1.6) and (1.7) are assumed in Theorems 3–6, the representation
in (1.9) and (1.10) will apply. Furthermore, since a0 is also the dominating point of
Dn;r; t = {x∈D : ‖x − a0‖¡t=nr}
for r¿ 0, t ¿ 0, then we also have
P(Sn=n∈Dn;r; t) = exp{−n(a0)}Jn;r; t ; (4.1)
where
Jn;r; t = E(e−g(Tn)I(Tn ∈ n((D − a0) ∩ {x : ‖x‖¡t=nr}))): (4.2)
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We also deFne
J˜ n; r; t = E(e−g(Tn)I(Tn ∈ n((D − a0) ∩ {x : ‖x‖¿ t=nr}))) (4.3)
and hence Jn = Jn;r; t + J˜ n; r; t . In particular we have for all n¿ 1, t ¿ 0; r¿ 0 that
P(‖Sn=n− a0‖¡t=nr|Sn=n∈D) = Jn;r; t =Jn = 1− J˜ n; r; t =Jn: (4.4)
Now we turn to the asymptotic behavior of Jn in Theorem 3. Since (1.8) (ii) holds
we have
Jn =
∫ ∞
0
e−
√
n$guI(0¡u¡ 2
√
ng(a− a0)=$g) dFn(u); (4.5)
where Fn =L(g(Tn=
√
n$2g)) and $
2
g = E(g
2(Z − a0)). Letting s=
√
n$gu, we see
Jn =
∫ ∞
0
e−sI(0¡s¡ 2g(a− a0)n) dFn(s=(
√
n$g)): (4.6)
Since X is non-lattice, the law of g(Z) is also non-lattice, and hence by Esseen’s
Theorem on p. 210 of Gnedenko and Kolmogorov (1954)
Fn(x) = #(x) + P1(x)=
√
n+ Rn(x);
where #(x) is the distribution function for a N (0; 1) random variable,
6
√
22$3gP1(x) = E(g
3(Z − a0))(1− x2)e−x2=2
and Rn(x) = o(n−1=2) uniformly in x∈ (−∞;∞). Hence (4.6) implies
Jn = J (1)n + J
(2)
n + J
(3)
n ; (4.7)
where
J (1)n =
∫ 2g(a−a0)n
0
e−s e−s
2=(2n$2g) ds=(22n$2g)
1=2
∼ (22$2gn)−1=2 as n→∞; (4.8)
J (2)n = n
−1=2
∫ 2g(a−a0)n
0
e−s dP1(s=(
√
n$g))
= O(n−3=2) as n→∞ (4.9)
and
J (3)n =
∫ 2g(a−a0)n
0
e−s dRn(s=(
√
n$g))
= o(n−1=2) +
∫ 2g(a−a0)n
0
Rn(s=(
√
n$g))e−s ds
= o(n−1=2): (4.10)
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Hence, as n→∞,
(22$2gn)
1=2Jn = 1 + o(1)
and a similar argument implies that
Jn;r; t =
∫ ∞
0
e−sI
(
0¡s¡
tn1−rg(a− a0)
R
)
dFn

 s√
n$2g


= J (1)n; r; t + J
(2)
n; r; t + J
(3)
n; r; t ; (4.11)
where
J (1)n; r; t =
∫ tn1−rg(a−a0)=R
0
e−s e−s
2=(2n$2g) ds=(22n$2g)
1=2; (4.12)
J (2)n; r; t = n
−1=2
∫ tn1−rg(a−a0)=R
0
e−s dP1

 s√
n$2g

 (4.13)
and
J (3)n; r; t =
∫ tn1−rg(a−a0)=R
0
e−s dRn

 s√
n$2g

 : (4.14)
Hence for all t ¿ 0,
lim
n
(22n$2g)
1=2J (1)n; r; t =


1 if 06 r ¡ 1;
1− e−g(a−a0)t=R if r = 1;
0 if r ¿ 1;
(4.15)
J (2)n; r; t =O(n
−3=2) for all r¿ 0 (4.16)
and
J (3)n; r; t = o(n
1=2) for all r¿ 0: (4.17)
Therefore, for all t ¿ 0, r¿ 0
lim
n→∞
Jn;r; t
Jn
=


1 if 0¡r¡ 1;
1− e−|g(1)|t if r = 1;
0 if r ¿ 1;
which yields (1.14) (i)–(iii).
5. Proof of Theorem 4
First assume B= Rd with d¿ 2. Under (1.6) and (1.7) with m 	∈ JD and a0 ∈ @D a
dominating point for D, we have the representation in (1.9) and (1.10) holding with
E‖Z‖4¡∞. Furthermore, since  =L(X ) is full on Rd, the same holds for L(Z),
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and a result of Esseen, see Bhattacharya and Rao (1976, p. 242), implies
sup
A∈E
|P(Tn=
√
n∈A)− P(G ∈A)|=O(n−d=(d+1)) (5.1)
where E is the class of ellipsoids of the form
A= {x∈Rd : 〈x; V−1x〉6 c}; c¿ 0;
V−1 is the inverse of the covariance matrix of Z − a0, and G is a centered Gaussian
random vector with covariance matrix V .
Thus for r ∈ [0; 12 ) and t ¿ 0 we have from (1:8–ii) that J˜ n; r; t as in (4.3) is such
that
J˜ n; r; t6 P(‖Tn=n1=2‖¿ tn1=2−r)
6 P(Tn=n1=2 	∈ tn1=2−rAc); (5.2)
where
Ac = {x : 〈x; V−1x〉6 c} (5.3)
and c¿ 0 is suLciently small.
Hence by taking complements in (5.1), (5.2) implies
J˜ n; r; t6P(G 	∈ tn1=2−rAc) + O(n−d=d+1) (5.4)
for all r ∈ [0; 12 ), t ¿ 0, d¿ 2. Now large deviations of ‖G‖ are exponentially small,
so (5.4), c¿ 0, d¿ 2 imply J˜ n; r; t = o(n−1=2) for all r ∈ [0; 12 ), t ¿ 0. Hence in view
of (4.4) and (1.15) we see Nummelin’s conditional law of large numbers holds for all
r ∈ [0; 12 ), t ¿ 0, when 26d¡∞.
If B is an inFnite-dimensional Hilbert space and  is full, we apply a recent result
of Bentkus and GRotze (1995) which says
sup
c¿0
|P(‖Tn=
√
n‖6 c)− P(‖G‖¡c)|=O(n−1): (5.5)
Actually (5.5) holds for all d¿ 9, but does not cover the cases 26d6 8. Hence the
previous argument applying Esseen’s result is necessary for these cases.
Given (5.5) we thus have as in (5.2) that
J˜ n; r; t6P(‖G‖¿ tn1=2−r) + O(n−1) = o(n−1=2) (5.6)
when r ∈ [0; 12 ) and t ¿ 0. Applying Theorem 3 of Einmahl and Kuelbs (1996), and
(4.4) as above, we thus see Nummelin’s conditional law of large numbers for all
r ∈ [0; 12 ), t ¿ 0, also holds when B is a real separable Hilbert space of dimension
d=∞.
Now we assume r ¿ 12 , t ∈ [0;∞). If B has dimension d¡∞, then by taking com-
plements in (5.1) and using (1.15) we have
lim
n
Jn;r; t =Jn6 lim
n
√
n
c
P(‖Tn=
√
n‖6 tn1=2−r)
6 lim
n
√
n
c
(P(G ∈ tn1=2−rAc˜) + O(n−d=d+1)); (5.7)
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where Ac˜ is as in (5.3) and c˜ is suLciently large. Since d¿ 2 and G is full on Rd
we thus have that
lim
n
Jn;r; t =Jn6O(n1=2n(1=2−r)d) = o(1) (5.8)
provided 1=(2d)¡r − 12 .
When B has dimension inFnity we Fx r ¿ 12 and choose d¡∞ such that 1=(2d)¡
r − 12 . Let 2d be an orthogonal d-dimensional projection of B into B. Then, since G
has full support on B, (1.8) (ii), (1.15), and (5.5) imply that
lim
n→∞ Jn;r; t =Jn =O(n
1=2P(‖Tn=
√
n‖6 tn1=2−r))
= O(n1=2P(‖G‖6 tn1=2−r))
= O(n1=2P(‖2dG‖6 tn1=2−r))
= O(n1=2+d(1=2−r))
= o(1); (5.9)
as 1=(2d)¡r − 12 . In (5.9) the third equality is valid for all d¿ 1 as 2d is assumed
to be an orthogonal projection and B is assumed to be a Hilbert space here.
Hence by combining (5.8), (5.9), and (4.4) we see Nummelin’s conditional law of
large numbers fails for all r ¿ 12 , t ∈ [0;∞) provided the Hilbert space B has dimension
d satisfying 1=(2d)¡r − 12 . Hence part (I) of Theorem 4 is proven.
Let B be a real separable Banach space of inFnite dimension. Let 5 : B → C[0; 1]
be a linear isometry given by Mazur’s theorem in Banach (1932, p. 115), and suppose
i : C[0; 1]→ L2[0; 1] ≡ H is the identity map. Thus i ◦ 5 : B→ H is a continuous map
and ‖i ◦ 5(x)‖H 6 ‖x‖B for x∈B, where ‖ · ‖H is the norm on H = L2[0; 1] and ‖ · ‖B
is the norm on B. Now {i ◦ 5(Zj− a0) : j¿ 1} is an i.i.d sequence of centered random
vectors on H with pth moments for all p¿ 0, so it satisFes the central limit theorem
on H (but maybe not on B) with limit law G which still has inFnite dimensional
support. Hence
lim
n
Jn;r; t =Jn = lim
n
nJn;r; t =(nJn)
6 lim
n
nP(‖Tn=
√
n‖B6 t=nr−1=2)=(nJn)
6 lim
n
nP(‖i ◦ 5(Tn=
√
n)‖H 6 t=nr−1=2)=(nJn)
6 lim
n
n[P(‖G‖H 6 t=nr−1=2) + O(n−1)]=(nJn); (5.10)
where the last inequality in (5.10) follows from (5.5). Now by the argument for (5.9),
using a projection with dimension d satisfying 1=d¡r − 12 and that limn nJn =∞, we
see that (5.10) implies
lim
n
Jn;r; t =Jn = 0
for all r ¿ 12 , t ∈ [0;∞) under the conditions in part (II). Thus part (II) is proven.
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6. Proof of Theorem 5
The Frst step is to prove by use of (4.4) that (1.16) holds when d¿ 2 and =L(X )
is a full Gaussian measure on Rd. To do this we observe that if  is Gaussian, then it
is easy to check that Z − a0 also has law X −m and hence L(X −m)=L(G), where
G is as in the statement of the theorem. Hence by Proposition 1 of Kuelbs (2000), we
have
lim
n
(22n$2g)
1=2Jn =
∫ ∞
0
e−s P(‖G2‖26 2sbR2) ds: (6.1)
Applying (4.4) it therefore suLces to show that
lim
n
(22$2gn)
1=2Jn;r; t = q(r; t); (6.2)
where
q(r; t) =


H if t ¿ 0; 06 r ¡ 12 ;
0 if t ¿ 0; r ¿ 12 ;
H (t) if t ¿ 0; r = 12 :
(6.3)
Of course, H (t) is given in (1.19).
Since Z − a0, X − m, and G have the same Gaussian law, we write everything in
terms of X . That is, we write X =G1 +G2 where G1 =g(X )S(g)=$2g, S(g)=E(Xg(X )),
$2g = E(g
2(X )), and G2 = X −G1. Then G1 and G2 are independent Gaussian random
vectors and g(X ) = g(G1). Next deFne
h(n; s) = P(G2 ∈
√
n(Dn;r; t − a0)− sS(g)=(n1=2$2g))
and
h˜(n; u) = P(G2 ∈
√
n(Dn;r; t − a0)− uS(g)=$2g|g(G1) = u):
Then
Jn;r; t = E(e−
√
ng(G1)I(G2 ∈
√
n(Dn;r; t − a0)− g(G1)S(g)=$2g))
= (22$2g)
−1=2
∫ ∞
0
e−
√
nuh˜(n; u) exp{−u2=(2$2g)} du
= (22n$2g)
−1=2
∫ ∞
0
e−sh(n; s) exp{−s2=(2n$2g)} ds; (6.4)
where s =
√
nu in this last integral and we also use the fact that G1 and G2 are
independent.
Therefore, (6.3) will hold, and (1.16) will be proven, if we show
lim
n
∫ ∞
0
e−sP(G2 ∈
√
n(Dn;r; t − a0)− sS(g)=(n1=2$2g)) exp{−s2=2n$2g} ds= q(r; t):
(6.5)
Now Dn;r; t − a0 is formed by the intersection of the two spheres {x : ‖x‖¡t=nr} and
D−a0={x : ‖x−x0‖¡R}, where x0=a−a0. Hence g(x0)=1=b and bx0−S(g)=$2g is in
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{x : g(x)=0}, which is the support of L(G2). Furthermore, {x : g(x)=0} is tangent to
the sphere D−a0 at the origin and hence the vector x0 is perpendicular to the hyperplane
{x : g(x) = 0} as D is a Euclidean ball. Hence if p is point on the boundary of the
two spheres {x : ‖x‖¡t=nr} and D− a0, we have p= spx0=R+(p− spx0=R). Choosing
sp so that p− spx0=R is orthogonal to x0=R, we see
t2=n2r = ‖p‖2 = s2p + ‖p− spx0=R‖2
and
R2 = ‖x0 − p‖2 = ‖x0 − spx0=R‖2 + ‖p− spx0=R‖2:
Therefore,
t2=n2r = s2p + R
2 − R2
(
1− sp
R
)2
= 2Rsp
and we have sp = t2=(2Rn2r). Furthermore, the Pythagorean Theorem implies that if
g(x) = 0 and 0¡sb=
√
n6
√
nsp=R, then
x∈√n(Dn;r; t − a0)− s√n (bx0) iE
‖x‖2¡nR2 − (√n− sb=n1=2)2R2 = 2sbR2 − s2b2R2=n: (6.6)
Hence (6.6) holds for 0¡s¡nsp=(bR)=nt2=(2bR2n2r). If
√
nsp=R6 sb=
√
n6
√
nt=(Rnr)
and g(x) = 0, then the Pythagorean Theorem implies that
x∈√n(Dn;r; t − a0)− s√n (bx0) iE
‖x‖26 n1−2rt2 − b
2s2
n
R2: (6.7)
Now we recall
h(n; s) = P(G2 ∈
√
n(Dn;r; t − a0)− sS(g)=(n1=2$2g)):
Hence if 0¡s6 nsp=(bR) = nt2=2bR2n2r , we have
h(n; s) = P
(
G2 − s=n1=2(bx0 − S(g)=$2g)∈
√
n(Dn;r; t − a0)− sbn1=2 x0
)
= P(‖G2 − s=n1=2(bx0 − S(g)=$2g‖26 2sbR2 − s2b2R2=n) (6.8)
and for nsp=(bR)6 s6 nt=(bRnr)
h(n; s) = P
(
‖G2 − sn1=2 (bx0 − S(g)=$
2
g)‖26 n1−2rt2 − s2b2R2=n
)
: (6.9)
Using the well-known continuity of the distribution of the norm of a Gaussian random
vector in a separable Banach space, we see that for 06 s6 nt2=(2bR2n2r)
lim
n→∞ h(n; s) = P(‖G2‖
26 2sbR2) (6.10)
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and for nt2=(2bR2n2r)6 s6 nt=(bRnr)
lim h(n; s) =


0 if r ¿ 12 ;
P(‖G2‖6 t) if r = 12 ;
1 if r ¡ 12 :
(6.11)
Hence the limit in (6.5) equals
lim
n
∫ nt=(bRnr)
0
e−sh(n; s) exp{−s2=(2n$2g)} ds
=


∫ ∞
0
e−sP(‖G2‖26 2sbR2) ds if r ¡ 12∫ t2=2bR2
0
e−sP(‖G2‖26 2sbR2) ds
+exp{−t2=(2bR2)}P(‖G2‖6 t) if r = 12
0 if r ¿ 12 :
= q(r; t); (6.12)
so (1.16) holds and Theorem 5 is proven provided L(X ) is Gaussian with full support.
The next step of the proof is to reduce the results to the Gaussian case. To do this
we apply Theorem 20:1 from Bhattacharya and Rao (1976), which is where we use
the CramPer condition in the hypothesis of our theorem. We Frst apply this theorem to
the Borel functions
fn;r; t(x) = e−
√
ng(x)I(x∈√n(Dn;r; t − a0)); x∈Rd (6.13)
and the i.i.d. random vectors {Zj − a0 : j¿ 1}. Hence if Qn =L(Tn=
√
n), #=L(G),
and P1(−#; {xv}) is the Fnite signed measure on Rd given in Bhattacharya and Rao
(1976, p. 55), we see P1(−#; {xv}) has density h(x)(x) on Rd where h(x) is a cubic
polynomial in the coordinates x1; : : : ; xd of x and (x) is normal density for #=L(G).
Theorem 20:1 of Bhattacharya and Rao (1976) therefore implies that
Jn;r; t =
∫
Rd
fn;r; t(x) dQn(x)
=
∫
Rd
fn;r; t(x) d#(x) + n−1=2
∫
Rd
fn;r; t(x) dP1(−#; {xv})(x) + Rn;r; t ; (6.14)
where
Rn;r; t = o(n−1=2) + c(d) J!fn; r; t (.n; #) (6.15)
and .n=2e−n= for = a strictly positive constant and c(d) depends only on the dimension
d. In (6.15),
J!f(.n; ) = sup
y∈Rd
∫
!f(x; .n) d#(x);
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where
!f(x; 
) = sup
u;v∈B(x;
)
|f(u)− f(v)|
and B(x; 
) = {z : ‖z − @‖¡
}.
Now the Frst part of this proof shows that
lim
n
(22n$2g)
1=2
∫
Rd
fn;r; t(x) d#(x) = q(r; t); (6.16)
where q(r; t) is as in (6.3), and the Cauchy–Schwartz inequality and (1.8) (ii) implies∣∣∣∣
∫
Rd
fn;r; t(x) dP1(−#; {xv})(x)
∣∣∣∣6 ch
(∫
{x:g(x)¿0}
e−2
√
ng(x)(x) dx
)1=2
; (6.17)
where
ch =
(∫
Rd
|h(x1; : : : ; xd)|2(x1; : : : ; xd) dx1 · · · dxd
)1=2
¡∞
is independent of n. We also see that as n→∞∫
{x:g(x)¿0}
e−2
√
ng(x)(x) dx= E(e−2
√
ng(G)I(g(G)¿ 0))
=
∫ ∞
0
e−s e−s
2=(8n$2g) ds=(42n$2g)
1=2
∼ (42n$2g)−1=2: (6.18)
Combining (6.14), (6.16)–(6.18) it follows that
(22n$2g)
1=2Jn;r; t ∼ q(r; t) + o(1) + (22n$2g)1=2Rn;r; t (6.19)
as n→∞ for 06 r ¡∞, t ¿ 0. Applying (4.4) we see
Fn(t)=F(t) ∼ Jn;1=2; t =(F(t)Jn) (6.20)
as n→∞. Therefore Theorem 20:1 of Bhattacharya and Rao (1976) and the previous
argument applied to the sequence of functions
fn(x) = e−
√
ng(x)I(x∈√n(D − a0)); x∈Rd (6.21)
implies that
(22n$2g)
1=2Jn ∼ H + o(1) + Rn; (6.22)
where
Rn = o(n−1=2) + c(d) J!fn(.n; #); (6.23)
.n = e−h= for = a strictly positive constant, and c(d) depends only on the dimension d.
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Using (6.19) and (6.22) in (6.20), once we show both Rn;1=2; t = o(n−1=2) and
Rn = o(n−1=2) below, we have limn Fn(t)=F(t) = 1 for t ¿ 0. Thus (1.16) holds. Fur-
thermore, if r ¿ 12 ; t ¿ 0, the same argument implies that Nummelin’s law of large
numbers fails for all r ¿ 12 provided we have Rn;r; t = o(n
−1=2). Hence the proof of
Theorem 5 will be completed by the following lemma.
Lemma. Rn;r; t = o(n−1=2) for r¿ 12 ; t ¿ 0 and Rn = o(n
−1=2).
Proof. Using (6.15) and (6.23); it suLces to show J!fn; r; t (.n; #) = o(n
−1=2) and
J!fn(.n; #) = o(n
−1=2) when .n = e−n=; =¿ 0.
We Frst show J!fn; r; t (.n; #) = o(n
−1=2). To do this we write
An = {x :B(x; .n) ⊆
√
n(Dn;r; t − a0)} (6.24)
and
Bn = {x :B(x; .n) ∩ @(
√
n(Dn;r; t − a0)) 	=}: (6.25)
Of course, both An and Bn depend on r; t but we suppress that. Then
J!fn; r; t (.n; #) =
∫
An
!fn; r; t (x; .n) d#(x) +
∫
Bn
!fn; r; t (x; .n) d#(x): (6.26)
If a; b¿ 0; a ∧ b=min(a; b); a ∨ b=max(a; b), then
|e−a − e−b| = e−(a∧b)(1− e−((a∨b)−(a∧b)))
6 e−(a∧b)|a− b|
and hence∫
An
!fn; r; t (x; .n) d#(x) =
∫
An
sup
y; z∈B(x;.n)
|e−
√
ng(y) − e−
√
ng(z)| d#(x)
6
∫
An
sup
y; z∈B(x;.n)
e−
√
n(g(y)∧g(z))√n‖g‖ ‖y − z‖d#(x)
6 2.n
√
n‖g‖
∫
An
e−
√
n((g(x)−.n‖g‖) d#(x)
6 e
√
n.n‖g‖(2.n
√
n‖g‖)
∫
{x : g(x)¿0}
e−
√
ng(x) d#(x)
= o(n−1=2): (6.27)
Now we turn to the Bn-term of (6.26). Here we have∫
Bn
sup
y; z∈B(x;.n)
|fn;r; t(y)− fn;r; t(z)|#(x)
6
∫
Bn
sup
y∈B(x;.n)
e−
√
ng(y) d#(x)
=O

 sup
x∈Bn
u∈B(0;1)
e−
√
ng(x+.nu) Vol(Bn)


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=O

 sup
{y : g(y)¿0}
u∈B(0;1)
e−
√
ng(y+2.nu) Vol(Bn)


=O(Vol(Bn)); (6.28)
where Vol(A) denotes the volume of A in Rd.
Now we estimate Vol(Bn). If E ⊆ Rd, then we set E. = {x: inf y∈E ‖y − x‖¡.}.
Hence we have
Bn = (@(
√
n(Dn;r; t − a0))).n
⊆ (@(√n{x : ‖x‖¡t=nr})).n ∪ (@(√n(D − a0))).n :
Therefore
Vol(Bn)6 cd[((tn1=2−r+.n)d−(tn1=2−r−.n)d)+((
√
nR+.n)d−(
√
nR−.n)d)];
where cd is the volume of the unit ball in Rd. Since r¿ 12 and .n = e
−n= with =¿ 0,
we see
Vol(Bn) = O(nd=2.n) = o(n−1=2): (6.29)
Combining (6.26)–(6.29) we have Rn;r; t = o(n−1=2) for r¿ 12 ; t ¿ 0.
Hence it remains to prove Rn = o(n−1=2). To do this we use the same argument,
except now
Bn = {x :B(x; .n) ∩ @(
√
n(D − a0)) 	=}
and hence
Vol(Bn) = cd(
√
nR+ .n)d − cd(
√
nR− .n)d;
where cd is the volume of the unit ball of Rd. Therefore
Vol(Bn) ∼ 2cd.n(
√
nR)d−1 = o(n−1=2)
and the lemma (and therefore Theorem 5) is proven.
7. Proof of Theorem 6
Using (4.4) we see it suLces to show that
lim
n
(22n$2g)
1=2Jn = H (7.1)
and
lim
n
(22n$2g)
1=2Jn;1=2; t = H (t); t ¿ 0: (7.2)
We verify (7.2) as the proof of (7.1) is similar, but less diLcult. To do this we observe
that if Y1; j and Y2; j are as in (1.20) (iii) for j¿ 1, then g(Y2; j) = 0 for j¿ 1, and
Jn;1=2; t = E

e−g(∑nj=1 Y2; j)I

 n∑
j=1
Y2; j ∈ n(Dn;1=2; t − a0)−
n∑
j=1
Y1; j



 : (7.3)
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Let Wn and W2; n be as in (1.20) (iii). Then, conditioning on Wn = u$g, we see from
(7.3) that
Jn;1=2; t =
∫ ∞
0
e−
√
nu$gP(W2; n∈
√
n(Dn;1=2; t−a0)−u$gS(g)=$2g|Wn = u$g) dFn(u);
(7.4)
where Fn is the distribution function of Wn=$g. Letting k=
√
n; s=ku$g, and observing
from (1.20) (i) that Wn=$g has a bounded probability density function pn(u) we have
k$g Jk2 ;1=2; t =
∫ ∞
0
e−s P
(
W2; k2 ∈ k(Dk2 ;1=2; t − a0)−
s
k
S(g)=$2g
∣∣∣Wk2 = s=k
)
×pk2
(
s
(k$g)
)
ds: (7.5)
Setting
h(k; s) = P
(
W2; k2 ∈ k(Dk2 ;1=2; t − a0)−
s
k
S(g)=$2g
∣∣∣Wk2 = s=k) (7.6)
and x0=a−a0, we see g(x0)=1=b, and hence bx0−S(g)=$2g ∈{x : g(x)=0}; {x : g(x)=
0} is the support of L(G2), and {x : g(x) = 0} is tangent to the sphere D − a0 =
{x : ‖x − x0‖¡R} at the origin. Thus by the Pythagorean Theorem, if g(x) = 0, and
0¡sb=k6 ksp=R (sp is as in Section 6), then
x∈ k(Dk2 ;1=2; t − a0)−
bs
k
x0 iE ‖x‖2¡ (kR)2 −
(
k −
( s
k
)
b
)2
R2: (7.7)
Since (kR)2 − (k − (s=k)b)2R2 = 2sbR2 − s2b2R2=k2, and deFning Z(k; s) = W2; k2 −
(s=k)(bx0 − S(g)=$2g), the above implies
h(k; s) = P
(
Z(k; s)∈ k(Dk2 ;1=2; t − a0)−
bs
k
x0
∣∣∣∣Wk2 = s=k
)
= P(‖Z(k; s)‖2¡ 2sbR2 − s2b2R2=k2|Wk2 = s=k): (7.8)
Hence if . = ‖bx0 − S(g)=$2g‖, we see from (7.8) that h(k; s) is bounded above by
f+k2 (s; .) and below by f
−
k2 (s; .). Thus {h(k; s)} is both uniformly integrable and con-
verges in probability on [0;∞) with respect to e−s ds, and
lim
k
h(k; s) = P(‖G2‖6 (2sb)1=2R); 0¡s¡k2sp=(bR): (7.9)
If k2sp=(bR)¡s¡kt=(bR) and g(x) = 0, then arguing as in (6.7) and (6.9) we see
h(k; s) = P
(
Z(k; s)∈ k(Dk2 ;1=2; t − a0)−
bsx0
k
∣∣∣∣Wk2 = s=k
)
= P(‖Z(k; s)‖26 t2 − s2b2R2=k2|Wk2 = s=k):
Hence again {h(k; s)} is uniformly integrable on [0;∞) and converges in probability,
with both holding with respect to e−s ds, and
lim
k
h(k; s) = P(‖G2‖6 t) (7.10)
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when k2sp=(bR)¡s¡kt=(bR). Applying Theorem 17 of Petrov (1975, p. 211), yields
sup
x∈R
∣∣∣∣∣pk2 (x)− e
−x2=2
√
22
(
1 +
H (x)
k
)∣∣∣∣∣= o(1=k);
where H (x) is a third-degree polynomial. Combining (7.5), (7.9), (7.10), and the
uniform integrability of {h(k; s)} therefore implies
lim
k
k$gJk2 ;1=2; t = lim
k
∫ ∞
0
e−s h(k; s)pk2 (s=k$g) ds
=H (t)=(22)1=2; 0¡t¡∞: (7.11)
Thus (7.2) is veriFed, and to prove (7.1) one argues as above, except here things are
simpler as D− a0 is a ball (not the intersection of two balls). Hence the limit in (7.9)
is the only limit involved, and (7.1) holds.
8. Rates of convergence and the Gibbs conditioning principle
For n¿ k, let PnX k |D denote the law of (X1; : : : ; Xk) conditioned on the event
{Sn=n∈D}, and for ; A Borel measures on B, deFne the relative entropy of  with
respect to A by
H (|A) =


∫
log
(
d
dA
)
d if A;
+∞ otherwise:
Then, under suitable conditions, the Gibbs conditioning principle asserts that the limit
law of PnX k |D is a k-fold product measure (
∗)k , where ∗ minimizes the relative entropy
with respect to  over all laws A satisfying the conditioning constraint. Furthermore,
in our setting ∗ can be deFned in terms of the dominating point of D and the linear
functional g given in (1.8), i.e. d∗=d(x)=exp{g(x)− log ˆ(g)}. For example, if (1.6)
holds for all t ¿ 0, and (1.7) holds, then for suitable k(n)↗∞ we have by Theorem 1
of Dembo and Kuelbs (1998) that
lim
n
H (PnX k(n)|D|(∗)k(n)) = 0: (8.1)
If ‖ · ‖var denotes the total variation norm on the Fnite signed Borel measures on B,
then a result of Pinsker, see CsiszPar (1967), implies ‖ − A‖var6 (2H (|A))1=2 and
hence (8.1) implies limn ‖PnX k(n)|D − (∗)k(n)‖var = 0. Thus for arbitrary Borel sets Ak(n)
of Bk(n), we have
lim
n
∣∣∣∣P
(
X k(n) ∈Ak(n)
∣∣∣∣Snn ∈D
)
− P((X ∗)k(n) ∈Ak(n))
∣∣∣∣= 0; (8.2)
where X k(n) =(X1; : : : ; Xk(n)); (X ∗)k(n) =(X ∗1 ; : : : ; X
∗
k(n)), and {X ∗j : j¿ 1} are i.i.d. with
law ∗. Of course k(n)6 n, and precise conditions on k(n) for the validity of (8.2)
are spelled out in Theorem 1 of Dembo and Kuelbs (1998). What we observe here
is that under (8.1) the applicability of Nummelin’s conditional law of large numbers
allows us to obtain (8.2) even if we replace the conditioning on {Sn=n∈D} by the
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smaller event {Sn=n∈Dn;r; t}, where Dn;r; t = {x : ‖x − a0‖¡t=nr} ∩D. More precisely,
we have the following theorem.
Theorem 7. Let D be an open convex set of B with unique dominating point a0.
Suppose (8.1) holds; and Nummelin’s conditional law of large numbers holds with
rate r ¿ 0 when we condition on {Sn=n∈D}. Then for arbitrary Borel sets Ak(n) of
Bk(n) and t ¿ 0 we have
lim
n
∣∣∣∣P
(
X k(n) ∈Ak(n)
∣∣∣∣Snn ∈Dn;r; t
)
− P((X ∗)k(n) ∈Ak(n))
∣∣∣∣= 0: (8.3)
Remark. (1) Nummelin’s conditional weak law of large numbers with rate r = 0 was
originally used in Lehtonen and Nummelin (1990) to prove (8.2) with k(n) = k Fxed
and B= Rd.
(2) The assumption (8.1) is a strong assumption, but Theorem 1 of Dembo and
Kuelbs (1998) yields (8.1) for an open convex subset D of B and suitable {k(n)} ↗ ∞
provided (1.6) holds for all t ¿ 0, (1.7) holds, a0 is the unique dominating point of D,
and {∑nj=1 (X ∗j − a0)=√n} is bounded in probability. Hence, under these assumptions,
(8.3) holds whenever we can prove Nummelin’s conditional law of large numbers with
rate r ¿ 0. Theorems 2–4 indicate a variety of situations where this result holds.
(3) The assumption that {∑nj=1 (X ∗j − a0)=√n} is bounded in probability always
holds if B is a type-2 Banach space, but is a separate assumption in the general
situation. Type-2 Banach spaces contain the Lp-spaces for 26p¡∞, as well as
other interesting examples, see Ledoux and Talagrand (1991).
Proof. Suppose k(n)6 n is such that (8.1) holds. Then (8.2) follows and implies (8.3)
if we show
lim
n
∣∣∣∣P
(
X k(n) ∈Ak(n)
∣∣∣∣Snn ∈Dn;r; t
)
− P
(
X k(n) ∈Ak(n)
∣∣∣∣Snn ∈D
)∣∣∣∣= 0 (8.4)
for t ¿ 0. Let Ek(n) = {X k(n) ∈Ak(n)}. Then
P
(
Ek(n)
∣∣∣∣Snn ∈Dn;r; t
)
− P
(
Ek(n)
∣∣∣∣Snn ∈D
)
=P
(
Ek(n) ∩
{
Sn
n
∈Dn;r; t
})/
P
(
Sn
n
∈Dn;r; t
)
−P
(
Ek(n) ∩
{
Sn
n
∈D
})/
P
(
Sn
n
∈D
)
=− P
(
Ek(n) ∩
{
Sn
n
∈D ∩ Dcn;r; t
})/
P
(
Sn
n
∈Dn;r; t
)
+
[
P(Sn=n∈D)
P(Sn=n∈Dn;r; t) − 1
]
P
(
Ek(n) ∩
{
Sn
n
∈D
})/
P
(
Sn
n
∈D
)
= In; r; t + IIn; r; t :
J. Kuelbs, A. Meda / Stochastic Processes and their Applications 98 (2001) 229–252 251
Now
|In; r; t |6P
(
Sn
n
∈Dcn;r; t
∣∣∣∣ Snn ∈D
)/
P
(
Sn
n
∈Dn;r; t
∣∣∣∣ Snn ∈D
)
and
|IIn; r; t |6
[
1
P(Sn=n∈Dn;r; t |Sn=n∈D) − 1
]
P(Ek(n)|Sn=n∈D):
Thus for t ¿ 0; limn |In; r; t | = 0; since Nummelin’s conditional law of large numbers
holds with rate r ¿ 0. Furthermore; since (8.1) implies (8.2); we have
limn P(Ek(n)|Sn=n∈D)6 1. Hence another application of Nummelin’s conditional law
of large numbers with rate r ¿ 0 implies limn |IIn; r; t |= 0 for t ¿ 0. This implies (8.4)
and Theorem 7 is proven.
Theorem 8. Let B be an in;nite dimensional real separable Banach space and assume
(1.6) and (1.7) with m 	∈ JD. Furthermore; assume D= {x : ‖x− a‖¡R} has a unique
dominating point a0 with respect to  and  is full on B. Let Jn be as in (1.10);
with limn nJn =∞; r ¿ 12 ; and D˜n; r; t = {x∈D : ‖x − a0‖¿ t=nr}. If (8.1) holds; then
for arbitrary Borel sets Ak(n) of Bk(n) and t ¿ 0; we have
lim
n
|P(X k(n) ∈Ak(n)|Sn=n∈ D˜n; r; t)− P((X ∗)k(n) ∈Ak(n))|= 0: (8.5)
Remark. If (1.6) holds for all t ¿ 0; then the assumptions of Theorem 8 above and
Theorem 1 of Dembo and Kuelbs (1998) imply (8.1) provided k(n)=o((n=log n)1=2). If
m∈ JD; then Theorem 1 of Dembo and Kuelbs and the CLT assumption of Theorem 2
above implies (8.1) provided k(n) = o(n).
Proof. Under the assumptions of Theorem 8; the proof of part II of Theorem 4 above
implies
lim
n
P
(
Sn
n
∈ D˜n; r; t
∣∣∣∣ Snn ∈D
)
= 1 (8.6)
for all t ¿ 0; r ¿ 12 . Hence as above; (8.1) for {k(n)} implies (8.2); and using (8.6)
the proof follows as in Theorem 7.
Acknowledgements
The connection to the Gibbs conditioning principle was motivated by a question
from the referee.
References
Banach, S., 1932. ThPeorie des Operations LinPeaires, 2nd Edition. Chelsea, New York.
Bahadur, R.R., Zabell, S., 1979. Large deviations of the sample mean in general vector spaces. Ann. Probab.
7, 587–621.
252 J. Kuelbs, A. Meda / Stochastic Processes and their Applications 98 (2001) 229–252
Bentkus, V., GRotze, F., 1995. Optimal rates of convergence in functional limit theorems for quadratic forms.
Preprint 95-091, Bielefeld UniversitRat, Bielefeld, Germany.
Bhattacharya, R.N., Rao, R.R., 1976. Normal Approximation and Asymptotic Expansions. Wiley, New York.
CsiszPar, I., 1967. Information-type measure of diEerence of probability distributions and indirect observations.
Studia Sci. Math. Hungar. 2, 299–318.
Dembo, A., Kuelbs, J., 1998. ReFned Gibbs conditioning principle for certain inFnite dimensional statistics.
Studia Sci. Math. Hungar. 34, 107–126.
Einmahl, U., Kuelbs, J., 1996. Dominating points and large deviations for random vectors. Probab. Theory
Related Fields 105, 529–543.
Gross, L., 1967. Potential theory on Hilbert space. J. Funct. Anal. 1 (2), 123–181.
Gnedenko, B.V., Kolmogorov, A.N., 1954. Limit Distributions for Sums of Independent Random Variables.
Addison-Wesley, Reading, MA.
Kuelbs, J., 2000. Large deviation probabilities and dominating points in open convex sets: non-logarithmic
behavior. Ann. Probab. 28, 1259–1279.
Kuelbs, J., Kurtz, T., 1974. Berry-Esseen estimates in Hilbert space and an application to the law of the
iterated logarithm. Ann. Probab. 2, 387–407.
Ledoux, M., Talagrand, M., 1991. Probability in Banach Spaces. Ergebnisse der Mathematik und ihrer
Grenzgebiete, Vol. 23. Springer, Berlin.
Lehtonen, T., Nummelin, E., 1990. Level I theory of large deviations in the ideal gas. Internat. J. Theoret.
Phys. 29, 621–635.
Meda, A., 2000. Conditional weak laws in Banach spaces. Proceedings of the AMS, to appear.
Ney, P., 1983. Dominating points and the asymptotics of large deviations for random walks on Rd. Ann.
Probab. 11, 158–167.
Ney, P., 1984. Convexity and large deviations. Ann. Probab. 12, 903–906.
Nummelin, E., 1987. A conditional weak law of large numbers. Proceedings of the Seminar on Stability
Problems for Stochastic Models, Suhumi, Lecture Notes in Mathematics, Vol. 1142. Springer, Berlin,
pp. 259–262.
Petrov, V.V., 1975. Sums of independent random variables. Ergebnisse der Mathematik und ihrer
Grenzgebeite, Vol. 82. Springer, Berlin.
Zalesskii, B.A., 1982. Estimate of the accuracy of normal approximation in Hilbert space. Theory Probab.
Appl. 27, 290–298.
