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Abstract
Balanced sampling plans excluding contiguous units (or BSEC) were 1rst introduced by
Hedayat, Rao and Stufken in 1988. In this note, we discuss constructions of these designs
having cyclic automorphisms. We use Langford sequences to construct all possible cyclic BSEC
(or CBSEC) with block size 3 and  = 1; 2, which establishes the necessary and su8cient
conditions for such designs. Some constructions of the balanced sampling plan avoiding
adjacent units, a generalization of BSEC, are also given for 1xed . c© 2002 Elsevier Science
B.V. All rights reserved.
Keywords: Sampling plan; Langford sequence; Block design; Cyclic group
1. Introduction
Balanced sampling plans excluding contiguous units (BSEC) were 1rst introduced
in 1988 by Hedayat et al. [6]. These designs can be used for survey sampling when
the units are arranged in a one-dimensional ordering and the contiguous units in this
ordering provide similar information, such as estimates of population characteristics.
It was proved in [6] that such designs lead to a considerable reduction in the variance
of the Horvitz–Thompson estimator (see [8]) of the population total, as compared
with simple random sampling. Properties and constructions of these objects have been
discussed in several papers [6,7,11,9]. On the other hand, similar designs appear in
combinatorial literature, for example cycloids and partial triple systems (see [3,4,5]).
In this note, we will discuss BSEC from the point of view of the combinatorial
design theory. We will consider BSEC of block size 3 with a cyclic automorphism,
which will be called cyclic BSEC or CBSEC. The existence of BSEC of block size 3 is
completely solved in [3]. However, only a few examples of CBSEC are known. Note
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that the conditions for the existence of CBSEC are stronger than those for BSEC.
For certain parameters, a BSEC exists while a CBSEC does not. We are interested
in CBSEC basically because of their good algebraic structure and their connection
to Langford sequences. However, CBSEC also have advantages in survey application,
since it is much easier to choose a random block in a CBSEC than in a non-cyclic
BSEC.
Now we give the formal de1nition of a BSEC. This de1nition is equivalent to the
de1nition of BSEC given in [9], but it is a little simpler. Let X = {x0; x1; x2; : : : ; xv−1}.
If X is cyclically ordered, then xi and xi+1 are said to be contiguous points for all i
such that 06i6v− 2, as are xv−1 and x0.
Denition 1.1. A k-sized BSEC is a pair (X;B), where X is a set of v points (units)
in cyclic ordering and B is a collection of k-subsets of X called blocks, such that any
two contiguous points do not appear in any block while any two non-contiguous points
appear in exactly  blocks.
We will use BSEC(v; k; ) to denote such a design. Note that the de1nition of BSEC
in [9] has an additional condition: each point appears in the same number of blocks.
However, this condition is implied in the above de1nition.
Let Zv = {0; 1; : : : ; v − 1} denote the cyclic additive group of order v. If Zv is
an automorphism of BSEC(v; k; ), then we call it a cyclic BSEC and denote it as
CBSEC(v; k; ). The following example is from [6].
Example 1.2. A CBSEC(9; 3; 1) :X =Z9, and the blocks are
{0; 2; 5}; {1; 3; 6}; {2; 4; 7}; {3; 5; 8}; {4; 6; 0};
{5; 7; 1}; {6; 8; 2}; {7; 0; 3}; {8; 1; 4}:
BSEC of block size 3 were discussed in [4,3]. In [3], a complete solution for the
existence of BSEC(v; 3; ) is given.
Theorem 1.3 (Colbourn and Ling [3]). A BSEC(v; 3; ) exists if and only if v∈{0; 3},
or v¿9 and (v− 3)≡ 0 (mod 6).
To prove the above theorem, the authors of [3] 1rst constructed several small BSEC,
some of which are cyclic. Then they employed recursive methods and other combi-
natorial designs to complete the proof. Basically, their construction did not produce
CBSEC. The main purpose of this note is to construct CBSEC(v; 3; ) for =1 and 2.
We will show how to use a known combinatorial object, called a Langford sequence,
to construct CBSEC in an easy way.
Stufken [11] generalized the concept of BSEC to designs avoiding the selection of
adjacent units. We will show that our method can also be used to construct these
generalized designs. The designs obtained in this note are the 1rst examples of these
designs with =1.
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We assume that readers of this paper are familiar with the basic concepts of design
theory. For concepts not given in this paper, the reader may consult [2].
2. Construction of CBSEC
First we consider the necessary conditions for the existence of CBSEC(v; k; ), where
=1 or 2. In [1], it is proved that there does not exist a CBSEC(v; 3; ) when
v≡ 2 (mod 4) and ≡ 2 (mod 4). Therefore, we have the following lemma as a conse-
quence of Theorem 1.3. (We omitted the trivial case v∈{0; 3} in the lemma for the
purpose of simplicity.)
Lemma 2.1. If a CBSEC(v; 3; 1) exists, then v¿9 and v≡ 3 (mod 6). If a
CBSEC(v; 3; 2) exists, then v¿9 and v≡ 0; 3; 9 (mod 12).
Suppose B⊂Zv. Let JB= {bi− bj mod v: bi; bj ∈B; bi = bj}. The following lemma
is from [6].




JBi = {2; 3; : : : ; v− 2}:
Then there exists a CBSEC(v; k; ).
The subsets B1; B2; : : : ; Bt of Zv in Lemma 2.2 will be called base blocks of the
CBSEC. We give another example from [9]. Using Lemma 2.2, we just display the
base blocks in the example.
Example 2.3. Base blocks for a CBSEC(15; 3; 1):
{0; 2; 6}; {0; 3; 8}:
Note that, in the above example, each of the base blocks contains two non-zero
points. In fact, if the base blocks exist, they can always be written in such a form.
In general, we have the following lemma.
Lemma 2.4. If the set {2; 3; : : : ; 3t+1} or the set {2; 3; : : : ; 3t; 3t+2} can be partitioned
into triples {ai; bi; ci}; 16i6t, such that ai + bi = ci for all i, then there exists a
CBSEC(6t + 3; 3; 1).
Proof. Let Bi = {0; ai; ci}, for 16i6t. Then
t⋃
i=1
JBi = {±2;±3; : : : ;±(3t + 1)mod 6t + 3}:
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Thus, {Bi: 16i6t} is a set of base blocks for a CBSEC(6t + 3; 3; 1) on Z6t+3, ac-
cording to Lemma 2.2.
The above lemma enables us to use Langford sequences to construct CBSEC(v; 3; ).
Langford sequences were used to construct Steiner triple systems a long time ago. The
following de1nition is from [10].
Denition 2.5. A sequence S = {d; d+ 1; : : : ; d+ m− 1} of m consecutive integers is
called a perfect Langford sequence if the integers {1; 2; : : : ; 2m} can be partitioned into
pairs {(ai; bi): 16i6m} such that {bi−ai: 16i6m}= S. The sequence S is called a
hooked Langford sequence if the set {1; 2; : : : ; 2m− 1; 2m+ 1} can be partitioned into
pairs {(ai; bi): 16i6m} such that {bi − ai: 16i6m}= S.
Simpson gave necessary and su8cient conditions for the existence of perfect and
hooked Langford sequences in [10], as follows.
Theorem 2.6. Let S = {d; d+ 1; : : : ; d+ m− 1}. Then
1. S is a perfect Langford sequence if and only if m≡ 0; 1 (mod 4) for d odd,
m≡ 0; 3(mod 4) for d even, and m¿2d− 1;
2. S is a hooked Langford sequence if and only if m≡ 2; 3 (mod 4) for d odd,
m≡ 1; 2(mod 4) for d even, and m(m+ 1− 2d) + 2¿0.
When d=2, we have the following corollary.
Corollary 2.7. Let S = {2; 3; : : : ; m + 1}. Then {1; 2; : : : ; 2m} can be partitioned into
pairs {(ai; bi): 16i6m} such that {bi−ai: 16i6m}=S if and only if m≡0; 3 (mod 4)
and m¿3. Further, {1; 2; : : : ; 2m − 1; 2m + 1} can be partitioned into pairs {(ai; bi):
16i6m} such that {bi − ai: 16i6m}= S if and only if m≡ 1; 2 (mod 4) and m¿5.
Using Corollary 2.7, we construct CBSEC(v; 3; 1) as follows.
Theorem 2.8. There exists a CBSEC(v; 3; 1) if v¿9 and v≡ 3 (mod 6).
Proof. First we prove that, if {2; 3; : : : ; t+1} is perfect or hooked, then {2; 3; : : : ; 3t+1}
or {2; 3; : : : ; 3t; 3t + 2} can be partitioned into triples {ai; bi; ci}; 16i6t, such that
ai + bi = ci. In fact, if {2; 3; : : : ; t + 1} is perfect, then {1; 2; : : : ; 2t} can be partitioned
into pairs {(b′i ; c′i): 16i6t} such that
t⋃
i=1
{c′i − b′i}= {2; 3; : : : ; t + 1}:
Let ai = c′i − b′i ; bi = b′i + t + 1; ci = c′i + t + 1. It is easy to check that the triples
{ai; bi; ci}; 16i6t, form a partition of {2; 3; : : : ; 3t+1} where ai+bi = ci for 16i6t.
In a similar way, we can prove the desired conclusion when {2; 3; : : : ; t + 1} is
hooked.
R. Wei /Discrete Mathematics 250 (2002) 291–298 295
From Lemma 2.4 and Corollary 2.7, we know that CBSEC(6t + 3; 3; 1) exists
for t¿3. For v=9; 15, the designs are displayed in Examples 1.2 and 2.3.
Similarly, we can use Langford sequences to construct CBSEC(6t; 3; 2). The follow-
ing lemma can be proved in the same fashion as Lemma 2.4.
Lemma 2.9. If the set {2; 3; : : : ; 6t − 2} can be partitioned into triples {ai; bi; ci};
16i62t − 1, such that ai + bi = ci for all i, then there exists a CBSEC(6t; 3; 2).
Using the previous lemma, we construct CBSEC(6t; 3; 2) as follows.
Lemma 2.10. There exists a CBSEC(6t; 3; 2) for even t¿2.
Proof. Let S = {2; 3; : : : ; 2t}. When 2t − 1≡ 3 (mod 4) and 2t − 1¿3, i.e., when t¿2
is even, S is a perfect Langford sequence by Theorem 2.6. So {1; 2; : : : ; 4t − 2} can
be partitioned into pairs {(b′i ; c′i): 16i62t− 1} such that {c′i − b′i : 16i62t− 1}= S.
Thus, {2t+1; 2t+2; : : : ; 6t−2} can be partitioned into pairs {(bi; ci): 16i62t−1} such
that {ci − bi: 16i62t− 1}= S. Therefore, the set {2; 3; : : : ; 6t− 2} can be partitioned
into triples {(ai; bi; ci): 16i62t − 1} such that ai + bi = ci. The conclusion follows
from Lemma 2.9.
From Lemma 2.10 and Theorem 2.8, we have the following result about
CBSEC(v; 3; 2).
Theorem 2.11. There exists a CBSEC(v; 3; 2) for v≡ 0; 3 or 9 (mod 12) and v¿9.
Thus we obtain the main theorem of this section, as follows.
Theorem 2.12. Let v¿9. A CBSEC(v; 3; 1) exists if and only if v≡ 3 (mod 6), and a
CBSEC(v; 3; 2) exists if and only if v≡ 0; 3 or 9 (mod 12).
3. Construction of BSA
Stufken generalized the concept of BSEC to that of a balanced sampling plan to
avoid the selection of adjacent units (or BSA for short) in [11], and gave the following
de1nition.
Denition 3.1. A k-sized balanced sampling plan avoiding adjacent units is a
pair (X;B), where X =Zv and B is a collection of k-subsets of X called blocks,
such that no pair of points (xi; xj) appears in any block if i− j≡ ±1; : : : ;± (mod v),
while any other pair of points appears in exactly  blocks.
We will use the notation BSA(v; k; ; ) to denote such a design. It is easy to see
that a BSA(v; k; ; 1) is equivalent to a BSEC(v; k; ).
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A BSA is designed for a survey sampling plan when several adjacent units provide
similar information. Properties and constructions of BSA were discussed in [11]. The
construction of BSA given in [11] is for large . In this section, we consider how to
use Langford sequences to construct BSA with block size 3 and =1; 2.
Similar to Lemma 2.2, we have the following construction for BSA.
Lemma 3.2. If there exist k-subset B1; B2; : : : ; Bt of Zv such that
t⋃
i=1
JBi = {+ 1; + 2; : : : ; v− − 1};
then there exists a BSA(v; k; ; ).
We call the k-subsets B1; B2; : : : ; Bt in Lemma 3.2 the base blocks of the design. The
following example is from [11].
Example 3.3. A BSA(15; 3; 3; 2):
The base blocks are
{0; 3; 8}; {0; 3; 8}; {0; 3; 9};
{0; 4; 8}; {0; 4; 9}:
We note that all the BSAs constructed in [11] have ¿1. Thus, the designs in this
section provide the 1rst known in1nite class of BSA with =1.
From Lemma 3.2, we have the following result. The proof is similar to that of
Lemma 2.4, therefore we omit the details.
Lemma 3.4. If the set {+1; +2; : : : ; 3t+ } or the set {+1; +2; : : : ; 3t+ − 1;
3t +  + 1} can be partitioned into triples {ai; bi; ci}; 16i6t, such that ai + bi = ci
for all i, then there exists a BSA(6t + 2+ 1; 3; 1; ).
Using the above lemma, we can construct BSA with block size 3 from Langford
sequences as follows.
Theorem 3.5. There exists a BSA(6t + 2+ 1; 3; 1; ) for all t¿2+ 1.
Proof. Let S = {+1; +2; : : : ; t+}. Then S is a perfect or hooked Langford sequence
when t¿2+1, according to Theorem 2.6. Thus, using a similar argument to the proof
of Theorem 2.8, we know that the set {+1; +2; : : : ; 3t+} or {+1; +2; : : : ; 3t+
−1; 3t++1} can be partitioned into triples {ai; bi; ci}; 16i6t, such that ai+bi = ci
for all i. The conclusion follows from Lemma 3.4.
We can construct BSA of block size 3 and =2 from Langford sequences as well.
The idea is similar to that of Theorem 2.11. If the set { + 1;  + 2; : : : ; 3t + } can
be partitioned into triples (ai; bi; ci) such that ai + bi = ci for all i, then there exists a
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BSA(3t + 2 + 1; 3; 2; ). Therefore, the following result follows from Theorem 2.6.
We omit the details of the proof.
Lemma 3.6. Let t¿2+ 1. Then there exists a BSA(3t + 2+ 1; 3; 2; ), if
1.  is even and t≡ 0; 1 (mod 4); or
2.  is odd and t≡ 0; 3 (mod 4).
Since we can construct a BSA(v; 3; 2; ) from a BSA(v; 3; 1; ), we have the following
existence results, about BSA(v; 3; 2; ).
Theorem 3.7. There exist BSA(v; 3; 2; ) for following values of v and :
1.  is even and v=12t + 2+ 4;
2.  is odd and v=12t + 2+ 10; or
3. v=6t + 2+ 1,
where t¿2+ 1.
4. Conclusion and remarks
In this note, we proved the necessary and su8cient conditions for the existence of
CBSEC(v; 3; ) with =1 and 2. Our method is also useful for constructing BSA.
Some new results about BSA are obtained.
The main tool we used is a Langford sequence. Since there are explicit formulas
for Langford sequences (see [10]), it is easy to form the base blocks for our designs.
To select a random block from the design, we only need to select one random block
B from the base blocks, and choose a random number i between 0 and v − 1. Then
B+ i is the desired random block. In general, the number of base blocks in a CBSEC
is a 1=v fraction of the number of all blocks. Thus, a CBSEC is more e8cient than a
non-cyclic BSEC if they are used for the survey application.
There are still many interesting open problems for CBSEC. For example, existence
of CBSEC(v; 3; ) for =3 and 6 is undetermined. For =2, there does not ex-
ist CBSEC(v; 3; 2) for v≡ 6 (mod 12). However, Colbourn and Ling [3] de1ned bi-
cyclic BSEC(v; 3; 2) and gave some small examples. Whether there exist bicyclic
BSEC(v; 3; 2) for all v≡ 6 (mod 12) is also an interesting question.
For the application in statistics, the size of samples is usually ¿3. Thus, to 1nd
CBSEC with a large block size k is an interesting problem.
There is no direct method to use Langford sequences to construct CBSEC for ¿1.
Therefore, to generalize the concept of Langford sequences to ¿1 in a straightforward
way is an interesting topic.
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