The one-dimensional φ 4 Model generalizes a harmonic chain with nearest-neighbor Hooke's-Law interactions by adding quartic potentials tethering each particle to its lattice site. In their studies of this model Kenichiro Aoki and Dimitri Kusnezov emphasized its most interesting feature :
FIG. 1:
When the two-body φ 4 model has an energy of 6, the momenta are confined to the region p 2 1 + p 2 2 < 12 shown at the left. The displacement coordinates of the particles, q 1 and q 2 , are confined to the region shown to the right. The contours shown here correspond to the energies 1 through 6. E = [ p 2 1 + p 2 2 + q 2 1 + (q 1 − q 2 ) 2 ]/2 + ( q 4 1 + q 4 2 )/4 < 6 . Most of the three-dimensional microcanonical energy shell between E = 6 and E = 6 + dE corresponds to stable tori.
I. THE SIMPLEST φ 4 CHAIN AND THE 2018 SNOOK PRIZES
The 2017 Snook Prize has already shed considerable light on small-system implementa- For simplicity, in this work we take initial conditions where the energy is entirely kinetic, 
II. CHAOS IN THE TWO-MASS φ 4 CHAINS

Relatively long calculations with 10
11 timesteps showed that both of the problems solved in Figures 2 and 3 are chaotic. We used the same reference trajectory + rescaled-satellite trajectory algorithm discovered independently by groups in Italy and Japan 5, 6 . The small sea in Figure 3 corresponds to a Lyapunov exponent of 0.003. The large sea of Figure   2 is much less stable, with a time-averaged exponent λ 1 = 0.05. We wish to emphasize that these two values correspond to exactly the same energy, 6, and only differ in the initial values of p 1 and p 2 . The Lyapunov-exponent description of the divergence of two nearby trajectories is defined by the rate equations {δ = λ 1 δ }, where the separation δ is measured in phase space :
The rescaling algorithm brings the satellite trajectory to the same distance, δ → 0.00001, after each timestep. We use fourth-order or fifth-order Runge-Kutta integrators with dt = 0.001 throughout. The three-dimensional energy surface in four-dimensional phase space, { q 1 , p 1 , q 2 , p 2 } is difficult to visualize. Lacking a clever coordinate transformation we can only project or cut.
Investigation of two-dimensional projections on the six two-dimensional planes provided by the four state variables shows that much of the surface is composed of tori. For initial conditions with all or nearly all of the kinetic energy given to Particle 1 at least two chaotic seas occur. The sections in Figure 5 show the chains of islands typical of Hamiltonian chaos as well as the structures corresponding to simple elliptic doughnuts. It appears that the chaotic regions correspond to three-dimensional "fat fractals" Here we see penetrations of the (q 1 , p 1 ) plane along trajectories of 50,000,000 timesteps each using 25 equally-spaced initial conditions, p 2 1 = 0, 0.5, 1.0, 1.5, . . . 12 and p 2 1 + p 2 2 = 12. This q 2 = 0 projection shows traces of many tori as well as a black "chain of islands". The last of these initial conditions produces the blue dots, which form the largest fat-fractal chaotic sea. Most of the remaining points are closed curves generated by stable tori. Note the 18 black curves mostly near p 1 = 0 which correspond to a relatively complex torus which threads through the q 2 = 0 hyperplane eighteen times. The corresponding initial momenta are p 2 1 = 11.5 ; p 2 2 = 0.5 .
III. THERMODYNAMICS AND THE IDEAL-GAS THERMOMETER
It is interesting to see that the time-averaged kinetic temperatures of the two particles, T i = p 2 i , are quite different in both the large unstable and the small more stable chaotic seas. A permanent temperature difference in a stationary equilibrium system suggests thought-experiments violating the Second Law of Thermodynamics. Evidently idealgas thermometers, though validated by kinetic theory 8 cannot be entirely consistent with equilibrium thermodynamics. This subject is complicated by the fact that nonequilibrium fractal distributions (typically found for time-reversible steady states) 9 correspond to a divergence of the Gibbs entropy S, making the usual equilibrium definition of temperature,
It is important to see that for any choice of the pair of coordinates { q 1 , q 2 } Gibbs' statistical mechanics establishes that the maximum-entropy distributions of the two momenta 
