Abstract-Clustering is the process of grouping similar objects. Naïve Bayes Classifier is the classification technique which is widely used to predict the unknown class labels. Here in this paper we extend this concept to unsupervised classification, clustering. As in K-modes the proposed method starts the clustering process with the modes. Based on the prior information bayes theorem is used to place the object in the respective clusters. The feature of the proposed algorithm is scalability and it need only one data scan. The proposed Bayesian clustering to cluster categorical data is experimented with the real data sets obtained from the UCI machine learning data repository and compared with the well known K-modes algorithm to cluster the categorical data. Experimental results prove that the proposed method is efficient than K-modes.
I. INTRODUCTION
Clustering is understood as a decomposition or partition of data set into groups in such a way that the objects in one group are similar to each other but as different as possible from the objects in other groups [1, 6] . Thus, the main goal of clustering is to detect whether or not the general population is heterogeneous, that is, whether the data fall in to distinct groups. Clustering in a historical perspective rooted in mathematics, statistics and numerical analysis. From machine learning perspective, cluster corresponds to hidden patterns [8] .
Grouping the object is carried out using some matching criteria. These criteria may be a simple Euclidean measure for numeric data. Geometric properties of objects are used in numeric clustering. These geometric properties can not be applied to categorical or nominal data. Categorical data is usually with small domains and which can not be ordered [4, 6, and 17] . Huang proposed the simple mismatching measure as, if the attribute values of two objects are unequal then the distance is assumed to be one else it is zero [16] . The concept of similarity alone is not sufficient for categorical data. Due to the special properties of categorical data it seems more complicated than that of numerical data [15] . Compared to continuous values, nominal values are with small domains. Clustering is widely divided into partitional or hierarchical. K-means and K-modes come under the category of partitional clustering. K-means is an efficient and widely used technique to cluster the numeric objects. Huang proposed an algorithm called K-Modes which is an extension of K-means. Here instead of means, modes are used as centroids. The result depends on the initial selection of modes and 'K' the number of clusters. Most of the clustering algorithm requires the number of clusters or the threshold level as input. In the unsupervised learning without having knowledge about classes it is not possible to decide about 'K'. By repetitive execution minimum intra cluster similarity is achieved [16] . To find the effective 'K', the clustering technique is applied for different values of 'K' and the best partition is taken based on validity measure.
Modes are the most frequent attribute values in the partition. For Example consider a partition Ci with an attribute aj. If Ci contains say 30 objects, and the attribute aj contains values like [('x', 15), ('r', 14), ('t', 1)], then 'x' is selected as a mode of the attribute. But there is not much difference in the frequency of attribute values 'x' and 'r'. Even if the next tuple considered is with the value 'r', it is not taken in to account for similarity measure used in K-modes. Thus instead of just comparing the attribute values, all the values has to be considered to achieve a better clustering. So information in the partition has to be considered in the similarity measure to place the object in the appropriate cluster. In this paper we propose a method based on Bayes Theorem to cluster the objects.
The proposed method is based on the Bayesian concept, places the object in the cluster for which the posteriori probability is maximized [6] . It is an extension of the Bayesian classifier. Like K-modes, either most frequent attribute values or the distinct records are selected as modes. If the number of cluster is 'K', K modes are selected. All K clusters are initialized with one object. Treating this as prior information for Bayes theorem, posteriori probability is computed. Tuples/objects are read one by one and placed in the cluster with maximum posteriori probability. The purity of the clusters depends on the initial selection of modes and the number of clusters. Objects placed in the cluster contribute much in further clustering thus no updating of modes and no repetitive execution is needed. Experimental result shows that the proposed method performs well.
Section 2 describes some related methods to cluster the categorical data. Section 3 briefs the Bayesian concept. Section 4 discusses the proposed method. Experimentation details and the results are discussed in Section 5. Section 6 concludes the paper.
Clustering Categorical Data using Bayesian Concept
Aranganayagi.S and Thangavel. K II.RELATED WORK A few existing categorical clustering algorithms are discussed in this section. The K-modes algorithm, an extension of K-means for categorical data use modes instead of means. Sieving through Iterated Relational Reinforcement (STIRR) is an iterative algorithm based on nonlinear dynamical systems. It represents each attribute value as a weighted vertex in a graph. Starting with the set of weights on all vertices, the system is iterated until a fixed point is reached. [3] Robust hierarchical Clustering with linKs (ROCK) is an adaptation of an agglomerative hierarchical clustering algorithm, which heuristically optimizes a criterion function defined in terms of the number of links between tuples. Informally the number of links between two tuples is the number of common neighbors that they have in the dataset [1, 10, 11, 14] .
Clustering Categorical Data Using Summaries (CACTUS) attempts to split the database vertically and tries to cluster the set of projections of these tuples to only a pair of attributes [11] . The COOLCAT algorithm uses the entropy measure to group the records. The clustering process is carried out in two steps: initialization and incremental step. Algorithm groups objects in such a way that the expected entropy is minimized. In the first step 'k' most dissimilar records are selected and form the sample set by maximizing the minimum pairwise entropy of the chosen points. In the incremental step, the remaining records of the data set are placed in the appropriate clusters by computing the expected entropy [3] . The LIMBO algorithm clusters the categorical data using information bottle neck as a measure. This algorithm uses distributional summaries to deal with larger data set [9] .
Instead of using simple matching measure, weighted frequencies concept is used in the variation of K-modes such as K-representative, fuzzy K-modes and K-histogram. The K-representative algorithm is an extension of K-means algorithm using relative frequency to cluster the data [7] . In fuzzy K-modes, instead of hard centroids, soft centroids are used [4] . The Squeezer algorithm reads each tuple't' in sequence, either assign 't' to an existing cluster or create 't' as a new cluster which is determined by the similarity between 't' and clusters. Similarity threshold level is used to group the objects [14] . The K-histogram algorithm extends the K-means algorithm by replacing the means of the clusters with histograms, and dynamically updates the histogram in the clustering process [15] . In all the K-modes related algorithms initial mode are selected and the modes are updated during each run.
In probabilistic clustering approach, data is considered to be sample independently chosen from a mixture model of several probability distributions. Expectation Maximization (EM) is an iterative refinement algorithm that can be used to find the parameter estimates. EM assigns an object to the cluster according to a weight representing the probability of membership. And assumes that the entire data fits in to main memory thus it is not scalable. AutoClass is a Bayesian clustering method that uses a variant of EM algorithm. Auto class can also estimate the number of clusters. AutoClass is an iterative clustering algorithm, if the data could not be loaded into memory, then the time cost is expensive [2] . COBWEB, the conceptual clustering algorithm, yields a clustering dendrogram called classification tree that characterizes each cluster with probabilistic distribution. COBWEB and its derivatives use the category utility measure to partition the data set [6] .
III. B AYESIAN CLASSIFICATION Bayesian classifier is a probabilistic model used to estimate the class for a new data item. Bayesian Classification is based on the Bayes theorem. Naïve Bayes classifier assumes the attributes are independent. Bayesian classifier is used to classify both numeric and nominal data.
A. Bayes Theorem
Bayesian theory gives a mathematical calculus of degree of belief. Let X is a data object/tuple and H is the hypothesis. X is also considered as evidence. If we have 'K' classes then the hypothesis H may be defined as the evidence X belongs to the class Ci. P(H/X) is the probability that the tuple X belongs to the class C or the hypothesis H holds the evidence X.
P(H/X) is the posteriori probability of H conditioned on X. P(H) is the priori probability of the hypothesis H. P(X/H) is the posteriori probability of X conditioned on H. P(X) is the priori probability of X.
Bayes theorem is defined as
The posteriori probability P(H/X) can be computed using P(H), P(X/H) and P(X).
B. Naïve Bayes Classification
Bayesian classifier is a probabilistic model of what's happening in the data, which estimates the class for new data item. Here we assume that all attributes are independent thus the joint probabilities are obtained by multiplying the dimension wise probabilities. Challenge in the Bayesian classification is unknown distribution. Let T be the data set with n objects x 1 , x 2, …, x n , and each object contains m attributes. Assume that the number of classes be
. Naive bayes classifier predicts the tuple X to the class C i if only if
Using Bayes Theorem (1), maximum posteriori hypothesis can be found using
Estimate the conditional probability /X) P(C i using the priori probability or estimate. The conditional probability
d is the cardinality of domain of attribute X.
is the probability that the k th dimension A k has the value k x and class C i is given as,
Where A k is the k th attribute and n is the total number of objects in the entire database.
Where 'n i ' is the number of objects in the class C i . )
is the number of objects in the class C i with the value
and
where 'k' is the number of classes or categories. If we consider the case when ) ( k i x n is zero, then there is a chance of omitting such objects in subsequent process. But when we have large data set, there is a chance of having the attribute Ak with the value of k x . Hence one is added to ) ( k i x n as per Laplace adjustment.
In classification Naïve bayes classifier model is used to predict the unknown class labels. The data set is divided in to training set and test set. Training set samples are considered as prior information and the model is constructed [6] .
IV. PROPOSED METHOD In this paper we used the naïve bayes concept in clustering. With the assumption of K clusters, the objects are grouped based on the maximum posteriori probability. The process of clustering starts with K clusters each with one object as a member. Considering this as prior information, posteriori probability is computed for other objects, and the object is placed in the cluster with maximum posteriori probability. The objects are read one by one and placed in the respective clusters.
The proposed method is based on the concept of K-modes. Number of clusters and the initial set of modes are given as input. K distinct records are selected as initial values for K clusters.
Proposed Bayesian Clustering Method:
Input: Data set T, K-number of clusters. i. Select K distinct records as initial objects for each cluster.
ii. Read the tuple X.
iii. Compute P(C i / X ), 1≤ i ≤ K. iv. Place the object in the cluster which results in maximum posteriori probability. v. Repeat (ii) to (iv) until all the objects in the dataset have been placed.
V. RESULTS AND DISCUSSIONS
The proposed method is experimented with real data sets obtained from UCI data repository such as Mushroom, soybean, voting congress data sets etc., [12] . The proposed method is compared with K-modes. Soybean Small: The soybean data set has 47 instances, each being described by 35 attributes. Only 21 attributes are selected for experiment since others attributes are with single category. Each instance is labeled as one of the four diseases: Diaporthe Stem Canker, Charcoal Rot, Rhizoctonia root rot and Phytophthora rot.
A. Data set

Breast cancer:
The breast cancer data set contains 699 instances with 11 attributes. A classification label of benign (2) or malign (4) is provided with each tuple. The first attribute id number is omitted.
Lymphography: The lymphography data set contains 148 instances with 19 attributes including class label. Each instance is labeled with one of the four classes: normal find, metastases, malign lymph and fibrosis.
Car : The car data set is with 1728 instances and each instance contains seven attributes. Attributes related to buying, maint, doors, persons, lug boot and safety. In this car evaluation data set each instance is classified as unacc, acc, good and vgood.
Hayes roth: Hayes roth and Hayes roth data set contains 132 instances with 6 attributes such as, name, hobby, age, education level, marital status and class label. The name field is coded with number from 1 to 132, and it is omitted for experimentation.
Balance Scale: The balance scale weight and distance data set consists of 625 instances with 5 attributes. Each instance is labeled with 3 classes such as Balanced(B), Left(L) and Right(R). Nursery: The nursery data set is with 12960 objects and 9 attributes. Each instance is classified into five categories such as not_recom, recommend, very_recom, priority, and spec_prior.
Attributes with unique value, with all distinct value and the class attributes are omitted for experimentation.
B.Accuracy measure
The clustering accuracy r is defined as,
where n is number of instances in the data set, ai is the number of instances occurring in both cluster 'i' and its corresponding class, which has the maximal value. Thus the clustering error is defined as e = 1 -r. If a partition has a clustering accuracy of 100%, it means that it has only pure clusters. Large clustering accuracy implies better clustering [14, 16] .
C. Clustering Performance
In this section we compare the performance of the K-modes and the proposed Bayesian Method. The same set of records is considered as initial modes for both the algorithms. The number of cluster is given as the input and for the resulted clusters, purity measure is computed as per the definition given above and the results are tabulated.
Similar to K-modes results of the proposed method depends on the initial selection of modes. Based on the initial modes we get difference in the partitions. For example, confusion matrix of breast cancer and balance scale for two different modes is given in table-1, 2, 3 and 4. For breast cancer data set, purity rate of two different modes are approximately equal (Table-1 and 2) but in the balance scale data set when the initial modes are different, then there is a difference in the clusters found (table -3 and 4). To compute the efficiency of the cluster each data set is executed with five different modes and the average is taken (Table-5 ). Objects are placed in the cluster based on the attribute values in the partitions, so even if we repeat the execution with the new updated mode we get the same result. Thus the proposed method does not need the repetitive iteration as in K-modes. Table - 1 is the result of breast cancer data set for K= 2. First cluster contains 251 objects in which 235 objects pertain to the class '4' and the second cluster contains 448 objects in which 442 objects belong the category of '2'. Out of 699 objects 677 objects have been placed correctly in the respective clusters. Thus the purity rate is 97%. Only 3% is misplaced. Whereas in table-2 679 objects were placed in the correct partition, and the purity rate is 97%. Table-3 shows the result of the proposed method for balance scale data set, the objects of class "B" is evenly distributed among three clusters whereas 169 of class "L" belong to the cluster 1 and 156 of class "R" belong to the third cluster. Table -4 shows the results of balance scale data set for mode 2. Objects are distributed evenly in three clusters. For mode1 the purity rate is 63% whereas when using mode2 the purity rate is only 49%. As in K-modes the proposed method also depends on the initial selection of modes. Table-5 lists the purity rate of K-Modes and the proposed Bayesian method for all eight data sets. We have taken the value of 'K' as the actual classes or categories in the data set. From Table-5 we have found that the proposed Bayesian method is efficient than the K-modes algorithm. Both the methods produce clusters with the same purity for car evaluation data set. When the K-modes method is used to cluster the objects at least three and at most we need five -123 -iterations to get the optimal result. Table-6 lists the purity rate of mushroom data set for K= 2 to 10. Except for K= 5 the proposed method is efficient than K-modes. Table-9 lists the purity rate of breast cancer data set. Table-10 lists purity rate for Lymbhography data set. The proposed method is efficient than K-modes for breast cancer, lymbhography and car evaluation dataset when K= 2 to 10.
( Table -11 ). From the above tables it is clear that, except the soybean data set and the voting congress data set in all the methods above 50% of the cases the proposed Bayesian clustering is efficient than K-modes. For all cases purity rate is above 50% except one or two.
To verify the scalability of the algorithm it is experimented for the nursery data set and the actual time taken is shown in figure-1 . The proposed method increase linearly, and take less time compared to K-modes. The execution time of K-modes depends on the iterations needed to minimize the objective function. So there is a variation in the execution time when the size of the data set increases. But in the proposed method this discrepancy is eliminated and it is linearly proportional to the size of the data set and the number of attributes. Dynamically objects can be placed in to the existing clusters based on the summary information of clusters so it is not necessary to have the whole data set in primary memory as in EM algorithm. It is enough to have the attribute values and the frequency of them in the memory. As the objects are clustered based on the information in the clusters it is suitable for very large data set.
D. Sensitivity to the order of input:
To check the sensitivity of the input order, data set is reordered in ten different ways and checked with same set of modes and the results were tabulated in table-14. 
E. Computational Complexity:
Complexity of the proposed method is O(dnk) where d is the number of attributes, n is the number of objects and k is the number of clusters. Complexity of K-modes algorithm is O(tdnk) where t represents the number of iteration. Thus the proposed method is scalable. Compared to numerical clustering, categorical clustering seems to be more complicated. As the data mining deals with large data sets, the algorithms should be scalable. In algorithms based on similarity/dissimilarity matrix, the computational cost is high. K-modes is an efficient and scalable algorithm but a repetitive execution is needed to minimize the objective function. In the proposed method the repetition execution and updating of modes are not needed. Experimental results show that the proposed algorithm is efficient than K-modes and generates clusters with high purity and the results prove that the proposed method is effective in the case of large data sets when compared to small data sets. As no repetition is needed, the algorithm is scalable. As the results depend on the initial selection of modes, further we planned to extend this to mixed data and to improve the initialization methods.
