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We separate Maxwell’s equations for background media that allow for both electric and magnetic
time-dependence in a generalized Lorenz gauge. In a process analogous to the dynamical Casimir
effect (DCE) we discuss how surface plasmon polaritons (SPP)s can be created out of vacuum, via
the time-dependent variation of a dielectric and magnetic insulator at a metal interface for TM
and TE branches, respectively. We suggest how to extend currently proposed DCE experiments to
set up and detect these excitations. Numerical simulations (without any approximation) indicate
that vacuum excited SPPs can be of a similar magnitude to the photon creation rate in such
experiments. Potential benefits of detecting vacuum excited SPPs, as opposed to DCE photons,
are that parametric enhancement does not require a sealed cavity in the axial direction and the
detection apparatus might be able to use simple phase matching techniques. For the case of constant
permeability, µ, TM branch SPPs and photons do not suffer from detuning and attenuation like TE
photons.
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I. INTRODUCTION
Particle creation via the Schwinger-effect [1], in ex-
panding universes [2] or from black hole evaporation [3]
all have yet to be confirmed.1 However a related effect
known as the dynamical Casimir effect (DCE), first dis-
cussed by Moore [7], is in experimental reach. For the
parametric oscillations of a mirror contained in a cav-
ity the number of photons created is proportional to
sinh2(2ωt v/c), e.g., see [8], where v is the wall veloc-
ity and c is the speed of light. To overcome the fact that
the mechanical properties of the material usually imply
v/c  1, there have been proposals other than mechan-
ical oscillations. Modulating a dielectric medium using
a laser also leads to particle creation by varying the op-
tical path length of the cavity, e.g., see [9]. There are
experiments in progress in three-dimensional centimeter-
sized (microwave) cavities [10], where a laser is used to
modulate the surface conductivity. Other methods use il-
luminated superconducting boundaries [11] and recently
time varied inductance effects in one-dimensional quan-
tum circuits have already demonstrated vacuum squeez-
ing [12, 13]. Rotating analogs have also been investigated
[14].
In this article we explore the possibility of the creation
of vacuum excited surface plasmon polaritons (SPPs) and
how they might be detected. In Fig. 1 a pulsed laser
of an appropriate frequency can be used to vary the
time dependence of a dielectric. The crystal can also
∗ Email: naylor@phys.sci.osaka-u.ac.jp
1 This excludes analog set ups, e.g., see [4]. In particular for
graphene there are some promising proposals [5, 6] to observe
a 2 + 1 dimensional Schwinger effect.
be placed in a superconducting cavity (not shown), to
suppress thermal excitations and lend to parametric en-
hancement of the photon creation rate. SPPs are by def-
inition damped modes of oscillation in the perpendicular
direction and therefore only affected by the transverse
dimensions. This means that only the transverse dimen-
sions need to be enclosed to obtain parametric enhance-
ment, which might be a potential benefit experimentally.
A telltale signature of the creation of SPPs would be an
increase in emitted power at position θi when coupled to
a phase-matched prism at one end of the semiconductor-
metal (SM) interface.2 This is in stark contrast to the
usual SPP generation method/detection, e.g., see [15],
where a decrease in emitted power at θi occurs via illumi-
nation of the prism. As well as SPPs, TE and TM photon
pair creation is also expected; however these are at differ-
ent frequencies and would not couple to the prism, and
would further require a sealed cavity (we discuss more on
detection methods later).
The fact that SPPs can be excited from vacuum fluc-
tuations besides photons is much like SPPs in the static
Casimir force [16] for a metal-insulator-metal (MIM) het-
erostructure. We essentially generalize this idea to the
dynamical case at first for the simpler single interface: a
semiconductor-metal (SM) interface and show that the
time modulation of a dielectric leads not only to two-
photon pair creation processes, but to vacuum excited
SPPs that are comparable to the photon creation rate,
under certain conditions. This may well have important
consequences for experiments currently trying to detect
2 Here we consider a semiconductor semispace. Usually in plas-
monics an insulator-metal (IM) interface is assumed, e.g., see
[15].
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2FIG. 1. A pulse laser train of order 10 − 100 pulses (repeat-
ing ∼ 10 ms) uniformly irradiates (via a lens) a semiconduc-
tor/metal (SM) interface of radius R, composed of a dielectric
of thickness a, region I at a thin metal (e.g., silver) interface
of thickness (L − a)  L, region II. Vacuum excited SPPs
(− + − + −+) are detected using a phase matched prism placed
to the right of region II.
pair created photons. Theoretically, a dynamical Casimir
effect for single a interface arises from the analogy that
a single moving boundary emits DCE radiation, even
though there is no Casimir force [8].
The outline of the article is as follows. In the next
section (Sec. II) we give details on the theory behind
time-dependent surface plasmons, while in Sec. III we
use generalized plasma model to obtain analytic expres-
sions for the SPP dispersion relations. In Sec. IV we
discuss how to numerically evaluate the particle creation
rate via a full separation of variables without any approx-
imation, while in Sec. V we propose possible detection
schemes. and we conclude in Sec. VI. Extra material is
left for Appendices: relating to Maxwell’s equations for
time dependent dielectrics, App. A; the Hertz vectors
approach to separation, App. B; and comparing the ex-
act separation of variables with the instantaneous basis
approach, App. C.
II. THEORY
Our theoretical starting point is the following La-
grangian (from which Maxwell’s equations can be de-
rived):
L = 1
2
ε(t)
(
∂
∂t
Φ
)2
− 1
2
1
µ(t)
(∇Φ)2 − 1
2
m2(t)Φ2 (1)
(ε0 = µ0 = 1). In the above we assume that the electric
permittivity and magnetic permeability are time depen-
dent, but piecewise constant in space: ∇µ = ∇ε = 0. Φ
represents a TM field with generalized Neumann BCs in
a cavity and the TE case (swapping ε↔ µ) is represented
by Ψ with Dirichlet BCs, e.g., see [17]. This Lagrangian
is useful because the standard canonical Hamiltonian can
be constructed [18], where the mass term, m2(t), repre-
sents the coupling of light to a time-dependent boundary
(m2 can also arise from considering an electron plasma).
A convenient way to separate Maxwell’s equations is
using Hertz vectors; developed by Nisbet [19] for non-
dispersive inhomogeneous media. However, here we gen-
eralize to the case of a constant isotropic, but time-
dependent medium. It is possible to show, see App. A,
that Maxwell’s equations separate as
ε(t)∂t(µ(t)∂tΠe)−∇2Πe = 0 ,
µ(t)∂t(ε(t)∂tΠm)−∇2Πm = 0 , (2)
where we use a generalized Lorenz gauge (also discussed
in App. A):
µ(t)∂t(ε(t)A0) +∇ ·A = 0, (3)
cf. [19, 20] and see Eq. (A6). In the above we have
assumed both a zero permanent polarization and mag-
netization (P0 = M0 = 0) as well as zero bulk charges
and currents (ρ = 0, J = 0), although these can also
be included in the Hertz method. Note the Lagrangian
in Eq. (1) leads to the equations of motion for Πe in
Eq. (2) (Πm is obtained by swapping µ↔ ε in Eq. (1)),
see App. A. This approach generalizes other work [9, 20]
which considered only time-dependent ε or µ. Further
work for non-dispersive, inhomogeneous, conducting and
time-dependent media: ε(r, t) and µ(r, t), will be pre-
sented elsewhere.
Before quantizing the SPP modes we first need to find
the classical solutions for a single interface (between two
media) that lead to SPPs. Writing the electric and mag-
netic fields in terms of Hertz vectors:
E =
1
ε
∇× (∇×Πe)− µ0∇× ∂tΠm ,
B = µ∇× ∂Πe
∂t
+ µ0∇× (∇×Πm) , (4)
allowing one to easily isolate TE and TM modes, see App.
B.
In what follows we take two half spaces in the zˆ-
direction, where region 1 (the semiconductor slab) is a
semiconductor (I) and region 2 a metal (M) like silver,
creating an SM interface. In our proposed set up ε1(t)
varies from a minimum to maximum value and ε2 < 0
remains constant (although for now it will be left more
general). To make explicit the utility of the Hertz vector
method we shall consider the radial propagation of SPPs
in a cylindrical cavity with coordinates (ρ, θ, z), sectional
radius ρ = R and length L, see Fig. 1.
Using the Hertz potentials (2) and assuming from sym-
metry that Πm = Ψ zˆ for TE, and Πe = Φ zˆ for TM
modes, the separation of variables:
Ψ(x, t) =
∑
l
ψl(x)q
m
l (t) ,
Φ(x, t) =
∑
l
φl(x)q
e
l (t) , (5)
with l = (n, p, l), leads to the following wave equation,
e.g., see [21]:
∇2ψl(x) + ε(t)µ(t)ω2l (t)ψl(x) = 0 . (6)
3with the replacement ψl → φl for TM modes. They
satisfies the standard orthonormality conditions:∫ ∞,L
−∞,0
d3xψl(x)ψn(x) = (ψl, ψn) = δln (7)
where the (−∞,∞) bounds on the integral are for SPPs
and that with (0, L) are for the photon branch (see later).
We then find that the time dependent part satisfies
q¨ml +
ε˙
ε
q˙ml + ω
2
mlq
m
l = 0 , (8)
q¨el +
µ˙
µ
q˙el + ω
2
elq
e
l = 0 . (9)
where the superscripts m, e are for TE and TM modes
respectively. Importantly, we see that for setups with
only dielectrics present µI,II = constant then the TM
mode functions are simple Mathieu like equations with
natural frequency given by ωel. On the other hand for
TE modes, the presence of ε˙ and q˙m leads to a detuning
via ω˜ml, see Eq. (37), and also losses for ε˙ > 0 [21].
The conjugate momentum Pm = ∂L/∂t can be found
from Eq. (1) along with the separation ansatz and or-
thonormality relations implying
Pm(x, t) = ε(t)
∑
l
ψl(x)p
m
l (t) (10)
and via a Legendre transform we find the time dependent
Hamiltonian for each mode l (TE):
Hml = ε
−1 (p
m
l )
2
2
+
ε
2
ω2l (t)(q
m
l )
2 (11)
where the conjugate mode momentum is defined by3
pml = q˙
m
l . (12)
Given the ETCRs: [qˆl, pˆn] = iδln, we get back the
equation of motion, Eq. (8), from the above Hamilto-
nian. A similar analysis applies to TM modes: Φ,Pe and
hence we can quantize each degree of freedom (Φ,Ψ). In
the above we rescaled the coordinates as qml → ε−1/2qml
for TE and would need qel → µ−1/2qel for TM modes (see
later). In terms of these creation and annihilation oper-
ators we see squeezing terms in the Hamiltonian [21].
SPP and Photon Branches
To investigate SPPs for a single interface the ansatz:
Φsp(x, t) =
{
A1e
κ1l(z−a)rnp(x⊥) , z < a ; ε1, µ1 ,
A2e
−κ2l(z−a)rnp(x⊥) , z > a ; ε2, µ2 ,
(13)
3 The x, y dependence of the mode functions decouples and can be
written in terms of the index l→ l from now onwards.
leads to the following ‘time-dependent’ dispersion rela-
tions:
k2⊥ − ε1µ1
ω2l
c2
= κ21l , k
2
⊥ − ε2µ2
ω2l
c2
= κ22l (14)
where Eq. (2) was used in each region. In cylindrical
coordinates the transverse Laplacian is defined by
−∇2⊥rk⊥ = k2⊥rk⊥ (15)
with eigenvalue k2⊥. In DCE experiments the slab is usu-
ally bounded by a cavity (not depicted in Fig. 1) where
rnp(x⊥) =
1√
pi
1
RJn+1(xnp)
Jn
(
xnp
ρ
R
)
einθ , (16)
xnp is the pth root of Jn(x) = 0 [22] and the fundamental
cavity mode is x01 = 2.4048. For a cavity bounding the
SM interface in the transverse directions we would have
Rsp ≤ R = 2.5 cm and hence (ksp⊥ )2 = (xnp/Rsp)2 ∼O(1), this depends on the value of q, cf. Eq. (32). For
the photon branch we always have (kph⊥ )
2 = (xnp/R)
2 for
a bounded cavity. Note in either case the mode functions
are orthornormal: (r`n, rnp) = δ`p.
Standard boundary conditions at an interface:
(D2 −D1) · zˆ = 0 , zˆ× (E2 −E1) = 0 (17)
[22] then imply A1 = A2 and
κ1(t)
ε1(t)
+
κ2(t)
ε2(t)
= 0 (18)
which requires that each dielectric be of opposite sign to
generate SPPs [15]. Eliminating the z-dependent κi we
then find the following ‘electric’ dispersion relation:
k⊥ = |k⊥| = ω
sp
⊥
c
√
ε1ε2
ε1 + ε2
×
(
ε1µ2 − ε2µ1
ε1 − ε2
)
(19)
With µ1 = µ2 we get the standard result
(ωsp⊥ )
2 = k2⊥c
2
(
1
ε1
+
1
ε2
)
, (20)
where here we allow for time-dependent dielectrics, pos-
sibly in either region I and II and ⊥ = (n, p) because
for SPPs the axial direction l is redundant. In Sec. III
we will use a plasma-type model to obtain more detailed
analytic properties of the above dispersion relation.
It is also worth mentioning that magnetic SPPs exist
for TE modes [23]. Using the TE components of the
Hertz vectors and using an equation like Eq. (13) for
Ψ(x, t) along with
(B2 −B1) · zˆ = 0 , zˆ× (H2 −H1) = 0 (21)
lead again to A1 = A2 but now with
κ1(t)
µ1(t)
+
κ2(t)
µ2(t)
= 0. (22)
4As also discussed in [23], SPPs can exist for TE modes
as long as for example, µ1 < 0, µ2 > 0, which can be
achieved using split ring resonators, e.g., see [15]: using
fabricated metamaterials. Finally using Πm in Eq. (2)
leads to the ‘magnetic’ dispersion relation:
k⊥ =
ωsp⊥
c
√
µ1µ2
µ1 + µ2
×
(
µ1ε2 − µ2ε1
µ1 − µ2
)
. (23)
This result can be obtained from the ‘electric’ sector by
swapping εi ↔ µi, and simplifies when ε1 = ε2 to
(ωsp⊥ )
2 = k2⊥c
2
( 1
µ1
+
1
µ2
)
. (24)
As also discussed in [23] this implies that TE modes can
sustain surface plasmons; however, the material needs to
be a fabricated metamaterial.
To compare vacuum excited SPPs with some experi-
mental proposals for photon creation using semiconduc-
tor slabs, e.g., see [8], we will also consider TM modes
in a slab of width (L − a), placed in a cylindrical cav-
ity of length L (not shown). These have the following
orthonormal mode functions for the TM photon Hertz
scalar:
Φph(r, t) =
{
A1cos (k1lz)rnp(x⊥), 0 < z < a,
A2 cos (k2l(L− z))rnp(x⊥), a < z < L.
(25)
where (using the same TM interface conditions as before)
we find following transcendental equation
k1l tan(k1la)
ε1(t)
=
k2l tan(k2l[a− L])
ε2(t)
(26)
for the eigenvalues. This agrees with the result in [9] but
can be derived with the minimum of effort using Hertz
vectors and generalized to arbitrary transverse section.
Note that the photon dispersion relation (in this case for
a cylindrical section) at any given time in regions i = 1, 2:
ωphil (t) =
c
εi(t)
√
k2il(t) +
(xnp
R
)2
(27)
must be equal at the interface implying equivalence of
the dispersion relations:
1
ε1
(
k21l +
(xnp
R
)2)
=
1
ε2
(
k22l +
(xnp
R
)2)
. (28)
Note this dispersion relation is the complex conjugate of
that in Eq. (14): k = iκ. Both this constraint and the
eigenvalue relation, Eq. (26), must be simultaneously sat-
isfied [9]. For slab thicknesses with L − a  L (or for
a L) one can further show [9] that even for quite large
variations in the dielectric constant the approximate so-
lution to Eq. (26) is (for l > 0)
k1l(t) =
( lpi
L
)(
1− a
L
[ε1(t)
ε2
−1
] (xnp
R
)2( L
lpi
)2 )
(29)
(note TE modes at O(a/L) are still unperturbed free
modes [9]).
Here we ignore the zero modes, l = 0, as previous
work [17] for plasma sheets showed they are not excited;
however, see discussion in [24] for dielectrics. In this case
the interface constraint, Eq. (28), suggests that ki0 = 0
(i = 1, 2) implies ε1 = ε2 and is therefore only satisfied
for time independent (static) cases. The general case,
not just for η = a/L  1, will be investigated more
thoroughly elsewhere. We therefore assume the TM011 is
the lowest mode and investigate the number of created
particles for this and the TE111 fundamental mode (up
to O(a/L)), comparing them to that for SPPs.
III. GENERALIZED PLASMA MODEL
Region II: Time Independent
To simplify our analysis we will now consider a slight
generalization of the plasma model [18] of a metal-like
substance in region II:4
ε2(ω) = ε¯2
(
1−
(
ω2p
ω2
))
(30)
where ωp = ne
2/(ε¯2m∗) is the plasma frequency and n
is the number of bulk electrons and m∗ is the effective
mass. The extra multiplicative factor arises by including
a mass term in the Lagrangian, Eq. (1). In our envis-
aged experiment ε¯2 will be a constant, but for generality
we have left it time dependent, ε¯2(t), in the analysis be-
low. Note the dielectric permittivity in region II takes
negative values for ω < ωp. For region I we assume a
semiconductor material that is modulated by laser irra-
diation.
If we then substitute Eq (30) into Eq. (20) (using
ω = ωsp⊥ ) we obtain a generalization of the solution found
in [23]:
(ωsp⊥ )
2 = ω2p
[
1
2
+
1
2
q2
(
1
ε1
+
1
ε¯2
)
−
√
1
4
+
1
4
q4
(
1
ε1
+
1
ε¯2
)2
+
1
2
q2
(
1
ε¯2
− 1
ε1
)
(31)
where
q =
k⊥c
ωp
(32)
4 We could similarly include the magnetic permeabilities: µ1, µ2,
but for simplicity we set them to unity.
5and we obtain the standard result for ε¯1 = ε2 = 1 [23].
We also find the following asymptotic behavior:
ωsp⊥ → k⊥c
(
1
ε2
)1/2
+O(q3) + . . . q → 0,
(33)
ωsp⊥ → ωp√2 +O(q−2) + . . . q →∞ ,
which explains why for small q, we have a system that
behaves like TE/TM modes in a 1D cavity. Hence for a
given form of modulation (see below) of the dielectric, the
limit q → 0 leads to parametric amplification of SPPs;
while q → ∞ gives no SPP production (for ωp = con-
stant).
Region I: Time Dependence
To be more specific, in this paper we will consider two
kinds of modulation of the dielectric in region I, given
that in Eq (30) for region II.
One, an inverse sinusoidal modulation:
1
ε1
=
1
2
( 1
ε1,min
+
1
ε1,max
)
+
1
2
( 1
ε1,min
− 1
ε1,max
)
cos(2ω0t)
(34)
that has been argued to arise from the excitation of lo-
calized electrons in a semiconductor, via laser irradiation
(e.g., see [24]). In this regard, we should mention that
for the excitation of electrons to the conduction band,
instead of using a dielectric model, such as Eq. (34),
the conductivity modulates by assuming the plasma fre-
quency varies with, for example, a sin-like time depen-
dence: ωp(t) = e
2n(t)/m∗, where ns(t) ∝ sin(2ω0t), and
an equation like that in Eq. (30) but instead for region I.
This is an interesting problem but differs in that ε1 < 0
for certain modulations and will be left for future work
(also see [17] for more on plasma sheet models). In this
article we will assume that ε1,min, ε1,max > 0.
Another way to realistically modulate the permittivity,
ε1(t), but this time sinusoidally would be to use an ap-
propriately doped semiconductor (with two well defined
energy levels within the band gap) via Rabi oscillations,
e.g, see [25]:
ε1 =
1
2
(
ε1,max + ε1,min
)
+
1
2
(
ε1,max − ε1,min
)
cos(2ω0t)
(35)
In the next section we shall assume that for both cases
we have ε1,min = 0.2 and ε1,max = 3.2 which are typical
values for a germanium semiconductor.
IV. PARTICLE CREATION RATES
To find the number of particles created we use an alter-
native to the Bogoliubov method using only mode func-
tions [26]. We start with the quantum field operator
expansion in the Heisenberg representation for our TM
Hertz potential:
Φˆ(x, t) =
∑
l
[
aˆlϕl(x)ql(t) + aˆ
†
lϕ
∗
l (x)q
∗
l (t)
]
, (36)
where aˆl, aˆ
†
l are annihilation and creation operators re-
spectively and the mode functions ϕl(x), ql(t) were de-
fined in Eqs. (6,7,8); here we need to impose initial con-
ditions at t = 0: ql(0) =
1√
2ω˜l
and q˙l(0) = −i
√
ω˜l
2 . To
find a separable time-dependent solution we can rescale
the field as q˜l = ε
1/2ql to get an equation in Mathieu
form:
¨˜ql + ω˜
2
l (t)q˜l = 0 . (37)
where
ω˜2l =
[
ω2l +
1
4
ε˙2
ε2
− 1
2
ε¨
ε
]
. (38)
It may be worth mentioning that this equation is equiv-
alent to a scalar potential in a curved spacetime with
conformal coupling ξ = 1/6 and scale factor ε(t) = a(t)
for a Robertson-Walker spacetime [27].
The particle number density can be obtained directly
from the energy of each mode divided by the energy ωl
of each particle:
nl =
ω˜l
2
( | ˙˜ql|2
ω˜2l
+ |q˜l|2
)
− 1
2
(39)
where we have subtracted off the zero point energy with
units ~, c = 1. Eq. (37) has a well known structure
of narrow or broad resonances for certain parameters.
We stress that this method has separated variables with-
out using an instantaneous basis approximation (see App.
C).
Before numerically solving for the number of created
particles, we will estimate the pair creation rate analyt-
ically. If the background field (the laser) leads to shifts
in frequency near to parametric resonance:
ω2m(t) ∼ ω20m + ∆ω20l = ω20m(1 + κ cos(Ωlt)), (40)
where the driving frequency is chosen as Ωm = 2ω0m,
where m = (⊥, l), for SPPs or photons respectively, then
in the late time limit:
nm ≈ sinh2 (ω0mκt/4) , (41)
which can be derived by ignoring second order time
derivatives in Eq. (37) [28].
As a simple example consider µ1 = µ2, where the time-
dependent ‘electric’ SPP dispersion relation, Eq. (31),
could be varied using a laser with driving frequency, Ωl =
2ω0l for ε¯2 > 0 and constant, cf. Eq. 30, with ε1 varying
inverse sinusoidally as εmin < ε1(t) < εmax then
ε2
ε1(t)
∼ χ+ κ cos(2ω0lt), (42)
6where χ > 0 is an overall time-independent frequency
shift (cf. Eq (34). Then Eq. (41) leads to a particle rate:
nsp⊥ = sinh
2
(
k2⊥c
2 κ
4ε2
t
)
. (43)
This equation is also valid for the more general case of
ε2 < 0 not just the model discussed in Sec. III.
We can now compare this to the ω011 TM mode (the
lowest frequency cylindrical mode [17]) where in the limit
of (L − a)  L, from Eq. (29) and equivalence of the
dispersion relations (see below Eq. (27)), the photon
eigenvalues shift by (to order O(a/L)):
∆ω20l(t) =
2x2npc
2
R2ε2
a
L
[
ε2
ε1(t)
− 1
]
. (44)
Parametric enhancement for the photon branch is then
achieved by choosing
ε2
ε1(t)
∼ χ+ κ cos(2ω0lt) , (45)
where for photons χ and κ may or may not be the same
as those for SPPs; however they are assumed of the same
magnitude. Note the resonant frequencies are not the
same: ω0⊥ 6= ω0l. This leads to:
nphl = sinh
2
(
x2npc
2
R2
aκ
2ε2L
t
)
. (46)
Thus, for a cylindrical cavity the SPP creation rate dom-
inates the photon rate if k2⊥  (x2np/R2)(2a/L). For ex-
ample, with a cavity of radius, R = 2.5, cm and length,
L = 10 cm, then for a/L ∼ O[10−4] and x01 = 2.4048
we require that k2⊥  1/25, or k⊥  1/5. This is easily
achieved for SPPs which have their modes bounded by a
transverse section.
We have also confirmed these findings numerically by
assuming both an inverse sinusoidal, cf. Eq. (34), and a
sinusoidal variation, cf. Eq. (35), for region I, see upper
and lower panels in Fig. 2, respectively. In both exam-
ples we have assumed ε1,max = 3.2 to ε1,min = 0.2 where
as we mentioned the inverse profile is meant to model
the laser irradiation of a doped semiconductor, while the
latter one models the Rabi like oscillations in a pure semi-
conductor [24]. Here we chose the transverse radial sec-
tion for the dielectric slab and SPPs to be Rsp = R = 2.5
cm, the slab radius (used in k⊥ = xnp/R). It may be
worth mentioning that for q = (k⊥c/ωp) → 0 (Zenneck
waves) the propagation length becomes unbounded, but
by enclosing the SM interface within a cavity of trans-
verse section, k⊥ stays bounded.
In Fig. 3 we also plotted the creation rate numerically
for the fundamental TE111 cylindrical mode, for a sinu-
soidal variation.5 We see that the SPP rate is of a similar
5 For inverse sinusoidal modulations we find that ω˜ml becomes
imaginary for certain times. Note although the TE frequency
is not perturbed at leading order (for a L), the overall factor
of 1/ε(t), see Eq. (27), still leads to shifts in eigenfrequency, cf.
Eq. (38).
magnitude for both inverse sinusoidal & sinusoidal varia-
tions and we also see that both TM branch SPP and pho-
tons are a magnitude larger when compared to sinusoidal
ones. This indicates that using doped-semiconductors
would lead to easier detection of pair created photons or
vacuum SPPs, although a priori we should consider the
effects of dissipation and solve the photon eigenvalues,
Eq. (26), for general values of η = a/L (see Sec. VI).
V. DETECTION SCHEME
In our proposed detection scheme, see Fig. 1, we have
chosen region II to be that of a metal such as silver and
hence satisfies ε2 < 0 for frequencies blow the plasma
frequency, ωp, cf. Eq. (30). To realistically modulate
the permittivity, ε1(t), we have discussed possible in-
verse and sinusoidal variations arising from the excita-
tion of localized electrons below the conductions band
[24] and arising from intra-band transitions in a doped
semiconductor, [25], respectively. As we mentioned, for
laser pulses with an energy (hλ/c) above the band gap, a
time varying bulk conductivity, ρ(t), would be generated
leading to a modulated permittivity with εmin < 0 (shifts
χ < 0) and will be left for future investigation. Hence, in
this article we only consider SM interfaces such that one
interface region I has ε1(t) > 0, and the other region II
always has ε2 < 0.
One possible way to detect vacuum excited SPPs would
be to use near-field microscopy with a photon scanning
tunneling microscope, e.g., see [15], where the microscope
is placed on the opposite vacuum or air side of the SM in-
terface: region II, see Fig. 1. Usually, to generate SPPs
a monochromatic light source is sent into a prism placed
above the interface with total internal reflection at an-
gle θi. The SPPs are detected by finding a decrease in
emitted power at θi. However, the time reversed case is
equivalent to the creation of vacuum excited SPPs and
therefore would lead to a telltale signature: SPPs would
be created via the observation of an increase in emitted
power at θi during the time modulation of ε1. We should;
however, require that the pulsed laser itself does not gen-
erate SPPs, as can be arranged by uniformly irradiating
the dielectric slab at 90 degrees incidence, see Fig. 1.
The experimental details we mentioned so far are sim-
ple extensions of current DCE experiments [10]. How-
ever, it may well also be possible to use experiments that
have already detected DCE analog radiation in metama-
terials [13]. The analogy of SPPs in this work with meta-
materials comes from considering flux qubits coupled to
coplanar waveguides [29]. Such experimental conditions
have already been demonstrated [30] by coupling artifi-
cial atoms to carbon nanotubes and it seems within reach
of current technology to also adapt these experiments to
time-dependent variations of flux qubits (already done in
[12, 13] for photon analogs).
We can also go further with metamaterials, where say
µ2 < 0 where in the late time limit the SPP creation rate
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FIG. 2. (Color online) Particle creation rates for SPPs (solid-
dark) and 2nd fundamental TM011 (dot-dashed-blue), for a
pulse train of 100 pulses, η = 0.01, Rsp = R = 2.5 cm, region
II with ε¯2 = 1.0 and ωp = 1.5×1015 s−1 for silver. In region I
we have: a) an inverse sinusoidal variation (upper panel) and
b) a sinusoidal variation (lower panel) ranging from ε1,max =
3.2 to ε1,min = 0.2 (see Eq. (34, 35)). Insets: Plots ω
spp
l ,
ωphot011 for each case.
is:
nsp⊥ = sinh
2
(
k2⊥c
2 κ
4µ2
t
)
(47)
for
µ2
µ1(t)
∼ χ+ κ cos(2ω0lt). (48)
Given that sinh(−x) = − sinhx there is no problem in
having µ2 < 0 because n
sp
⊥ depends quadratically on sinh.
This rate is also comparable to the photon-photon rate
if µ1 were varied in time above GHz frequencies. It would
be interesting to try and design experiments in centime-
ter/micrometer sized cavities using split ring resonators
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FIG. 3. (Color online) Comparison with Fig. 2 (lower panel)
for TE modes. The particle creation rate for single mode cou-
pling in the instantaneous basis approximation (solid-dark)
and the exact solution (dot-dashed-blue) for a sinusoidal vari-
ation. cf. Eq. (35), for TE111 with the same conditions as in
Fig. 2. Inset: Comparison of ω˜phot111 and ω
phot
111 .
and wire rods that are then modulated in time. This
leads to easier detection by precisely controlling the SPP
wavelength, λsp.
VI. CONCLUSION & OUTLOOK
We have discussed how SPPs can be excited out of the
vacuum for the case where a dielectric crystal changes
from a minimum to maximum value at a semiconduc-
tor semispace/metal (SM) interface during laser irradia-
tion. We separated Maxwell’s equations in a generalized
Lorenz gauge for time-dependent media, both for the per-
mittivity and permeability. For parametric oscillations of
a dielectric slab our analytic and numerical analyses show
that vacuum excited SPPs can be of the same order of
magnitude as the photon-photon rate.
The results for the photon creation rate in a cylin-
drical cavity (generalizing the rectangular case [9]) were
also found. For experimental proposals to detect DCE
radiation [10], the detection of vacuum excited SPPs has
added benefits as compared to photon modes: SPPs do
not actually need a bounding cavity as they are planar
modes (only photon modes need this for parametric en-
hancement) and for µi = constant, TM branch SPP and
photon modes are not detuned from their resonant fre-
quencies like TE photons.
As future work we should also include dissipative ef-
fects, because even without Im[ε] 6= 0, it is possible to
have imaginary ω˜ the photon branch. The separation
of variables method used here [21] that we generalized
to a Lorenz-like gauge, naturally allows one to incorpo-
rate Im[ε]. In fact, for Im[ε], the propagation length
via (2Im[k⊥])−1 for SPPs diminishes, not the production
rate, so this might lead to another benefit. These and
8other issues including de-tuning of resonant frequencies
arising from dissipation will be addressed elsewhere.
It would also be interesting to investigate the vacuum
excitation of volume/bulk plasmon polaritons (VPPs),
usually created by firing a beam of electrons, e.g., see
[31], because longitudinal modes are not excited by light
and hence require particle impact at an interface, e.g.,
see [15]. However, vacuum excitations might be achieved
dynamically by firing clusters of ‘neutral’ Argon atoms at
a sample of material [32], or by placing the sample on a
high frequency piezo, e.g., see [33]. The issue of the gap
between bulk and surface plasmons [31] indicates they
are more difficult to create.
Finally, for time dependent media, it has recently been
suggested [20] that not only transverse (TE and TM)
modes, but also longitudinal modes can be created out of
vacuum. These are usually unphysical in Gupta-Bleuler
quantization due to a cancellation among time and lon-
gitudinal components. However the authors in [20] argue
that for a time-dependent permittivity: ε(t), such a can-
cellation does not occur and surface charges arise as a
real physical effect from longitudinal modes. The issue
of quantization in general time dependent media requires
further investigation, where it would be interesting to
find the relationship, or difference, between vacuum ex-
cited SPPs and possible surface charges from longitudinal
modes.
Note Added— While this work was under revision, a
paper dealing with the spontaneous emission of photon
pairs from a metamaterial junction [34] appeared in the
literature. However, we consider instead the stimulated
emission of photon pairs from non-adiabatic changes in
the vacuum state. We also came across work with similar
ideas to those given here: that surface plasmons can be
created out of vacuum excitations at a time modulated
interface [35].
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Appendix A: Time dependent backgrounds
Here we discuss a convenient way to separate Maxwell’s
equations using Hertz vectors. This was developed
by Nisbet [19] for non-dispersive inhomogeneous time-
dependent media. Here we generalize to the case of an
isotropic and time-dependent medium.6
6 Time dependent in both the permittivity and permeability.
Maxwell’s equations in SI units are:
∇ ·B = 0, ∇×E = −B˙
∇ ·D = ρ, ∇×H− D˙ = J (A1)
where
D = ε(t,x)E B = µ(t,x)H (A2)
In the above we have assumed both a zero permanent
polarization and magnetization (P0 = M0 = 0) and
later we will also assume zero bulk charges and currents
(ρ = 0, J = 0), although for now we keep them to see
how general Maxwell’s equations can remain in order to
separate them.
We now define the electromagnetic fields in terms of
gauge potentials as follows:
B =∇×A E = −∂tA−∇A0 (A3)
where upon substitution into Maxwell’s equations (A1)
we find that Gauss’ and Ampere’s laws lead to:
−∇ ·
(
ε
∂
∂t
A
)
−∇ ·
(
ε∇A0
)
= ρ,
(A4)
∂
∂t
(
ε
∂
∂t
A
)
+
∂
∂t
(
ε∇A0
)
+∇×
( 1
µ
∇×A
)
= J.
At this point separation of these coupled equations re-
quires some assumptions to be made. The separation in
the Coulomb gauge was achieved in the seminal paper by
Dodonov, Klimov and Nikonov [28] assuming a factoris-
able ansatz: ε(r, t) = ε(t)ε(x) and µ(r, t) = µ(t)µ(x).
The separation is more difficult in the Lorenz gauge;
however, Nisbet [19] was able to separate Maxwell’s equa-
tions using what we shall call a generalized spatial Lorenz
gauge:
µε∂t(A0) +∇ · (ε(x)A) = 0, (A5)
assuming time-independent media, which is not the stan-
dard Lorenz gauge. For the case of time-dependent me-
dia, a generalized temporal Lorenz gauge can be found:
µ(t)∂t(ε(t)A0) +∇ ·A = 0, (A6)
which works as long as we assume an isotropic piecewise
homogeneous and time dependent media: ε(t), µ(t) and
∇µ = ∇ε = 0, cf. [20] for the case of µ = 1. Note
a generalized spatio-temporal Lorenz gauge of the form
µ(t)∂t(ε(t)A0) +∇ · (ε(x)A) does not lead to a complete
separation as can be verified. However, the separation
of a non-dispersive, inhomogenous, conducting and time-
dependent medium assuming a factorisable geometry (cf.
[28]) appears to be possible and will be presented else-
where.
Plugging in the temporal Lorenz gauge, Eq. (A6), into
Eq. (A5), assuming ∇ε = ∇µ = 0, leads to two uncou-
pled second order differential equations of the form
∂
∂t
(
µ
∂
∂t
(εA0)
)
−∇2A0 = ρ
ε
µ
∂
∂t
(
ε
∂
∂t
A
)
−∇2A = µJ , (A7)
9which generalizes the result found in [20] when µ = 1.
The above result also generalizes work in the Coulomb
gauge by Dodonov et al. [28] and work in [9] which con-
sidered either time-dependent ε, or µ using dual poten-
tials and hence does not allow for the inclusion of charge
and current densities which break the duality [22] (also
see [21] for time-dependent media in the Coulomb gauge).
Note the two equations (A7) are not symmetric in an
interchange of ε↔ µ which is due to the non-trivial time-
dependence of the media. However, a symmetric set of
equations (with respect to ε↔ µ) can be obtained from
the Hertz method as we show in the next section.
Appendix B: Hertz Vectors
We now define two Hertz vectors Πe and Πm as (with
µ0 = 1)
A0 = −1
ε
∇ ·Πe, A = µ∂Πe
∂t
+∇×Πm (B1)
which automatically satisfies the temporal Lorenz
gauge condition, Eq. (A6), see [19] for the definition of
potentials on a spatial Lorenz gauge. It is then possible
to show that the coupled wave equation, Eq. (A7),
separates as:
ε(t)∂t(µ(t)∂tΠe)−∇2Πe = Qe
µ(t)∂t(ε(t)∂tΠm)−∇2Πm = Qm , (B2)
where TE modes correspond to Πm while TM modes are
those for Πe (for more details see below Eq. (2)). Here
we have included the so-caled “stream potentials” [19]:
∇ ·Qe = −ρ
Q˙e +
1
µ
∇×Qm = J (B3)
set to zero in the main text as we assume that ρ,J = 0,
cf. Eq. (2). It may also be worth mentioning that these
equations are slightly different to the case discussed in
[23] that applies to a dispersive medium: ε(ω), µ(ω), on
a time-independent (eiωt) background.
The electric and magnetic fields can then be written in
terms of Hertz vectors as
E =
1
ε
∇(∇ ·Πe)− ∂t(µ∂tΠe)−∇× ∂tΠm
=
1
ε
∇× (∇×Πe)−∇× ∂tΠm ,
B = µ∇× ∂Πe
∂t
+∇× (∇×Πm) , (B4)
allowing one to easily isolate TE and TM modes.
For example, TM modes are defined by the parts
ETM ,BTM coming from Πe with z · B = 0, where a
convenient choice of Hertz vectors are:
Πe = Φ zˆ , Πm = Ψ zˆ
and Φ and Ψ represent TM and TE modes respectively.
For TM modes we obtain
ETM =
1
ε
∂1∂zΦeˆ1 +
1
ε
∂2∂zΦeˆ2 ,
BTM = µ∂2∂tΦeˆ1 − µ∂1∂tΦeˆ2 (B5)
with a similar expression for TE modes (from Πm with
z ·E = 0):
ETE = −∂2∂tΨeˆ1 + ∂1∂tΨeˆ2 ,
BTE = ∂1∂zΨeˆ1 + ∂2∂zΨeˆ2 . (B6)
These generalize the time-independent cases found e.g.
in [23].
These equations of course combine for both TE and
TM modes to give the total electric and magnetic field
strengths:
E =
(
1
ε
∂1∂zΦ− ∂2∂tΨ
)
eˆ1 +
(
1
ε
∂2∂zΦ + ∂1∂tΨ
)
eˆ2 − 1
ε
∇2⊥Φ zˆ (B7)
B = (µ∂2∂tΦ + ∂1∂zΨ) eˆ1 + (−µ∂1∂tΦ + ∂2∂zΨ) eˆ2 −∇2⊥Ψ zˆ
and generalizes the time-independent case, e.g., see [23],
to the time-dependent case.
Appendix C: Separation of variables in
time-dependent media
To allow for space-time-dependent mode functions we
can also use an instantaneous basis [36]:
Φ(r, t) =
∑
m
Qm(t)ϕm(r; t) , (C1)
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where now t becomes a parameter: ϕ(r, t)→ ϕ(r; t). The
orthonormality again is given by
∫ L
0
dz ε(t)ϕm(r; t)ϕn(r; t) = (ϕm, ϕn) = δmn (C2)
and satisfies the wave equation:
∇2ϕm(r; t) + ε(t)µ(t)ω2m(t)ϕm(r; t) = 0. (C3)
These steps appear to be identical to the standard sep-
aration of variables; however the time dependent wave
equation now becomes [36], cf. Eq. (8):
Q¨m + ω
2
m(t)Qm = (C4)
−∑∞m [2MmnQ˙n + M˙mnQn +∑∞` MnlMmlQn]
= 0 ∀ Mmn → 0
where the intermode coupling matrix is given by
Mmn =
∫ L
0
dz ε(t)ϕm(r; t)∂tϕn(r; t), (C5)
and for a crystal in free space the bounds would be ±∞.
That is the instantaneous basis approximation assumes
that the variable t becomes a parameter, such that we can
freeze time derivatives of ε˙ = ε¨ = 0 (or µ). On the other
hand, in the usual separation of variables, cf. Eq. (8),
the time derivatives remain, but a rescaling of the mode
functions allows us to find a Mathieu like solution, see
Eq. (37). As we shall see, in the instantaneous approach,
instead of these terms we obtain an infinite set of coupled
mode equations.
Upon substituting the mode expansion for the instan-
taneous basis into the Lagrangian density, Eq. (1), and
then integrating over the spacial part using the orthonor-
mality of the mode functions, defining the conjugate mo-
mentum as
Π(r, t) = ε(t)
∑
m
Pm(t)ϕm(r; t) , (C6)
we obtain, via a Legendre transform, a Hamiltonian of
the form [37]:
Heff =
∑
m
(
P 2m + ω
2
m(t)Q
2
m
)
+
∑
mn
PmQnMmn(t) .
(C7)
Now the conjugate momentum is defined by
Pm = Q˙m −MmnQn . (C8)
Only in special cases does the intermode coupling matrix,
Eq. (C5), become zero, such as for certain cavity geome-
tries or for a uniform dielectric filling the whole cavity
(a = L) [36]. However, in general, both methods intro-
duce detuning of the parametric enhancement. In the
separation of variables this comes from the shifted dis-
persion relation, ω˜l(t), while in the instantaneous basis
it comes from the intermode coupling term, Mmn(t).
Specifically, it is important to note that for SPPs con-
sidered here, the definition in Eq. (13) implies there are
no intermode coupling terms: Mmn = 0 as imposed by
the orthonormality of the SPPs. Hence the instantaneous
basis leads to a single mode equation which is only iden-
tical to the separation of variables approach for ε˙, ε¨ = 0.
This is exemplified by the fact that the frequencies do
not depend on time derivatives of ε in the instantaneous
basis method, cf. Eq. (8): ω˜sp 6= ωsp, see the insets in
Fig. 3.
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