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Abstract. Algebraic quantum field theory and prefactorization algebra are
two mathematical approaches to quantum field theory. In this monograph,
using a new coend definition of the Boardman-Vogt construction of a colored
operad, we define homotopy algebraic quantum field theories and homotopy
prefactorization algebras and investigate their homotopy coherent structures.
Homotopy coherent diagrams, homotopy inverses, A∞-algebras, E∞-algebras,
and E∞-modules arise naturally in this context. In particular, each homotopy
algebraic quantum field theory has the structure of a homotopy coherent dia-
gram of A∞-algebras and satisfies a homotopy coherent version of the causality
axiom. When the time-slice axiom is defined for algebraic quantum field the-
ory, a homotopy coherent version of the time-slice axiom is satisfied by each
homotopy algebraic quantum field theory. Over each topological space, every
homotopy prefactorization algebra has the structure of a homotopy coherent
diagram of E∞-modules over an E∞-algebra. To compare the two approaches,
we construct a comparison morphism from the colored operad for (homotopy)
prefactorization algebras to the colored operad for (homotopy) algebraic quan-
tum field theories and study the induced adjunctions on algebras.
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CHAPTER 1
Introduction
Algebraic quantum field theory and prefactorization algebra are two mathe-
matical approaches to quantum field theory. One of the main aims of this book
is to provide robust definitions of homotopy algebraic quantum field theories and
homotopy prefactorization algebras using a new definition of the Boardman-Vogt
construction of a colored operad. To compare the two mathematical approaches to
quantum field theory as well as their homotopy coherent analogues, we work within
the framework of operads. This approach allows us to employ the powerful machin-
ery from operad theory to quantum field theory. In the rest of this introduction,
we briefly introduce each of these topics without going into too much details.
1.1. Algebraic Quantum Field Theory
Algebraic quantum field theory as introduced by Haag and Kastler [HK64]
provides one mathematical approach to quantum field theory that takes into ac-
count both quantum features and the theory of relativity. An algebraic quantum
field theory A assigns to each suitable spacetime region U in a fixed Lorentzian
spacetime X an algebra A(U). To each inclusion iVU ∶ U ⊂ V , it assigns an algebra
morphism
A(iVU ) ∶ A(U) // A(V )
in a functorial way. In other words, the morphism assigned to iUU ∶ U = U is the
identity morphism of A(U), and if U ⊂ V ⊂W then there is an equality
(1.1.1) A(iWV ) ○A(iVU) = A(iWU ).
This is just another way of saying that A is a functor from the category of spacetime
regions in X to the category of algebras. Physically A(U) is the algebra of quantum
observables in the region U . Each algebra A(U) is only required to be associative,
not commutative as in the classical case. The morphism A(iVU ) sends observables
in U to observables in V .
An algebraic quantum field theory is more than just a functor from the category
of spacetime regions in X to algebras. It is required to satisfy Einstein’s causality
axiom. It states that if U and V are causally disjoint regions in W ⊂ X , then the
images of A(U) and A(V ) in A(W ) commute. The causality axiom, also known
as causal locality or just locality, is a precise way of saying that physical influences
cannot propagate faster than the speed of light. So causally disjoint regions are
independent systems. An algebraic quantum field theory is also required to satisfy
the time-slice axiom. It states that if U ⊂ V contains a Cauchy surface of V , then
the morphism
A(iVU) ∶ A(U) ≅ // A(V )
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is an isomorphism of algebras. Physically this means that all the observables in a
spacetime region V are already determined by observables in a small time interval.
Traditionally one also asks that A satisfy the isotony axiom, which states that
each A(iVU ) is an injective morphism of algebras. However, various models of quan-
tum gauge theories do not satisfy the isotony axiom. Therefore, recent literature
on algebraic quantum field theory does not always include the isotony axiom. We
follow this practice and only ask that each A(iVU ) be a morphism of algebras.
The Haag-Kastler framework is flexible in the sense that one can replace the
domain category of spacetime regions in a fixed spacetime by another category C of
spacetimes to obtain other versions of quantum field theories. One example is the
category of all oriented, time-oriented, and globally hyperbolic Lorentzian manifolds
of a fixed dimension. The resulting algebraic quantum field theories are locally
covariant quantum field theories [BFV03, Few13, FV15]. Similarly, to obtain
chiral conformal quantum field theories [BDH15] and Euclidean quantum field
theories [Sch99], one uses the domain category of oriented manifolds and oriented
Riemannian manifolds of a fixed dimension. One can also consider the category of
spacetimes with extra geometric structures, such as principal bundles, connections,
and spin structure [BS17], and the category of spacetimes with timelike boundaries
[BDS∞].
To implement the causality axiom, one asks for a small category C that has
a chosen subset ⊥ of pairs of morphisms { U1 // V U2oo } with a common
codomain. Such a pair formalizes the idea that U1 and U2 are disjoint in V . The
pair (C,⊥) is called an orthogonal category [BSW∞]. To implement the time-slice
axiom, one chooses a subset S of morphisms in C, which in the Lorentzian case
is the set of Cauchy morphisms. An algebraic quantum field theory satisfies the
time-slice axiom if the structure morphisms corresponding to morphisms in S are
isomorphisms.
Furthermore, the target category of algebras over a field K can also be replaced
by other categories of algebras. For example, instead of K-algebras, which are
monoids in the category Vect
K
of K-vector spaces, one can use differential graded
K-algebras, which are monoids in the category Chain
K
of chain complexes of K-
vector spaces. In fact, conceptually it is easier to consider the category Mon(M) of
monoids in a symmetric monoidal categoryM and then specifyM as Vect
K
, Chain
K
,
or whatever setting one wishes to work in, later if necessary.
In short, an algebraic quantum field theory on an orthogonal category (C,⊥) is
a functor
A ∶ C // Mon(M)
that satisfies the causality axiom and, if a set S of morphisms in C is chosen, the
time-slice axiom with respect to S. This definition of an algebraic quantum field
theory was introduced in [BSW∞], and we adopt it in this book.
1.2. Homotopy Algebraic Quantum Field Theory
Homotopy theory enters the picture with (i) recent toy examples of quantum
gauge theories in [BS17] that are algebraic quantum field theories up to homo-
topy and (ii) the beginning of a program in [BSS∞] to study quantum Yang-Mills
theory using the homotopy theory of stacks [Hol07, Hol08a, Hol08b]. At the
most elementary level, this means that the strict equalities in algebraic quantum
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field theories are replaced by homotopies. For example, the equality (1.1.1) that
expresses functoriality is replaced by the homotopy relation
A(iWV ) ○A(iVU) ∼ A(iWU ).
In other words, the composition on the left is chain homotopic to the morphism
on the right. The causality axiom is replaced by a similar homotopical analogue
that expresses commutativity up to chain homotopy. The homotopical version of
the time-slice axiom says that, if s ∈ S is one of the chosen morphisms, then A(s)
is a chain homotopy equivalence.
An important lesson from homotopy theory is that homotopies are only the
first layer of a much richer homotopy coherent structure. This means that we do
not simply ask for two things to be homotopic. Instead we ask for specific homo-
topies as part of the algebraic structure itself, and these homotopies satisfy higher
homotopy relations via further structure morphisms, and so forth. For instance, for
monoids and commutative monoids, the higher homotopical analogues are called
A∞-algebras and E∞-algebras, respectively. Set theoretically, in an A∞-algebra,
instead of strict associativity (ab)c = a(bc), it has a specific structure morphism
that is a homotopy (ab)c ∼ a(bc). Instead of a strict two-sided unit 1, it has specific
structure morphisms that are homotopies 1a ∼ a ∼ a1. There is an infinite family
of higher structure morphisms that relate these homotopies.
Operad theory is a powerful framework originating from homotopy theory that
allows one to keep track of the enormous amount of data in higher homotopical
structures in a manageable way. An operad O has a set of objects C, like a small
category, but the domain of a morphism
(c1, . . . , cn) f // d
is a finite, possibly empty, sequence of objects. Just like in a category, one can
compose these morphisms. Moreover, the domain objects can be permuted. These
morphisms should be thought of as models of n-ary operations, and they satisfy
some reasonable unity, equivariance, and associativity axioms. To emphasize the
set C of objects, we call it a C-colored operad.
Similar to an algebra or a monoid, an operad O can act on objects, called
O-algebras. For example, there is an associative operad As whose algebras are
monoids, and there is a commutative operad Com whose algebras are commutative
monoids. As a general rule, if there is an operad for a certain type of structure, then
there is a colored operad for C-diagrams of such structure. So there is a colored op-
erad whose algebras are C-diagrams of monoids in M, i.e., functors C // Mon(M).
With more work, one can even write down a colored operad OM
C
whose algebras
are algebraic quantum field theories on an orthogonal category C = (C,⊥). In other
words, it is possible to incorporate the causality axiom, which is a kind of commu-
tativity, and the time-slice axiom, which is a kind of invertibility, into the colored
operad itself. The construction of the colored operad OM
C
for algebraic quantum
field theories was made explicit in [BSW∞].
To capture homotopy algebraic quantum field theories with all of the higher
homotopical structure, we once again follow an established principle in homotopy
theory. If O is an operad for a certain kind of algebras, then the homotopy coher-
ent versions of these algebras are obtained as algebras over a suitable resolution
P
∼ // O of O. This is analogous to replacing a module by a projective resolution
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in homological algebra, so we want P to be nice in some way. In the terminol-
ogy of model category theory, we ask P to be a cofibrant resolution of O in the
model category of operads. In homological algebra we learned that projective res-
olutions of a given module are not unique, and which projective resolution to use
depends on one’s intended applications. For instance, corresponding to monoids
and commutative monoids, there are different versions of A∞-algebras and E∞-
algebras, depending on which resolutions one chooses for the associative operad
and the commutative operad. A good choice of a resolution of the colored operad
OM
C
for algebraic quantum field theories is its Boardman-Vogt resolution, which was
originally defined for topological operads in [BV72] to study homotopy invariant
algebraic structures.
In [BM06, BM07] the Boardman-Vogt construction of a colored operad was
extended from the category of topological spaces to a general symmetric monoidal
category equipped with a segment, which provides a concept of length. For example,
for topological spaces, a segment is given by the unit interval [0,1]. For chain
complexes over K, a segment is given by the two-stage complex K
(+,−)
//
K⊕K
concentrated in degrees 1 and 0. In [BM06] the Boardman-Vogt construction of
an operad O is entrywise defined inductively as a sequential colimit, with each
morphism in the sequence defined as a pushout that takes input from the previous
inductive stage. To effectively apply the machinery to quantum field theory, we
need a more direct construction. So we will introduce a new definition of the
Boardman-Vogt construction of a colored operad that is entrywise defined in one
step as a coend indexed by a category of trees, called a substitution category.
Given a flavor of spacetimes, i.e., a choice of an orthogonal category C = (C,⊥),
we will define homotopy algebraic quantum field theories on C as algebras over the
Boardman-Vogt construction WOM
C
of the colored operad OM
C
. All of the higher
homotopy relations in homotopy algebraic quantum field theories are parametrized
by the substitution categories in the coends. An algebraic quantum field theory is an
OM
C
-algebra, which in turn is a C-diagram of monoids C // Mon(M) that satisfies
the causality axiom and possibly the time-slice axiom if a set S of morphisms in
C is given. Replacing everything by their higher homotopical analogues, we will
show that every homotopy algebraic quantum field theory on C, i.e., WOM
C
-algebra,
has the structure of a homotopy coherent C-diagram of A∞-algebras that satisfies
a homotopy coherent version of the causality axiom. Furthermore, if a set S of
morphisms in C is given, then it also satisfies a homotopy coherent version of the
time-slice axiom.
An important point here is that all of the higher homotopies, such as the ones
expressing homotopy functoriality, homotopy causality, and homotopy time-slice,
are specific structure morphisms of aWOM
C
-algebra. In other words, all of the higher
homotopies are already encoded in the Boardman-Vogt construction WOM
C
itself.
Our coend definition of the Boardman-Vogt construction plays a crucial role in our
understanding of the structure in homotopy algebraic quantum field theories.
1.3. Homotopy Prefactorization Algebra
Prefactorization algebras were introduced in [CG17] to provide another math-
ematical framework for quantum field theory that is analogous to the deformation
quantization approach to quantum mechanics. For a given topological space X , to
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each open subset U ⊂ X , a prefactorization algebra F on X assigns a chain com-
plex F(U). To each finite sequence U1, . . . , Un of pairwise disjoint open subsets in
V ⊂X , F assigns a chain map
F(U1)⊗⋯⊗F(Un) F
V
U1,...,Un // F(V ) .
In particular, for an inclusion U ⊂ V of open subsets in X ,
F
V
U ∶ F(U) // F(V )
is a chain map. This data is required to satisfy some reasonable unity, equivariance,
and associativity conditions. For example, for open subsets U ⊂ V ⊂ W in X , a
part of the associativity condition is the equality
F
W
V ○ FVU = FWU ∶ F(U) // F(W ).
In particular, a prefactorization algebra F on X has the structure of a functor
Open(X) // Chain
K
from the category of open subsets in X with inclusions as morphisms. There is
also a time-slice axiom in this setting, called local constancy in [CG17]. If S is a
chosen set of morphisms in Open(X), then one asks that each structure morphism
F
V
U with (U ⊂ V ) ∈ S be an isomorphism.
Physically F(U) is the collection of quantum observables in U . The chain map
F
V
U1,...,Un
means that if the Ui’s are pairwise disjoint in V , then their observables
can be multiplied in F(V ). This is the main difference between a prefactorization
algebra and an algebraic quantum field theory. In an algebraic quantum field the-
ory, every object A(U) is a monoid, so observables in a spacetime region U can
always be multiplied. On the other hand, in a prefactorization algebra F, only ob-
servables from pairwise disjoint regions can be multiplied. Furthermore, part of the
equivariance condition says that F(∅X), where ∅X ⊂X denotes the empty subset,
is a commutative differential graded algebra. For each open subset V ⊂ X , since∅X is disjoint from V , there is a structure morphism
only one F(V )ucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
F(∅X) ⊗⋯⊗F(V )⊗⋯⊗ F(∅X) F
V
∅X,...,V,...,∅X // F(V )
that gives each F(V ) the structure of an F(∅X)-module. These objectwise F(∅X)-
modules are compatible with the structure morphisms FVU .
To facilitate the comparison between the above two mathematical approaches
to quantum field theory, we will take a slightly more abstract approach to prefac-
torization algebras. To define a prefactorization algebra, what one really needs is
a small category C, whose objects are thought of as spacetime regions, that has
a suitable notion of pairwise disjointedness. In other words, one chooses a set △
of finite sequences of morphisms {fi ∶ Ui // V }ni=1 in C with a common codomain.
Such a finite sequence, called a configuration, formalizes the idea that the Ui’s are
pairwise disjoint in V . These configurations are required to satisfy some natural
axioms, such as closure under composition and permutation. The pair Ĉ = (C,△)
is called a configured category.
As in the case of algebraic quantum field theory, we allow the base category
to be a general symmetric monoidal category M instead of just Chain
K
. A pref-
actorization algebra on a configured category Ĉ is defined as an algebra over the
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colored operad OM
Ĉ
whose entries are coproducts ∐△′ 1, with △′ a suitable subset
of configurations and 1 the monoidal unit in M. To implement the time-slice axiom
with respect to a set S of morphisms in C, we replace the colored operad OM
Ĉ
by a
suitable localization.
Proceeding as in the story of algebraic quantum field theory, we define ho-
motopy prefactorization algebras on a configured category Ĉ as algebras over the
Boardman-Vogt construction WOM
Ĉ
of the colored operad OM
Ĉ
. Once again due to
our one-step coend definition of the Boardman-Vogt construction, we are able to
make explicit the structure of homotopy prefactorization algebras. Let us take as
an example the configured category associated to the category Open(X) of open
subsets of a topological space X with configurations defined by pairwise disjoint-
edness. In this setting, we will show that a homotopy prefactorization algebra Y
has, first of all, an E∞-algebra structure in the entry Y∅X corresponding to the
empty subset of X . It also has the structure of a homotopy coherent Open(X)-
diagram and satisfies a homotopy coherent version of the time-slice axiom if a set
S of open subset inclusions is given. Furthermore, for each open subset V ⊂ X ,
the entry YV admits the structure of an E∞-module over the E∞-algebra Y∅X .
These objectwise E∞-modules are homotopy coherently compatible with the ho-
motopy coherent Open(X)-diagram structure of Y . Once again, all of the higher
homotopical structure is already encoded in the Boardman-Vogt constructionWOM
Ĉ
itself.
1.4. Comparison
Given that both algebraic quantum field theory and prefactorization algebra
are mathematical approaches to quantum field theory, a natural question is how
they are related. The two approaches certainly have something in common. In both
settings, we consider functors from some category C, whose objects are thought of
as spacetime regions, to some target category, such as Vect
K
or Chain
K
. Moreover,
in each setting there is a time-slice axiom that says that some chosen structure
morphisms are invertible. Our comparison of the two approaches happens at two
levels.
We first compare orthogonal categories, on which (homotopy) algebraic quan-
tum field theories are defined, and configured categories, on which (homotopy)
prefactorization algebras are defined. Informally, every orthogonal category gener-
ates a configured category, in which a configuration is a finite sequence of pairwise
orthogonal morphisms. Conversely, every configured category restricts to an or-
thogonal category, in which the orthogonal pairs are the binary configurations.
The precise version says that the category of orthogonal categories embeds as a
full reflective subcategory in the category of configured categories. This is not an
adjoint equivalence, so the two categories are genuinely different.
Next we compare prefactorization algebras on a configured category Ĉ and
algebraic quantum field theories on the associated orthogonal category C. We
construct a comparison morphism
OM
Ĉ
// OM
C
1.5. ORGANIZATION 17
from the colored operad OM
Ĉ
defining prefactorization algebras on Ĉ to the colored
operad OM
C
defining algebraic quantum field theories on C. Since our Boardman-
Vogt construction is natural, there is an induced comparison morphism
WOM
Ĉ
// WOM
C
from the colored operad WOM
Ĉ
defining homotopy prefactorization algebras to the
colored operad WOM
C
defining homotopy algebraic quantum field theories. These
comparison morphisms induce various comparison adjunctions between (homotopy)
prefactorization algebras and (homotopy) algebraic quantum field theories, with or
without the time-slice axiom.
Although prefactorization algebras and algebraic quantum field theories are dif-
ferent in general, there is one important case when they are equal. This situation
corresponds to the maximal configured category and the maximal orthogonal cate-
gory for a given small category C. In this case, both the category of prefactorization
algebras and the category of algebraic quantum field theories are isomorphic to the
category of C-diagrams of commutative monoids. We interpret this situation as
saying that the two mathematical approaches to quantum field theory both reduce
to the classical case, where observables form commutative algebras. Furthermore,
since E∞-algebras are homotopy coherent versions of commutative algebras, in this
case both the category of homotopy prefactorization algebras and the category of
homotopy algebraic quantum field theories are isomorphic to the category of ho-
motopy coherent C-diagrams of E∞-algebras.
1.5. Organization
This book is divided into two parts. The first part is about operads, with
special emphasize on our version of the Boardman-Vogt construction in terms of
coends. The second part is the application of the machinery in the first part to
algebraic quantum field theory, prefactorization algebra, and their homotopy co-
herent analogues. Each chapter has its own introduction. A brief description of
each chapter follows.
To keep this book relatively self-contained, Part 1 begins with Chapter 2 in
which we review basic concepts of category theory, including colimits, coends, ad-
joint functors, monoidal categories, monads, and localization. Our coend definition
of the Boardman-Vogt construction uses the language of trees. In Chapter 3 we
review the basic combinatorics of trees and their composition, called tree substitu-
tion.
Colored operads are defined in Chapter 4. We give four equivalent definitions
of colored operads. We first define colored operads as monoids with respect to the
colored circle product. Then we give three more equivalent descriptions in terms
of generating operations, partial compositions, and trees. As soon as we start
discussing colored operads in this chapter, we will work over a general symmetric
monoidal categoryM. The reader who is interested in a specific base category, such
as Chain
K
, should feel free to take M as this category throughout.
In Chapter 5 we discuss further properties of operads, including change-of-
operad adjunctions and change-of-category functors. We briefly discuss the model
category structure on the category of algebras over a colored operad. This chapter
ends with the discussion of a localization of a colored operad, which is analogous
to the localization of a category. A localized colored operad is a colored operad in
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which some unary elements have been inverted. We need localized colored operads
when we discuss the time-slice axiom in (homotopy) prefactorization algebras.
In Chapter 6 we define the Boardman-Vogt construction of a colored operad
using a coend indexed by a category of trees and discuss its naturality properties.
Each colored operad O has a Boardman-Vogt construction WO together with an
augmentation η ∶ WO // O. In favorable situations, such as when the underlying
category is Chain
K
with K a field of characteristic zero, the augmentation is a weak
equivalence, and the induced adjunction between the categories of algebras is a
Quillen equivalence. However, to understand the structure of homotopy algebraic
quantum field theories and homotopy prefactorization algebras, we only need the
Boardman-Vogt construction itself, not its homotopical properties.
In Chapter 7 we study the Boardman-Vogt construction of various colored
operads of interest. Due to our one-step coend definition of the Boardman-Vogt
construction, we are able to write down a coherence theorem for their algebras. As
examples, we discuss in details homotopy coherent diagrams, homotopy inverses
in homotopy coherent diagrams, specific models of A∞-algebras and E∞-algebras,
and homotopy coherent diagrams of A∞-algebras and of E∞-algebras. All of these
homotopy coherent algebraic structures are relevant in our study of homotopy alge-
braic quantum field theories and homotopy prefactorization algebras. This finishes
Part 1.
Part 2 begins with Chapter 8 in which we discuss the colored operad for al-
gebraic quantum field theories following [BSW∞]. Examples include diagrams of
(commutative) monoids, quantum field theories on (equivariant) topological spaces,
chiral conformal quantum field theories, Euclidean quantum field theories, locally
covariant quantum field theories, and quantum field theories on structured space-
times and on spacetimes with timelike boundary.
In Chapter 9 we define homotopy algebraic quantum field theories as algebras
over the Boardman-Vogt construction WOM
C
applied to the colored operad OM
C
for
algebraic quantum field theories. We record a coherence theorem for homotopy
algebraic quantum field theories. Each homotopy algebraic quantum field theory
is shown to have the structure of a homotopy coherent diagram of A∞-algebras
and to satisfy a homotopy coherent version of the causality axiom. When a set
of morphisms in C is given, each homotopy algebraic quantum field theory also
satisfies a homotopy coherent version of the time-slice axiom.
In Chapter 10 we define configured categories and prefactorization algebras on
them. We will see that commutative monoids and their modules feature promi-
nently in prefactorization algebras. In Chapter 11 we define homotopy prefactor-
ization algebras on a configured category Ĉ as algebras over the Boardman-Vogt
construction WOM
Ĉ
of the colored operad OM
Ĉ
for prefactorization algebras. We
record a coherence theorem for homotopy prefactorization algebras. In addition to
a homotopy coherent diagram structure, we will see that E∞-algebras and their
E∞-modules play prominent roles in homotopy prefactorization algebras.
In Chapter 12 we compare the two mathematical approaches to quantum field
theory featured in this book. We show that the category of orthogonal categories
embeds in the category of configured categories as a full reflective subcategory.
Then we construct a comparison morphism OĈ
// O
C
that we use to compare
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(homotopy) prefactorization algebras and (homotopy) algebraic quantum field the-
ories. We discuss examples of prefactorization algebras that come from algebraic
quantum field theories and those that do not. This concludes Part 2.
Audience. This book is intended for graduate students, mathematicians, and
physicists. Throughout this book, we include many examples and a lot of motivation
and interpretation of results both mathematically and physically. Since we actually
review the basics of categories and operads, an ambitious advanced undergraduate
should be able to follow this book.

Part 1
Operads

CHAPTER 2
Category Theory
In this chapter, we recall some basic concepts of category theory and some
relevant examples. The reader who is familiar with basic category theory can just
read the examples in Section 2.2 and skip the rest of this chapter. Our references
for category theory are [Bor94a, Bor94b, Mac98]. Categories were originally
introduced by Eilenberg and Mac Lane [EM45].
In Section 2.1 we review categories, functors, natural transformations, and
equivalences. A long list of examples of categories that will be used in later chap-
ters are given in Section 2.2. In Section 2.3 we review limits, colimits, and coends,
which will play a crucial role in our definition of the Boardman-Vogt construction of
a colored operad in Chapter 6. In Section 2.4 we discuss adjoint functors. In Section
2.5 we review symmetric monoidal categories, which are the most natural setting
to discuss colored operads. In Section 2.6 and Section 2.7 we review monoids and
monads, which are important because algebras over a colored operad are defined as
algebras over the associated monad. In Section 2.8 we review localization of cate-
gories, which will be needed to discuss the time-slice axiom in algebraic quantum
field theories in Chapter 8.
2.1. Basics of Categories
Definition 2.1.1. A category C consists of the following data:
● a class Ob(C) of objects ;● for any two objects a, b ∈ Ob(C), a set C(a, b) of morphisms with domain
a and codomain b;● for each object a ∈ Ob(C), an identity morphism Ida ∈ C(a, a);● for any objects a, b, c ∈ Ob(C), a function called the composition
C(b, c) × C(a, b) ○ // C(a, c)
sending (g, f) to g ○ f = gf , called the composition of g and f .
The above data is required to satisfy the following two axioms.
Associativity: Suppose (h, g, f) ∈ C(c, d) × C(b, c) × C(a, b). Then there is
an equality
h ○ (g ○ f) = (h ○ g) ○ f in C(a, d).
Unity: For any objects a, b ∈ Ob(C) and morphism f ∈ C(a, b), there are
equalities
f ○ Ida = f = Idb ○ f in C(a, b).
The collection of all morphisms in C is written as Mor(C).
Definition 2.1.2. Suppose C is a category.
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(1) The opposite category Cop is the category with the same objects as C
and with morphism sets Cop(a, b) = C(b, a). Its identity morphisms and
composition are defined by those in C.
(2) A subcategory of C is a category D such that:
(a) There is an inclusion Ob(D) ⊆ Ob(C) on objects.
(b) For any objects a, b ∈ Ob(D), there is a subset inclusion D(a, b) ⊆
C(a, b) on morphisms.
(c) For each object a ∈ Ob(D), the identity morphism Ida ∈ D(a, a) is the
identity morphism of a ∈ Ob(C).
(d) Suppose (g, f) ∈ D(b, c) × D(a, b). Then their composition g ○ f ∈
D(a, c) in D is equal to the composition g ○ f ∈ C(a, c) in C.
(3) A subcategory D of C is a full subcategory if, for any objects a, b ∈ Ob(D),
there is an equality D(a, b) = C(a, b) of morphism sets.
(4) C is called a small category if Ob(C) is a set.
(5) An isomorphism f ∈ C(a, b) is a morphism such that there exists an inverse
f−1 ∈ C(b, a) satisfying
f ○ f−1 = Idb and f−1 ○ f = Ida.
An inverse is unique if it exists. An isomorphism is also denoted by ≅.
(6) A groupoid is a category in which all morphisms are isomorphisms.
(7) A discrete category is a category whose only morphisms are the identity
morphisms.
Definition 2.1.3. A functor F ∶ C // D from a category C to a category D
consists of
● an assignment on objects
Ob(C) // Ob(D), a ✤ // Fa;
● for any objects a, b ∈ Ob(C), a function on morphism sets
(2.1.4) C(a, b) // D(Fa,Fb), f ✤ // Ff.
The above data is required to satisfy the following two axioms.
Preservation of Identity: For each object a ∈ Ob(C), there is an equality
F (Ida) = IdFa in D(Fa,Fa).
Preservation of Composition: For any morphisms (g, f) ∈ C(b, c)×C(a, b),
there is an equality
F (g ○ f) = Fg ○ Ff in D(Fa,Fc).
If C is a small category, we also call a functor C // D a C-diagram in D. The
identity functor IdC ∶ C // C is the functor given by the identity functions on both
objects and morphisms.
Definition 2.1.5. A functor F ∶ C // D is called:
(1) full (resp., faithful) if for any objects a, b ∈ C, the function on morphism
sets in (2.1.4) is surjective (resp., injective);
(2) essentially surjective if for each object d ∈ D, there exist an object c ∈ C
and an isomorphism Fc
≅ // d.
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An object d ∈ D is in the essential image of F if there exist an object c ∈ C and an
isomorphism Fc
≅ // d.
Definition 2.1.6. Suppose F ∶ C // D and G ∶ D // E are functors.
(1) The composition of functors
GF = G ○ F ∶ C // E
is defined by composing the assignments on objects and the functions on
morphism sets.
(2) We call F an isomorphism if there exists a functor F −1 ∶ D // C such
that
FF −1 = IdD and F −1F = IdC.
An inverse F −1 is unique if it exists.
Definition 2.1.7. Suppose F,G,H ∶ C // D are functors from C to D.
(1) A natural transformation θ ∶ F // G consists of a structure morphism
θa ∈ D(Fa,Ga) for each a ∈ Ob(C) such that, if f ∈ C(a, b) is a morphism
for some object b ∈ C, then
Gf ○ θa = θb ○ Ff in D(Fa,Gb).
(2) If θ ∶ F // G and η ∶ G // H are natural transformations, their composi-
tion is the natural transformation ηθ ∶ F // H with structure morphisms(ηθ)a = ηa ○ θa for a ∈ Ob(C).
(3) A natural isomorphism is a natural transformation in which every struc-
ture morphism is an isomorphism.
Definition 2.1.8. An equivalence between categories C and D consists of a
pair of functors F ∶ C // D and G ∶ D // C and a pair of natural isomorphisms
IdC
≅ // GF and IdD
≅ // FG .
In this setting, we say that F is an equivalence of categories and that the categories
C and D are equivalent via the functors F and G. A category is said to be essentially
small if it is equivalent to a small category.
Notation 2.1.9. The following notations and conventions will be used.
● If x is an object or a morphism in a category C, we will often write x ∈ C
instead of x ∈ Ob(C) or x ∈Mor(C).
● A morphism f ∈ C(a, b) is also written as f ∶ a // b or a f // b .
● A functor F ∶ C // D is also written as C F // D .
● A natural transformation θ ∶ F // G is also written as F θ // G .
2.2. Examples of Categories
In this section, we list some relevant examples of categories that we will use
later.
Example 2.2.1. The empty category, with no objects and no morphisms, is
denoted by ∅. ◇
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Example 2.2.2 (Functor categories). Given any categories C and D, there is
a functor category Fun(C,D) with functors C // D as objects and natural trans-
formations between them as morphisms. If C is a small category, we also call the
functor category Fun(C,D) a diagram category and denote it by DC. ◇
Example 2.2.3 (Product categories). Given any categories C and D, there is
a product category C ×D with objects Ob(C) ×Ob(D) and morphism sets
(C ×D)((c, d), (c′, d′)) = C(c, c′) ×D(d, d′)
for c, c′ ∈ C and d, d′ ∈ D. ◇
Example 2.2.4 (Under categories). Suppose a is an object in a category C.
The under category a ↓ C is the category whose objects are morphisms in C of
the form a // b. A morphism f ∶ (a // b) // (a // c) in the under category is a
morphism f ∶ b // c in C such that the triangle
a //
!!❇
❇❇
❇❇
❇❇
❇ b
f

c
in C is commutative. The identity morphisms and composition are defined by those
in C. ◇
Example 2.2.5 (Sets). There is a category Set with sets as objects and func-
tions as morphisms. ◇
Example 2.2.6 (Vector spaces). For a field K, there is a category Vect
K
with
K-vector spaces as objects and linear maps as morphisms. ◇
Example 2.2.7 (Chain complexes). There is a category Chain
K
with chain
complexes of K-vector spaces as objects and chain maps as morphisms. Via the
reindexing Xn
✤ // X−n, one can also regard Chain
K
as the category of cochain
complexes of K-vector spaces. With this in mind, everything below about chain
complexes also holds for cochain complexes. ◇
Example 2.2.8 (Topological spaces). There is a category Top whose objects are
compactly generated weak Hausdorff spaces and whose morphisms are continuous
maps. ◇
Example 2.2.9 (Simplex category). The simplex category ∆ has objects the
finite totally ordered sets
[n] = {0 < 1 < ⋯ < n}
for n ≥ 0. A morphism is a weakly order-preserving map, i.e., f(i) ≤ f(j) if i < j.◇
Example 2.2.10 (Simplicial sets). For a category C, the diagram category
C∆
op = Fun(∆op,C)
is called the category of simplicial objects in C. If C is the category of sets, then
Set∆
op
is also written as SSet, and its objects are called simplicial sets. ◇
Example 2.2.11 (Small categories). There is a category Cat whose objects are
small categories and whose morphisms are functors. ◇
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Example 2.2.12 (Partially ordered sets and lattices). Each partially ordered
set (S,≤) becomes a small category with object set S, and there is a morphism
a // b if and only if a ≤ b. We will denote this category by S. For a, b ∈ S, the
morphism set S(a, b) is either empty or a one-element set. A lattice is a partially
ordered set such that every pair of distinct elements {a, b} has both a least upper
bound a ∨ b and a greatest lower bound a ∧ b. A bounded lattice is a lattice with a
least element 0 and a greatest element 1. ◇
Example 2.2.13 (Open subsets of a topological space). For each topological
space X , there is a partially ordered set (Open(X),⊂) consisting of open subsets
of X in which U ⊂ V if and only if U is a subset of V . By Example 2.2.12 we
will also consider Open(X) as a category with open subsets of X as objects and
subset inclusions as morphisms. Note that Open(X) is a bounded lattice. For open
subsets U,V ⊂ X , their least upper bound is the union U ∪ V , and their greatest
lower bound is the intersection U ∩V . The least element is the empty subset of X ,
and the greatest element is X . ◇
Example 2.2.14 (Equivariant topological spaces). Suppose G is a group, and
X is a topological space in which G acts on the left by homeomorphisms. Suppose
Open(X)G is the category obtained from Open(X) in Example 2.2.13 by adjoining
the isomorphisms
g ∶ U ≅ // gU
for each open subset U ⊂X and each g ∈ G, subject to the following three relations:
(1) e ∶ U // eU = U is IdU , where e is the multiplicative unit in G.
(2) The composition of g ∶ U // gU and h ∶ gU // hgU is hg ∶ U // hgU .
(3) The diagram
U
g

inclusion // V
g

gU
inclusion // gV
is commutative for all open subsets U ⊂ V in X and g ∈ G.
Each morphism in Open(X)G decomposes as
U
g
≅
// gU
inclusion // gV
for some g ∈ G. If G is the trivial group, then Open(X)G is the category Open(X)
in Example 2.2.13. ◇
Example 2.2.15 (Oriented manifolds). For each integer d ≥ 1, there is a
category Mand with d-dimensional oriented manifolds as objects and orientation-
preserving open embeddings as morphisms. The reader may consult [One93] for
discussion of manifolds. We always assume that a manifold is Hausdorff and second-
countable. By Whitney Embedding Theorem, Mand is essentially small. In what
follows, we will tacitly replace Mand by an equivalent small category. ◇
Example 2.2.16 (Discs). There is a full subcategory
i ∶ Discd // Mand
whose objects are oriented manifolds diffeomorphic to Rd, where R is the field of
real numbers. ◇
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Example 2.2.17 (Oriented Riemannian manifolds). For each integer d ≥ 1,
there is a category Riemd with d-dimensional oriented Riemannian manifolds as
objects and orientation-preserving isometric open embeddings as morphisms. As in
the Example 2.2.15, Riemd is essentially small, and we will tacitly replace it by an
equivalent small category. ◇
Example 2.2.18 (Lorentzian manifolds). The reader is referred to [BGP07,
BEE96, One93] for detailed discussion of Lorentzian geometry. A Lorentzian
manifold is a manifold X equipped with a pseudo-Riemannian metric g of signa-
ture (+,−, . . . ,−). A tangent vector v in a Lorentzian manifold (X,g) is timelike
(resp., causal) if g(v, v) > 0 (resp., g(v, v) ≥ 0). A smooth curve f ∶ [0,1] // X
is a timelike/causal curve if its tangent vectors are all timelike/causal. A time-
orientation t on an oriented Lorentzian manifold (X,g, o) is a smooth vector field
t on X such that the vector tx is timelike at each point x ∈X .
Suppose (X,g, o, t) is an oriented and time-oriented Lorentzian manifold. A
causal curve f is future-directed if g(tx, f˙x) > 0 and past-directed if g(tx, f˙x) < 0 at
each x ∈ X , where f˙x is the tangent vector of f at x. The causal future/past of a
point x ∈ X is the set J+X(x) (resp., J−X(x)) consisting of x and points in X that
can be reached from x by a future/past-directed causal curve. A subset A ⊂ X is
causally compatible if for each a ∈ A, J±X(a) ∩A = J±A(a). Two subsets A and B in
X are causally disjoint if for each point a ∈ A, J±X(a) ∩B = ∅. A Cauchy surface
in (X,g, o, t) is a smooth hypersurface that intersects every inextensible timelike
curve exactly once. We call (X,g, o, t) globally hyperbolic if it contains a Cauchy
surface.
For each integer d ≥ 1, there is a category Locd with d-dimensional oriented,
time-oriented, and globally hyperbolic Lorentzian manifolds as objects. A mor-
phism in Locd is an isometric embedding that preserves the orientations and time-
orientations whose image is causally compatible and open. As in Example 2.2.15,
Loc
d is essentially small, and we will tacitly replace it by an equivalent small cate-
gory. ◇
Example 2.2.19 (Globally hyperbolic open subsets). Similar to Example 2.2.13,
for a fixed Lorentzian manifold X ∈ Locd, there is a category Gh(X) with globally
hyperbolic open subsets of X as objects and subset inclusions as morphisms. There
is a functor
i ∶ Gh(X) // Locd
given by restricting the structures of X to globally hyperbolic open subsets. ◇
Example 2.2.20 (Lorentzian manifolds with bundles). Suppose G is a Lie
group. There is a category LocdG in which an object is a pair (X,P ) with X ∈ Locd
and P a principal G-bundle over X . A morphism f ∶ (X,P ) // (Y,Q) in LocdG
is a principal G-bundle morphism f ∶ P // Q covering a morphism f ′ ∶ X // Y .
There is a forgetful functor
π ∶ LocdG // Locd
that forgets about the bundle. ◇
Example 2.2.21 (Lorentzian manifolds with bundles and connections). Sup-
pose G is a Lie group. There is a category LocdG,con in which an object is a triple
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(X,P,C) with (X,P ) ∈ LocdG and C a connection on P . A morphism in LocdG,con is
a morphism in LocdG that preserves the connections. There is a forgetful functor
p ∶ LocdG,con // LocdG
that forgets about the connection. Composing with the forgetful functor in Example
2.2.20, there is a forgetful functor
πp ∶ LocdG,con // Locd
that forgets about both the bundle and the connection. ◇
Example 2.2.22 (Lorentzian manifolds with spin structures). Suppose d ≥ 4.
There is a category SLocd with d-dimensional oriented, time-oriented, and globally
hyperbolic Lorentzian spin manifolds as objects. To be more precise, an object is
a triple (X,P,ψ) with X ∈ Locd, P a principle Spin0(1, d − 1)-bundle over X , and
ψ ∶ P // FX a Spin0(1, d − 1)-equivariant bundle map over IdX to the pseudo-
orthonormal oriented and time-oriented frame bundle FX over X . A morphism
f ∶ (X,P,ψ) // (Y,Q,φ) in SLocd is a principal Spin0(1, d − 1)-bundle morphism
f ∶ P // Q covering a morphism f ′ ∶ X // Y such that φf = f ′∗ψ. Here f ′∗ ∶
FX // FY is the pseudo-orthonormal oriented and time-oriented frame bundle
morphism induced by f ′.
There is a forgetful functor
π ∶ SLocd // Locd
that forgets the spin structure such that the fiber π−1(X) is a groupoid for each
X ∈ Locd. Here π−1(X) is the subcategory of SLocd whose objects are sent to X
and whose morphisms are sent to IdX by π. ◇
Example 2.2.23 (Regions in spacetime with timelike boundary). Following
[BDS∞] we define a spacetime with timelike boundary as an oriented and time-
oriented Lorentzian manifold X with boundary [Lee13] such that the pullback of
the Lorentzian metric along the boundary inclusion ∂X // X defines a Lorentzian
metric on the boundary ∂X . There is a category of regions inX , denoted Reg(X), in
which an object is a causally convex open subset in X with inclusions as morphisms.
It contains a full subcategory Reg(X0) whose objects are causally convex open
subsets contained in the interior X0 of X . ◇
2.3. Limits and Colimits
Definition 2.3.1. Suppose F ∶ D // C is a functor
(1) For an object c ∈ C, the constant functor ∆c ∶ D // C is the functor that
sends every object in D to c and every morphism in D to Idc.
(2) A limit of F is a pair (limF, θ) consisting of● an object limF ∈ C and● a natural transformation θ ∶∆limF // F
that satisfies the following universal property: If (y,φ) is another such
pair, then there exists a unique morphism
f ∶ y // limF ∈ C such that φ = θ ○∆f ,
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where ∆f ∶ ∆y // ∆limF is the obvious natural transformation induced
by f . Omitting ∆ we may represent a limit of F as follows.
limF
θ

y
∀φ
//
∃! f
<<
F
If a limit of F exists, then it is unique up to a unique isomorphism in C.
(3) A colimit of F is a pair (colimF, θ) consisting of● an object colimF ∈ C and● a natural transformation θ ∶ F // ∆colimF
that satisfies the following universal property: If (z,ψ) is another such
pair, then there exists a unique morphism
f ∶ colimF // z ∈ C such that ψ =∆f ○ θ.
We may represent a colimit of F as follows.
F
θ //
∀ψ
$$❏
❏❏
❏❏
❏❏
❏❏
❏ colimF
∃! f

z
If a colimit of F exists, then it is unique up to a unique isomorphism in
C. We will often write a colimit of F as either colimF or colimDF if we
wish to emphasize its domain category.
(4) C is (co)complete if every functor from a small category to C has a
(co)limit.
Example 2.3.2. The categories Set, Top, SSet, Cat, Vect
K
, and Chain
K
are
complete and cocomplete. ◇
Example 2.3.3 (Initial and Terminal Objects). Taking D to be the empty
category ∅ and F ∶ ∅ // C the trivial functor, a limit of F (i.e., of the empty
diagram) is called a terminal object in C. More explicitly, a terminal object ∗ in
C is an object such that, for each object c ∈ C, there exists a unique morphism
c // ∗. Dually, a colimit of the empty diagram is called an initial object in C. An
initial object i ∈ C is characterized by the universal property that for each object
c ∈ C, there exists a unique morphism i // c. In what follows, we will often use
the symbol ∅ to denote an initial object in C, and the reader should not confuse it
with the empty category.
For instance:
(1) In the category Set, the empty set is an initial object, and a terminal
object is exactly a one-element set.
(2) In Vect
K
and Chain
K
, the 0 vector space (or chain complex) is both an
initial object and a terminal object.
(3) For a topological space X , the category Open(X) has the empty subset
of X as an initial object and X as a terminal object. ◇
Example 2.3.4 (Coproducts and Products). Taking D to be a small discrete
category, a functor F ∶ D // C is determined by the set of objects {Fd ∶ d ∈ D}.
A (co)limit of F is called a (co)product of the set of objects {Fd ∶ d ∈ D}, denoted
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by ∏d∈D Fd (resp., ∐d∈D Fd). For instance, in VectK and ChainK, coproducts and
finite products are both given by direct sums. ◇
Example 2.3.5 (Pushouts and Pullbacks). Suppose D is the category
1 0oo // 2
with three objects and two non-identity morphisms as indicated. A colimit of
F ∶ D // C is called a pushout of the diagram F1 F0oo // F2 . A limit of
F ∶ Dop // C is called a pullback of the diagram F1 // F0 F2oo . ◇
Example 2.3.6 (Coequalizers and Equalizers). A coequalizer of a pair of par-
allel morphisms f, g ∶ a // b in C is a pair (c, u) consisting of an object c ∈ C and
a morphism u ∶ b // c such that uf = ug and that is initial among such pairs.
In other words, for every other such pair (d, v), there exists a unique morphism
v′ ∶ c // d such that v = v′u.
a
f
//
g
// b
u //
∀v

c
∃! v′

uf = ug
d vf = vg
A reflexive pair is a pair of morphisms f, g ∶ a // b with a common section s ∶
b // a in the sense that fs = gs = Idb. A reflexive coequalizer is a coequalizer of a
reflexive pair. Note that a coequalizer of f and g is the same as a pushout of the
diagram
a∐ b
(f,Idb)

(g,Idb)
// b
b
and hence is a particular kind of colimit. The dual concept is called an equalizer
of f and g. ◇
Definition 2.3.7 (Coends). Suppose F ∶ Cop × C // M is a functor.
(1) A wedge of F is a pair (X,ζ) consisting of● an object X ∈M and● morphisms ζc ∶ F (c, c) // X for c ∈ C
such that the diagram
F (d, c)
F (g,c)

F (d,g)
// F (d, d)
ζd

F (c, c) ζc // X
is commutative for each morphism g ∶ c // d ∈ C.
(2) A coend of F is an initial wedge (∫ c∈CF (c, c), ω).
In other words, a coend of F is a wedge of F such that given any wedge (X,ζ)
of F , there exists a unique morphism
h ∶ ∫ c∈CF (c, c) // X ∈M
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such that the diagram
F (c, c) ωc //
ζc
&&◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆ ∫
c∈C
F (c, c)
h

X
is commutative for each object c ∈ C. The dual concept of a coend is called an end,
which is originally due to Yoneda [Yon60]. We will not need to use ends in this
book.
The proof of the following result is a simple exercise in checking the definitions
of a coend and of a coequalizer.
Proposition 2.3.8. Suppose given a functor F ∶ Cop ×C // M with C a small
category and M a cocomplete category. Then a coend of F exists and is given by a
coequalizer
∫
c∈C
F (c, c) = coequal( ∐
g∈Mor(C)
F (d, c) id○F (d,g) //
ic○F (g,c)
// ∐
c∈C
F (c, c) )
in which g ∶ c // d runs through all the morphisms in C and
ic ∶ F (c, c) //∐
c∈C
F (c, c)
is the natural inclusion. The natural morphism ωc is the composition
F (c, c)
ic

ωc // ∫
c∈C
F (c, c)
∐
c∈C
F (c, c)
natural
::✉✉✉✉✉✉✉✉✉✉✉
for each object c ∈ C.
In particular, in the above setting, a coend is a particular kind of colimit.
2.4. Adjoint Functors
Adjoint functors will provide us with ways to compare (i) algebraic quantum
field theories of various flavors, (ii) prefactorization algebras of various flavors, and
(iii) algebraic quantum field theories with prefactorization algebras. The concept
of an adjunction is due to Kan [Kan58].
Definition 2.4.1. Suppose F ∶ C // D and G ∶ D // C are functors. We call
the pair (F,G) an adjoint pair, or an adjunction, if for each object c ∈ C and each
object d ∈ D, there exist a bijection
θc,d ∶ D(Fc, d) ≅ C(c,Gd)
that is natural in both c and d. In this case:
(1) We call F a left adjoint of G and G a right adjoint of F and write F ⊣ G.
(2) For each c ∈ C, the morphism ηc ∶ c // GFc corresponding under θc,Fc to
IdFc is called the unit of c.
(3) For each d ∈ D, the morphism ǫd ∶ FGd // d corresponding under θGd,d
to IdGd is called the counit of d.
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Convention 2.4.2. We will always write the left adjoint on top (if displayed
horizontally) or on the left (if displayed vertically).
Definition 2.4.3. Suppose i ∶ D // C is the inclusion functor of a full subcat-
egory. Then D is called a reflective subcategory of C if i admits a left adjoint.
The unit and the counit actually characterize an adjoint pair; the proof of the
following result can be found in [Bor94a] Section 3.1.
Theorem 2.4.4. Suppose F ∶ C // D and G ∶ D // C are functors. The
following statements are equivalent.
(1) (F,G) is an adjoint pair.
(2) There exist natural transformations η ∶ IdC // GF , called the unit, and
ǫ ∶ FG // IdD, called the counit, such that the diagrams
(2.4.5) F
Fη
//
Id
##❍
❍❍
❍❍
❍❍
❍❍
❍ FGF
ǫF

F
G
Id
##❍
❍❍
❍❍
❍❍
❍❍
❍
ηG
// GFG
Gǫ

G
are commutative.
(3) There exists a natural transformation η ∶ IdC // GF such that, given
any morphism f ∈ C(c,Gd) with c ∈ C and d ∈ D, there exists a unique
morphism f ∈ D(Fc, d) such that the diagram
GFc
Gf

c
f
//
ηc
<<①①①①①①①①①
Gd
is commutative.
The two commutative diagrams in (2.4.5) are called the triangle identities.
Adjoint functors are unique up to isomorphisms.
Example 2.4.6. The full subcategory inclusion from the category of abelian
groups Ab to the category of groups Grp admits a left adjoint, namely, the abelian-
ization functor that sends a group G to the quotient G/[G,G]. So Ab is a full
reflective subcategory of Grp. ◇
Example 2.4.7. In the context of Examples 2.2.5 and 2.2.6, there is a free-
forgetful adjunction
Set
F // Vect
K
U
oo
in which the right adjoint U sends a vector space to its underlying set. The left
adjoint F sends a set X to the vector space ⊕XK freely generated by X . ◇
Recall the concept of an equivalence in Definition 2.1.8.
Definition 2.4.8. An adjoint pair F ∶ C //oo D ∶ G is an adjoint equivalence
if the categories C and D are equivalent via the functors F and G.
The following characterizations of an adjoint equivalence is [Mac98] IV.4 The-
orem 1.
34 2. CATEGORY THEORY
Theorem 2.4.9. The following properties of a functor G ∶ D // C are equiva-
lent.
(1) G is an equivalence of categories.
(2) G admits a left adjoint F ∶ C // D such that F ⊣ G is an adjoint equiva-
lence.
(3) G is full, faithful, and essentially surjective.
An important example of an adjunction is Kan extension.
Definition 2.4.10. Suppose F ∶ C // D is a functor, and M is a category. If
the induced functor
F ∗ = Fun(F,M) ∶ Fun(D,M) // Fun(C,M), F ∗(G) = GF
on functor categories admits a left adjoint F!, then for a functor H ∈ Fun(C,M), the
image F!H ∈ Fun(D,M) is called a left Kan extension of H along F and is written
as LanFH or LanH .
The following existence result is the dual of [Mac98] (p.239 Corollary 2). If
D is also small, then the following result can be obtained as a special case of the
change-of-operad Theorem 5.1.8; see Example 5.1.12.
Theorem 2.4.11. Suppose F ∶ C // D is a functor with C a small category,
and M is a cocomplete category. Then the induced functor Fun(F,M) admits a left
adjoint. In particular, every functor H ∶ C // M admits a left Kan extension along
F .
Example 2.4.12 (Left Kan Extensions as Coends). In the setting of Theorem
2.4.11, a left Kan extension of H ∶ C // M along F ∶ C // D is given objectwise
by the coend (Definition 2.3.7)
(2.4.13) (LanFH)(d) = ∫ c∈CD(Fc, d) ⋅Hc
for each object d ∈ D. In this coend formula, the integrand is the copower defined
by
(2.4.14) S ⋅X =∐
s∈S
X
for a set S and an object X ∈ M. For a proof that the coend formula (2.4.13)
actually yields a left Kan extension, see [Mac98] (p.240 Theorem 1) or [Lor∞]
(p.23). ◇
An important property of a general left adjoint is that it preserves colimits.
Similarly, a right adjoint preserves limits. For a proof of the following two results,
see [Bor94a] Section 3.2.
Theorem 2.4.15 (Left Adjoints Preserve Colimits). Suppose F ∶ C // D ad-
mits a right adjoint, and H ∶ E // C has a colimit (colimH,θ ∶ H // ∆colimH).
Then the pair
(F colimH,Fθ ∶ FH // F∆colimH =∆F colimH)
is a colimit of FH ∶ E // D.
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Theorem 2.4.16 (Right Adjoints Preserve Limits). Suppose G ∶ D // C ad-
mits a left adjoint, and H ∶ E // D has a limit (limH,θ ∶∆limH // H). Then the
pair
(G limH,Gθ ∶ G∆limH =∆GlimH // GH)
is a limit of GH ∶ E // C.
2.5. Symmetric Monoidal Categories
A symmetric monoidal category is the most natural setting to discuss operads
and their algebras.
Definition 2.5.1. A monoidal category is a tuple
(M,⊗,1, α, λ, ρ)
consisting of the following data.
● M is a category.
● ⊗ ∶M ×M // M is a functor, called the monoidal product.
● 1 is an object in M, called the monoidal unit.
● α is a natural isomorphism
(2.5.2) (X ⊗ Y )⊗Z α
≅
// X ⊗ (Y ⊗Z)
for all objects X,Y,Z ∈M, called the associativity isomorphism.
● λ and ρ are natural isomorphisms
(2.5.3) 1⊗X
λ
≅
// X and X ⊗ 1
ρ
≅
// X
for all objects X ∈M, called the left unit and the right unit, respectively.
This data is required to satisfy the following two axioms.
Unit Axioms: The diagram
(2.5.4) (X ⊗ 1)⊗ Y
ρ⊗Id

α
≅
// X ⊗ (1⊗ Y )
Id⊗λ

X ⊗ Y
= // X ⊗ Y
is commutative for all objects X,Y ∈M, and
(2.5.5) λ = ρ ∶ 1⊗ 1 ≅ // 1.
Pentagon Axiom: The pentagon
(W ⊗X)⊗ (Y ⊗Z)
α
%%❏
❏❏
❏❏
❏❏
❏❏
((W ⊗X)⊗ Y )⊗Z
α
99ttttttttt
α⊗Id

W ⊗ (X ⊗ (Y ⊗Z))
(W ⊗ (X ⊗ Y ))⊗Z α // W ⊗ ((X ⊗ Y )⊗Z)
Id⊗α
OO
is commutative for all objects W,X,Y,Z ∈M.
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A strict monoidal category is a monoidal category in which the natural isomor-
phisms α, λ, and ρ are all identity morphisms.
So in a strict monoidal category, an iterated monoidal product a1 ⊗ ⋯ ⊗ an
without any parentheses has an unambiguous meaning.
Convention 2.5.6. In a monoidal category, an empty tensor product, written
as X⊗0 or X⊗∅, means the monoidal unit 1.
Definition 2.5.7. A symmetric monoidal category is a pair (M, ξ) in which:
● M = (M,⊗,1, α, λ, ρ) is a monoidal category.
● ξ is a natural isomorphism
(2.5.8) X ⊗ Y
ξX,Y
≅
// Y ⊗X
for objects X,Y ∈M, called the symmetry isomorphism.
This data is required to satisfy the following three axioms.
Symmetry Axiom: The diagram
(2.5.9) X ⊗ Y
ξX,Y
//
=
&&▲
▲▲
▲▲
▲▲
▲▲
▲ Y ⊗X
ξY,X

X ⊗ Y
is commutative for all objects X,Y ∈M.
Compatibility with Units: The diagram
X ⊗ 1
ρ

ξX,1
//
1⊗X
λ

X
= // X
is commutative for all objects X ∈M.
Hexagon Axiom: The diagram
(2.5.10) X ⊗ (Z ⊗ Y ) Id⊗ξZ,Y // X ⊗ (Y ⊗Z)
α−1
""❋
❋❋
❋❋
❋❋
❋
(X ⊗Z)⊗ Y
α
<<①①①①①①①①
ξX⊗Z,Y ""❋
❋❋
❋❋
❋❋
❋
(X ⊗ Y )⊗Z
Y ⊗ (X ⊗Z) α−1 // (Y ⊗X)⊗Z
ξY,X⊗Id
<<①①①①①①①①
is commutative for all objects X,Y,Z ∈M.
Definition 2.5.11. A symmetric monoidal closed category is a symmetric
monoidal category M in which for each object Y , the functor
−⊗ Y ∶M // M,
admits a right adjoint
HomM(Y,−) ∶M // M,
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called the internal hom. In other words, for any objects X,Y,Z ∈ M, there is a
specified bijection, called the ⊗-HomM adjunction,
(2.5.12) M(X ⊗ Y,Z) φ
≅
// M(X,HomM(Y,Z))
that is natural in X , Y , and Z.
Example 2.5.13. The categories Set, Top, and SSet are symmetric monoidal
closed categories via the Cartesian product. The category Vect
K
is a symmetric
monoidal closed category with the usual tensor product of vector spaces. The
category Chain
K
is a symmetric monoidal closed category via the monoidal product
X ⊗ Y with (X ⊗ Y )n =⊕
k∈Z
Xk ⊗K Yn−k
and differential
d(x⊗ y) = (dx)⊗ y + (−1)∣x∣x⊗ (dy).
For the internal homs, the reader is referred to [Hov99] Chapters 2 and 3. ◇
Definition 2.5.14. Suppose M and N are monoidal categories. A monoidal
functor (F,F2, F0) ∶M // N
consists of the following data:
● a functor F ∶M // N;
● a natural transformation
(2.5.15) F (X)⊗F (Y ) F2 // F (X ⊗ Y ) ∈ N,
where X and Y are objects in M;
● a morphism
(2.5.16) 1N
F0 // F (1M) ∈ N,
where 1N and 1M are the monoidal units in N and M, respectively.
This data is required to satisfy the following three axioms.
Compatibility with the Associativity Isomorphisms: The diagram
(2.5.17) (F (X)⊗F (Y ))⊗ F (Z) αN
≅
//
F2⊗Id

F (X)⊗ (F (Y )⊗F (Z))
Id⊗F2

F (X ⊗ Y )⊗ F (Z)
F2

F (X)⊗F (Y ⊗Z)
F2

F ((X ⊗ Y )⊗Z) F (αM)
≅
// F (X ⊗ (Y ⊗Z))
is commutative for all objects X,Y,Z ∈M.
Compatibility with the Left Units: The diagram
(2.5.18) 1N ⊗F (X)
F0⊗Id

λN
≅
// F (X)
F (1M)⊗ F (X) F2 // F (1M ⊗X)
F (λM)≅
OO
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is commutative for all objects X ∈M.
Compatibility with the Right Units: The diagram
(2.5.19) F (X)⊗ 1N
Id⊗F0

ρN
≅
// F (X)
F (X)⊗F (1M) F2 // F (X ⊗ 1M)
F (ρM)≅
OO
is commutative for all objects X ∈M.
A strong monoidal functor is a monoidal functor in which the morphisms F0 and
F2 are all isomorphisms.
Definition 2.5.20. A monoidal natural transformation
θ ∶ (F,F2, F0) // (G,G2,G0)
between monoidal functors F,G ∶ M // N is a natural transformation of the un-
derlying functors θ ∶ F // G that is compatible with the structure morphisms in
the sense that the diagrams
F (X)⊗ F (Y )
F2

(θX,θY )
// G(X)⊗G(Y )
G2

F (X ⊗ Y ) θX⊗Y // G(X ⊗ Y )
1N
F0 //
G0
$$❍
❍❍
❍❍
❍❍
❍❍
F (1M)
θ
1M

G(1M)
are commutative for all objects X,Y ∈M.
The proof of the following result can be found in [Mac98] (XI.3).
Theorem 2.5.21 (Mac Lane’s Coherence Theorem). Suppose M is a monoidal
category. Then there exist a strict monoidal category M and an adjoint equivalence
M
F // M
G
oo
such that both F and G are strong monoidal functors.
Convention 2.5.22. Following common practice, using Mac Lane’s Coherence
Theorem 2.5.21, we will omit parentheses for monoidal products of multiple objects
in a monoidal category, replacing it by an adjoint equivalent strict monoidal cat-
egory, via strong monoidal functors, if necessary. In the rest of this book, Mac
Lane’s Coherence Theorem will be used without further comment.
Definition 2.5.23. Suppose M and N are symmetric monoidal categories. A
symmetric monoidal functor (F,F2, F0) ∶ M // N is a monoidal functor that is
compatible with the symmetry isomorphisms, in the sense that the diagram
(2.5.24) F (X)⊗F (Y )
F2

ξFX,FY
≅
// F (Y )⊗ F (X)
F2

F (X ⊗ Y ) FξX,Y
≅
// F (Y ⊗X)
is commutative for all objects X,Y ∈M.
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Example 2.5.25. Suppose (M,⊗,1) is a symmetric monoidal category with all
set-indexed coproducts. Then the functor
Set
F // M , FX = ∐
x∈X
1
is a strong symmetric monoidal functor. ◇
Example 2.5.26. The singular chain functor C ∶ Top // ChainZ is a symmetric
monoidal functor [Mas91] (XI.3). ◇
Example 2.5.27. Given two monoidal categories M and N, there is a category
MFun(M,N)
whose objects are monoidal functors M // N and whose morphisms are monoidal
natural transformations between such monoidal functors. If M and N are further-
more symmetric monoidal categories, then there is a category
SMFun(M,N)
whose objects are symmetric monoidal functors M // N and whose morphisms are
monoidal natural transformations between such symmetric monoidal functors. ◇
Example 2.5.28. Suppose ∗ is a category with one object and only the identity
morphism. It has an obvious symmetric strict monoidal structure. ◇
Example 2.5.29. For each category C, (Fun(C,C), ○, IdC) is a strict monoidal
category, where ○ is composition of functors. ◇
An important property of a symmetric monoidal closed category is that its
monoidal product preserves colimits in each variable. Indeed, a left adjoint pre-
serves colimits (Theorem 2.4.15). So by symmetry each side of a symmetric monoidal
product preserves colimits. The following observation is a special case of the dual
of [Mac98] (p.231 Corollary)
Theorem 2.5.30. Suppose M is a symmetric monoidal closed category, and
F ∶ C // M and G ∶ D // M are functors with C and D small categories that
admit colimits. Then there is a canonical isomorphism
colim
C×D
F ⊗G
≅ // (colim
C
F)⊗ (colim
D
G)
in which F ⊗G is the composition of the functors
C ×D
(F,G)
// M ×M
⊗
// M .
Example 2.5.31. Suppose M is a symmetric monoidal closed category with all
set-indexed coproducts. Then there is a canonical isomorphism
(∐
a∈A
Xa)⊗ (∐
b∈B
Yb) ≅ ∐
(a,b)∈A×B
Xa ⊗ Yb
for any sets A and B with Xa, Yb ∈M. ◇
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2.6. Monoids
Below ∗ denotes the category with one object and only the identity morphism.
Definition 2.6.1 (Monoids). Suppose M is a monoidal category.
(1) Define the category
Mon(M) =MFun(∗,M)
of monoidal functors ∗ // M, whose objects are called monoids in M.
(2) Suppose M is also symmetric. Define the category
Com(M) = SMFun(∗,M)
of symmetric monoidal functors ∗ // M, whose objects are called com-
mutative monoids in M.
A simple exercise in unwrapping the definitions yields the following more ex-
plicit description of a (commutative) monoid.
Proposition 2.6.2. Suppose M is a monoidal category.
(1) A monoid in M is exactly a triple (A,µ, ε) consisting of
● an object A ∈M,
● a multiplication morphism µ ∶ A⊗A // A, and
● a unit ε ∶ 1 // A
such that the associativity and unity diagrams
A⊗A⊗A
(µ,IdA)

(IdA,µ)
// A⊗A
µ

A⊗A
µ
// A
1⊗A
≅
%%❑
❑❑
❑❑
❑❑
❑❑
❑❑
(ε,IdA)
// A⊗A
µ

A⊗ 1
(IdA,ε)
oo
≅
yyss
ss
ss
ss
ss
s
A
are commutative. A morphism of monoids is a morphism of the underlying
objects that is compatible with the multiplications and the units.
(2) Suppose M is a symmetric monoidal category. Then a commutative monoid
in M is exactly a monoid whose multiplication is commutative in the sense
that the diagram
A⊗A
µ

permute
// A⊗A
µ

A
IdA // A
is commutative. A morphism of commutative monoids is a morphism of
the underlying objects that is compatible with the multiplications and the
units.
Example 2.6.3. A monoid in Set is a monoid in the usual sense. A monoid in
Top is a topological monoid. ◇
Example 2.6.4. In Vect
K
a (commutative) monoid is exactly a (commuta-
tive) K-algebra. In Chain
K
a (commutative) monoid is exactly a (commutative)
differential graded K-algebra. ◇
The following result is a slight extension of Definition 2.6.1 of (commutative)
monoids as (symmetric) monoidal functors.
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Proposition 2.6.5. Suppose C is a small category with all finite coproducts,
regarded as a symmetric monoidal category (C,∐,∅C) under coproducts. Suppose
M is a monoidal category.
(1) Then there is a canonical isomorphism
Mon(M)C ≅ // MFun(C,M)
between the category of C-diagrams of monoids in M and the category of
monoidal functors from C to M.
(2) Suppose M is a symmetric monoidal category. Then there is a canonical
isomorphism
Com(M)C ≅ // SMFun(C,M)
between the category of C-diagrams of commutative monoids in M and the
category of symmetric monoidal functors from C to M.
Proof. A (symmetric) monoidal functor F ∶ C // M is equipped with a mor-
phism (2.5.16)
1
F0 // F (∅C) ∈M
with ∅C an initial object in C, which exists by our assumption on C. For each
object c ∈ C, the unique morphism 0c ∶ ∅C // c and F0 yield the composition
1
F0

1c // F (c)
F (∅C) F (0c) // F (c)
∈M.
The monoidal functor F is also equipped with a morphism (2.5.15)
F (c)⊗ F (d) F2 // F (c ∐ d) ∈M
that is natural in c, d ∈ C. The morphism
(Idc, Idc) ∶ c ∐ c // c ∈ C
and F2 yield the composition
F (c)⊗F (c)
F2

µc // F (c)
F (c ∐ c) F (Idc,Idc) // F (c)
∈M
for each object c ∈ C.
Now one checks that the associativity diagram (2.5.17) corresponds to the as-
sociativity of the morphism µc, while the unity diagrams (2.5.18) and (2.5.19)
correspond to the property that 1c is a two-sided unit of µc as in Proposition 2.6.2.
Furthermore, the symmetry diagram (2.5.24) corresponds to the commutativity of
µc. Therefore, (F (c), µc,1c) is a (commutative) monoid for each c ∈ C. That we
have a C-diagram of (commutative) monoids in M corresponds to the functoriality
of F and F2.
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Conversely, given F ∈ Mon(M)C, we will write (F (c), µc,1c) ∈Mon(M)C for its
value at c ∈ C. The monoidal structure on F is defined as follows. The monoid unit
for F (∅C) is a morphism F0 ∶ 1 // F (∅C). The composition
F (c)⊗F (d)
(Fιc,F ιd)

F2 // F (c ∐ d)
F (c ∐ d)⊗ F (c ∐ d) µc∐d // F (c ∐ d)
is natural in c, d ∈ C, where
ιc ∶ c // c ∐ d ∈ C
is the natural morphism. To simplify the typography below, we will write coprod-
ucts in C as concatenation, so ab means a ∐ b. The desired associativity diagram
(2.5.17) of F is the outermost diagram in
F (a)⊗ F (b)⊗F (c)
(Fιa,F ιb,Id)

(Fιa,F ιb,F ιc)
◗◗◗
◗◗◗
((◗◗
◗◗◗
◗◗◗
◗◗◗
(Id,F ιb,F ιc)
// F (a)⊗ F (bc)⊗2
(Fιa,(Fιbc)
⊗2)

(Id,µbc)
// F (a)⊗ F (bc)
(Fιa,F ιbc)

F (ab)⊗2 ⊗ F (c)
(1)
(2)
(µab,Id)

((Fιab)
⊗2,F ιc)
// F (abc)⊗3
(µabc,Id)

(Id,µabc)
// F (abc)⊗2
µabc

F (ab)⊗F (c) (Fιab,F ιc) // F (abc)⊗2 µabc // F (abc)
for a, b, c ∈ C. The sub-diagrams (1) and (2) are commutative by the functoriality of
F . The lower left and upper right rectangles are commutative because Fιab and Fιbc
are morphisms of monoids, hence compatible with the multiplication. The lower
right rectangle is commutative by the associativity of the monoid multiplication
µabc.
The compatibility with the left unit (2.5.18) is the outer diagram in
1⊗F (c) ≅ //
(1∅C ,Id)

(1c,Id)
PPP
P
''PP
PPP
PPP
P
F (c)
F (∅C)⊗F (c) (F0c,Id) // F (c)⊗ F (c)
µc
OO
for c ∈ C. The lower left triangle is commutative because F0c preserves the monoid
units. The upper right triangle is commutative by part of the unity condition of the
monoid F (c) in Proposition 2.6.2. The compatibility with the right unit (2.5.19) is
proved similarly.
Finally, one can check that, under the above correspondence, natural transfor-
mations inMon(M)C and Com(M)C correspond to monoidal natural transformations
in MFun(C,M) and SMFun(C,M), respectively. 
As one would expect, monoids can act on objects.
Definition 2.6.6 (Modules over a Monoid). Suppose (A,µ, ε) is a monoid in
a monoidal category M.
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(1) A left A-module is a pair (X,m) consisting of
● an object X ∈M and
● a left A-action m ∶ A⊗X // X ∈M
such that the associativity and unity diagrams
A⊗A⊗X
(µ,IdX)

(IdA,m)
// A⊗X
m

A⊗X
m // X
1⊗X
≅
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
(ε,IdX)
// A⊗X
m

X
are commutative. A morphism of left A-modules is a morphism of the
underlying objects that is compatible with the left A-actions in the obvious
sense.
(2) The category of left A-modules is denoted by Mod(A).
Example 2.6.7. In Vect
K
and Chain
K
, this concept of a left module coincides
with the usual one. ◇
2.7. Monads
Definition 2.7.1. For a category C, a monad on C is defined as a monoid in
the strict monoidal category (Fun(C,C), ○, IdC), where ○ is composition of functors.
Unwrapping this definition using Proposition 2.6.2, a monad can be described
more explicitly as follows.
Proposition 2.7.2. Given a category C, a monad on C is exactly a triple(T,µ, ε) consisting of
● a functor T ∶ C // C,
● a natural transformation µ ∶ TT // T called the multiplication, and
● a natural transformation ε ∶ IdC // T called the unit,
such that the following associativity and unity diagrams are commutative.
TTT
µT

Tµ
// TT
µ

TT
µ
// T
T
εT //
Id
""❊
❊❊
❊❊
❊❊
❊❊
TT
µ

T
Tεoo
Id
||②②
②②
②②
②②
②
T
Example 2.7.3. Suppose F ∶ C //oo D ∶ G is an adjunction. Then
T = GF ∶ C // C
is the functor of a monad on C whose unit is the unit of the adjunction η ∶
IdC // GF . The multiplication is
µ = GǫF ∶ TT = GFGF // GF = T,
where ǫ ∶ FG // IdD is the counit of the adjunction. ◇
We defined monads as monoids in the functor category Fun(C,C). Conversely,
the next example shows that each monoid in a monoidal category yields a monad.
Example 2.7.4. Suppose (M,⊗,1) is a monoidal category, and (A,µ, ε) is a
monoid in M as in Proposition 2.6.2. Then there is a monad on M with the functor
T = A⊗ −, whose multiplication and unit are induced by those of A. The monadic
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associativity and unity diagrams are exactly those of the monoid A in Proposition
2.6.2. ◇
Definition 2.7.5. Suppose (T,µ, ε) is a monad on a category C. A T -algebra
is a pair (X,λ) consisting of
● an object X ∈ C and
● a structure morphism λ ∶ TX // X
such that the following associativity and unity diagrams are commutative.
TTX
µX

Tλ // TX
λ

TX
λ // X
X
Id
##❋
❋❋
❋❋
❋❋
❋❋
εX // TX
λ

X
A morphism of T -algebras f ∶ (X,λ) // (Y,π) is a morphism f ∶ X // Y in M
such that the diagram
TX
λ

Tf
// TY
π

X
f
// Y
is commutative. The category of T -algebras and their morphisms is denoted by
AlgC(T ).
Example 2.7.3 says that each adjunction yields a monad on the domain category
of the left adjoint. The next example is the converse.
Example 2.7.6. Suppose (T,µ, ε) is a monad on a category C. For each object
X ∈ C, the pair
(TX,µX ∶ TTX // TX)
is a T -algebra, called the free T -algebra of X . There is a free-forgetful adjunction
(2.7.7) C
T // AlgC(T )
U
oo
in which the right adjoint U forgets about the T -algebra structure and remembers
only the underlying object. The left adjoint sends an object to its free T -algebra.
This adjunction is known as the Eilenberg-Moore adjunction. ◇
Example 2.7.8. In the setting of Example 2.7.4, a T -algebra is a pair (X,λ)
consisting of an object X ∈M and a structure morphism λ ∶ A⊗X // X such that
the following associativity and unity diagrams are commutative.
A⊗A⊗X
(µ,IdX)

(A,λ)
// A⊗X
λ

A⊗X
λ // X
X ≅ 1⊗X
Id
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
(ε,X)
// A⊗X
λ

X
This is exactly a left A-module. ◇
The following coequalizer characterization of an algebra over a monad is [Bor94b]
Lemma 4.3.3.
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Proposition 2.7.9. Suppose (T,µ, ε) is a monad on a category C, and (X,λ)
is a T -algebra. Then the diagram
(TTX,µTX) µX //
Tλ
// (TX,µX) λ // (X,λ)
is a coequalizer in AlgC(T ).
Interpretation 2.7.10. Proposition 2.7.9 says that every algebra over a monad
T is a quotient of the free T -algebra on its underlying object, with relations given
by the monad multiplication and the T -algebra structure morphism. ◇
2.8. Localization
Localization of categories will play an important role in encoding the time-slice
axiom in (homotopy) algebraic quantum field theory. Here we recall its definition
and construction. The idea of localization is to formally invert some morphisms
and make them into isomorphisms. The process is similar to the construction of
the rational numbers from the integers. Later we will also need the operad version
of localization.
Definition 2.8.1. Suppose C is a category, and S ⊆Mor(C). An S-localization
of C, if it exists, is a pair (C[S−1], ℓ) consisting of
● a category C[S−1] and
● a functor ℓ ∶ C // C[S−1]
that satisfies the following two conditions:
(1) ℓ(f) is an isomorphism for each f ∈ S.
(2) (C[S−1], ℓ) is initial with respect to the previous property. In other words,
if F ∶ C // D is a functor such that F (f) is an isomorphism for each f ∈ S,
then there exists a unique functor
F ′ ∶ C[S−1] // D such that F = F ′ℓ.
(2.8.2) C
ℓ //
∀F

C[S−1]
∃!F ′
{{
F (S) iso D
In this setting, ℓ is called the S-localization functor.
By the universal property of an S-localization, C[S−1] is unique up to a unique
isomorphism if it exists. The following observation says that when S is small
enough, the localization always exists.
Theorem 2.8.3. Suppose C is a category, and S is a set of morphisms in C.
Then the S-localization C[S−1] exists such that Ob(C) = Ob(C[S−1]) and that the
localization functor ℓ is the identity function on objects.
Proof. The proof can be found in [Bor94a] Section 5.2. Since we will need
the operad version later, we provide a sketch of the proof here. Without loss of
generality, we may assume that S is closed under composition. For each f ∈ S,
suppose f−1 is a symbol such that the sets S and S−1 = {f−1 ∶ f ∈ S} are disjoint.
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Define a category C[S−1] by setting Ob(C) = Ob(C[S−1]). For objects a, b ∈ C, the
morphisms in C[S−1](a, b) are the equivalence classes of finite alternating sequences
ϕ = (gn+1, f−1n , gn,⋯, f−12 , g2, f−11 , g1)
with each gi ∈Mor(C) and each fi ∈ S, which we visualize as follows.
a
g1 // ●
f−11 // ●
g2 //
f1
hh ⋯
gn // ●
f−1n // ●
fn
hh
gn+1 // b
Such a sequence is not required to start or end with some gi. For 1 ≤ i ≤ n, the
domain of fi is the domain of gi+1 (if it exists in the sequence), and the codomain
of fi is the codomain of gi (again if it exists in the sequence). If g1 is part of ϕ,
then its domain is a. Otherwise, the codomain of f1 is a. If gn+1 is part of ϕ, then
its codomain is b. Otherwise, the domain of fn is b.
The equivalence relation is generated by the following three identifications:
(1) If gi is the identity morphism, then ϕ is identified with the sequence
φ obtained by replacing the subsequence (f−1i , gi, f−1i−1) with the entry(fi−1fi)−1. If this gi happens to be the first or the last entry of ϕ, then it
is omitted in φ.
(2) If fi is the identity morphism, then ϕ is identified with the sequence φ
obtained by replacing the subsequence (gi+1, f−1i , gi) with the entry gi+1gi.
If this fi happens to be the first or the last entry of ϕ, then it is omitted
in φ.
(3) If gi = fi (resp., fi = gi+1), then the sequence ϕ is identified with the
subsequence in which gi and f
−1
i (resp., f
−1
i and gi+1) are omitted.
The assumption that S be a set implies that C[S−1](a, b) is a set. For each object
a ∈ C[S−1], its identity morphism is the equivalence class of the empty sequence.
Composition in C[S−1] is induced by concatenation of sequences and composition
in C, with (h−11 , f−1n ) identified with (fnh1)−1 if one sequence ends with f−1n and the
next sequence starts with h−11 for fn, h1 ∈ S. One checks that this composition is
well-defined (i.e., respects the three identifications above) and that C[S−1] is indeed
a category.
The localization functor ℓ ∶ C // C[S−1] is defined as the identity function on
objects. For a morphism g ∈ C(a, b), we define ℓ(g) ∈ C[S−1](a, b) to be the sequence(g). This defines a functor ℓ that sends each morphism f ∈ S to an isomorphism
in C[S−1]. Suppose F ∶ C // D is a functor such that F (f) is an isomorphism for
each f ∈ S. The requirement that F = F ′ℓ (2.8.2) forces us to define the functor
F ′ ∶ C[S−1] // D by defining it to be the same as F on objects and
F ′(ϕ) = (Fgn+1)(Ffn)−1(Fgn)⋯(Ff1)−1(Fg1)
on morphisms. One checks that this F ′ is well-defined (i.e., respects the three
identifications above). So (C[S−1], ℓ) has the required universal property of the
S-localization. 
CHAPTER 3
Trees
One of the important descriptions of operads uses the language of trees, which
we discuss in this chapter. The definitions of the Boardman-Vogt construction
of a colored operad, homotopy algebraic quantum field theories, and homotopy
prefactorization algebras also use trees. The following material on graphs and trees
are adapted from [YJ15] Part 1, where much more details and many more examples
can be found. In practice, since we mostly work with isomorphism classes of trees,
it is sufficient to work pictorially as in the examples below.
3.1. Graphs
An involution is a self-map τ such that τ2 = Id; it is free if it has no fixed
points.
Definition 3.1.1. Fix an infinite set F once and for all. A graph is a tuple
G = (Flag(G), λG, ιG, πG)
consisting of:
● a finite set Flag(G) ⊂ F of flags ;
● a partition λG of Flag(G) into finitely many possibly empty subsets, called
cells, together with a distinguished cell G0, called the exceptional cell ;
● an involution ιG on Flag(G) such that ιG(G0) = G0;
● a free involution πG on the set of ιG-fixed points in G0.
An isomorphism of graphs is a bijection on flags that preserves the partition and
both involutions. For graphs with any further structure as we will introduce later,
an isomorphism is required to preserve that structure as well.
Definition 3.1.2. Suppose G is a graph.
● Flags not in the exceptional cell G0 are called ordinary flags. Flags in G0
are called exceptional flags.
● G is said to be an ordinary graph if the exceptional cell is empty.
● A vertex is a cell that is not the exceptional cell. A flag in a vertex v is
said to be adjacent to v. An isolated vertex is a vertex that is empty. The
cardinality of a vertex v is denoted by ∣v∣. The set of vertices is denoted
by Vt(G).
● Two distinct vertices u and v are adjacent if there exist flags a ∈ u and
b ∈ v such that ιG(a) = b.
● The fixed points of ιG are celled legs. The set of legs is denoted by Leg(G).
A leg in a vertex is called an ordinary leg. A leg in the exceptional cell is
called an exceptional leg.
● The orbits of πG and of ιG away from its fixed points in G0 are called
edges. The set of edges is denoted by Ed(G).
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● The non-trivial orbits of ιG are called internal edges. The set of internal
edges in G is denoted by ∣G∣. The non-trivial orbits of ιG within the
vertices are called ordinary internal edges. Those within the exceptional
cell are called exceptional loops and denoted by ◯.
● An orbit of πG is called an exceptional edge and denoted by ∣.
● If f = {f±} is an ordinary internal edge with f+ ∈ u and f− ∈ v, then we
say that f is adjacent to u and v.
Example 3.1.3. The empty graph ∅ has an empty set of flags, hence an empty
exceptional cell, and no vertices. ◇
Example 3.1.4. The graph ● with an empty set of flags, hence an empty
exceptional cell, and a single empty vertex is an isolated vertex. ◇
Example 3.1.5. The graph with no vertices and with only two exceptional legs
f±, which must be paired by the involution π, is the exceptional edge ∣. ◇
Example 3.1.6. The graph with no vertices and with only two exceptional
flags e± paired by ι is the exceptional loop ◯. ◇
Definition 3.1.7. Suppose G is a graph.
(1) A path of length r ≥ 0 is a pair
P = ({ei}ri=1,{vi}ri=0)
in which:
● the vi’s are distinct vertices, except possibly for v0 and vr;
● each ei is an ordinary internal edge adjacent to both vi−1 and vi;
(2) A cycle is a path of length r ≥ 1 with v0 = vr.
Definition 3.1.8. A non-empty graph G is:
(1) connected if it satisfies one of the following two conditions:
(a) It is an isolated vertex ●, the exceptional edge ∣, or the exceptional
loop ◯.
(b) It is an ordinary graph that has no isolated vertices such that, for
each pair of distinct flags {f1, f2}, there exists a path P = ({ei},{vi})
with f1 adjacent to some vk and f2 adjacent to some vl.
(2) simply-connected if it (i) is connected; (ii) is not the exceptional loop; (iii)
contains no cycles.
We will need to consider the following extra structures on graphs.
Definition 3.1.9. For a non-empty set C, whose elements are called colors, a
C-coloring of a graph G is a function
κ ∶ Flag(G) // C
that is constant on each orbit of the involutions ιG and πG. In other words, a
C-coloring assigns to each edge a color.
Definition 3.1.10. A direction of a graph G is a function
δ ∶ Flag(G) // {1,−1}
such that:
● If (f, ιG(f)) is an internal edge, then δ(ιG(f)) = −δ(f).
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● If (f, πG(f)) is an exceptional edge, then δ(πG(f)) = −δ(f).
Definition 3.1.11. Suppose G is a graph equipped with a direction δ.
● A leg f with δ(f) = 1 is an input of G.
● A leg f with δ(f) = −1 is an output of G.
● If v is a vertex with f ∈ v and δ(f) = 1, then f is an input of v.
● If v is a vertex with f ∈ v and δ(f) = −1, then f is an output of v.
● For z ∈ {G} ⊔ Vt(G), the set of inputs of z is denoted by in(z), and the
set of outputs of z is denoted by out(z).
● An internal edge is regarded as oriented from the flag with δ = −1 to the
flag with δ = 1.
● For an ordinary internal edge f = {f±} with δ(f±) = ±1, the vertex con-
taining f− (resp., f+) is the initial vertex (resp., terminal vertex ) of f .
● A directed path is a path P as in Definition 3.1.7 such that each ei has
initial vertex vi−1 and terminal vertex vi. We call v0 (resp., vr) the initial
vertex (resp., terminal vertex ) of P .
Definition 3.1.12. An unordered tree is a pair (T, δ) consisting of
● a simply-connected graph T and
● a direction δ
such that ∣out(v)∣ = 1 for each v ∈ Vt(T ). In an unordered tree T that is not
isomorphic to an exceptional edge, the unique vertex containing the output of T is
called the root vertex.
Definition 3.1.13. Suppose (T, δ) is an unordered tree.
(1) An ordering at a vertex v is a bijection
ζv ∶ {1, . . . , ∣in(v)∣} ≅ // in(v).
(2) An ordering of T is a bijection
ζT ∶ {1, . . . , ∣in(T )∣} ≅ // in(T ).
A listing of (T, δ) is a choice of an ordering for each z ∈ {T } ⊔ Vt(T ). Given a
listing, we will regard each in(z) as an ordered set.
Definition 3.1.14. Suppose C is a non-empty set, whose elements are called
colors. A C-profile is a finite sequence of elements in C.
● If C is clear from the context, then we simply say profile.
● The empty C-profile is denoted by ∅.
● We write ∣c∣ =m for the length of a profile c = (c1, . . . , cm).
● The set of C-profiles is denoted by Prof(C).
● An element in Prof(C)×C is written either horizontally as (c;d) or verti-
cally as (dc).
Definition 3.1.15. A C-colored tree is a tuple (T, δ, κ, ζ) consisting of an un-
ordered tree (T, δ), a C-coloring κ, and a listing ζ. Given such a C-colored tree,
using the C-coloring κ:
(1) For z ∈ {T }⊔Vt(T ), we regard the ordered set in(z) as a C-profile, called
the input profile of z, whose jth entry is denoted by in(z)j. Similarly, we
regard the element out(z) ∈ C, called the output color of z.
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(2) For z ∈ {T } ⊔Vt(T ), the profile of z is the pair
Prof(z) = (in(z);out(z)) = (out(z)in(z) ) ∈ Prof(C) × C.
The set of isomorphism classes of C-colored trees with profile (c;d) ∈ Prof(C) × C
is denoted by TreeC(c;d) or TreeC(dc). We will omit mentioning C if it is clear from
the context.
Convention 3.1.16. For a vertex v in a C-colored tree, to simplify the typog-
raphy, we will often abbreviate Prof(v) to just (v). From now on, the single word
tree will mean a C-colored tree, unless otherwise specified.
Definition 3.1.17. A C-colored linear graph is a C-colored tree T such that∣in(v)∣ = 1 for each v ∈ Vt(T ). The set of isomorphism classes of C-colored linear
graphs with profile (c;d) ∈ C×2 is denoted by LinearC(c;d) or LinearC(dc).
Example 3.1.18 (Exceptional edges). The exceptional edge ∣ in Example 3.1.5
can be given a direction δ with δ(f±) = ±1. For each color c ∈ C, it becomes a
c-colored linear graph ↑c with profile (c; c), called the C-colored exceptional edge, in
which the bottom (resp., top) flag is f+ (resp., f−), with coloring κ(f±) = c and with
a trivial listing. These colored exceptional edges are the only colored trees with
exceptional flags. As we will see later, the c-colored exceptional edge corresponds
to the c-colored unit of a C-colored operad. ◇
Example 3.1.19 (Linear graphs). For each C-profile c = (c = c0, . . . , cn = d)
with n ≥ 0, there is a C-colored linear graph
Linc ∈ LinearC(dc)
defined as follows.
● Flag(Linc) = {i, e1±, . . . , en−1± , o}, all of which are ordinary flags. Note that
the flags ej± are only in Flag(Linc) if n ≥ 2.
● The involution ι fixes i and o, and ι(ej±) = ej∓ for 1 ≤ j ≤ n − 1.
● There are n vertices vj = {ej−1+ , ej−} for 1 ≤ j ≤ n, where e0+ = i and en− = o.
● κ(i) = c0, κ(ej±) = cj for 1 ≤ j ≤ n − 1, and κ(o) = cn.
● δ(i) = 1, δ(ej±) = ±1 for 1 ≤ j ≤ n − 1, and δ(o) = −1.
If n = 0, then Linc is the c-colored exceptional edge ↑c in Example 3.1.18. If n ≥ 1,
then we depict the linear graph Linc as follows.
1 2 ⋯ n
c = c0 c1 c2 cn−1 cn = d
It has n − 1 internal edges ej = {ej±} for 1 ≤ j ≤ n − 1. The initial vertex of ej is vj ,
and its terminal vertex is vj+1. The input flag of Linc is i, and its output flag is o.◇
Example 3.1.20 (Truncated linear graphs). For each C-profile (c1, . . . , cn) with
n ≥ 1, the truncated linear graph
lin(c1,...,cn)
with profile (∅; cn) has the same definition as the linear graph in Example 3.1.19
but without the input flag i. We visualize the truncated linear graph lin(c1,...,cn) as
follows.
1 2 ⋯ n
c1 c2 cn−1 cn = d
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Note that it does not have any inputs. ◇
Example 3.1.21 (Corollas). For each pair (c = (c1, . . . , cm);d) ∈ Prof(C) × C,
there is a C-colored tree
Cor(c;d),
called the (c;d)-corolla, with profile (c;d). It is the ordinary C-colored tree defined
as follows.
● Flag(Cor(c;d)) = {i1, . . . , im, o}, all of which are ordinary legs at a unique
vertex v.
● κ(ip) = cp for 1 ≤ p ≤m and κ(o) = d.
● δ(ip) = 1 for 1 ≤ p ≤m and δ(o) = −1.
● ζz(p) = ip for z ∈ {v,Cor(c;d)} and 1 ≤ p ≤m.
The corolla Cor(c;d) is a linear graph if and only if ∣c∣ = 1. We depict the (c;d)-corolla
as
v
⋯
d
c1 cm
in which the input legs are drawn from left to right according to their ordering.
The jth input leg is ij , and the output is o. ◇
Example 3.1.22 (Permuted corollas). With the same setting as in Example
3.1.21, suppose given a permutation τ ∈ Σm. There is a C-colored tree
Cor(c;d)τ,
called the permuted corolla, with profile (cτ ;d). It is defined just like the corolla
Cor(c;d), except for the ordering of the whole graph:
ζCor(c;d)τ(p) = iτ(p) for 1 ≤ p ≤m.
Note that Prof(v) = (c;d) for its unique vertex v, while Prof(Cor(c;d)τ) = (cτ ;d).
For example, if c = (c1, c2) and τ = (1 2) ∈ Σ2, then we may visualize the permuted
corolla Cor(c;d)τ as:
v
c2 c1
d
As we will see below, permuted corollas provide operads with their equivariant
structure. ◇
Example 3.1.23 (2-level trees). Suppose d ∈ C, c = (c1, . . . , cm) ∈ Prof(C) with
m ≥ 1, bj = (bj,1, . . . , bj,kj ) ∈ Prof(C) for 1 ≤ j ≤m with ∣bj ∣ = kj , and b = (b1, . . . , bm).
There is a C-colored tree
T ({bj}; c;d)
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with profile (b;d), called a 2-level tree, that can be pictorially represented as:
v
...
u1
...
um
...
d
c1 cm
b1,1 b1,k1 bm,1 bm,km
Formally T = T ({bj}; c;d) is defined as follows.
● Flag(T ) = {o,{f j±}1≤j≤m,{gj,i}1≤i≤kj1≤j≤m}, all of which are ordinary flags.
● ι(f j±) = f j∓, and ι fixes all other flags.
● There are m + 1 vertices:
v = {o, f1+ , . . . , fm+ } and uj = {f j−, gj,1, . . . , gj,kj} for 1 ≤ j ≤m
● κ(o) = d, κ (f j±) = cj , and κ (gj,i) = bj,i.
● δ(o) = −1 = δ (f j−), and δ (gj,i) = 1 = δ (f j+).
● ζv (f j+) = j, ζuj (gj,i) = i, and ζT (gj,i) = i + k1 +⋯+ kj−1.
There are m internal edges f j = {f j±}. The unique output is the flag o, and the
flags gj,i are the inputs of T . As we will see below, these C-colored trees correspond
to the operadic composition γ. ◇
In what follows, we will often draw a colored tree without writing down its
detailed definition. The reader can fill in the details using the examples above as a
guide.
3.2. Tree Substitution
The main reason for considering trees is the operation called tree substitution.
Suppose C is a non-empty set. All the trees below are C-colored trees.
Definition 3.2.1 (Tree Substitution at a Vertex). Suppose T is a tree, and v
is a vertex in T . Suppose H is a tree such that Prof(H) = Prof(v). Define the tree
T (H) with Prof(T (H)) = Prof(T ), called the tree substitution at v, as follows.
(1) If H is not an exceptional edge, then we identify (i) the ordered sets in(v)
and in(H) and (ii) the flags out(v) and out(H). We define
Flag(T (H)) = (Flag(T )∖ v)∐Flag(H),
Vt(T (H)) = [Vt(T )∖ {v}]∐Vt(H),
ιT (H)(f) =
⎧⎪⎪⎨⎪⎪⎩
ιH(f) if f ∈ Flag(H) ∖ Leg(H),
ιT (f) otherwise,
with an empty exceptional cell. Its coloring, direction, and listing are
induced from those of T and H .
(2) If H is the exceptional edge ↑c and if T is the corollary Cor(c;c) with v its
unique vertex, then T (H) = ↑c.
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(3) If H is the exceptional edge ↑c and if T is not the corollary Cor(c;c), then
we define
Flag(T (H)) = Flag(T )∖ v and Vt(T (H)) = Vt(T )∖ {v}
with an empty exceptional cell. Furthermore:
(a) If out(v) = out(T ), then we define
ιT (H)(f) =
⎧⎪⎪⎨⎪⎪⎩
f if f = ιT (in(v)),
ιT (f) otherwise.
(b) If in(v) is an input of T , then we define
ιT (H)(f) =
⎧⎪⎪⎨⎪⎪⎩
f if f = ιT (out(v)),
ιT (f) otherwise.
(c) If out(v) /= out(T ) and if in(v) is not an input of T , then we define
ιT (H)(f) =
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
ιT (in(v)) if f = ιT (out(v)),
ιT (out(v)) if f = ιT (in(v)),
ιT (f) otherwise.
Its coloring, direction, and listing are induced from those of T .
The following properties of tree substitution are proved by directly checking the
definitions, so we omit the proofs here. The reader may consult [YJ15] Chapter 5
for proofs.
Proposition 3.2.2. Consider the setting of Definition 3.2.1.
(1) If there are isomorphisms T ≅ T ′ and H ≅ H ′, then there is an isomor-
phism T (H) ≅ T ′(H ′).
(2) T (H) is a linear graph if and only if T and H are both linear graphs.
(3) Internal edges in H yield internal edges in T (H).
(4) Suppose u is a vertex in H, and K is a tree such that Prof(K) = Prof(u).
Then there is a canonical isomorphism
(3.2.3) [T (H)](K) ≅ T (H(K)).
(5) Suppose w /= v is another vertex in T , and G is a tree such that Prof(G) =
Prof(w). Then there is a canonical isomorphism
(3.2.4) [T (H)](G) ≅ [T (G)](H).
(6) There are canonical isomorphisms
(3.2.5) T (Corv) ≅ T and CorT (H) ≅H,
where Corz is the (in(z);out(z))-corolla for z ∈ {v,T }.
(7) If T is a permuted corolla Cor(c;d)τ as in Example 3.1.22 for some per-
mutation τ ∈ Σ∣in(T )∣, then (Cor(c;d)τ)(H) is canonically isomorphic to H
except that its input profile is in(H)τ .
(8) If H is a permuted corolla Corv′τ for some permutation τ , then T (Corv′τ)
is canonically isomorphic to T except that the input profile at v′ is
Prof(v′) = (in(v)τ−1;out(v)).
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Definition 3.2.6 (Tree Substitution). Suppose T is a tree, and Hv is a tree
with Prof(Hv) = Prof(v) for each vertex v in T . Suppose {v1, . . . , vn} is an ordering
of the set Vt(T ). Define the tree T (Hv)v∈Vt(T ) with the same profile as T , called
the tree substitution, by
T (Hv)v∈Vt(T ) = (⋯(T (Hv1))(Hv2)⋯)(Hvn).
Notation 3.2.7. To simplify the notation, we will often write v ∈ T to mean
v ∈ Vt(T ). Furthermore, we will sometimes abbreviate T (Hv)v∈Vt(T ) to T (Hv). We
will say that Hv is substituted into v.
The following properties of tree substitution are consequences of Proposition
3.2.2.
Corollary 3.2.8. Consider the setting of Definition 3.2.1.
(1) The isomorphism class of the tree substitution T (Hv)v∈T is independent
of the choices of (i) an ordering of Vt(T ), (ii) a representative in the
isomorphism class of T , and (iii) a representative in the isomorphism
class of each Hv.
(2) There is a decomposition
(3.2.9) Vt(T (Hv)v∈T ) = ∐
v∈T
Vt(Hv).
(3) Up to isomorphisms, tree substitution is associative in the sense that, if Iu
is a tree with Prof(Iu) = Prof(u) for each u ∈ Vt(Hv) and each v ∈ Vt(T ),
then there is an isomorphism
[T (Hv)v∈T ](Iu)u∈T (Hv)v∈T ≅ T (Hv(Iu)u∈Hv)
v∈T
.
(4) Up to isomorphisms, tree substitution is unital in the sense that there are
isomorphisms
T (Corv)v∈T ≅ T and CorT (T ) ≅ T.
Proof. The first assertion follows from the first assertion in Proposition 3.2.2
and (3.2.4). The decomposition 3.2.9 on vertex set follows from Definition 3.2.1.
The associativity isomorphism follows from (3.2.3) and (3.2.4). The unity isomor-
phisms follow from (3.2.5). 
Convention 3.2.10. To simplify the presentation, in what follows we will
minimize the distinction between a tree and its isomorphism class and will use the
same symbol to denote both.
Definition 3.2.11 (Substitution Category). Define the substitution category
Tree
C as the small category with:
● C-colored trees as objects;
● Tree
C(K,T ) the set of finite sets (Hv)v∈T such that K = T (Hv)v∈T ;
● (Corv)v∈T as the identity morphism of T ;
● composition given by tree substitution.
For a pair (c;d) ∈ Prof(C) × C, denote by TreeC(dc) or TreeC(c;d), called the substi-
tution category with profile (c;d), the full subcategory of TreeC consisting of trees
with profile (c;d). For a vertex v in a C-colored tree, we will also write TreeC(v) for
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TreeC(out(v)in(v) ). We similarly define the substitution categories LinearC and LinearC(dc)
using linear graphs instead of trees.
Remark 3.2.12. Suppose
(Hv)v∈T ∶K // T and (Gu)u∈K ∶ E // K
are morphisms in TreeC. Then
E =K(Gu)u∈K = (T (Hv)v∈T )(Gu)u∈Hv , v∈T = T (Hv(Gu)u∈Hv)
v∈T
.
This defines the composition
E
(Gu)u∈K
//
GF ED
(Hv(Gu)u∈Hv)v∈T

K
(Hv)v∈T
// T
of (Gu)u∈K and (Hv)v∈T in the substitution category TreeC. ◇
Example 3.2.13. Consider the morphism
(Hu,Hv,Hw) ∶K // T
indicated by the following picture.
w
T
vu
e
c d
a
b
d
w2
w1
Hw
e
c
g
d
u1
u2
Hu
c
a
b f
↑d
Hv
w1
K
w2u1
u2
e
gc
f
a
b
d
For simplicity, in each tree, all the orderings at the vertices and for the whole tree
are from left to right as displayed. Each gray arrow indicates substituting the tree
inside the originating gray box into the corresponding vertex in T . Observe that
Prof(u) = ( ca,b) = Prof(Hu), Prof(v) = (dd) = Prof(Hv),
Prof(w) = ( ec,d) = Prof(Hw), and Prof(T ) = ( ea,b,d) = Prof(K).
Internal edges in the H ’s become internal edges in the tree substitution K. The
d-colored internal edge in T is no longer an internal edge in K because Hv is the
d-colored exceptional edge. ◇
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3.3. Grafting
Grafting is a special kind of tree substitution, which can be pictorially inter-
preted as gluing the outputs of a finite family of trees with the inputs of another
tree. In the next definition, we will use the 2-level tree in Example 3.1.23.
Definition 3.3.1 (Grafting of Trees). Suppose
● (dc) = ( dc1,...,cm) ∈ Prof(C) × C with m ≥ 1.
● bj ∈ Prof(C) for 1 ≤ j ≤m with ∣bj ∣ = kj , and b = (b1, . . . , bm).
● G is a C-colored tree with profile (c;d).
● Hj is a C-colored tree with profile (bj ; cj) for each 1 ≤ j ≤m.
The grafting of G with H1, . . . ,Hm is defined as the tree substitution
Graft(G;H1, . . . ,Hm) = [T ({bj}; c;d)](G,H1, . . . ,Hm),
where T ({bj}; c;d) is the 2-level tree with profile (b;d) in Example 3.1.23, with G
substituted into v and Hj substituted into uj .
Note that the profile of the grafting Graft(G;{Hj}) is (b;d), which is the same
as the profile of the 2-level tree T ({bj}; c;d).
Example 3.3.2. With G as in Definition 3.3.1, we have
Graft(G; ↑c1 , . . . , ↑cm) = G = Graft(↑d;G).
That is, grafting with an exceptional edge has no effect. ◇
Example 3.3.3. Suppose T is the tree in Example 3.2.13 with profile ( ea,b,d).
With the trees H1, H2, and H3 as drawn below, the grafting
G = Graft(T ;H1,H2,H3) = [T ({(f), (b),∅}; (a, b, d); e)](T,H1,H2,H3)
is the tree on the right.
w
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e
c d
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b
Observe that grafting with an exceptional edge, as with H2 = ↑b above, has no
effect. Internal edges in T and in the H ’s remain internal edges in the grafting
Graft(T ;{Hj}). New internal edges are created by the grafting, unless it involves
an exceptional edge. ◇
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Grafting allows us to construct bigger trees from smaller ones, as illustrated in
Example 3.3.3. The following observation says that corollas are the building blocks
of trees with respect to grafting. With slightly different terminology, the following
result is [Yau16] Theorem 5.7.3.
Theorem 3.3.4. Suppose T is a C-colored tree with at least one vertex. Up to a
reordering of its inputs, T is an iterated grafting of corollas and exceptional edges.
Proof. If T has only one vertex, then it is a permuted corolla as in Example
3.1.22, which is a corolla with its inputs reordered. Inductively, suppose T has n > 1
vertices, and v is the root vertex in T . Suppose u1, . . . , un are the vertices adjacent
to v, with an internal edge ej = {ej±} adjacent to uj and v for 1 ≤ j ≤ n. For each
j, suppose Tj is the tree consisting of the largest subset of flags in T with root
vertex uj, output e
j
−, and the induced direction, C-coloring, and listing. Suppose
the inputs of the root vertex v are the flags {f1, . . . , fr}, which contain {e1+, . . . , en+}.
Up to a reordering of its inputs, T is the grafting
T = Graft(Corv;H1, . . . ,Hr)
in which:
● Corv is the corolla with the same profile as v.
● Hi is:
– the κ(fi)-colored exceptional edge ↑κ(fi) if fi /∈ {e1+, . . . , en+}.
– the tree Tj if fi = ej+.
We finish the proof by observing that the induction hypothesis applies to each Tj,
since it has strictly fewer vertices than T . 
Example 3.3.5. In the setting of Example 3.3.3, we have
T = Graft(Corw;Coru,Corv) and H1 = Graft(Corx1 ; ↑f ,Corx2).
Moreover, H2 = ↑b is an exceptional edge, and H3 = Cor(∅;d) is a corolla. ◇

CHAPTER 4
Colored Operads
In this chapter, we define colored operads and their algebras. A colored operad
is a generalization of a category in which the domain of each morphism is a finite
sequence of objects. Colored operads provide an efficient way to encode operations
with multiple inputs and one output. This efficient bookkeeping aspect of operad
theory is especially important when we discuss homotopy algebraic quantum field
theories and homotopy prefactorization algebras, in which the desired structures
are too complicated to encode without colored operads.
Historically, colored non-symmetric operads in Set were defined by Lambek
[Lam69], who called them multicategories. May [May72] defined a one-colored
topological operad and coined the term operad. In [Kel05] Kelly gave a more
categorical construction of one-colored operads in symmetric monoidal categories
in terms of coends and Day convolutions. For an introduction to colored operads,
the reader may also consult [BSW∞, WY18, Yau16].
In Section 4.1 we define a colored operad as a monoid in certain monoidal
category. In Section 4.2 to Section 4.4, we provide three equivalent and more
explicit descriptions of a colored operad. In particular, the definition in Section 4.2
in terms of generating structure morphisms and axioms and the definition in Section
4.4 in terms of trees will be used throughout the rest of this book. In Section4.5,
we define algebras over a colored operad and discuss some key examples.
Throughout this chapter, (M,⊗,1) is a cocomplete symmetric monoidal closed
category with an initial object ∅ and an internal hom HomM.
4.1. Operads as Monoids
As we will see later, each operad yields a monad (Definition 2.7.1). We defined
a monad as a monoid in the strict monoidal category of functors from a category
to itself. In this section, we define operads analogously as monoids in a suitable
monoidal category. We first recall from [YJ15] some notations regarding colors
and profiles. The symmetric group on n letters is denoted by Σn, whose unit is idn.
Recall from Definition 3.1.14 that a C-profile is a finite sequence of elements in C,
and Prof(C) denotes the set of all C-profiles.
Definition 4.1.1. Fix a non-empty set C, whose elements are called colors.
(1) If a = (a1, . . . , am) and b are C-profiles, then a left permutation σ ∶ a // b
is a permutation σ ∈ Σ∣a∣ such that
σa = (aσ−1(1), . . . , aσ−1(m)) = b
(2) The groupoid of C-profiles, with left permutations as the isomorphisms, is
denoted by ΣC. The opposite groupoid Σ
op
C
is regarded as the groupoid of
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C-profiles with right permutations
aσ = (aσ(1), . . . , aσ(m))
as isomorphisms.
(3) The objects of the diagram category
SymSeqC(M) =MΣopC×C
are called C-colored symmetric sequences in M. For an object X in
MProf(C)×C or SymSeqC(M), we write
X(c;d) =X(dc) ∈M
for the value of X at (c;d) ∈ Prof(C)×C and call it an m-ary entry of X if∣c∣ =m. We call c the input profile, ci the ith input color, and d the output
color.
(4) An object in the product category ∏CM =MC is called a C-colored object
in M, and similarly for a morphism of C-colored objects. A C-colored
object X is also written as {Xc} with Xc ∈M for each color c ∈ C.
(5) A C-colored object {Xc}c∈C is also regarded as a C-colored symmetric
sequence concentrated in 0-ary entries:
(4.1.2) X(dc) =
⎧⎪⎪⎨⎪⎪⎩
Xd if c = ∅,
∅ if c /= ∅.
Definition 4.1.3. Suppose X,Y ∈ SymSeqC(M).
(1) For each c = (c1, . . . , cm) ∈ Prof(C), define the object Y c ∈ MΣC entrywise
as the coend
(4.1.4) Y c(b) = ∫ {aj}∈∏
m
j=1 Σ
op
C
Σop
C
(a1, . . . , am; b) ⋅ [
m
⊗
j=1
Y (cja
j
)] ∈M
for b ∈ Prof(C), in which (a1, . . . , am) is the concatenation. Note that
Y c is natural in c ∈ Prof(C) via left permutations of the tensor factors in
⊗mj=1 Y (cjaj).
(2) The C-colored circle product
X ○ Y ∈ SymSeqC(M)
is defined entrywise as the coend
(4.1.5) (X ○ Y )(db) = ∫ c∈ΣC X(dc)⊗ Y c(b)
for (b;d) ∈ Prof(C) × C.
(3) Define the object I ∈ SymSeqC(M) by
(4.1.6) I(dc) =
⎧⎪⎪⎨⎪⎪⎩
1 if c = d,
∅ otherwise
for (c;d) ∈ Prof(C) × C.
The one-colored case of the following result is in [Kel05]. The general colored
case is proved in [WY18], in which the colored circle product was written in terms
of a left Kan extension. When the colored circle product is written as a coend as
in (4.1.5), the proof below can be found in [BSW∞].
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Proposition 4.1.7. (SymSeqC(M), ○, I) is a monoidal category.
Proof. Suppose X,Y,Z ∈ SymSeqC(M). We will exhibit the associativity iso-
morphism. First note that, for c = (c1, . . . , cm), b ∈ ΣopC , there exist canonical iso-
morphisms:
(Y ○Z)c(b) = ∫ a1,...,am ΣopC (a1, . . . , am; b) ⋅ [
m
⊗
j=1
(Y ○Z)(cjaj)]
≅ ∫
a
1
,...,a
m ∫
d
1
,...,d
m
Σop
C
(a; b) ⋅ m⊗
j=1
[Y (cjd
j
)⊗Zdj(aj)]
≅ ∫
d
1
,...,d
m [ m⊗
j=1
Y (cjdj)]⊗Zd(b)
≅ ∫
d
1
,...,d
m ∫
e
Σop
C
(d; e) ⋅ [ m⊗
j=1
Y (cjd
j
)]⊗Ze(b)
≅ ∫
e
Y c(e)⊗Ze(b).
(4.1.8)
In the above calculation, we wrote a = (a1, . . . , am) and d = (d1, . . . , dm) for the
concatenations. Now we have the equalities and canonical isomorphism
((X ○ Y ) ○Z)(da) = ∫ c(X ○ Y )(dc)⊗Zc(a)
= ∫
c
∫
b
X(db)⊗ Y b(c)⊗Zc(a)
≅ ∫
b
X(db)⊗ (Y ○Z)b(a)
= (X ○ (Y ○Z))(da)
for (a;d) ∈ Prof(C) × C, in which the isomorphism uses (4.1.8). The rest of the
axioms of a monoidal category are straightforward to check. 
Recall from Definition 2.6.1 that each monoidal category has a category of
monoids.
Definition 4.1.9. Define the category
Operad
C(M) =Mon(SymSeqC(M))
of C-colored operads in M as the category of monoids in (SymSeqC(M), ○, I). If C
has n <∞ elements, we also refer to objects in OperadC(M) as n-colored operads.
Using Proposition 2.6.2 we may express a C-colored operad as follows.
Corollary 4.1.10. A C-colored operad in M is exactly a triple (O, µ, ε) con-
sisting of
● an object O,
● a multiplication morphism µ ∶ O ○O // O, and
● a unit ε ∶ I // O,
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all in SymSeqC(M), such that the associativity and unity diagrams
(4.1.11) O ○O ○O
(µ,IdO)

(IdO,µ)
// O ○O
µ

O ○O
µ
// O
I ○O
≅
$$❏
❏❏
❏❏
❏❏
❏❏
❏
(ε,IdO)
// O ○O
µ

O ○ I
(IdO,ε)
oo
≅
zztt
tt
tt
tt
tt
O
are commutative. A morphism of C-colored operads is a morphism of the underlying
C-colored symmetric sequences that is compatible with the multiplications and the
units.
Notation 4.1.12. If O is a 1-colored operad with color set {∗}, then we write
O(n) = O( ∗∗,...,∗)
for (∗, . . . ,∗;∗) ∈ Σop
{∗}
× {∗} in which the input profile has length n.
4.2. Operads in Terms of Generating Operations
In Definition 4.1.9 above we defined a colored operad as a monoid with respect
to the colored circle product, which is defined in terms of coends (Definition 4.1.3).
We can unpack the colored circle product to express a colored operad in terms of
a few generating operations from [Yau16] (Section 11.2) and [YJ15] (Definition
11.14). In the one-colored topological case, the definition below is due to May
[May72].
Definition 4.2.1. A C-colored operad in (M,⊗,1) is a triple (O, γ,1) consisting
of the following data.
● O ∈ SymSeqC(M).
● For (c = (c1, . . . , cn);d) ∈ Prof(C)×C with n ≥ 1, bj ∈ Prof(C) for 1 ≤ j ≤ n,
and b = (b1, . . . , bn) their concatenation, it is equipped with an operadic
composition
(4.2.2) O(dc)⊗ n⊗
j=1
O(cjb
j
) γ // O(db) ∈M.
● For each c ∈ C, it is equipped with a c-colored unit
(4.2.3) 1
1c // O(cc) ∈M.
This data is required to satisfy the following associativity, unity, and equivariance
axioms.
Associativity: Suppose that:
● in (4.2.2) bj = (bj1, . . . , bjkj) ∈ Prof(C) with at least one kj > 0;
● a
j
i ∈ Prof(C) for each 1 ≤ j ≤ n and 1 ≤ i ≤ kj ;
● for each 1 ≤ j ≤ n,
aj =
⎧⎪⎪⎨⎪⎪⎩
(aj1, . . . , ajkj) if kj > 0,
∅ if kj = 0
with a = (a1, . . . , an) their concatenation.
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Then the associativity diagram
(4.2.4) O(dc)⊗ [ n⊗
j=1
O(cjb
j
)]⊗ n⊗
j=1
kj⊗
i=1
O(bjiaj
i
) (γ,Id) //
permute ≅

O(db)⊗ n⊗
j=1
kj⊗
i=1
O(bjiaj
i
)
γ

O(dc)⊗ n⊗
j=1
[O(cjbj)⊗
kj⊗
i=1
O(bjiaj
i
)]
(Id,⊗jγ)

O(dc)⊗ n⊗
j=1
O(cjaj)
γ
// O(da)
in M is commutative.
Unity: Suppose d ∈ C.
(1) For each c = (c1, . . . , cn) ∈ Prof(C) with n ≥ 1, the right unity diagram
(4.2.5) O(dc)⊗ 1⊗n
(Id,⊗1cj )

≅ // O(dc)
=

O(dc)⊗ n⊗
j=1
O(cjcj) γ // O(dc)
in M is commutative.
(2) For each b ∈ Prof(C) the left unity diagram
(4.2.6) 1⊗O(db)
(1d,Id)

≅ // O(db)
=

O(dd)⊗O(db) γ // O(db)
in M is commutative.
Equivariance: Suppose that in (4.2.2) ∣bj ∣ = kj ≥ 0.
(1) For each permutation σ ∈ Σn, the top equivariance diagram
(4.2.7) O(dc)⊗ n⊗
j=1
O(cjb
j
)
γ

(σ,σ−1)
// O( dcσ)⊗ n⊗
j=1
O(cσ(j)b
σ(j)
)
γ

O( db
1
,...,bn
) σ⟨k1,...,kn⟩ // O( dbσ(1),...,bσ(n))
in M is commutative. The bottom horizontal morphism is the equi-
variant structure morphism of O corresponding to the block permu-
tation in Σk1+⋯+kn induced by σ that permutes n consecutive blocks
of lengths k1, . . . , kn. In the top horizontal morphism, σ is the equi-
variant structure morphism of O corresponding to σ, and σ−1 is the
left permutation of the n tensor factors.
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(2) Given permutations τj ∈ Σkj for 1 ≤ j ≤ n, the bottom equivariance
diagram
(4.2.8) O(dc)⊗ n⊗
j=1
O(cjb
j
)
γ

(Id,⊗τj)
// O(dc)⊗ n⊗
j=1
O( cjb
j
τj
)
γ

O( db
1
,...,b
n
) τ1⊕⋯⊕τn // O( db
1
τ1,...,bnτn
)
in M is commutative. In the top horizontal morphism, each τj is the
equivariant structure morphism of O corresponding to τj ∈ Σkj . The
bottom horizontal morphism is the equivariant structure morphism
of O corresponding to the block sum τ1 ⊕⋯⊕ τn ∈ Σk1+⋯+kn induced
by the τj ’s.
A morphism of C-colored operads is a morphism of the underlying C-colored sym-
metric sequences that is compatible with the operadic compositions and the colored
units in the obvious sense.
Proposition 4.2.9. The definition of a C-colored operad in Definition 4.1.9
and in Definition 4.2.1 are equivalent.
Proof. In Corollary 4.1.10 the domain of the multiplication µ is O ○O, which
has entries
(O ○O)(db) = ∫ cO(dc)⊗Oc(b)
= ∫
c,a
1
,...,a
m
Σop
C
(a; b) ⋅O(dc)⊗ m⊗
j=1
O(cja
j
)(4.2.10)
for (b;d) ∈ Prof(C) × C, where a = (a1, . . . , am) is the concatenation. Observe that
Σop
C
(a; b) is empty unless b = aσ for some permutation σ, i.e., the concatenation
of the aj ’s is b up to a permutation. So the multiplication µ ∶ O ○O
// O yields
the entrywise operadic composition γ (4.2.2). The associativity diagram in (4.1.11)
corresponds to the associativity diagram (4.2.4). The top equivariance diagram
(4.2.7) corresponds to the c-variable in the coend (4.2.10) and the fact that µ is
a morphism of C-colored symmetric sequences. Similarly, the bottom equivariance
diagram (4.2.8) corresponds to the aj variables in the coend (4.2.10) and the fact
that µ is a morphism of C-colored symmetric sequences.
For each c ∈ C, the c-colored unit 1c in (4.2.3) corresponds to the (c; c)-entry
of the unit morphism ε ∶ I // O in Corollary 4.1.10. The unity diagram in (4.1.11)
corresponds to the right unity diagram (4.2.5) and the left unity diagram (4.2.6). 
Remark 4.2.11. The reader is cautioned that the definition of a 1-colored
operad in [MSS02] (p.41, Definition 1.4) is missing the bottom equivariance axiom
(4.2.8). ◇
4.3. Operads in Terms of Partial Compositions
Instead of the operadic composition γ, it is also possible to express a colored
operad in terms of binary operations.
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Definition 4.3.1. Suppose (c = (c1, . . . , cn);d) ∈ Prof(C) × C with n ≥ 1, b ∈
Prof(C), and 1 ≤ i ≤ n. Define the C-profile
c ○i b = (c1, . . . , ci−1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∅ if i=1
, b, ci+1, . . . , cn´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
∅ if i=n
).
The following is [Yau16] Definition 16.2.1.
Definition 4.3.2. A C-colored operad in (M,⊗,1) is a triple (O, ○,1) consisting
of the following data.
● O ∈ SymSeqC(M).
● For (c = (c1, . . . , cn);d) ∈ Prof(C)×C with n ≥ 1, 1 ≤ i ≤ n, and b ∈ Prof(C),
it is equipped with a morphism
(4.3.3) O(dc)⊗O(cib ) ○i // O( dc○ib) ∈M
called the ○i-composition.
● For each color c ∈ C, it is equipped with a c-colored unit
1
1c // O(cc) ∈M.
This data is required to satisfy the following associativity, unity, and equivariance
axioms. Suppose d ∈ C, c = (c1, . . . , cn) ∈ Prof(C), b ∈ Prof(C) with length ∣b∣ = m,
and a ∈ Prof(C) with length ∣a∣ = l.
Associativity: There are two associativity axioms.
(1) Suppose n ≥ 2 and 1 ≤ i < j ≤ n. Then the horizontal associativity
diagram in M
(4.3.4) O(dc)⊗O(cia)⊗O(cjb )
permute ≅

(○i,Id)
// O( dc○ia)⊗O(cjb )
○j−1+l

O(dc)⊗O(cjb )⊗O(cia)
(○j,Id)

O( dc○jb)⊗O(cia) ○i // O( d(c○jb)○ia) = O( d(c○ia)○j−1+l b)
is commutative.
(2) Suppose n,m ≥ 1, 1 ≤ i ≤ n, and 1 ≤ j ≤ m. Then the vertical
associativity diagram in M
(4.3.5) O(dc)⊗O(cib )⊗O(bja )
(○i,Id)

(Id,○j)
// O(dc)⊗O( cib○ja)
○i

O( dc○ib)⊗O(bja ) ○i−1+j // O( d(c○ib)○i−1+j a) = O( dc○i(b○ja))
is commutative.
Unity: There are two unity axioms.
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(1) The left unity diagram in M
(4.3.6) 1⊗O(dc)
≅
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
(1d,Id)
// O(dd)⊗O(dc)
○1

O(dc)
is commutative.
(2) If n ≥ 1 and 1 ≤ i ≤ n, then the right unity diagram in M
(4.3.7) O(dc)⊗ 1
≅
&&◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆
(Id,1ci) // O(dc)⊗O(cici)
○i

O(dc)
is commutative.
Equivariance: Suppose ∣c∣ = n ≥ 1, 1 ≤ i ≤ n, σ ∈ Σn, and τ ∈ Σm. Then the
equivariance diagram in M
(4.3.8) O(dc)⊗O(cσ(i)b )
(σ,τ)

○σ(i)
// O( dc○σ(i)b)
σ○iτ

O( dcσ)⊗O(cσ(i)bτ ) ○i // O( d(cσ)○i(bτ)) = O( d(c○σ(i)b)(σ○iτ))
is commutative, where
σ ○i τ = σ⟨1, . . . ,1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i−1
,m,1, . . . ,1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−i
⟩ ○ (id⊕⋯⊕ id´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
i−1
⊕τ ⊕ id⊕⋯⊕ id´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−i
) ∈ Σn+m−1
is the composition of a block sum induced by τ with a block permutation
induced by σ that permutes consecutive blocks of the indicated lengths.
A morphism of C-colored operads is a morphism of the underlying C-colored sym-
metric sequences that is compatible with the ○i-compositions and the colored units
in the obvious sense.
Proposition 4.3.9. The definition of a C-colored operad in Definition 4.2.1
and in Definition 4.3.2 are equivalent.
Proof. The proof can be found in [Yau16] Section 16.4. Let us indicate the
correspondence of structures. Given a C-colored operad (O, γ,1) in the sense of
Definition 4.2.1, the associated ○i-composition is the composition
(4.3.10)
O(dc)⊗O(cib )
≅

○i // O( dc○ib)
O(dc)⊗ 1⊗i−1 ⊗O(cib )⊗ 1⊗n−i
{1cj }
// O(dc)⊗ [i−1⊗
j=1
O(cjcj)]⊗O(cib )⊗ [ n⊗
j=i+1
O(cjcj)]
γ
OO
in which the bottom horizontal morphism is the monoidal product of the colored
units 1cj for 1 ≤ j /= i ≤ n with the identity morphisms of O(dc) and O(cib ).
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Conversely, given a C-colored operad (O, ○,1) in the sense of Definition 4.3.2,
the operadic composition γ is recovered as the composition
(4.3.11) O(dc)⊗ n⊗
j=1
O(cjb
j
) γ //
(○1,Id)

O(db)
O( dc○1b1)⊗
n⊗
j=2
O(cjb
j
)
(○k1+1,Id)

O( d((c○1b1)⋯)○k1+⋯+kn−1+1bn)
Id
OO
⋯ (○k1+⋯+kn−2+1,Id) // O( d((c○1b1)⋯)○k1+⋯+kn−2+1bn−1)⊗O(cnbn)
○k1+⋯+kn−1+1
OO
in which kj = ∣bj ∣. 
4.4. Operads in Terms of Trees
In Proposition 4.2.9 and Proposition 4.3.9 we observed that there are three
equivalent definitions of a colored operad. In this section, we discuss another equiv-
alent description of a colored operad in terms of trees that we will need later to
discuss the Boardman-Vogt construction of a colored operad. We will need the
following concept about monoidal product [MSS02] (p.64, Definition 1.58).
Definition 4.4.1 (Unordered Monoidal Product). Suppose X is a set with
n ≥ 1 elements.
(1) An ordering of X is a bijection
σ ∶ {1, . . . , n} ≅ // X.
The set of all orderings of X is denoted by Ord(X).
(2) Suppose Ax ∈M is an object for each x ∈X .
(a) For each ordering σ of X , define the ordered monoidal product as
⊗
σ
Ax = Aσ(1) ⊗⋯⊗Aσ(n) ∈M.
For each τ ∈ Σn, the symmetry isomorphism in M determines an
isomorphism
τ ∶⊗
σ
Ax
≅ // ⊗
στ
Ax,
which defines a Σn-action on the coproduct ∐σ∈Ord(X)⊗σAx.
(b) Define the unordered monoidal product as the colimit
(4.4.2) ⊗
x∈X
Ax = colim
τ∈Σn
( ∐
σ∈Ord(X)
⊗
σ
Ax
τ // ∐
σ∈Ord(X)
⊗
σ
Ax ).
Remark 4.4.3. For each ordering σ of X , the natural morphism
⊗
σ
Ax // ⊗
x∈X
Ax
from the ordered monoidal product to the unordered monoidal product is an iso-
morphism. The point of the unordered monoidal product is that we can talk about
the iterated monoidal product of the Ax’s without first choosing an ordering of the
indexing set X . ◇
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As before C is a fixed non-empty set. All the trees below are C-colored trees as
in Definition 3.1.15. Recall that Prof(C) denotes the set of C-profiles.
Definition 4.4.4 (Vertex Decorations). Suppose A ∈ MProf(C)×C, and T is a
tree. Define the A-decoration of T as the unordered monoidal product
A[T ] =⊗
v∈T
A(Prof(v)) =⊗
v∈T
A(out(v)in(v) ),
where v ∈ T means v ∈ Vt(T ).
Proposition 4.4.5. Suppose T is a tree, and Hv is a tree with Prof(Hv) =
Prof(v) for each vertex v in T . Then for each A ∈ MProf(C)×C, there is an isomor-
phism
A[T (Hv)v∈T ] ≅⊗
v∈T
A[Hv],
where T (Hv)v∈T is the tree substitution in Definition 3.2.6. In particular, in the
context of Definition 3.3.1, there is an isomorphism
A[Graft(G;{Hj})] ≅ A[G]⊗A[H1]⊗⋯⊗A[Hm].
Proof. The first isomorphism follows from the decomposition
Vt(T (Hv)v∈T ) = ∐
v∈T
Vt(Hv).
The second isomorphism follows from the definition of the grafting as a tree sub-
stitution. 
Notation 4.4.6. In the setting of Definition 4.4.4, we will sometimes abbrevi-
ate A(Prof(v)) = A(out(v)in(v) ) to A(v).
Example 4.4.7. In the context of Example 3.2.13, recall that K is the tree
substitution T (Hu,Hv,Hw). There are isomorphisms
A[K] ≅ A[Hu]⊗A[Hv]⊗A[Hw]
≅ A(u1)⊗A(u2)⊗ 1⊗A(w1)⊗A(w2)
≅ A( ca,b,f)⊗A(f∅)⊗A( ec,g)⊗A(gd)
for each A ∈MProf(C)×C. ◇
Example 4.4.8. In the context of Example 3.3.3, recall that G is the grafting
Graft(T ;H1,H2,H3). There are isomorphisms
A[G] ≅ A[T ]⊗A[H1]⊗A[H2]⊗A[H3]
≅ A(w)⊗A(u)⊗A(v)⊗A(x1)⊗A(x2)⊗ 1⊗A(z)
≅ A( ec,d)⊗A( ca,b)⊗A(dd)⊗A( af,g)⊗A(g∅)⊗A(d∅)
for each A ∈MProf(C)×C. ◇
In the next definition of a colored operad, notice (i) the use of the product
category MProf(C)×C instead of the category SymSeqC(M) of symmetric sequences
and (ii) the apparent absence of an equivariance axiom.
Definition 4.4.9. A C-colored operad in M is a pair (O, γ) consisting of
● an object O ∈MProf(C)×C and
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● an operadic structure morphism
(4.4.10) O[T ] γT // O(Prof(T )) ∈M
for each T ∈ TreeC
that satisfies the following unity and associativity axioms.
Unity: γCor(c;d) is the identity morphism of O(dc) for each (c;d) ∈ Prof(C)×C,
where Cor(c;d) is the (c;d)-corolla in Example 3.1.21.
Associativity: For each tree substitution T (Hv)v∈T , the diagram
(4.4.11) O[T (Hv)v∈T ]
γT(Hv)v∈T

≅ // ⊗
v∈T
O[Hv]
⊗
v
γHv
// ⊗
v∈T
O(v) = O[T ]
γT

O(Prof(T (Hv)v∈T )) Id // O(Prof(T ))
is commutative.
A morphism f ∶ (O, γO) // (P, γP) of C-colored operads is a morphism f ∶ O // P ∈
MProf(C)×C such that the diagram
(4.4.12) O[T ]
γOT

⊗
v
f
// P[T ]
γPT

O(Prof(T )) f // P(Prof(T ))
is commutative for each T ∈ TreeC.
Theorem 4.4.13. The definitions of a C-colored operad in Definition 4.2.1 and
in Definition 4.4.9 are equivalent.
Proof. This equivalence is [YJ15] Corollary 11.16. Let us describe the cor-
respondence of structures. Suppose (O, γ) is a C-colored operad in the sense of
Definition 4.4.9.
(1) For a pair (c;d) ∈ Prof(C) × C and a permutation τ ∈ Σ∣c∣, the operadic
structure morphism
O(dc) = O[Cor(c;d)τ] γCor(c;d)τ // O[Prof(Cor(c;d)τ)] = O( dcτ) ,
where Cor(c;d)τ is the permuted corolla in Example 3.1.22, corresponds
to the C-colored symmetric sequence structure in Definition 4.2.1.
(2) For (c = (c1, . . . , cn);d) ∈ Prof(C)×C with n ≥ 1, bj ∈ Prof(C) for 1 ≤ j ≤ n,
b = (b1, . . . , bn) their concatenation, and T = T ({bj}; c;d) the 2-level tree
in Example 3.1.23, the operadic structure morphism
O(dc)⊗ n⊗
j=1
O(cjbj) ≅ O[T ] γT // O[Prof(T )] = O(db)
corresponds to the operadic composition γ in (4.2.2).
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(3) For each color c ∈ C, the operadic structure morphism
1 = O[↑c] γ↑c // O[Prof(↑c)] = O(cc),
where ↑c is the c-colored exceptional edge in Example 3.1.18, corresponds
to the c-colored unit 1c in (4.2.3).
The associativity, unity, and equivariance axioms in Definition 4.2.1 are now con-
sequences of the associativity and unity of (O, γ).
Conversely, suppose (O, γ,1) is a C-colored operad in the sense of Definition
4.2.1. Reusing the previous paragraph, we first define the operadic structure mor-
phisms
O[G] γG // O[Prof(G)] for G ∈ {Cor(c;d)τ, ↑c, T ({bj}; c;d)}
as the equivariant structure, the c-colored units 1c, and the operadic composition γ.
For a general tree T , a key observation is that it can always be written non-uniquely
as an iterated tree substitution involving only permuted corollas, exceptional edges,
and 2-level trees. We then use any such tree substitution decomposition of T and
the associativity diagram (4.4.11) to define the operadic structure morphism
O[T ] γT // O[Prof(T )]
as an iterated composition of monoidal products of the already defined operadic
structure morphisms γG. That such a morphism γT is well-defined is a consequence
of the axioms in Definition 4.2.1. 
Remark 4.4.14. There are two more equivalent descriptions of an operad that
we will not need in this book, so we only briefly mention them here.
(1) There is a Prof(C) × C-colored operad OpC whose category of algebras is
precisely the category of C-colored operads in M. This is a special case of
[YJ15] Lemma 14.4. Each entry OpC(ts), with t and each sj in Prof(C)×C,
is a coproduct ∐1 indexed by pairs (T,σ) with
● T a C-colored tree with profile t and
● σ an ordering of the set Vt(T ) such that sj = Prof(σ(j)).
Its equivariant structure comes from reordering of the set Vt(T ), and
its colored units correspond to corollas. Its operadic composition γ is
induced by tree substitution with the induced lexicographical ordering
on vertices. One checks that OpC-algebras are equivalent to C-colored
operads in Definition 4.4.9.
(2) The category of C-colored operads in M is also canonically isomorphic to
the category ofM-enriched multicategorical functors from OpC to M. This
is a special case of Theorem 14.12 in [YJ15], where the reader is referred
for the meaning of an enriched multicategorical functor. One checks that
such enriched multicategorical functors are also equivalent to C-colored
operads in Definition 4.4.9. ◇
Corollary 4.4.15. Suppose O is a C-colored operad inM, and (c;d) ∈ Prof(C)×
C. Then O defines a functor
O ∶ Tree
C(d
c
) // M
as follows:
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● Each T ∈ TreeC(dc) is sent to O[T ].
● Each morphism
(Hv)v∈T ∶ T (Hv) // T ∈ TreeC(dc)
is sent to the morphism
O[T (Hv)] = ⊗
v∈T
O[Hv]
⊗
v
γHv
// ⊗
v∈T
O(v) = O[T ]
in which γHv is the operadic structure morphism (4.4.10) for Hv.
Proof. An identity morphism in TreeC(dc) is of the form
(Corv)v∈T ∶ T // T.
Since γCor is the identity morphism for each corolla, the assignment O preserves
identity morphisms.
Suppose
(Hv)v∈T ∶K // T and (Gu)u∈K ∶ E // K
are morphisms in TreeC(dc) as in Remark 3.2.12. Their composition is
(Hv(Gu)u∈Hv)v∈T ∶ E // T.
To see that the assignment O preserves compositions, observe that
O(Hv(Gu)u∈Hv)v∈T =⊗
v∈T
γHv(Gu)u∈Hv
=⊗
v∈T
(γHv ○ ⊗
u∈Hv
γGu)
= (⊗
v∈T
γHv) ○ (⊗
v∈T
⊗
u∈Hv
γGu)
= O(Hv)v∈T ○O(Gu)u∈K .
The first and the last equalities are the definitions of the assignment O on a mor-
phism. The second equality holds by the associativity axiom (4.4.11) of the C-
colored operad O. 
4.5. Algebras over Operads
In this section, we discuss algebras over colored operads and some relevant
examples. Just as monads are important because of their algebras, operads are
important mainly because of their algebras.
Notation 4.5.1. For a C-colored objectX = {Xc}c∈C inM and c = (c1, . . . , cm) ∈
Prof(C), we will write
Xc =Xc1 ⊗⋯⊗Xcm ,
which is the initial object ∅ if c is the empty profile.
Lemma 4.5.2. Suppose O is a C-colored operad in M. Then it induces a monad
whose functor is
O ○ − ∶MC // MC
and whose multiplication and unit are induced by those of O as in Corollary 4.1.10
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Proof. Suppose Y = {Yc}c∈C is a C-colored object in M, regarded as a C-
colored symmetric sequence as in (4.1.2). Observe that in (4.1.4) we have
Y c(b) = ⎧⎪⎪⎨⎪⎪⎩
Yc if b = ∅,
∅ if b /= ∅
for b, c ∈ Prof(C). Putting this into the definition (4.1.5) of the C-colored circle
product, we obtain
(4.5.3) (O ○ Y )(db) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∫
c∈ΣC
O(dc)⊗ Yc if b = ∅,
∅ if b /= ∅.
So the restriction of the functor
O ○ − ∶ SymSeq
C(M) // SymSeqC(M)
to the full subcategoryMC yields a functor MC // MC. Corollary 4.1.10 now shows
that O ○ − is a monad in MC. 
Definition 4.5.4. Suppose O is a C-colored operad in M. The category
AlgM(O) of O-algebras is defined as the category of (O ○ −)-algebras for the monad
O ○ − in MC.
We can describe O-algebras more explicitly by unwrapping this definition. The
detailed colored operad algebra axioms below are from [Yau16] (Section 13.2) and
[YJ15] (Corollary 13.37). In the one-colored topological case, the definition below
is due to May [May72]. We will use Definition 4.2.1 of a C-colored operad.
Definition 4.5.5. Suppose (O, γ,1) is a C-colored operad in M. An O-algebra
is a pair (X,λ) consisting of
● a C-colored object X = {Xc}c∈C and
● an O-action structure morphism
(4.5.6) O(dc)⊗Xc λ // Xd ∈M
for each (c;d) ∈ Prof(C) × C.
It is required that the following associativity, unity, and equivariance axioms hold.
Associativity: For (c = (c1, . . . , cn);d) ∈ Prof(C)×C with n ≥ 1, bj ∈ Prof(C)
for 1 ≤ j ≤ n, and b = (b1, . . . , bn) their concatenation, the associativity
diagram
(4.5.7) O(dc)⊗ [ n⊗
j=1
O(cjb
j
)]⊗Xb (γ,Id) //
permute ≅

O(db)⊗Xb
λ

O(dc)⊗ n⊗
j=1
[O(cjb
j
)⊗Xb
j
]
(Id,⊗jλ)

O(dc)⊗Xc λ // Xd
in M is commutative.
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Unity: For each c ∈ C, the unity diagram
(4.5.8) 1⊗Xc
(1c,Id)

≅ // Xc
=

O(cc)⊗Xc λ // Xc
in M is commutative.
Equivariance: For each (c;d) ∈ Prof(C) × C and each permutation σ ∈ Σ∣c∣,
the equivariance diagram
(4.5.9) O(dc)⊗Xc
λ

(σ,σ−1)
// O( dcσ)⊗Xcσ
λ

Xd
= // Xd
in M is commutative. In the top horizontal morphism, σ−1 is the left
permutation on the factors in Xc induced by σ
−1 ∈ Σ∣c∣.
A morphism of O-algebras f ∶ (X,λ) // (Y, ξ) is a morphism f ∶ X // Y of C-
colored objects in M such that the diagram
(4.5.10) O(dc)⊗Xc
λ

(Id,⊗f)
// O(dc)⊗ Yc
ξ

Xd
f
// Yd
in M is commutative for all (c;d) ∈ Prof(C) × C.
Proposition 4.5.11. Suppose O is a C-colored operad in M. Then the defini-
tions of an O-algebra in Definition 4.5.4 and in Definition 4.5.5 are equivalent.
Proof. This is essentially the same as the proof of Proposition 4.2.9. The key
is (4.5.3): For a C-colored object X = {Xc}c∈C in M, the C-colored object O○X has
entries
(O ○X)d = ∫ c∈ΣC O(dc)⊗Xc
for d ∈ C. So an (O○−)-algebra has O-action structure morphisms as in (4.5.6). The
equivariance axiom (4.5.9) corresponds to the c-variable in the coend formula for(O ○X)d. The associativity axiom (4.5.7) and the unity axiom (4.5.8) correspond
to those of an (O ○ −)-algebra. 
The following result is [WY18] Proposition 4.2.1.
Proposition 4.5.12. Suppose O is a C-colored operad in M. Then there is a
free-forgetful adjunction
MC
O○− // AlgM(O)
U
oo
in which the right adjoint U forgets about the O-algebra structure. Moreover, the
category AlgM(O) is cocomplete (resp., complete), provided M is cocomplete (resp.,
complete).
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Example 4.5.13 (Colored objects as algebras). For the unit C-colored operad
I in (4.1.6), there is an equality
AlgM(I) =MC,
and both functors U and I ○ − are the identity functors.
Example 4.5.14 (Colored endomorphism operads). For each C-colored object
X = {Xc}c∈C in M, there is a C-colored endomorphism operad End(X) with entries
End(X)(dc) = HomM(Xc,Xd)
for (c;d) ∈ Prof(C)×C. Its equivariant structure is induced by permutations of the
factors in Xc. Its d-colored unit (4.2.3)
1
// HomM(Xd,Xd)
is adjoint to the identity morphism of Xd. Its operadic composition γ (4.2.2)
is induced by the ⊗-HomM-adjunction. Another exercise involving the ⊗-HomM-
adjunction shows that an O-algebra structure (X,θ) is equivalent to a morphism
θ′ ∶ O // End(X)
of C-colored operads. See [Yau16] Sections 13.8 and 13.9 for details. ◇
Example 4.5.15 (Tree operad). There is a C-colored tree operad TreeOpC in
Set in which each entry TreeOpC(dc) is the set of C-colored trees with profile (c;d).
● The c-colored unit is the c-colored exceptional edge ↑c in Example 3.1.18.
● The equivariant structure is given by reordering: If T ∈ TreeOpC(dc) and if
σ ∈ Σ∣c∣, then Tσ ∈ TreeOpC( dcσ) is the same as T except that its ordering
is ζσ, where ζ is the ordering of T .
● The operadic composition γ is given by grafting of trees in Definition 3.3.1.
For each tree T ∈ TreeC(dc), the operadic structure morphism
TreeOpC[T ] = ∏
v∈T
TreeOpC(v) γT // TreeOpC(dc)
is given by tree substitution in Definition 3.2.6,
γT{Hv}v∈T = T (Hv)v∈T ,
where each Hv ∈ TreeOpC(v). ◇
Example 4.5.16 (Monoids as operads). Suppose (A,µ, ε) is a monoid in M.
Then it yields a 1-colored operad A with entries
A(n) =
⎧⎪⎪⎨⎪⎪⎩
A if n = 1,
∅ if n /= 1.
Its equivariant structure is trivial. The operadic composition γ and the unit are
those of the monoid A. In other words, monoids are 1-colored operads concentrated
in unary entries. ◇
Example 4.5.17 (Associative operad). There is a 1-colored operad As in M,
called the associative operad, with entries
As(n) = ∐
σ∈Σn
1
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for n ≥ 0 and unit 1 ∶ 1 // As(1) the identity morphism. Its operadic composition
γ is induced by the map
Σn ×Σk1 ×⋯×Σkn // Σk1+⋯+kn
that sends (σ;σ1, . . . , σn) to the composition
(4.5.18) σ(σ1, . . . , σn) = σ⟨k1, . . . , kn⟩ ○ (σ1 ⊕⋯⊕ σn)
with (i) σ1⊕⋯⊕σn the block sum induced by the σj and (ii) σ⟨k1, . . . , kn⟩ the block
permutation induced by σ that permutes n consecutive blocks of lengths k1, . . . , kn.
Using Proposition 2.6.2(1), one can check that As-algebras are precisely monoids
in M. ◇
Example 4.5.19 (Commutative operad). There is a 1-colored operad Com in
M, called the commutative operad, with entries
Com(n) = 1
for n ≥ 0, operadic composition induced by the isomorphism 1 ⊗ 1 ≅ 1, and unit
the identity morphism. It follows from Proposition 2.6.2(2) that Com-algebras are
precisely commutative monoids in M. ◇
Example 4.5.20 (Diagrams as operads). Suppose C is a small category with
object set C, and F ∶ C // M is a C-diagram in M. Then F yields an C-colored
operad F in M with entries
F(dc) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∐
FC(c,d)
1 if c = c ∈ C,
∅ if ∣c∣ /= 1,
for (c;d) ∈ Prof(C) × C, where FC(c, d) is the set of morphisms Ff ∈ M(Fc,Fd)
for f ∈ C(c, d). Since it is concentrated in unary entries, its equivariant structure
is trivial. Its colored units come from the identity morphisms in C. Its operadic
composition γ arises from the fact that F is a functor. ◇
Example 4.5.21 (Operad for diagrams). Suppose C is a small category with
object set C. There is a C-colored operad Cdiag in M with entries
Cdiag(dc) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∐
C(c,d)
1 if c = c ∈ C,
∅ if ∣c∣ /= 1
for (c;d) ∈ Prof(C) × C. Its equivariant structure is trivial. Its colored units come
from the identity morphisms in C. Its operadic composition γ is induced by the
categorical composition in C. One can check that Cdiag-algebras are precisely C-
diagrams in M. ◇
Example 4.5.22 (Operad for diagrams of monoids). This example is a combi-
nation of Examples 4.5.17 and 4.5.21. Suppose C is a small category with object
set C. There is a C-colored operad OMC in M with entries
OMC (dc) = ∐
Σn×
n
∏
j=1
C(cj,d)
1 for (dc) = ( dc1,...,cn) ∈ Prof(C) × C.
A coproduct summand corresponding to an element (σ, f) ∈ Σn × ∏j C(cj , d) is
denoted by 1(σ,f). We will describe the operad structure on O
M
C in terms of the
subscripts.
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Its equivariant structure sends 1(σ,f) to 1(στ,fτ) for τ ∈ Σ∣c∣. Its c-colored unit
corresponds to 1(id1,Idc). Its operadic composition
OMC (dc)⊗
n⊗
j=1
OMC (cjbj)
γ
// OMC (db)
corresponds to
((σ, f);{(τj , gj)}nj=1) ✤ // (σ(τ1, . . . , τn), (f1g1, . . . , fngn))
where
fjgj
= (fjgj1, . . . , fjgjkj) ∈
kj
∏
i=1
C(bji, d) if gj = (gj1, . . . , gjkj ) ∈
kj
∏
i=1
C(bji, cj)
and
σ(τ1, . . . , τn) = σ⟨k1, . . . , kn⟩´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
block permutation
○ (τ1 ⊕⋯⊕ τn)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
block sum
∈ Σk1+⋯+kn
as in (4.5.18).
There is a canonical isomorphism
AlgM(OMC ) ≅ // Mon(M)C
defined as follows. Each OMC -algebra (X,λ) has a restricted structure morphism
Xc
λ(σ,f)
//
(σ,f) inclusion

Xd
∐
Σn×
n
∏
j=1
C(cj ,d)
Xc
≅ // OMC (dc)⊗Xc
λ
OO
for each (σ, f) ∈ Σn × ∏nj=1 C(cj , d). For a morphism f ∶ c // d ∈ C, there is a
restricted structure morphism
Xc
λ(id1,f) // Xd ∈M.
The associativity and unity axioms of (X,λ) imply that this is a C-diagram in M.
For each c ∈ C, the restricted structure morphisms
Xc ⊗Xc
λ(id2,{Idc,Idc}) // Xc and 1
λ(id0,∗) // Xc
give Xc the structure of a monoid in M, once again by the associativity and unity
axioms of (X,λ). One can check that this gives a C-diagram of monoids in M; i.e.,
the morphisms λ(id1,f) are compatible with the entrywise monoid structures. In
summary, OMC is the C-colored operad whose algebras are C-diagrams of monoids in
M. This identification is also given in [BSW∞] Theorem 4.26. ◇
Example 4.5.23 (Operad for diagrams of commutative monoids). This exam-
ple is a combination of Examples 4.5.19 and 4.5.21 and is a slight modification
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of Example 4.5.22. Suppose C is a small category with object set C. There is a
C-colored operad ComC in M with entries
ComC(dc) = ∐
n
∏
j=1
C(cj ,d)
1 for (dc) = ( dc1,...,cn) ∈ Prof(C) × C.
Its operad structure is defined as in Example 4.5.22 by ignoring the first component.
Moreover, with almost the same argument as in Example 4.5.22, one can check
that there is a canonical isomorphism
AlgM(ComC) ≅ // Com(M)C .
To see that the monoid multiplication
Xc ⊗Xc
µc = λ{Idc,Idc} // Xc ∈M
is commutative, observe that the pair {Idc, Idc} is fixed by the permutation (1 2). So
the equivariance axiom (4.5.9) implies that µc is commutative. In summary, Com
C
is the C-colored operad whose algebras are C-diagrams of commutative monoids in
M. ◇

CHAPTER 5
Constructions on Operads
In this chapter, we discuss several important constructions and properties of
colored operads. In Section 5.1 to Section 5.3, we discuss the category of algebras
over a colored operad under a change of operads and a change of base categories.
In Section 5.4 and Section 5.5 we study localizations of colored operads, analogous
to localizations of categories, and algebras over localized operads. The material in
the last two sections about localizations of operads is new. Localizations of operads
are needed later when we discuss the time-slice axiom in prefactorization algebras.
As in the previous chapter, (M,⊗,1) is a cocomplete symmetric monoidal closed
category with an initial object ∅.
5.1. Change-of-Operad Adjunctions
In this section, we consider the category of algebras over an operad under an
operad morphism. Instead of restricting ourselves to operads with the same color
set, we will need to consider morphisms between operads with different color sets.
So we first consider operads under a change of colors.
Definition 5.1.1. Suppose (O, γO) is a C-colored operad in M in the sense of
Definition 4.4.9, and f ∶B // C is a map of non-empty sets.
(1) Define the object f∗O ∈MProf(B)×B by
(f∗O)(dc) = O(fdfc)
for (c = (c1, . . . , cm);d) ∈ Prof(B) ×B, where fc = (fc1, . . . , fcm).
(2) For each B-colored tree T , define fT as the C-colored tree obtained from
T by applying f to its B-coloring.
(3) For each B-colored tree T , define the morphism γf
∗O
T by the commutative
diagram
(f∗O)[T ] γf
∗O
T //
Id

(f∗O)(Prof(T ))
⊗
v∈T
O(fout(v)f in(v) ) = O[fT ] γ
O
fT
// O[Prof(fT )].
Id
OO
Proposition 5.1.2. Suppose (O, γO) is a C-colored operad in M, and f ∶
B // C is a map of non-empty sets. Then (f∗O, γf∗O) is a B-colored operad
in M.
Proof. Observe that:
(1) fCor(c;d) = Cor(fc;fd) for each (c;d) ∈ Prof(B) ×B.
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(2) f(T (Hv)v∈T ) = (fT )(fHu)u∈fT for each tree substitution T (Hv) in TreeB.
Since γf
∗
O
T = γOfT , the assertion follows from Definition 4.4.9. 
Definition 5.1.3. Suppose O is a C-colored operad in M, and P is a D-colored
operad in M. An operad morphism f ∶ O // P is a pair (f0, f1) consisting of
● a map f0 ∶ C // D and
● a morphism f1 ∶ O // f
∗
0P of C-colored operads.
The category of all colored operads in M is denoted by Operad(M). We will some-
times abbreviate both f0 and f1 to f .
Unpacking the definition we can express an operad morphism more explicitly
as follows.
Proposition 5.1.4. Suppose (O, γO) is a C-colored operad, and (P, γP) is a
D-colored operad in M. Then an operad morphism f ∶ O // P consist of precisely
● a map f0 ∶ C // D and
● a morphism
f1 ∶ O(dc) // P(f0df0c) ∈M
for each (c;d) ∈ Prof(C) × C
such that the diagram
O[T ]
γOT

⊗
v∈T
f1
// P[f0T ]
γPf0T

O[Prof(T )] f1 // P[Prof(f0T )]
is commutative for each C-colored tree T .
Definition 5.1.5. Suppose f ∶ O // P is an operad morphism with O a C-
colored operad and P a D-colored operad in M.
(1) For X ∈MD, define the object f∗X ∈MC by
(f∗X)c =Xfc for c ∈ C.
(2) For a P-algebra (X,θ), define the morphism θf∗X as the composition in
the diagram
O(dc)⊗ (f∗X)c θf∗X //
(f,Id)

(f∗X)d
P(fdfc)⊗Xfc θ // Xfd
Id
OO
for each (c;d) ∈ Prof(C) × C.
A direct inspection of Definition 4.5.5 yields the following result.
Proposition 5.1.6. In the context of Definition 5.1.5:
(1) (f∗X,θf∗X) is an O-algebra.
(2) f∗ defines functors
f∗ ∶MD // MC and f∗ ∶ AlgM(P) // AlgM(O).
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Before we discuss the adjunction associated to an operad morphism, let us first
consider the following special case on underlying objects.
Lemma 5.1.7. Suppose f ∶ C // D is a map of non-empty sets. Then there is
an adjunction
MC
f! // MD
f∗
oo
with left adjoint f!.
Proof. For Y ∈MC, define an object f!Y ∈MD by
(f!Y )d = ∐
c∈f−1(d)
Yc for d ∈D.
One checks directly that this defines a functor f! that is a left adjoint of f
∗. 
Theorem 5.1.8. Suppose f ∶ O // P is an operad morphism with O a C-colored
operad and P a D-colored operad in M. Then there is an adjunction
AlgM(O) f! // AlgM(P)
f∗
oo ,
called the change-of-operad adjunction, with left adjoint f!.
Proof. Consider the solid-arrow diagram
AlgM(O) f! //
U

AlgM(P)
f∗
oo
U

MC
O○−
OO
f! // MD
f∗
oo
P○−
OO
with the bottom adjunction from Lemma 5.1.7 and the vertical adjunctions from
Proposition 4.5.12. There is an equality
Uf∗ = f∗U ∶ AlgM(P) // MC.
Since the bottom horizontal functor f∗ admits a left adjoint f! and since AlgM(P)
is cocomplete, the Adjoint Lifting Theorem [Bor94b] (Theorem 4.5.6) implies that
the top horizontal functor f∗ also admits a left adjoint. 
Example 5.1.9 (Free-Forgetful Adjunction). For a C-colored operad O, the
natural morphism i ∶ I // O, where I is the C-colored unit operad in (4.1.6), is
an operad morphism. In this case, the change-of-operad adjunction i! ⊣ i∗ is the
free-forgetful adjunction
MC
O○− // AlgM(O)
U
oo
in Proposition 4.5.12. ◇
Example 5.1.10. There is an operad morphism f ∶ As // Com from the as-
sociative operad in Example 4.5.17 to the commutative operad in Example 4.5.19,
given entrywise by the morphism
As(n) = ∐
σ∈Σn
1
//
1 = Com(n)
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whose restriction to every copy of 1 in As(n) is the identity morphism. In the
change-of-operad adjunction
Mon(M) = AlgM(As) f! // AlgM(Com) = Com(M)
f∗
oo
the right adjoint f∗ forgets about the commutativity of a commutative monoid.
The left adjoint f! sends a monoid to the commutative monoid generated by it.
For instance, if M = Vect
K
and if A is a monoid in M (i.e., a K-algebra), then
f!A is the quotient K-algebra of A by the ideal generated by all the commutators[a, b] = ab − ba with a, b ∈ A. ◇
Example 5.1.11 (Change-of-Monoids). Suppose f ∶ A // B is a morphism
of monoids in M. Regarding A and B as 1-colored operads concentrated in unary
entries as in Example 4.5.16, we can think of f as an operad morphism. With A
regarded as an operad, A-algebras are precisely A-modules in the sense of Example
2.7.8, and similarly for B-algebras. In the change-of-operad adjunction
AlgM(A) f! // AlgM(B)
f∗
oo
the right adjoint f∗ is the restriction of the structure morphism to A. If M = Vect
K
,
then the left adjoint f! sends an A-module (X,θ) to the B-module B ⊗AX , where
the right A-action on B is induced by f . ◇
Example 5.1.12 (Left Kan Extensions). Suppose F ∶ C // D is a functor
between small categories with Ob(C) = C and Ob(D) = D. Recall from Example
4.5.21 that there is a C-colored operad Cdiag whose algebras are precisely C-diagrams
in M. There is an operad morphism
F diag ∶ Cdiag // Ddiag
whose function on color sets C // D is the object function of the functor F . For
a pair of objects c, d ∈ C, the morphism
Cdiag(dc) = ∐
f∈C(c,d)
1
// ∐
g∈D(Fc,Fd)
1 = Ddiag(FdFc)
identifies the copy of 1 in Cdiag(dc) corresponding to f ∈ C(c, d) with the copy of 1
in Ddiag(FdFc) corresponding to Ff ∈ D(Fc,Fd). In the change-of-operad adjunction
Fun(C,M) = AlgM(Cdiag) F
diag
! // AlgM(Ddiag) = Fun(D,M)
(F diag)∗
oo
the right adjoint (F diag)∗ = Fun(F,M) sends a D-diagram G ∶ D // M to the C-
diagram GF ∶ C // M. For a C-diagram H ∶ C // M, F diag
!
H is the left Kan
extension of H along F in Theorem 2.4.11. ◇
5.2. Model Category Structures
5.2.1. Model Categories. Before we discuss model category structures on
AlgM(O) for an operad O, let us first review some basic concepts of model categories,
which were originally defined by Quillen [Qui67]. The reader is referred to the
references [Hir03, Hov99, MP12, SS00] for more details.
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The formulation of a model category below is due to [MP12]. Suppose f ∶
A // B and g ∶ C // D are morphisms in a category M. We write f ⧄ g if for
each solid-arrow commutative diagram
A
f

// C
g

B //
==
D
in M, a dotted arrow exists that makes the entire diagram commutative. For a class
A of morphisms in M, define the classes of morphisms
⧄
A = {f ∈M ∣ f ⧄ a for all a ∈ A},
A
⧄ = {g ∈M ∣ a ⧄ g for all a ∈ A}.
A pair (L,R) of classes of morphisms in M functorially factors M if each mor-
phism h in M has a functorial factorization h = gf such that f ∈ L and g ∈ R. A
weak factorization system in a category M is a pair (L,R) of classes of morphisms
in M such that (i) (L,R) functorially factors M, (ii) L = ⧄R, and (iii) R = L⧄.
A model category is a complete and cocomplete category M equipped with
three classes of morphisms (W ,C,F), called weak equivalences, cofibrations, and
fibrations, such that:
● W has the 2-out-of-3 property. In other words, for any morphisms f and
g in M such that the composition gf is defined, if any two of the three
morphisms f , g, and gf are in W , then so is the third.
● (C,F ∩W) and (C ∩W ,F) are weak factorization systems.
For a model category (M,W ,C,F), its homotopy category Ho(M) is aW-localization
of M as in Definition 2.8.1. For a model category M, its homotopy category always
exists.
A model category M is:
(1) left proper if weak equivalences are closed under pushouts along cofibra-
tions.
(2) cofibrantly generated if (i) it is equipped with two sets I and J of mor-
phisms that permit the small object argument [Hir03] (Definition 10.5.15),
(ii) F = J ⧄, and (iii) F ∩W = I⧄.
(3) a monoidal model category [SS00] (Definition 3.1) if it is also a symmet-
ric monoidal closed category that satisfies the following pushout product
axiom:
Given cofibrations f ∶ A // B and g ∶ C // D, the pushout
product f ◻ g in the diagram
A⊗C
pushout
IdA⊗g //
f⊗IdC

A⊗D
 f⊗IdD

✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿✿
✿
B ⊗C //
IdB⊗g
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯ Z
f◻g
▲▲
▲▲
%%▲
▲▲
▲
B ⊗D
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is a cofibration, which is also a weak equivalence if either f or g
is also a weak equivalence. Here
Z = B ⊗C ∐
A⊗C
A⊗D
is the object of the pushout square.
In [Hov99] (Definition 4.2.6), a monoidal model category has an extra condition
about the monoidal unit, which we do not need in this work.
Example 5.2.1. Here are some basic examples of cofibrantly generated monoidal
model categories.
(1) Top is a cofibrantly generated monoidal model category [Hov99] (Section
2.4) in which a weak equivalence is a weak homotopy equivalence, i.e., a
map that induces isomorphisms on all homotopy groups for all choices of
base points in the domain. A fibration is a Serre fibration.
(2) The category SSet of simplicial sets is a left proper, cofibrantly generated
monoidal model category [Hov99] (Chapter 3) in which a weak equiva-
lence is a map whose geometric realization is a weak homotopy equiva-
lence. A cofibration is an injection.
(3) For a field K, the category Chain
K
is a left proper, cofibrantly gener-
ated monoidal model category [Qui67] with quasi-isomorphisms as weak
equivalences, dimension-wise injections as cofibrations, and dimension-
wise surjections as fibrations. The homotopy category of Chain
K
is the
derived category of chain complexes of K-vector spaces.
(4) The category Cat of small categories is a left proper, cofibrantly gener-
ated monoidal model category [Rez∞], called the folk model structure.
A weak equivalence is an equivalence of categories, i.e., a functor that is
full, faithful, and essentially surjective. A cofibration is a functor that is
injective on objects. ◇
Example 5.2.2. For a cofibrantly generated model category M and a small
category D, the category MD of D-diagrams in M inherits from M a cofibrantly gen-
erated model category structure [Hir03] (11.6.1) with fibrations and weak equiva-
lences defined entrywise in M. For instance, if D = Σop
C
× C, then the category
SymSeqC(M) =MΣopC×C
of C-colored symmetric sequences in M is a model category with weak equivalences
and fibrations defined entrywise in M. ◇
In a model category, an acyclic (co)fibration is a morphism that is both a
(co)fibration and a weak equivalence. An object Z is fibrant if the unique morphism
from Z to the terminal object is a fibration. A fibrant replacement of an object
X is a weak equivalence X // Z such that Z is fibrant. There is a functorial
fibrant replacement R given by applying the functorial factorization of the weak
factorization system (C ∩ W ,F) to the unique morphism to the terminal object.
An object Y is cofibrant if the unique morphism from the initial object to Y is a
cofibration. A cofibrant replacement of an object X is a weak equivalence Y // X
such that Y is cofibrant. There is a functorial cofibrant replacement Q given by
applying the functorial factorization of the weak factorization system (C,F ∩W)
to the unique morphism from the initial object.
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Suppose F ∶ M //oo N ∶ U is an adjunction between model categories with
left adjoint F . Then (F,U) is called a Quillen adjunction if U preserves fibrations
and acyclic fibrations. The total left derived functor
LF ∶ Ho(M) // Ho(N)
is defined as the composition
Ho(M) Ho(Q) // Ho(M) Ho(F ) // Ho(N)
in which Q is the functorial cofibrant replacement in M. The total right derived
functor
RU ∶ Ho(N) // Ho(M)
is defined as the composition
Ho(N) Ho(R) // Ho(N) Ho(U) // Ho(M)
in which R is the functorial fibrant replacement in N. For a Quillen adjunction(F,U), there is a derived adjunction
Ho(M) LF // Ho(N)
RU
oo
between the homotopy categories with left adjoint LF .
A Quillen adjunction (F,U) is called a Quillen equivalence if for each morphism
f ∶ FX // Y with X ∈ M cofibrant and Y ∈ N fibrant, f is a weak equivalence in
N if and only if its adjoint X // UY is a weak equivalence in M. For a Quillen
equivalence, the derived adjunction is an adjoint equivalence between the homotopy
categories.
Interpretation 5.2.3. The total left derived functor of F is first a cofibrant
replacement in the domain of F and then F itself. The total right derived functor
of U is first a fibrant replacement in the domain of U and then U itself. For a
Quillen equivalence, the two model categories become adjoint equivalent via the
derived adjunction after their weak equivalences are inverted. We say that their
homotopy theories are equivalent. ◇
Example 5.2.4. The adjunction
SSet
∣−∣
// Top
Sing
oo
involving the geometric realization functor and the singular simplicial set functor
is a Quillen equivalence. ◇
5.2.2. Model Structure on Algebra Categories. For more in-depth dis-
cussion of model category structure on the category of algebras over a colored
operad, the reader may consult [BB17, BM07, Fre09, WY18].
Definition 5.2.5. Suppose M is a monoidal model category, and O is a C-
colored operad in M.
(1) O is admissible if AlgM(O) admits a model category structure in which a
morphism f = {fc}c∈C ∈MC is:
● a weak equivalence if and only if fc is a weak equivalence in M for
each c ∈ C;
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● a fibration if and only if fc is a fibration in M for each c ∈ C;
● a cofibration if and only if f ⧄ g for all morphisms g ∈ AlgM(O) that
are both weak equivalences and fibrations.
(2) O is well-pointed if the c-colored unit 1c ∶ 1 // O(cc) is a cofibration for
each c ∈ C.
(3) Suppose M is also cofibrantly generated. The operad O is called Σ-
cofibrant if its underlying C-colored symmetric sequence is a cofibrant
object in SymSeqC(M).
(4) A morphism f ∶ O // P of C-colored operads in M is a weak equivalence
if each entry of f is a weak equivalence in M.
Example 5.2.6. In the model categories SSet, Chain
K
where K has charac-
teristic 0, Cat, and Top, every colored operad is admissible. The proofs for SSet
and Chain
K
are in [WY18] (Section 8). The method of proof for the SSet case
also works for Cat. For Top and many other model categories, the admissibility of
all colored operads is proved in [BB17, BM07]. Furthermore, in SSet, Chain
K
,
and Cat, every colored operad is well-pointed. In Chain
K
every colored operad is
Σ-cofibrant, which is a consequence of Maschke’s Theorem. ◇
The following comparison result is [BM07] Theorem 4.1 in the general colored
case and [BM03] Theorem 4.4 in the one-colored case.
Theorem 5.2.7. Suppose M is a monoidal model category, and f ∶ O // P is
a morphism between admissible C-colored operads in M.
(1) The change-of-operad adjunction f! ⊣ f∗ in Theorem 5.1.8 is a Quillen
adjunction.
(2) Suppose in addition that:
(a) M is left proper and cofibrantly generated with 1 cofibrant.
(b) f is a weak equivalence between well-pointed and Σ-cofibrant C-colored
operads.
Then the change-of-operad adjunction is a Quillen equivalence.
Example 5.2.8. If f ∶ O // P is a weak equivalence of C-colored operads in
Chain
K
, where K has characteristic 0, then the change-of-operad adjunction f! ⊣ f∗
is a Quillen equivalence. ◇
Remark 5.2.9. In [WY∞] there are general results extending the homotopical
change-of-operad adjunction in Theorem 5.2.7 to situations where O and P are
colored operads in different monoidal model categories. We will not need those
results in this book, so we refer the interested reader to [WY∞]. ◇
5.3. Changing the Base Categories
We will later need to consider operads transferred from one category to another
category. The following result is a special case of [YJ15] Theorem 12.11 and
Corollary 12.13.
Theorem 5.3.1. Suppose F ∶M // N is a symmetric monoidal functor between
symmetric monoidal closed categories.
(1) F prolongs to a functor
F∗ ∶ Operad
C(M) // OperadC(N)
for every non-empty set C.
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(2) Suppose F admits a right adjoint G that is also a symmetric monoidal
functor. Then the prolonged functors
Operad
C(M) F∗ // OperadC(N)
G∗
oo
form an adjunction.
Proof. Let us describe the operad structure of F∗O for a C-colored operad(O, γ) in M. For a pair (c;d) ∈ Prof(C) × C, we define
(F∗O)(dc) = FO(dc) ∈ N.
For each C-colored tree T ∈ TreeC(dc), we define the operadic structure morphism
γF∗OT as the composition in the diagram
(F∗O)[T ] γ
F∗O
T //
Id

(F∗O)(dc)
⊗
v∈T
FO(v) F2 // F (O[T ])
FγT
OO
in which O(v) = O(out(v)in(v) ). The bottom horizontal morphism is an iteration of the
monoidal structure of F . One can now check that (F∗O, γF∗O) is a C-colored operad
in N in the sense of Definition 4.4.9. 
Notation 5.3.2. In the setting of Theorem 5.3.1, for a C-colored operad O in
M, we will often write the image F∗O as O
N.
Example 5.3.3 (Set operads to enriched operads). There is an adjunction of
symmetric monoidal functors
Set
∐
(−)
1
// M
M(1,−)
oo
in which the left adjoint is strong symmetric monoidal. For a C-colored operad O
in Set, its image in M has entries
OM(dc) = ∐
O(dc)
1
for (c;d) ∈ Prof(C) × C. ◇
Example 5.3.4 (Change-of-rings). For a map f ∶ A // B of associative and
commutative rings, there is an adjunction of symmetric monoidal functors
ChainA
f! // ChainB
Res
oo
with the left adjoint f! = − ⊗A B and the right adjoint induced by restriction of
scalars along f . For a C-colored operad O in ChainA, its image O
B in ChainB has
entries
OB(dc) = O(dc)⊗A B
for (c;d) ∈ Prof(C) × C. ◇
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Example 5.3.5. Both the geometric realization functor
∣ − ∣ ∶ SSet // Top
and its right adjoint, the singular simplicial set functor, are symmetric monoidal
[Hov99] (Proposition 4.2.17). ◇
5.4. Localizations of Operads
In this section, we define the operad analogue of localizations of categories in
Section 2.8. For a category C and a set S of morphisms in C, recall that the S-
localization C[S−1] is the category obtained from C by adjoining formal inverses
f−1 for f ∈ S. For an operad O in Set and a set S of unary elements, we will show
in this section that there is an analogous S-localization O[S−1] in which formal
inverses s−1 for s ∈ S are added. The importance of this construction is what it
does on algebras. In Section 5.5 we will show that O[S−1]-algebras are precisely
the O-algebras in which the structure morphisms corresponding to elements in S
are isomorphisms.
Motivation 5.4.1. We will need localized operads later when we discuss the
time-slice axiom in prefactorization algebras from an operad viewpoint. The time-
slice axiom is an invertibility condition that says that certain structure morphisms
are isomorphisms. Applied to the colored operad for prefactorization algebras, we
will see that algebras over the localized operad have the desired invertible structure
morphisms. ◇
As before C is an arbitrary but fixed non-empty set. We will use Definition
4.2.1 of a C-colored operad below.
Definition 5.4.2. Suppose (O, γ,1) is a C-colored operad in Set.
(1) Elements in O(dc) for c, d ∈ C are called unary elements.
(2) A unary element x ∈ O(dc) is said to be invertible if there exists a unary
element y ∈ O(cd), called an inverse of x, such that
γ(y;x) = 1c for O(cd) ×O(dc) γ // O(cc) ,
γ(x;y) = 1d for O(dc) ×O(cd) γ // O(dd) .
Since an inverse of a unary element x is unique if it exists, we will write
it as x−1.
The next definition is the operad version of a localization of a category in
Definition 2.8.1.
Definition 5.4.3. Suppose O is a C-colored operad in Set, and S is a set
of unary elements in O. An S-localization of O, if it exists, is a pair (O[S−1], ℓ)
consisting of
● a C-colored operad O[S−1] in Set and
● a morphism of C-colored operads ℓ ∶ O // O[S−1]
that satisfies the following two properties.
(1) ℓ(s) is invertible for each s ∈ S.
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(2) (O[S−1], ℓ) is initial with respect to the previous property: If f ∶ O // P
is an operad morphism such that f(s) is invertible for each s ∈ S, then
there exists a unique operad morphism
f ′ ∶ O[S−1] // P such that f = f ′ℓ.
(5.4.4) O
ℓ //
∀ f

O[S−1]
∃! f ′
{{
f(S) invertible P
In this setting, ℓ is called the S-localization morphism.
Remark 5.4.5. In Definition 5.4.3:
(1) By the universal property (5.4.4), an S-localization of O, if it exists, is
unique up to a unique isomorphism.
(2) We may assume that S is closed under operadic composition. Indeed, if
x and y are invertible elements, then z = γ(y;x), if it is defined, is also
invertible with inverse γ(x−1;y−1). So if S∗ denotes the closure of S under
operadic composition, then the properties defining O[S−1] and O[S−1∗ ] are
equivalent. ◇
The next observation is the operad version of Theorem 2.8.3. Its proof is an
adaptation of the proof of Theorem 2.8.3 by replacing linear graphs with trees.
Theorem 5.4.6. Suppose O is a C-colored operad in Set, and S is a set of
unary elements in O. Then an S-localization of O exists.
Proof. Without loss of generality, we may assume that S is closed under the
operadic composition γ in O. Choose a set S−1 that is disjoint from O and consists
of symbols x−1 for x ∈ S. For c, d ∈ C, the subset of S−1 consisting of x−1 with
x ∈ S ∩O(cd) is denoted by S−1(dc). We define an S-localization O′ of O as follows.
For (c;d) ∈ Prof(C) × C, O′(dc) is the set of equivalence classes of pairs (T,φ) in
which:
● T ∈ TreeC(dc).
● φ ∶ Vt(T ) // O⊔S−1 is a function that satisfies the following conditions:
– φ(v) ∈ O(dc) if Prof(v) = (dc) with ∣c∣ /= 1.
– φ(v) ∈ O(dc) ⊔ S−1(dc) if Prof(v) = (dc) with c, d ∈ C.
– If u and v are adjacent vertices in T , then one of φ(u) and φ(v) is in
O with the other in S−1.
Intuitively, the function φ decorates the vertices in T by elements in O ⊔ S−1 with
the correct profiles such that adjacent vertices cannot be both decorated by O or
both by S−1.
The equivalence relation ∼ on such pairs (T,φ) is generated by the following
four types of identifications.
(1) Suppose u and v are adjacent unary vertices in T such that
φ(u) ∈ S ∩O(cd) and φ(v) = φ(u)−1 ∈ S−1(dc).
Then we identify (T,φ) ∼ (T ′, φ′)
in which:
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● Without the C-coloring, T ′ = T (↑u, ↑v) with the exceptional edge
↑u (resp., ↑v) substituted into u (resp., v). The C-coloring of T ′ is
inherited from that of T .
● φ′ is the restriction of φ to Vt(T ′) = Vt(T )∖ {u, v}.
(2) Suppose v ∈ Vt(T ) with Prof(v) = (cc) for some c ∈ C and that
φ(v) = 1c ∈ O(cc).
(a) If v has no adjacent vertices, then T = Cor(c;c) with unique vertex v.
In this case, we identify
(T,φ) ∼ (↑c,∅)
in which ∅ is the trivial function with domain Vt(↑c) = ∅.
(b) If v has only one adjacent vertex u, then one of the two flags in v is a
leg in T , while the other flag in v is part of an internal edge adjacent
to u. In this case, we identify
(T,φ) ∼ (T (↑v), φ′)
with
● ↑v = ↑c substituted into v;
● φ′ the restriction of φ to Vt(T (↑v)) = Vt(T )∖ {v}.
(c) If v has two adjacent vertices u and w, then one flag in v is part of an
internal edge e = {e±} adjacent to u, and the other flag in v is part
of an internal edge f = {f±} adjacent to w. Moreover, both u and w
are unary vertices such that
φ(u) = x−1 and φ(w) = y−1 ∈ S−1
for some x, y ∈ S. Switching the names u and w if necessary, we may
assume that v = {e+, f−}, so the relevant part of (T,φ) looks like:
y−1w
⋯
1cv
x−1u
⋯
e
f
Suppose T ′ is the tree obtained from T by (i) removing the four flags{e±, f±} and (ii) redefining {out(w), in(u)} as a single unary vertex t
with
in(t) = in(u) and out(t) = out(w).
We identify (T,φ) ∼ (T ′, φ′) in which
φ′ ∶ Vt(T ′) = {t} ⊔Vt(T )∖ {u, v,w} // O ⊔ S−1
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is the restriction of φ away from t and
φ′(t) = γ(x;y)−1 ∈ S−1.
(3) Suppose v ∈ Vt(T ) with Prof(v) = (cc) for some c ∈ C and that
φ(v) = 1c−1 ∈ S−1(cc).
This can only happen if 1c ∈ S.
(a) If v has no adjacent vertices, then T = Cor(c;c) with unique vertex v,
and we identify (T,φ) ∼ (↑c,∅) as in Case (2)(a) above.
(b) If v has only one adjacent vertex u, then (T,φ) ∼ (T (↑v), φ′) as in
Case (2)(b) above.
(c) If v has two adjacent vertices u and w, then
φ(u) = x and φ(w) = y ∈ O.
Proceeding as in Case (2)(c) above, the relevant part of (T,φ) now
looks like:
yw
⋯
1c
−1v
x
⋯
u
e
f
Suppose T ′ is the tree obtained from T by (i) removing the four flags{e±, f±} and (ii) redefining a single vertex
t = {w ∖ {f+}, u ∖ {e−}}
with
out(t) = out(w) and in(t) = in(w) ○i in(u).
Here we assume f+ is the ith input of w, and ○i was defined in Defi-
nition 4.3.1. We identify (T,φ) ∼ (T ′, φ′) in which
φ′ ∶ Vt(T ′) = {t} ⊔Vt(T )∖ {u, v,w} // O ⊔ S−1
is the restriction of φ away from t and
φ′(t) = y ○i x ∈ O,
which was defined in (4.3.10)
(4) Suppose v is a vertex in T with φ(v) ∈ O(ba) and σ ∈ Σ∣a∣. Suppose T σ is the
tree that is the same as T except that its ordering at v is the composition
ζvσ, where ζv is the ordering at v in T . Then we identify
(T,φ) ∼ (T σ, φσ)
in which
φσ(u) = ⎧⎪⎪⎨⎪⎪⎩
φ(u) if u /= v,
φ(v)σ if u = v.
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The equivalence class of (T,φ) is denoted by [(T,φ)].
We will use Definition 4.3.2 of a C-colored operad in the rest of this proof. Next
we define the C-colored operad structure on O′. For c ∈ C the c-colored unit is the
equivalence class of (↑c,∅). The equivariant structure is induced by reordering the
inputs
(T,φ)σ = (Tσ,φ),
where Tσ is the same as T except that its ordering is ζσ with ζ the ordering
of T . This equivariant structure is well-defined in the sense that it respects the
equivalence relation ∼ that defines O′.
For the ○i-composition in (4.3.3), suppose that (T,φ) represents an equivalence
class in O′(dc) with ∣c∣ = n ≥ 1 and that (T ′, φ′) represents an equivalence class in
O′(cib ). First define
(5.4.7) T ○i T
′ = Graft(T ; ↑c1, . . . , ↑ci−1 , T ′, ↑ci+1 , . . . , ↑cn) ∈ TreeC( dc○ib),
which is a grafting as in Definition 3.3.1.
● If (T ′, φ′) = (↑ci,∅), then T ○i ↑ci= T , and we define
[(T,φ)] ○i [(↑ci ,∅)] = [(T,φ)].
● If (T,φ) = (↑d,∅), then we similarly define
[(↑d,∅)] ○i [(T ′, φ′)] = [(T ′, φ′)].
● If neither T nor T ′ is an exceptional edge, then T ○i T
′ has exactly one
internal edge e = {e±} that is neither an internal edge in T nor in T ′. If e is
oriented from the vertex u to the vertex v, then u ∈ Vt(T ′) and v ∈ Vt(T ).
So a portion of T ○i T
′ looks like:
φ(v)
T
v
⋯
φ′(u)
T ′
u
⋯
e
– If one of φ′(u) and φ(v) is in S−1 with the other in O, then we define
(5.4.8) [(T,φ)] ○i [(T ′, φ′)] = [(T ○i T ′, φ ○i φ′)]
in which φ ○i φ
′ is induced by φ and φ′ via the decomposition
Vt(T ○i T ′) = Vt(T )⊔Vt(T ′).
– If both φ′(u) and φ(v) are in O, we first define G ∈ TreeC( d
c○ib
) as the
tree obtained from T ○i T
′ by (i) removing the two flags in e and (ii)
redefining a vertex
t = {v ∖ {e+}, u ∖ {e−}}
with
out(t) = out(v) and in(t) = in(v) ○j in(u).
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Here we assume e+ is the jth input of v. We define
(5.4.9) [(T,φ)] ○i [(T ′, φ′)] = [(G,ϕ)]
in which
Vt(G) = {t} ⊔ [Vt(T )∖ {v}] ⊔ [Vt(T ′) ∖ {u}] ϕ // O ⊔ S−1
is the restrictions of φ and φ′ away from t and
ϕ(t) = φ(v) ○j φ′(u) ∈ O.
– If both φ′(u) = x−1 and φ(v) = y−1 are in S−1, then both u and v are
unary vertices. Using the same tree G as in the previous case, we
define
[(T,φ)] ○i [(T ′, φ′)] = [(G,π)]
in which π is the restrictions of φ and φ′ away from t and
π(t) = γ(x;y)−1 ∈ S−1.
The C-colored operad axioms of O and the unity and associativity of tree substi-
tution (as in Corollary 3.2.8) imply that the ○i-composition above is indeed well-
defined, i.e., independent of the choices of the representatives (T,φ) and (T ′, φ′) in
their equivalence classes. Furthermore, O′ satisfies the axioms in Definition 4.3.2
because of the existence of the C-colored tree operad in Example 4.5.15, so O′ is a
C-colored operad in Set.
Now we define a morphism
ℓ ∶ O // O′ ∈MProf(C)×C
by setting
(5.4.10) ℓ(x) = [(Corx, φx)]
for x ∈ O(dc) in which:
● Corx is the corolla Cor(c;d) in Example 3.1.21.
● φx sends the unique vertex in Corx to x.
This defines a morphism ℓ ∶ O // O′ of C-colored operads. Indeed, ℓ respects the
c-colored units and the equivariant structures by the identifications of type (2)(a)
and type (4) above. It respects the ○i-composition by the definition (5.4.9).
By the identification of type (1) above, for each s ∈ S ∩O(cd), its image
ℓ(s) = [(Lin(d,c), φs)]
is an invertible unary element with inverse
[(Lin(c,d), φs−1)]
in which φs−1 sends the unique vertex to s
−1. Recall from Example 3.1.19 that
Lin(c,d) = Cor(c;d) is the linear graph with one vertex and profile (c;d).
Finally, to prove the universal property (5.4.4), suppose f ∶ O // P is an
operad morphism with P a D-colored operad in Set such that f(s) is invertible for
each s ∈ S. The requirement that the diagram (5.4.4) be commutative forces us to
make the following definition of f ′ ∶ O′ // P:
● We define f ′ = f ∶ C // D on colors.
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● For each [(T,φ)] ∈ O′, we define
f ′[(T,φ)] = γPfT (f ′φ(v))v∈T
in which:
(1) fT is the D-colored tree obtained from T by applying f ∶ C // D to
its C-coloring.
(2) For each v ∈ T ,
f ′φ(v) =
⎧⎪⎪⎨⎪⎪⎩
fφ(v) if φ(v) ∈ O,
(fx)−1 if φ(v) = x−1 ∈ S−1 for some x ∈ S.
The operad axioms of P imply that (i) f ′ is entrywise well-defined, i.e., independent
of the choice of a representative (T,φ) in its equivalence class, and that (ii) it is
an operad morphism. The diagram (5.4.4) is commutative by construction. As we
mentioned above, the uniqueness of f ′ is guaranteed by the commutativity of the
diagram (5.4.4). Therefore, we have shown that O′ is an S-localization of O. 
5.5. Algebras over Localized Operads
In this section, we consider algebras over a localization of a colored operad.
For a C-colored operad O in Set, recall that OM is the image of O in M via the
change-of-category functor
(−)M ∶ OperadC(Set) // OperadC(M)
induced by the strong symmetric monoidal functor ∐(−) 1 ∶ Set // M. This is an
instance of Theorem 5.3.1. First we consider what it means to be an algebra over
a Set-operad in M.
Theorem 5.5.1. Suppose (O, γ,1) is a C-colored operad in Set. Then an OM-
algebra is precisely a pair (X,θ) consisting of
● a C-colored object X ∈MC and
● a morphism
Xc
θp
// Xd ∈M
for each p ∈ O(dc) with (c;d) ∈ Prof(C) × C
that satisfies the following axioms.
Associativity: For (c = (c1, . . . , cn);d) ∈ Prof(C)×C with n ≥ 1, bj ∈ Prof(C)
for 1 ≤ j ≤ n, b = (b1, . . . , bn), p ∈ O(dc), and qj ∈ O(cjbj), the associativity
diagram
(5.5.2) Xb
θγ(p;q1,...,qn) // Xd
Xb
1
⊗⋯⊗Xb
n
⊗
j
θqj
// Xc1 ⊗⋯⊗Xcn
θp
OO
in M is commutative.
Unity: For each c ∈ C, θ1c = IdXc .
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Equivariance: For each (c;d) ∈ Prof(C) × C and each permutation σ ∈ Σ∣c∣,
the equivariance diagram
(5.5.3) Xc
θp

σ−1
≅
// Xcσ
θpσ

Xd Xd
in M is commutative.
A morphism of O-algebras f ∶ (X,θ) // (Y, ξ) is a morphism f ∶ X // Y of
C-colored objects in M such that the diagram
(5.5.4) Xc
θp

⊗f
// Yc
ξp

Xd
f
// Yd
in M is commutative for all (c;d) ∈ Prof(C) × C and p ∈ O(dc).
Proof. Each entry of O is a coproduct
OM(dc) = ∐
O(dc)
1.
If (X,θ) is an OM-algebra in the sense of Definition 4.5.5, then for each p ∈ O(dc) it
has an induced O-action structure morphism
Xc
≅

θp
// Xd
1⊗Xc
p
inclusion
// ∐
O(dc)
(
1⊗Xc) ≅ // OM(dc)⊗Xc
θ
OO
in which the bottom left horizontal morphism is the coproduct summand inclusion
corresponding to p. In terms of these structure morphisms θp, the axioms stated
above are simply those in Definition 4.5.5. The converse also holds because a
morphism
OM(dc)⊗Xc // Xd
is unique determined by the morphisms θp as p runs through O(dc). 
Recall the change-of-operad adjunction in Theorem 5.1.8. In the next result,
we consider the change-of-operad adjunction induced by ℓM, which is the image of a
localization morphism ℓ as in Definition 5.4.3 under the change-of-category functor(−)M.
Theorem 5.5.5. Suppose O is a C-colored operad in Set, and S is a set of
unary elements in O. Consider the change-of-operad adjunction
AlgM(OM) ℓ
M
! // AlgM(O[S−1]M)
(ℓM)∗
oo
induced by the image in M of the S-localization morphism ℓ ∶ O // O[S−1].
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(1) The right adjoint (ℓM)∗ is full and faithful.
(2) The counit of the adjunction
ǫ ∶ ℓM! (ℓM)∗ ≅ // IdAlgM(O[S−1]M)
is a natural isomorphism.
Proof. By Theorem 5.5.1 an OM-algebra morphism is a morphism of the un-
derlying colored objects that respects the structure morphisms θp, in the sense of
(5.5.4), as p runs through all of O, and similarly for an O[S−1]M-algebra morphism.
It follows that the right adjoint (ℓM)∗ is faithful.
To see that (ℓM)∗ is full, it is enough to prove the following statement.
Given O[S−1]M-algebras (X,θX) and (Y, θY ) and a morphism
f ∶ X // Y of the underlying colored objects that respects the
structure morphisms θℓ(p) for p ∈ O, then f is a morphism of
O[S−1]M-algebras.
We prove this statement by the following series of reductions.
(1) By the equivariance axiom (5.5.3) of O[S−1]M-algebras, if f respects θq
for some q ∈ O[S−1], then it also respects θqσ for all permutations σ for
which qσ is defined.
(2) By Theorem 3.3.4, the definition (5.4.8) of ○i in O[S−1], the associa-
tivity (5.5.2) of O[S−1]M-algebras, and the previous step, if f respects
θ[(Corx,φx)] for all x ∈ O⊔S−1, then f is a morphism of O[S−1]M-algebras.
Here Corx is the corolla with the same profile as x, and φx sends the
unique vertex in Corx to x. The reader is reminded that the operadic
composition γ in any colored operad can be written in terms of the vari-
ous ○i-compositions as in (4.3.11).
(3) By the definition of ℓ in (5.4.10), we are assuming that f respects the
structure morphism θ[(Corx,φx)] for all x ∈ O. The associativity and unity
of an O[S−1]M-algebra imply that, for each s ∈ S, the structure morphism
θℓ(s) = θ[(Cors,φs)]
is an isomorphism with inverse θ[(Cors−1 ,φs−1)]. Since f respects θℓ(s) for
all s ∈ S, it also respects θ[(Cors−1 ,φs−1)].
This finishes the proof of the first assertion. The second assertion about the counit
is a consequence of the first assertion and [Mac98] IV.3 Theorem 1. 
Theorem 5.5.6. In the setting of Theorem 5.5.5, an OM-algebra (X,θ) is in
the image of the right adjoint (ℓM)∗ if and only if the structure morphisms θs are
isomorphisms for all s ∈ S.
Proof. We already noted in the previous proof that, for an O[S−1]M-algebra,
the structure morphism θℓ(s) is an isomorphism for each s ∈ S. So for an OM-algebra
in the image of (ℓM)∗, θs must be an isomorphism for each s ∈ S.
For the converse, observe that by Theorem 3.3.4 and the axioms in Theorem
5.5.1, the structure morphisms
{θq ∶ q ∈ O[S−1]}
for an O[S−1]M-algebra are uniquely determined by the subset
{θℓ(x) ∶ x ∈ O}.
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So for an OM-algebra (X,θ) in which the structure morphisms θs are isomorphisms
for all s ∈ S, we can first define
θ[(Corx,φx)] = θx for x ∈ O.
Then we use the associativity axiom (5.5.2) and the equivariance axiom (5.5.3)
to define a general θq for q ∈ O[S−1]. The assumptions on (X,θ) ensure that
these structure morphisms θq are well-defined and that they satisfy the axioms in
Theorem 5.5.1 for an O[S−1]M-algebra. 
Remark 5.5.7. By Theorem 5.5.5 and Theorem 5.5.6, we may regard the cate-
gory AlgM(O[S−1]M) of O[S−1]M-algebras as the full subcategory of AlgM(OM) con-
sisting of the OM-algebras in which the structure morphisms θs are isomorphisms
for all s ∈ S. ◇

CHAPTER 6
Boardman-Vogt Construction of Operads
In this chapter we define the Boardman-Vogt construction of a colored operad
in a symmetric monoidal category as an entrywise coend and study its naturality
properties.
6.1. Overview
The Boardman-Vogt construction was originally defined for a colored topolog-
ical operad (without using the term operad) in [BV72] and also in [Vog03]. Our
one-step formulation of the Boardman-Vogt construction in terms of a coend will
be important when we apply it to the colored operads for algebraic quantum field
theories and prefactorization algebras. The very explicit nature of our coend defi-
nition will allow us to elucidate the structures in homotopy algebraic quantum field
theories and homotopy prefactorization algebras.
As we will explain later, the Boardman-Vogt construction WO is a resolution
of the original colored operad O. Its algebras are algebras over O up to coherent
higher homotopies. When O is a colored operad for algebraic quantum field theories
or prefactorization algebras, WO-algebras are homotopy algebraic quantum field
theories or homotopy prefactorization algebras. For instance, suppose O is the
colored operad Cdiag for C-diagrams. If X is an O-algebra and if the composition
f ○ g is defined in O, then Xf ○ Xg is equal to Xf○g by the associativity axiom
of O-algebras. If Y is a homotopy coherent C-diagram, i.e., a WO-algebra, then
both Yf ○ Yg and Yf○g are defined, but they are not equal in general. Instead,
there is another WO-algebra structure morphism of Y that is a homotopy from
Yf○g to Yf ○Yg. There are other WO-algebra structure morphisms that relate these
homotopies, and so forth. We will discuss homotopy coherent diagrams in Section
7.3.
The Boardman-Vogt construction of a colored operad is defined in Section
6.2 and Section 6.3. An augmentation of the Boardman-Vogt construction over
the original colored operad is defined in Section 6.4. The augmentation induces a
change-of-operad adjunction, which allows us to go back and forth between algebras
of the original colored operad and of the Boardman-Vogt construction. In Section
6.5 we construct an entrywise section of the augmentation and use it to show
that, in familiar cases, the augmentation is a weak equivalence. In particular,
over Chain
K
the change-of-operad adjunction induced by the augmentation of a
colored operad is always a Quillen equivalence. Let us emphasize that, in order
to define the Boardman-Vogt construction and to understand the structure of its
algebras, a model structure on the base category and that the augmentation is a
weak equivalence are not necessary.
In Section 6.6 we discuss a natural filtration of the Boardman-Vogt construc-
tion. This filtration is not needed for applications to homotopy algebraic quantum
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field theories and homotopy prefactorization algebras, so the reader may skip this
section safely. One main point of this filtration is to show that, for one-colored
operads, our one-step coend definition of the Boardman-Vogt construction is iso-
morphic to the sequential colimit definition by Berger and Moerdijk. In [BM06]
the Boardman-Vogt construction of a one-colored operad was defined as the se-
quential colimit of an inductively defined sequence of morphisms, each being the
pushout of some square involving the previous inductive step. For the Boardman-
Vogt construction of more general objects, including dioperad, properads, wheeled
operads, and wheeled properads, the reader is referred to [YJ∞].
Our coend definition of the Boardman-Vogt construction uses the language of
trees from Chapter 3. As before (M,⊗,1) is a cocomplete symmetric monoidal
closed category with an initial object ∅, and C is an arbitrary non-empty set whose
elements are called colors.
6.2. Commutative Segments
To define the Boardman-Vogt construction of a colored operad, we will equip
the internal edges in trees with a suitable length using the following concept from
[BM06] (Definition 4.1). Recall the concept of a monoid in Section 2.6.
Definition 6.2.1. A segment in M is a tuple (J,µ,0,1, ǫ) in which:
● (J,µ,0) is a monoid in M.
● 1 ∶ 1 // J is an absorbing element.
● ǫ ∶ J // 1 is a counit.
A commutative segment is a segment whose multiplication µ is commutative.
Remark 6.2.2. More explicitly, in a (commutative) segment, J is a (commu-
tative) monoid with multiplication µ ∶ J ⊗ J // J and unit 0 ∶ 1 // J . To say
that 1 ∶ 1 // J is an absorbing element means that the diagram
1⊗ J
(Id,ǫ)

(1,Id)
// J ⊗ J
µ

J ⊗ 1
(Id,1)
oo
(ǫ,Id)

1⊗ 1
≅ //
1
1 // J 1
1oo
1⊗ 1
≅oo
is commutative. The counit ǫ makes the diagrams
J ⊗ J
µ

(ǫ,ǫ)
//
1⊗ 1
≅

J
ǫ //
1
1
1

0 //
Id
!!❈
❈❈
❈❈
❈❈
❈ J
ǫ

J
ǫ //
1
commutative. A commutative segment provides a concept of homotopy from the
0-end 0 ∶ 1 // J to the 1-end 1 ∶ 1 // J . ◇
Example 6.2.3. There is always a trivial commutative segment 1 with 0,1, ǫ =
Id
1
and µ ∶ 1⊗ 1 ≅ 1 the canonical isomorphism. ◇
Example 6.2.4. Here are some examples of non-trivial commutative segments.
(1) In Top the unit interval [0,1] equipped with the multiplication
µ(a, b) =max{a, b}
is a commutative segment.
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(2) In Cat the category
J = { 0 oo ≅ // 1 }
with two objects {0,1} and a unique isomorphism from 0 to 1 is a com-
mutative segment with the multiplication induced by the maximum oper-
ation.
(3) In SSet the simplicial interval, that is, the representable simplicial set
∆1 =∆(−, [1]), is a commutative segment with the multiplication induced
by the maximum operation.
(4) In Chain
K
with K a field of characteristic 0, the normalized chain complex
J =N∆1 of ∆1 is a commutative segment whose structure is uniquely de-
termined by that on the simplicial interval ∆1 and the monoidal structure
of the normalized chain functor [Wei97] (8.3.6 page 265). More explicitly,
J is a 2-stage chain complex
⋯ // 0 // K
(+,−)
//
K⊕K // 0 // ⋯
with K in degree 1 and K⊕K in degree 0. The morphisms 0,1 ∶K // J
correspond to the two copies of K in degree 0 in J , and the counit ǫ ∶
J // K is the identity morphism on each copy of K in degree 0. The
mapping cylinder of a chain complex C (see, e.g., [Wei97] Exercise 1.5.3)
is J ⊗C. Two chain maps f, g ∶ C // D are chain homotopic if and only
if there is an extension J ⊗C // D whose restrictions to C via 0 and 1
are f and g, respectively. We leave it to the reader to write down explicit
formulas for the multiplication µ on J .
For the categories Top, SSet, Chain
K
, and Cat, unless otherwise specified, we will
always use these commutative segments. ◇
We will use the language of trees from Chapter 3. In particular, recall that
for a tree T , ∣T ∣ denotes the set of internal edges in T . Also recall the exceptional
edges in Example 3.1.18 and the substitution category TreeC in Definition 3.2.11.
Definition 6.2.5. Suppose (J,µ,0,1, ǫ) is a commutative segment in M. For
each (c;d) ∈ Prof(C) × C, define a functor
J ∶ TreeC(dc)op // M
by the unordered monoidal product
J[T ] = ⊗
e∈∣T ∣
J = J⊗∣T ∣
for T ∈ TreeC(dc). For each morphism
(Hv)v∈T ∶ T (Hv) // T ∈ TreeC(dc),
the morphism
J[T ] // J[T (Hv)] ∈M
is induced by:
● 0 ∶ 1 // J for each internal edge in each Hv, which must become an
internal edge in T (Hv);
● the multiplication µ ∶ J ⊗ J // J if Hv is an exceptional edge and if v is
adjacent to two other vertices in T ;
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● the counit ǫ ∶ J // 1 if Hv is an exceptional edge and if v is adjacent to
only one other vertex in T ;
● the identity morphism of 1 if Hv is an exceptional edge and if v is not
adjacent to any other vertices in T (i.e., T is a linear graph Lin(d,d)).
Remark 6.2.6. The absorbing element 1 ∶ 1 // J is not needed to define the
functor J ∶ TreeC(dc)op // M. ◇
Pick a commutative segment (J,µ,0,1, ǫ) in M. The following observation will
be needed to define the operad structure on the Boardman-Vogt construction. We
will use the morphism 1 ∶ 1 // J of the commutative segment.
Lemma 6.2.7. Suppose T (Hv)v∈T is a tree substitution of C-colored trees, and
S is the set of internal edges in T (Hv)v∈T that are not in any of the Hv. Then
there is a morphism
⊗
v∈T
J[Hv] π // J[T (Hv)v∈T ]
of the form (⊗S 1)⊗ Id⊗⊔v∈T ∣Hv ∣ J up to isomorphism.
Proof. Each internal edge in each Hv becomes a unique internal edge in the
tree substitution T (Hv)v∈T , and there is a decomposition
∣T (Hv)∣ = S ⊔∐
v∈T
∣Hv ∣.
The morphism π is the composition
⊗
v∈T
J[Hv] π //
≅

J[T (Hv)v∈T ]
(⊗
S
1
)⊗ ( ⊗
∐
v∈T
∣Hv ∣
J) (⊗S 1,Id) // ⊗∣T (Hv)∣J
in which 1 ∶ 1 // J is part of the commutative segment. 
Interpretation 6.2.8. Intuitively, the morphism π in Lemma 6.2.7 assigns
length 1 to each new internal edge, i.e., those in T (Hv)v∈T that are not in any of
the Hv. ◇
Example 6.2.9. Consider the morphism
(Hu,Hv,Hw) ∶K // T ∈ TreeC
in Example 3.2.13. Counting the number of internal edges, we have
J[T ] ≅ Jc ⊗ Jd, J[K] ≅ Jc ⊗ Jf ⊗ Jg,
J[Hu] = Jf , J[Hv] = 1, and J[Hw] = Jg,
in which we use Jc to denote a copy of J corresponding to a c-colored internal edge.
The morphism J[T ] // J[K] is the composition in the following diagram.
J[T ] ≅ Jc ⊗ Jd
≅

// Jc ⊗ Jf ⊗ Jg ≅ J[K]
Jc ⊗ 1⊗ 1⊗ Jd
(Id,0,0,ǫ)
// Jc ⊗ Jf ⊗ Jg ⊗ 1
≅
OO
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Each of Hu and Hw has one internal edge. This accounts for the morphisms 0 ∶
1
// Jf and 0 ∶ 1 // Jg. The tree Hv is the exceptional edge ↑d, and v is adjacent
to only one vertex in T . This accounts for the counit ǫ ∶ Jd // 1.
Since K = T (Hu,Hv,Hw), the morphism π in Lemma 6.2.7 is
J[Hu]⊗ J[Hv]⊗ J[Hw] ≅ 1⊗ Jf ⊗ Jg (1,Id) // Jc ⊗ Jf ⊗ Jg ≅ J[K]
with 1 ∶ 1 // Jc corresponding to the c-colored internal edge in K. ◇
Example 6.2.10. Suppose L is the linear graph
v1 v2 v3
c c c c
in Example 3.1.19 with three vertices {v1, v2, v3}, two internal edges, and each flag
having color c. Suppose Hvi = ↑c for each i, so there is a morphism
L(Hvi)3i=1 = ↑c (Hvi) // L
in TreeC(cc). The morphism J[L] // J[L(Hvi)3i=1] is given by either composition in
the commutative diagram
J[L] ≅ J ⊗ J
µ

(ǫ,ǫ)
//
1⊗ 1
≅

J
ǫ //
1 = J[L(Hvi)].
The composition ǫµ corresponds to the factorization
L(Hvi)3i=1 = ((L(Hv2))(Hv1))(Hv3),
while the other composition corresponds to the factorization
L(Hvi)3i=1 = ((L(Hv1))(Hv3))(Hv2).
The morphism π in Lemma 6.2.7 is the isomorphism
J[Hv1]⊗ J[Hv2 ]⊗ J[Hv3] = 1⊗ 1⊗ 1 ≅ // 1 = J[L(Hvi)3i=1].
◇
6.3. Coend Definition of the BV Construction
In this section, we define the Boardman-Vogt construction of a colored operad
in a symmetric monoidal category as an entrywise coend. Pick a commutative
segment (J,µ,0,1, ǫ) in M. Recall the concept of a coend in Definition 2.3.7.
Definition 6.3.1. Suppose O is a C-colored operad in M. For each (c;d) ∈
Prof(C) × C, define an object
(6.3.2) WO(dc) = ∫
T ∈TreeC(dc)
J[T ]⊗O[T ] ∈M
with J ∶ TreeC(dc)op // M the functor in Definition 6.2.5 and O ∶ TreeC(dc) // M the
functor in Corollary 4.4.15.
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● We call WO ∈ MProf(C)×C the Boardman-Vogt construction, or BV con-
struction, of O.
● For T ∈ TreeC(dc), we write
ωT ∶ J[T ]⊗O[T ] // WO(dc)
for the natural morphism.
Interpretation 6.3.3. Intuitively, each entry of the Boardman-Vogt construc-
tion WO is made up of decorated trees J[T ] ⊗ O[T ], with each internal edge dec-
orated by the commutative segment J and each vertex decorated by the entry of
O with the same profile. When O is a colored topological operad, one can check
that the above definition of WO agrees with the original one in [BV72, Vog03] in
terms of a quotient. This is proved in [YJ∞] Example 3.4.7. ◇
Example 6.3.4. In the setting of Example 3.2.13, we have:
J[Hu]⊗O[Hu] = Jf ⊗O( ca,b,f)⊗O(f∅),
J[Hv]⊗O[Hv] = 1⊗ 1,
J[Hw]⊗O[Hw] = Jg ⊗O( ec,g)⊗O(gd),
J[T ]⊗O[T ] ≅ Jc ⊗ Jd ⊗O( ec,d)⊗O( ca,b)⊗O(dd),
J[K]⊗O[K] ≅ Jc ⊗ Jf ⊗ Jg ⊗O( ec,g)⊗O( ca,b,f)⊗O(f∅)⊗O(gd).
◇
Example 6.3.5. If c = (c0, . . . , cn) with n ≥ 1 and if Linc is the linear graph in
Example 3.1.19, then we have
J[Linc]⊗O[Linc] ≅ (n−1⊗
j=1
Jcj)⊗ ( n⊗
i=1
O( cici−1)).
◇
For a C-colored operad O and a vertex v in a C-colored tree, recall our notation
O(v) = O(out(v)in(v) ) and TreeC(v) = TreeC(out(v)in(v) ).
Lemma 6.3.6. Suppose O is a C-colored operad in M, and T is a C-colored tree.
Then there is a canonical isomorphism
WO[T ] ≅ ∫ {Hv}∈ ∏v∈TTree
C(v)(⊗
v∈T
J[Hv])⊗ (⊗
v∈T
O[Hv]).
Proof. By definition there are canonical isomorphisms
WO[T ] =⊗
v∈T
WO(v)
=⊗
v∈T
(∫ Hv∈Tree
C(v)
J[Hv]⊗O[Hv])
≅ ∫
{Hv}∈ ∏
v∈T
TreeC(v)
⊗
v∈T
(J[Hv]⊗O[Hv])
≅ ∫
{Hv}∈ ∏
v∈T
TreeC(v)(⊗
v∈T
J[Hv])⊗ (⊗
v∈T
O[Hv]).
The first isomorphism uses the naturality of coends. The second isomorphism uses
the symmetry in M. 
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Using Lemma 6.3.6, next we define the operad structure on the Boardman-Vogt
construction. We will use Definition 4.4.9 of a C-colored operad.
Definition 6.3.7. Suppose O is a C-colored operad in M. For each pair (c;d) ∈
Prof(C) × C and each C-colored tree T with profile (c;d), define the morphism
γT ∶WO[T ] // WO(dc)
by insisting that the diagram
(6.3.8) (⊗
v∈T
J[Hv])⊗ (⊗
v∈T
O[Hv])
{ωHv }v∈T

(π,≅)
// J[T (Hv)v∈T ]⊗O[T (Hv)v∈T ]
ωT(Hv)v∈T

WO[T ] γT // WO(dc)
be commutative for each {Hv} ∈ ∏v∈T TreeC(v). In the top horizontal morphism,
π is the morphism in Lemma 6.2.7, and the isomorphism is from Proposition 4.4.5.
The left vertical natural morphism is from Lemma 6.3.6.
Lemma 6.3.9. The morphism γT in (6.3.8) is well-defined.
Proof. For each vertex v in T , suppose
(Dvu)u∈Hv ∶Hv(Dvu)u∈Hv // Hv
is a morphism in TreeC(v). In the following diagram, we will abbreviate Hv to H
and Dvu to D, with v and u running through Vt(T ) and Vt(Hv), respectively. By
Lemma 6.3.6 it suffices to show that the outermost diagram in
(⊗
v
J[H]) ⊗ (⊗
v
O[H(D)])
⊗
v
J

π
''P
PP
PP
PP
PP
PP
PP
PP
PP
P
⊗
v,u
γOD
// (⊗
v
J[H]) ⊗ (⊗
v
O[H])
π

(⊗
v
J[H(D)]) ⊗ (⊗
v
O[H(D)])
π

J[T (H)] ⊗O[T (H)(D)]
⊗
v,u
γOD
//
J
vv♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
♥♥♥
J[T (H)] ⊗O[T (H)]
ωT (H)

J[T (H)(D)] ⊗O[T (H)(D)]
ωT(H)(D)
// WO(dc)
is commutative, in which identity morphisms and isomorphisms are omitted. The
morphism
γODvu ∶ O[Dvu] // O(u)
is the operadic structure morphism of O for Dvu in (4.4.10). The top left vertical
morphism
J ∶ J[Hv] // J[Hv(Dvu)]
is the image under the functor J in Definition 6.2.5 of the morphism (Dvu)u∈Hv .
Similarly, the slanted morphism
J ∶ J[T (Hv)] // J[T (Hv)(Dvu)]
is the image under the functor J of the morphism
(Dvu)v,u ∶ T (Hv)(Dvu) // T (Hv)
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in TreeC(dc). The lower right trapezoid is commutative by the coend definition of
WO(dc). The left triangle and the top trapezoid are commutative by inspection. 
Interpretation 6.3.10. Intuitively, the morphism γT in (6.3.8) is given by
substituting decorated trees {J[Hv] ⊗ O[Hv]}v∈T into T , with new internal edges
(i.e., those in T (Hv)v∈T that are not in any of the Hv) given length 1. ◇
Theorem 6.3.11. Suppose O is a C-colored operad in M. With the operadic
structure morphisms γT in Definition 6.3.7, WO is a C-colored operad.
Proof. For a corolla Cor(c;d) with unique vertex v, since
Cor(c;d)(Hv) =Hv,
the top horizontal morphism in (6.3.8) is the identity morphism. So γCor(c;d) is the
identity morphism.
To prove the associativity axiom (4.4.11), suppose T (Hv)v∈T is a tree substi-
tution with T ∈ TreeC(dc). We want to show that the diagram
(6.3.12) ⊗
v∈T
WO[Hv]
≅

⊗
v
γHv
// ⊗
v∈T
WO(v) =WO[T ]
γT

WO[T (Hv)v∈T ] γT(Hv) // WO(dc)
is commutative. By Lemma 6.3.6 and the naturality of coends, there are canonical
isomorphisms
⊗
v∈T
WO[Hv] ≅⊗
v∈T
∫
{Dvu}∈ ∏
u∈Hv
TreeC(u)( ⊗
u∈Hv
J[Dvu])⊗ ( ⊗
u∈Hv
O[Dvu])
≅ ∫
{Dvu}∈ ∏
v∈T,u∈Hv
TreeC(u)(⊗
v,u
J[Dvu])⊗ (⊗
v,u
O[Dvu]).
In the following diagram, as in the proof of Lemma 6.3.9, we will abbreviate Hv to
H and Dvu to D, with v and u running through Vt(T ) and Vt(Hv), respectively,
and omit identity morphisms and isomorphisms. To prove the commutativity of
the diagram (6.3.12), it is enough to show that the outermost diagram in
(⊗
v,u
J[D])⊗ (⊗
v,u
O[D])
π

⊗
v
π
// (⊗
v,u
J[H(D)])⊗ (⊗
v,u
O[H(D)])
π

J[T (H)(D)]⊗O[T (H)(D)]
ωT(H)(D)

J[T (H)(D)]⊗O[T (H)(D)] ωT(H)(D) //
Id
55
WO(dc)
is commutative. The upper trapezoid is commutative by inspection, and the triangle
is commutative by definition. 
Remark 6.3.13. By Theorem 6.3.11 the Boardman-Vogt construction can be
iterated. In other words, given a C-colored operad O, since WO is a C-colored
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operad, it has a Boardman-Vogt construction W(WO), which is a C-colored operad.
Then W(WO) has a Boardman-Vogt construction W(W(WO)), which is again a C-
colored operad, and so forth. However, we do not know of any applications of these
iterated Boardman-Vogt constructions. ◇
We can also express the operad structure on the Boardman-Vogt construction
WO in terms of the generating operations in Definition 4.2.1. Using Theorem 4.4.13
and its proof on WO and Definition 6.3.7, we infer the following result.
Proposition 6.3.14. Suppose O is a C-colored operad in M.
(1) For each c ∈ C, the c-colored unit of WO is the composition
1 =WO[↑c] ≅ // 1⊗ 1 = J[↑c]⊗O[↑c] ω↑c // WO(cc)
in which ↑c is the c-colored exceptional edge in Example 3.1.18.
(2) For each pair (c;d) ∈ Prof(C)×C and permutation σ ∈ Σ∣c∣, the equivariant
structure of WO is uniquely determined by the commutative diagrams
J[T ]⊗O[T ]
ωT

Id // J[Tσ]⊗O[Tσ]
ωTσ

WO(dc) σ // WO( dcσ)
for T ∈ TreeC(dc), where Tσ ∈ TreeC( dcσ) is the same as T except that its
ordering is ζTσ with ζT the ordering of T .
(3) For (c = (c1, . . . , cn);d) ∈ Prof(C) × C with n ≥ 1, bj ∈ Prof(C) for 1 ≤
j ≤ n, and b = (b1, . . . , bn), the operadic composition γ of WO is uniquely
determined by the commutative diagrams
J[T ] ⊗O[T ] ⊗
n
⊗
j=1
(J[Tj] ⊗O[Tj])
(ωT ,⊗j ωTj)

permute
≅
// (J[T ] ⊗
n
⊗
j=1
J[Tj]) ⊗ (O[T ] ⊗
n
⊗
j=1
O[Tj])
(π,≅)

J[G] ⊗O[G]
ωG

WO(dc)⊗
n
⊗
j=1
WO(cjbj)
γ
// WO(db)
for T ∈ TreeC(dc), Tj ∈ TreeC(cjb
j
) for 1 ≤ j ≤ n, and
G = Graft(T ;T1, . . . , Tn) ∈ TreeC(db)
the grafting (3.3.1). Here π = ⊗S 1 is the morphism in Lemma 6.2.7 for
the grafting G.
Remark 6.3.15. In the last part of Proposition 6.3.14, the morphism π is⊗S 1,
in which 1 ∶ 1 // J is part of the commutative segment J . The set S is defined as
the set of internal edges in the grafting G that are neither in T nor in any of the
Tj. For example, if neither T nor any of the Tj is an exceptional edge, then S has
exactly n elements, one for each input of T . ◇
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6.4. Augmentation
In this section, we observe that the Boardman-Vogt construction is augmented
over the identity functor on the category of colored operads. The augmentation
induces a change-of-operad adjunction between the category of algebras over the
Boardman-Vogt construction and the category of algebras over the original colored
operad. Furthermore, this adjunction is natural with respect to operad morphisms.
In the next section, we will see that in Chain
K
the change-of-operad adjunction
induced by the augmentation is always a Quillen equivalence.
Recall the concept of an operad morphism in Definition 5.1.3. First we define
what the Boardman-Vogt construction does to an operad morphism.
Lemma 6.4.1. Suppose f ∶ (O, γO) // (P, γP) is an operad morphism with O
a C-colored operad and P a D-colored operad. Then there is an induced operad
morphism
Wf ∶WO // WP
that is f ∶ C // D on colors and is entrywise defined by the commutative diagram
J[T ]⊗O[T ]
ωT

(Id, ⊗
v∈T
f)
// J[fT ]⊗P[fT ]
ωfT

WO(dc) Wf // WP(fdfc)
for (c;d) ∈ Prof(C) × C and T ∈ TreeC(dc), where fT ∈ TreeD(fdfc) is obtained from T
by applying f to its C-coloring.
Proof. To see that the morphism Wf is entrywise well-defined, it is enough
to show that the outermost diagram in
J[T ] ⊗O[T (Hv)]
⊗
v,u
f
**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
J

⊗
v
γOHv
// J[T ] ⊗O[T ]
⊗
v
f
// J[fT ] ⊗ P[fT ]
ωfT

J[fT ] ⊗ P[f(T (Hv))]
⊗
v
γPfHv
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
J

J[T (Hv)] ⊗O[T (Hv)]
⊗
v,u
f
// J[f(T (Hv))] ⊗ P[f(T (Hv))]
ωf(T(Hv)) // WP(fdfc)
is commutative for each T ∈ TreeC(dc) and {Hv} ∈ ∏v∈T TreeC(v), in which v and u
run through Vt(T ) and Vt(Hv), respectively. The top triangle is commutative by
Proposition 5.1.4 because f is an operad morphism. The left trapezoid is commu-
tative by inspection. The right trapezoid is commutative by the coend definition
of WP(fdfc) because there is a morphism
(fHv) ∶ f(T (Hv)) = (fT )(fHv) // fT
in TreeD.
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To see that Wf respects the operadic structure morphisms in Definition 6.3.7,
by Lemma 6.3.6, it is enough to show that the outermost diagram in
(⊗
v
J[Hv])⊗ (⊗
v
O[Hv])
π

⊗
v,u
f
// (⊗
v
J[fHv])⊗ (⊗
v
P[fHv])
π

J[T (Hv)]⊗O[T (Hv)]
⊗
v,u
f

J[f(T (Hv))]⊗ P[f(T (Hv))]
ωf(T (Hv))

J[f(T (Hv))]⊗P[f(T (Hv))] ωf(T (Hv)) //
Id
55
WP(fdfc)
is commutative. Both sub-diagrams are commutative by definition. 
Interpretation 6.4.2. Intuitively, the morphism Wf sends each decorated
tree J[T ]⊗O[T ] to the decorated tree J[fT ]⊗P[fT ] by applying f at each vertex.
The internal edges in T and in fT are canonically identified, so J[T ] and J[fT ] are
the same. ◇
Recall from Definition 5.1.3 that Operad(M) denotes the category of all colored
operads in M.
Proposition 6.4.3. The Boardman-Vogt construction defines a functor
W ∶ Operad(M) // Operad(M)
that preserves color sets.
Proof. The assignment on objects is defined by Theorem 6.3.11, and the as-
signment on morphisms is defined by Lemma 6.4.1. The Boardman-Vogt construc-
tion of a C-colored operad is a C-colored operad. The Boardman-Vogt construction
preserves identity morphisms and composition of operad morphisms by the defini-
tion in Lemma 6.4.1. 
Next we define an augmentation of the Boardman-Vogt construction, which
will allow us to compare the Boardman-Vogt construction with the original colored
operad.
Theorem 6.4.4. There is a natural transformation
η ∶W // IdOperad(M)
such that, for each C-colored operad (O, γO) in M, the operad morphism
η ∶WO // O
fixes colors and is defined entrywise by the commutative diagrams
J[T ]⊗O[T ]
ωT

(⊗
∣T ∣
ǫ,Id)
//
1[T ]⊗O[T ] ≅ // O[T ]
γOT

WO(dc) η // O(dc)
for (c;d) ∈ Prof(C) × C and T ∈ TreeC(dc).
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Proof. To see that the morphism η is entrywise well-defined, suppose
(Hv)v∈T ∶ T (Hv) // T
is a morphism in TreeC(dc). It is enough to show that the outermost diagram in
J[T ]⊗O[T (Hv)]
J

≅○⊗ ǫ
))❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙
⊗
v
γOHv
// J[T ]⊗O[T ]
⊗
∣T ∣
ǫ
//
1[T ]⊗O[T ]
≅

J[T (Hv)]⊗O[T (Hv)]
⊗
∣T (Hv)∣
ǫ

O[T (Hv)] ⊗v
γOHv
// O[T ]
γOT

1[T (Hv)]⊗O[T (Hv)] ≅ // O[T (Hv)] γ
O
T(Hv) // O(dc)
is commutative. The top trapezoid is commutativity by definition. The left trape-
zoid is commutative by the fact that ǫ is the counit of the commutative segment J .
The lower right square is commutative by the associativity (4.4.11) of the operadic
structure morphism γO.
To see that η is a morphism of C-colored operads, we must show that the
diagram
WO[T ]
γT

⊗
v
η
// O[T ]
γOT

WO(dc) η // O(dc)
is commutative for each T ∈ TreeC(dc). By Lemma 6.3.6, it is enough to show that
the outermost diagram in
(⊗
v∈T
J[Hv])⊗ (⊗
v∈T
O[Hv])
π

⊗
v
(≅○⊗ǫ)
// ⊗
v∈T
O[Hv]
≅

⊗
v
γOHv
// ⊗
v∈T
O(v)
J[T (Hv)]⊗O[T (Hv)]
⊗ ǫ

O[T ]
γOT

1[T (Hv)]⊗O[T (Hv)] ≅ // O[T (Hv)] γ
O
T(Hv) // O(dc)
is commutative. The left sub-diagram is commutative by the fact that ǫ is the
counit of J . The right sub-diagram is commutative by the associativity of γO.
Finally, suppose f ∶ O // P is an operad morphism with (O, γO) a C-colored
operad and (P, γP) a D-colored operad as in Lemma 6.4.1. To show that the
diagram
(6.4.5) WO
ηO

Wf
// WP
ηP

O
f
// P
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is commutative, it suffices to prove it in a typical (c;d)-entry. By the coend defini-
tion of WO(dc), it is enough to show that the outermost diagram in
J[T ]⊗O[T ]
≅○⊗ ǫ

⊗
v
f
// J[fT ]⊗P[fT ]
≅○⊗ ǫ

O[T ]
γOT

⊗
v
f
// P[fT ]
γPfT

O(dc) f // P(fdfc)
is commutative for each T ∈ TreeC(dc). The top square is commutative by naturality.
The bottom square is commutative by Proposition 5.1.4. 
Definition 6.4.6. For each C-colored operad O in M, we call the morphism
η ∶ WO // O of C-colored operads the augmentation of the Boardman-Vogt con-
struction.
The following change-of-operad adjunction is a special case of Theorem 5.1.8.
Corollary 6.4.7. For each C-colored operad O in M, the augmentation η ∶
WO // O induces an adjunction
AlgM(WO) η! // AlgM(O)
η∗
oo
with left adjoint η!.
Interpretation 6.4.8. This change-of-operad adjunction says that each O-
algebra pulls back to aWO-algebra via the augmentation η ∶WO // O. Conversely,
the left adjoint η! rectifies eachWO-algebra to anO-algebra. Looking ahead, when O
is a colored operad for algebraic quantum field theories or prefactorization algebras,
the change of operad adjunction will allow us to go back and forth between algebraic
quantum field theories (resp., prefactorization algebras) and homotopy algebraic
quantum field theories (resp., homotopy prefactorization algebras). ◇
When applied to the commutative diagram (6.4.5) above, the change-of-operad
adjunction in Theorem 5.1.8 yields the following result.
Corollary 6.4.9. Suppose f ∶ O // P is an operad morphism in M. Then
there is a diagram of change-of-operad adjunctions
AlgM(WO) (Wf)! //
ηO!

AlgM(WP)(Wf)∗oo
ηP!

AlgM(O) f! //
(ηO)∗
OO
AlgM(P)
f∗
oo
(ηP)∗
OO
in which
f! ○ η
O
! = ηP! ○ (Wf)! and (ηO)∗ ○ f∗ = (Wf)∗ ○ (ηP)∗.
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Remark 6.4.10. The equality
f! ○ η
O
! = ηP! ○ (Wf)!
says that the left adjoint diagram is commutative. Similarly, the equality
(ηO)∗ ○ f∗ = (Wf)∗ ○ (ηP)∗
says that the right adjoint diagram is commutative. ◇
6.5. Homotopy Morita Equivalence
In this section, we construct an entrywise section of the augmentation, called
the standard section, that preserves some of the operad structure, but is not an
operad morphism in general. Using the standard section, we will observe that in
familiar model categories such as Top, SSet, and Chain
K
, the augmentation is a weak
equivalence from the Boardman-Vogt construction to the original colored operad.
Moreover, in Chain
K
the augmentation is always a homotopy Morita equivalence;
i.e., the change-of-operad adjunction induced by the augmentation is a Quillen
equivalence.
Definition 6.5.1. Suppose O is a C-colored operad in M. The standard section
is the morphism
ξ ∶ O // WO ∈MProf(C)×C
defined entrywise as the composition
O(dc) ≅ // J[Cor(c;d)]⊗O[Cor(c;d)] ωCor(c;d) // WO(dc) ∈M
for (c;d) ∈ Prof(C) × C, where Cor(c;d) is the (c;d)-corolla in Example 3.1.21.
First we observe that the standard section is an entrywise right inverse of the
augmentation.
Proposition 6.5.2. Suppose O is a C-colored operad in M. Then the diagram
O
ξ
//
Id
""❋
❋❋
❋❋
❋❋
❋❋
WO
η

O
in MProf(C)×C is commutative.
Proof. For each pair (c;d) ∈ Prof(C) × C, the (c;d)-entry of the composition
η ○ ξ is the top-right composition in the commutative diagram
O(dc)
Id
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
≅ // J[Cor(c;d)]⊗O[Cor(c;d)] ωCor(c;d) //
≅

WO(dc)
η

O[Cor(c;d)]
γOCor(c;d)
// O(dc).
We finish the proof by noting that γOCor(c;d) is the identity morphism on O
(d
c
) by the
unity axiom in Definition 4.4.9. 
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One might hope that the standard section is a morphism of colored operads,
but we will see that this is not the case in general. However, the standard section
does preserve some of the operad structure.
Proposition 6.5.3. Suppose O is a C-colored operad in M. Then the standard
section
ξ ∶ O // WO ∈MProf(C)×C
in Definition 6.5.1 preserves the equivariant structure and the colored units.
Proof. As we explained in the proof of Theorem 4.4.13, the equivariant struc-
ture comes from the operadic structure morphisms γCor(c;d)τ , where Cor(c;d)τ is the
permuted corolla in Example 3.1.22. Similarly, the colored units are the operadic
structure morphisms γ↑c for the exceptional edges in Example 3.1.18.
To show that the standard section preserves these operadic structure mor-
phisms, consider more generally a C-colored tree T with profile (c;d). The standard
section preserves the operadic structure morphism for T if and only if the outermost
diagram in
(6.5.4) O[T ]
γOT

≅

❀❀
❀❀
❀❀
❀❀
❀❀
❀
≅ // ⊗
v∈T
(J[Corv]⊗O[Corv])
π
##❍
❍❍
❍❍
❍❍
❍❍
❍❍
❍
⊗
v∈T
ωCorv
// WO[T ]
γT

J[Cor(c;d)]⊗O[T ]
(∗)
J //
γOT
&&▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲▲
J[T ]⊗O[T ]
ωT

✼✼
✼✼
✼✼
✼✼
✼
(c)
O(dc)
(a)
≅ // J[Cor(c;d)]⊗O[Cor(c;d)]
(b)
ωCor(c;d)
// WO(dc)
is commutative, in which Corv is the corolla with the same profile as v. The sub-
diagram (a) is commutative by definition. The sub-diagram (b) is commutative by
the coend definition of WO(dc) because
(T ) ∶ T = Cor(c;d)(T ) // Cor(c;d)
is a morphism in TreeC(dc). The sub-diagram (c) is commutative by the definition
(6.3.8) of γT in WO.
In the sub-diagram (∗), the morphism π is defined in Lemma 6.2.7 and is
isomorphic to ⊗∣T ∣ 1 with 1 ∶ 1 // J a part of the commutative segment J and∣T ∣ the set of internal edges in T . The morphism J is isomorphic to ⊗∣T ∣ 0, where
0 ∶ 1 // J is also a part of the commutative segment. If T is either a permuted
corolla or an exceptional edge, then the set ∣T ∣ is empty. In this case, both π and
J are the identity morphism of 1, so (∗) is also commutative. 
Remark 6.5.5. One can see from the diagram (6.5.4) that the standard section
does not preserve the operadic structure morphism γT in general. Indeed, in the
sub-diagram (∗), the morphisms π =⊗∣T ∣ 1 and J =⊗∣T ∣ 0 are different for most T .
Intuitively, the morphism π assigns length 1 to every internal edge in T , while J
assigns length 0 to every internal edge in T . ◇
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In the rest of this section, we will compare the categories of algebras over a
colored operad and over its Boardman-Vogt construction. Recall from Definition
5.2.5 the concept of a weak equivalence between C-colored operads. Next we observe
that in familiar cases, the augmentation is a weak equivalence.
Proposition 6.5.6. Suppose M is Top, SSet, Chain
K
, or Cat with the model
category structure in Example 5.2.1 and with the commutative segment in Example
6.2.4, and O is a C-colored operad in M. Then the augmentation η ∶ WO // O is
a weak equivalence.
Proof. Let us consider the case M = Top with J = [0,1]; the other cases are
proved similarly. By Proposition 6.5.2, we already know that
η ○ ξ = IdO ∈MProf(C)×C.
It remains to show that
ξ ○ η ∶WO // WO
is homotopic to the identity morphism. For each p ∈ [0,1], define Hp by the
commutative diagrams
{ti}∣T ∣i=1 ×O[T ] Id //

{min(p, ti)}∣T ∣i=1 ×O[T ]
[0,1]×∣T ∣ ×O[T ]
ωT

[0,1]×∣T ∣ ×O[T ]
ωT

WO(dc) Hp // WO(dc)
for T ∈ TreeC(dc) and ti ∈ [0,1] for 1 ≤ i ≤ ∣T ∣. In other words, replace every
internal edge length by its minimum with p. Then H1 is the identity morphism,
and H0 = ξ ○ η by the coend definition of WO(dc). So {Hp}p∈[0,1] defines a homotopy
from ξ ○ η to the identity morphism. 
Remark 6.5.7. A statement and a proof similar to Proposition 6.5.6 for Top
were first given in [BV72, Vog03]. ◇
In abstract algebra, two unital associative rings are said to beMorita equivalent
if their categories of left modules are equivalent. Using the category of algebras, a
similar concept of Morita equivalence also makes sense for colored operads. More-
over, in the presence of a model category structure in the base category, it makes
sense to consider a homotopy version of a Morita equivalence.
Definition 6.5.8. Suppose f ∶ O // P is an operad morphism in a monoidal
model category M with O and P admissible. Then we say that f is a homotopy
Morita equivalence if the change-of-operad adjunction
AlgM(O) f! // AlgM(P)
f∗
oo
is a Quillen equivalence.
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Remark 6.5.9. Suppose given an operad morphism f ∶ O // P between admis-
sible colored operads, such as the augmentation η ∶WO // O of a colored operad O
in M = Top, SSet, Chain
K
, or Cat. Then the change-of-operad adjunction f! ⊣ f∗ is
already a Quillen adjunction. Indeed, fibrations and acyclic fibrations in the alge-
bra categories are defined entrywise in M, so they are preserved by the right adjoint
f∗. Therefore, the concept of a homotopy Morita equivalence is well-defined. ◇
Combining Proposition 6.5.6 and Example 5.2.8, we obtain the following result
that says that the augmentation of each colored operad over Chain
K
is a homotopy
Morita equivalence.
Corollary 6.5.10. Suppose O is a C-colored operad in M = Chain
K
, where K
is a field of characteristic zero. Then the augmentation η ∶WO // O is a homotopy
Morita equivalence. In other words, the change-of-operad adjunction
AlgM(WO) η! // AlgM(O)
η∗
oo
induced by the augmentation η ∶WO // O is a Quillen equivalence.
Since Quillen equivalences have the 2-out-of-3 property, combining Corollary
6.4.9 and Corollary 6.5.10, we infer that the Boardman-Vogt construction preserves
homotopy Morita equivalences over Chain
K
.
Corollary 6.5.11. Suppose f ∶ O // P is a homotopy Morita equivalence in
M = Chain
K
, where K is a field of characteristic zero. Then Wf ∶ WO // WP is
also a homotopy Morita equivalence.
Remark 6.5.12. Although Corollary 6.5.10 and Corollary 6.5.11 are only stated
for Chain
K
, this is sufficient for most applications to (homotopy) algebraic quantum
field theories and (homotopy) prefactorization algebras, which are often considered
over Chain
K
. ◇
6.6. Filtration
In this section, we discuss a natural filtration of the Boardman-Vogt construc-
tion. None of this is needed for applications to algebraic quantum field theories
and prefactorization algebras. The rest of this book is independent of this section,
so the reader may skip this section safely.
In the coend definition of the Boardman-Vogt construction in Definition 6.3.1,
we used the substitution category TreeC(dc) in Definition 3.2.11. To obtain a natu-
ral filtration of the Boardman-Vogt construction, we will use smaller substitution
categories.
Definition 6.6.1. For each pair (c;d) ∈ Prof(C) × C and each n ≥ 0, define
the nth substitution category TreeCn(dc) as the full subcategory of the substitution
category TreeC(dc) consisting of C-colored trees with profile (dc) and with at most n
internal edges.
Example 6.6.2. If c /= d, then TreeC0 (dc) contains only permuted corollas with
profile (dc). If c = d, then TreeC0 (dd) contains only the linear graph Lin(d,d) and the
d-colored exceptional edge ↑d. ◇
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Definition 6.6.3. Suppose O is a C-colored operad in M, and n ≥ 0. Define
the object WnO ∈MProf(C)×C entrywise as the coend
WnO(dc) = ∫
T ∈TreeCn
(d
c
)
J[T ]⊗O[T ]
for (c;d) ∈ Prof(C) × C. Here
J ∶ TreeCn(dc)op // M and O ∶ TreeCn(dc) // M
are the restrictions of the functors in Definition 6.2.5 and Corollary 4.4.15, respec-
tively.
● We call WnO ∈ MProf(C)×C the nth filtration of the Boardman-Vogt con-
struction of O.
● For T ∈ TreeCn(dc), we write
ωT ∶ J[T ]⊗O[T ] // WnO(dc)
for the natural morphism.
Proposition 6.6.4. Suppose O is a C-colored operad in M. Then there is a
natural diagram
O ≅W0O ι1 // W1O ι2 // W2O ι3 // ⋯ // colim
n≥1
WnO ≅WO
in MProf(C)×C, in which ιn is defined entrywise by the subcategory inclusion
TreeCn−1(dc) ⊂ TreeCn(dc).
Proof. The morphism O // W0O inM
Prof(C)×C defined entrywise as the com-
position
O(dc) ≅ // J[Cor(c;d)]⊗O[Cor(c;d)] ωCor(c;d)// W0O(dc)
and the morphism W0O // O in M
Prof(C)×C defined entrywise by the commutative
diagrams
J[T ]⊗O[T ]
ωT

≅ // O[T ]
γOT

W0O(dc) // O
for T ∈ TreeC0 (dc) are mutual inverses by the coend definition of W0O(dc). The last
isomorphism follows from the isomorphism
colim
n≥1
TreeCn(dc) ≅ // TreeC(dc)
of categories for each (c;d) ∈ Prof(C) × C. 
To understand the above filtration better, we will decompose each morphism
ιn further as a pushout. To define such a pushout, we will need the following defini-
tions. Recall the exceptional edges in Example 3.1.18 and the permuted corollas in
Example 3.1.22. The intuitive meaning of the concepts in the following definition
is explained in Remark 6.6.6.
Definition 6.6.5. Suppose O is a C-colored operad in M, and n ≥ 1.
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(1) For each (c;d) ∈ Prof(C)×C, define TreeC=n(dc) as the subcategory of TreeCn(dc)
consisting of C-colored trees with profile (dc) and with exactly n internal
edges, in which a morphism (Hv)v∈T ∶K // T must have Hv a permuted
corolla for each v ∈ Vt(T ).
(2) Define W=nO ∈MProf(C)×C entrywise as the coend
W=nO(dc) = ∫
T ∈TreeC=n
(d
c
)
J[T ]⊗O[T ]
for (c;d) ∈ Prof(C) × C, in which
J ∶ TreeC=n(dc)op // M and O ∶ TreeC=n(dc) // M
are the restrictions of the functors in Definition 6.2.5 and Corollary 4.4.15,
respectively.
(3) In a C-colored tree T , a tunnel is a vertex v with ∣in(v)∣ = 1 such that the
input and the output have the same color. For a tunnel v whose input has
color c, we will write ↑v for the exceptional edge ↑c. The set of all tunnels
in T is denoted by Tun(T ). Define the object O−[T ] and the morphism
O−[T ] = colim
∅/=S⊆Tun(T )O[T (↑v)v∈S]
αT // O[T ] ∈M
in which the colimit is indexed by the category of non-empty subsets of
Tun(T ), where a morphism S // S′ is a subset inclusion S′ ⊆ S. The
morphisms that define the colimit and the morphism αT are induced by
the functor O in Corollary 4.4.15.
(4) For a C-colored tree T ∈ TreeCn(dc), define the decomposition category D(T )
in which an object is a morphism
(Hv)v∈K ∶ T =K(Hv)v∈K // K in TreeCn(dc)
such that Vt(Hv) /= ∅ for all v ∈ Vt(K) and that at least one Hu has∣Hu∣ ≥ 1. A morphism
(Gu)u∈K′ ∶ ( T (H′u)u∈K′ // K ′ ) // ( T (Hv)v∈K // K ) in D(T )
is a morphism
K =K ′(Gu)u∈K′ (Gu)u∈K′ // K ′ in TreeCn(dc)
such that Vt(Gu) /= ∅ for all u ∈K ′ and that the diagram
T =K(Hv)v∈K (Hv)v∈K //
Id

K =K ′(Gu)u∈K′
(Gu)u∈K′

T =K ′(H ′u)u∈K′ (H
′
u)u∈K′ // K ′
in TreeCn(dc) is commutative. Identity morphisms and composition are in-
duced by those in TreeCn(dc).
(5) For a C-colored tree T ∈ TreeCn(dc), define the object J−[T ] and the mor-
phism
J−[T ] = colim(Hv)v∈K∈D(T )J[K]
βT // J[T ] ∈M
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induced by the functor J in Definition 6.2.5.
(6) For T ∈ TreeCn(dc), define the morphism δT as the pushout product βT ◻αT
in the diagram
J−[T ]⊗O−[T ] (Id,αT ) //
(βT ,Id)

pushout
J−[T ]⊗O[T ]
 (βT ,Id)
!!❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈❈
❈
J[T ]⊗O−[T ] //
(Id,αT )
,,❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳❳❳❳
❳❳
(J⊗O)−[T ]
δT
◗◗◗
◗◗
((◗◗
◗◗◗
J[T ]⊗O[T ]
in M in which (J⊗O)−[T ] is defined as the pushout of the square.
(7) Define the object W′n−1O(dc) and the morphism ρ
W′n−1O(dc) = colim
T ∈TreeC=n
(d
c
) (J⊗O)
−[T ] ρ // Wn−1O(dc) ∈M
in which the colimit is defined using the equivariant structure of O. The
morphism ρ is defined by the commutative diagrams
J[K] ⊗O[T ]
(natural,Id)

(Id,⊗
v
γOHv
)

J−[T ] ⊗O[T ]

J[T ] ⊗O[T (↑s)]
(J,Id)

(Id,nat.)
// J[T ] ⊗O−[T ] // (J⊗O)−[T ]

W′n−1O
(d
c
)
ρ

J[T (↑s)] ⊗O[T (↑s)]
ωT(↑s) // Wn−1O(
d
c
) J[K] ⊗O[K]ωKoo
for
● T ∈ TreeC=n(dc),
● ∅ /= S ⊆ Tun(T ) with s ∈ S, and
● objects (Hv)v∈K ∶ T // K in D(T ).
(8) Define the morphism δ by the commutative diagrams
(J⊗O)−[T ]
natural

δT // J[T ]⊗O[T ]
ωT

W′n−1O(dc) δ // W=nO(dc)
for T ∈ TreeC=n(dc).
Interpretation 6.6.6. Let us explain the intuitive meaning of the concepts
in the previous definition.
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● In the category TreeC=n(dc), a morphism is only allowed to change the order-
ing at each vertex. In particular, there is no effect on the set of internal
edges.
● W=nO(dc) is the coend of the decorated trees J[T ]⊗O[T ] over the category
Tree
C
=n
(d
c
). The J variable is unaffected by the morphisms in TreeC=n(dc)
because they do not change the set of internal edges.
● O−[T ] is the sub-object of the vertex-decorated tree O[T ] =⊗v∈T O(v) in
which at least one tunnel is decorated by the corresponding colored unit
of O.
● J−[T ] is the sub-object of the internal edge-decorated tree J[T ] = J⊗∣T ∣ in
which at least one internal edge is assigned length 0 ∶ 1 // J .
● The pushout (J⊗O)−[T ] is the sub-object of the decorated tree J[T ]⊗O[T ]
such that
– at least one tunnel is decorated by the corresponding colored unit of
O,
– or at least one internal edge is assigned length 0,
– or both.
● W′n−1O(dc) is the colimit of these sub-objects over the category TreeC=n(dc).
The morphism
δ ∶W′n−1O(dc) // W=nO(dc)
is the sum of the sub-object inclusions over the category TreeC=n(dc).
● The morphism
ρ ∶W′n−1O(dc) // Wn−1O(dc)
reduces the number of internal edges in each decorated tree in its domain
using
– the functor J for a morphism T (↑s)s∈S // T ;
– the functor O for an object (Hv)v∈K ∶ T // K in D(T ). ◇
The main categorical property of the filtration in Proposition 6.6.4 is the fol-
lowing observation.
Theorem 6.6.7. Suppose O is a C-colored operad in M, n ≥ 1, and (c;d) ∈
Prof(C) × C. Then there is a pushout
W′n−1O(dc) δ //
ρ

W=nO(dc)

Wn−1O(dc) ιn // WnO(dc)
in M, in which the right vertical morphism is induced by the subcategory inclusion
TreeC=n(dc) ⊂ TreeCn(dc).
Proof. The commutativity of the square follows from the definition ofWnO(dc)
as a coend over the category TreeCn(dc). To see that it has the universal property of
a pushout, first note that a C-colored tree T ∈ TreeCn(dc) is either in TreeC=n(dc) or in
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TreeCn−1(dc), but not both. Suppose given a commutative solid-arrow diagram
W′n−1O(dc) δ //
ρ

W=nO(dc)

B

✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻✻
✻
Wn−1O(dc) ιn //
A
**❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯❯
❯❯❯
WnO(dc)
χ
$$
Y
in M for some object Y and morphisms A and B. Then the only possible extension
χ must be defined by (i) the commutative diagram
J[T ]⊗O[T ]
ωT

ωT // W=nO(dc)
B

WnO(dc) χ // Y
if T ∈ TreeC=n(dc), and (ii) the commutative diagram
J[T ]⊗O[T ]
ωT

ωT // Wn−1O(dc)
A

WnO(dc) χ // Y
if T ∈ TreeCn−1(dc). Using the coend definition of WnO(dc), one checks that this can-
didate χ is indeed a morphism WnO(dc) // Y that uniquely extends both A and
B. 
Remark 6.6.8. Proposition 6.6.4 and Theorem 6.6.7 together imply that, in
the one-colored case, our coend definition of the Boardman-Vogt construction is
isomorphic to the one given by Berger and Moerdijk [BM06]. The main difference
is that in [BM06]WO is entrywise defined as a sequential colimit as in the filtration
in Proposition 6.6.4, in which the morphisms ιn are inductively defined using a
pushout similar to the one in Theorem 6.6.7. In contrast, our coend definition of
WO, which does not appear in [BM06], describes the Boardman-Vogt construction
in one step. The coend definition is crucial for our understanding ofWO-algebras, as
in the Coherence Theorem 7.2.1. It will also be important for our study of homotopy
algebraic quantum field theories and homotopy prefactorization algebras. ◇
Remark 6.6.9. In nice enough situations (e.g., when M = Chain
K
with K a
field of characteristic zero), one can use the pushouts in Theorem 6.6.7 to prove
that each entry of each ιn is an acyclic cofibration, so the same is true for the
standard section ξ ∶ O // WO. Furthermore, the augmentation η ∶WO // O is a
cofibrant replacement of O in the model category of C-colored operads in M. In the
one-colored case, these properties are proved in [BM06] Sections 4 and 5. In the
general colored case and for even more general objects than colored operads, these
properties are proved in [YJ∞] Chapters 3-7. We refer the interested reader to
these sources for more details. For applications to (homotopy) algebraic quantum
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field theories and (homotopy) prefactorization algebras, we will not need to use
these homotopical properties. ◇

CHAPTER 7
Algebras over the Boardman-Vogt Construction
This chapter is about the structure of algebras over the Boardman-Vogt con-
struction of a colored operad and some key examples. The categorical setting is the
same as before, so (M,⊗,1) is a cocomplete symmetric monoidal closed category
with an initial object ∅. Unless otherwise specified, C is an arbitrary non-empty
set.
7.1. Overview
Since we intend to apply the Boardman-Vogt construction to colored operads
for algebraic quantum field theories and prefactorization algebras, it is crucial that
we be able to describe explicitly the structure of algebras over the Boardman-Vogt
construction.
In Section 7.2 we prove a coherence theorem for algebras over the Boardman-
Vogt construction, which describes such an algebra explicitly in terms of certain
structure morphisms and four axioms. Our coend definition of the Boardman-Vogt
construction plays an important role here. It allows us to phrase the structure
morphisms and axioms explicitly and non-inductively in terms of trees and tree
substitution. We will use this coherence theorem many times in the rest of this
book. The remaining sections of this chapter contain key examples that will be rel-
evant in the discussion of homotopy algebraic quantum field theories and homotopy
prefactorization algebras.
In Section 7.3 we explain the structure in homotopy coherent diagrams, which
are algebras over the Boardman-Vogt construction of the C-diagram operad. A
homotopy coherent C-diagram in M is a relaxed version of a C-diagram in M in
which functoriality is replaced by specified homotopies that are also structure mor-
phisms. An algebraic quantum field theory and a prefactorization algebra each has
an underlying C-diagram in M. Therefore, a homotopy algebraic quantum field
theory and a homotopy prefactorization algebra each has an underlying homotopy
coherent C-diagram.
In Section 7.4 we discuss homotopy inverses in homotopy coherent C-diagrams.
In a C-diagram X in M, if f is an isomorphism in C, then the structure morphism
X(f) is also invertible. In a homotopy coherent C-diagram, this invertibility is ex-
pressed homotopically with specified homotopies that are also structure morphisms.
This will be important when we discuss a homotopy version of the time-slice ax-
iom in homotopy algebraic quantum field theories and homotopy prefactorization
algebras.
In Section 7.5 we discuss A∞-algebras, which are algebras over the Boardman-
Vogt construction of the associative operad As. They are monoids up to coherent
higher homotopies. An algebraic quantum field theory is, in particular, a diagram
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of monoids. Therefore, in a homotopy algebraic quantum field theory, each entry
is an A∞-algebra.
In Section 7.6 we discuss E∞-algebras, which are algebras over the Boardman-
Vogt construction of the commutative operad Com. They are commutative monoids
up to coherent higher homotopies. Commutative monoids appear in some entries of
prefactorization algebras. In a homotopy prefactorization algebra, certain entries
are E∞-algebras.
In Section 7.7 we discuss homotopy coherent diagrams of A∞-algebras. Every
algebraic quantum field theory has an underlying C-diagram of monoids. So every
homotopy algebraic quantum field theory has an underlying homotopy coherent C-
diagram of A∞-algebras. Roughly speaking, for a C-diagram of monoids, there are
two directions in which homotopy can happen, namely the diagram direction and
the monoid direction. A homotopy coherent C-diagram of A∞-algebras combines
both of these directions. In particular, it has an underlying homotopy coherent
C-diagram in M as well as an underlying objectwise A∞-algebra structure.
In Section 7.8 we discuss homotopy coherent diagrams of E∞-algebras. We will
see later that there are adjunctions comparing algebraic quantum field theories and
prefactorization algebras, although they are usually not equal. However, as we will
see in Section 10.7, there is one case where they coincide. When this happens, both
the category of algebraic quantum field theories and the category of prefactorization
algebras are canonically isomorphic to the category of C-diagrams of commutative
monoids in M. Therefore, in this case homotopy algebraic quantum field theories
and homotopy prefactorization algebras have the structure of homotopy coherent
diagrams of E∞-algebras.
7.2. Coherence Theorem
Recall from Definition 4.5.5 the concept of an algebra over a colored operad. In
this section, we prove the following coherence result for algebras over the Boardman-
Vogt construction of a colored operad.
Theorem 7.2.1. Suppose (O, γO) is a C-colored operad in M. Then a WO-
algebra is exactly a pair (X,λ) consisting of
● a C-colored object X in M and
● a structure morphism
(7.2.2) J[T ]⊗O[T ]⊗Xc λT // Xd ∈M
for each (c;d) ∈ Prof(C) × C and T ∈ TreeC(dc)
that satisfies the following four conditions.
Associativity: For (c = (c1, . . . , cn);d) ∈ Prof(C) × C with n ≥ 1, T ∈
TreeC(dc), Tj ∈ TreeC(cjb
j
) for 1 ≤ j ≤ n, b = (b1, . . . , bn), and
G = Graft(T ;T1, . . . , Tn) ∈ TreeC(db)
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the grafting (3.3.1), the diagram
(7.2.3)
J[T ] ⊗O[T ] ⊗ (
n
⊗
j=1
J[Tj] ⊗O[Tj]) ⊗Xb
permute
≅
xxqq
qq
qq
qq
qq
permute
≅
''❖
❖❖
❖❖
❖❖
❖❖
❖❖
J[T ] ⊗O[T ] ⊗
n
⊗
j=1
(J[Tj] ⊗O[Tj] ⊗Xbj )
(Id,⊗j λTj )

(J[T ] ⊗
n
⊗
j=1
J[Tj ]) ⊗ (O[T ] ⊗
n
⊗
j=1
O[Tj]) ⊗Xb
(π,≅,Id)

J[T ] ⊗O[T ] ⊗Xc
λT
((◗◗
◗◗◗
◗◗◗
◗◗◗
◗◗◗
J[G] ⊗O[G] ⊗Xb
λG
uu❦❦❦
❦❦❦
❦❦❦
❦❦❦
❦❦❦
Xd
is commutative. Here π = ⊗S 1 is the morphism in Lemma 6.2.7 for the
grafting G.
Unity: For each c ∈ C, the composition
(7.2.4) Xc
≅ // J[↑c]⊗O[↑c]⊗Xc λ↑c // Xc
is the identity morphism of Xc.
Equivariance: For each T ∈ TreeC(dc) and permutation σ ∈ Σ∣c∣, the diagram
(7.2.5) J[T ]⊗O[T ]⊗Xc
(Id,σ−1)

λT // Xd
J[Tσ]⊗O[Tσ]⊗Xcσ λTσ // Xd
is commutative, in which Tσ ∈ TreeC( dcσ) is the same as T except that
its ordering is ζTσ with ζT the ordering of T . The permutation σ
−1 ∶
Xc
≅ // Xcσ permutes the factors in Xc.
Wedge Condition: For T ∈ TreeC(dc), Hv ∈ TreeC(v) for each v ∈ Vt(T ),
and K = T (Hv)v∈T the tree substitution, the diagram
(7.2.6) J[T ]⊗O[K]⊗Xc
(J,Id)

(Id,⊗
v
γOHv ,Id)
// J[T ]⊗O[T ]⊗Xc
λT

J[K]⊗O[K]⊗Xc λK // Xd
is commutative.
A morphism f ∶ (X,λX) // (Y,λY ) of WO-algebras is a morphism of the underly-
ing C-colored objects that respects the structure morphisms in (7.2.2) in the obvious
sense.
126 7. ALGEBRAS OVER THE BOARDMAN-VOGT CONSTRUCTION
Proof. Given a WO-algebra (X,λ) in the sense of Definition 4.5.5, we define
the structure morphism λT as the composition
(7.2.7) J[T ]⊗O[T ]⊗Xc λT //
(ωT ,Id)

Xd
WO(dc)⊗Xc λ // Xd
for T ∈ TreeC(dc). The wedge condition (7.2.6) is satisfied by the coend definition of
WO(dc) because (Hv)v∈T ∶K = T (Hv)v∈T // T
is a morphism in TreeC(dc). Using Proposition 6.3.14, we infer that the above as-
sociativity, unity, and equivariance conditions (7.2.3)-(7.2.5) follow from those in
Definition 4.5.5.
Conversely, given a pair (X,λ) as in the statement above, we define the mor-
phism
WO(dc)⊗Xc λ // Xd ∈M
for (c;d) ∈ Prof(C)×C by insisting that the diagram (7.2.7) be commutative for all
T ∈ TreeC(dc). The wedge condition (7.2.6) guarantees that this morphism λ is entry-
wise well-defined. The associativity, unity, and equivariance axioms in Definition
4.5.5 now follow from the assumed associativity, unity, and equivariance conditions
(7.2.3)-(7.2.5). 
The following observation says that the colored units of O also act as the identity
on a WO-algebra. We will use this result when we discuss homotopy inverses in
homotopy algebraic quantum field theories and homotopy prefactorization algebras.
Recall the linear graphs in Example 3.1.19.
Corollary 7.2.8. Suppose (O, γO) is a C-colored operad in M, and (X,λ) is
a WO-algebra. Then for each c ∈ C, the diagram
J[Lin(c,c)]⊗O[↑c]⊗Xc (Id,γ
O
↑c
,Id)
//
Id

J[Lin(c,c)]⊗O[Lin(c,c)]⊗Xc
λLin(c,c)

1⊗ 1⊗Xc
≅ // Xc
is commutative, in which Lin(c,c) is the linear graph with one vertex and profile(c, c).
Proof. The diagram
J[Lin(c,c)]⊗O[↑c]⊗Xc (Id,γ
O
↑c
,Id)
//
Id

J[Lin(c,c)]⊗O[Lin(c,c)]⊗Xc
λLin(c,c)

J[↑c]⊗O[↑c]⊗Xc λ↑c // Xc
is commutative by the wedge condition (7.2.6) because
Lin(c,c)(↑c) = ↑c (↑c) // Lin(c,c)
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is a morphism in TreeC(cc). By the unity condition (7.2.4), the bottom horizontal
morphism λ↑c is the isomorphism 1⊗ 1⊗Xc ≅Xc. 
Recall from Corollary 6.4.7 that the augmentation η ∶ WO // O induces a
change-of-operad adjunction
η! ∶ AlgM(WO) //oo AlgM(O) ∶ η∗.
The next observation describes the structure morphisms of a WO-algebra that is
the pullback of an O-algebra.
Corollary 7.2.9. Suppose (O, γO) is a C-colored operad in M, and (X,λ)
is an O-algebra. For T ∈ TreeC(dc), the structure morphism λT in (7.2.2) for the
WO-algebra η∗(X,λ) is the composition
J[T ]⊗O[T ]⊗Xc λT //
(⊗∣T ∣ ǫ,Id)

Xd
1[T ]⊗O[T ]⊗Xc ≅ // O[T ]⊗Xc (γOT ,Id) // O(dc)⊗Xc
λ
OO
in which ǫ ∶ J // 1 is the counit of the commutative segment J .
Proof. By Definition 5.1.5 and (7.2.7), λT is the composition
J[T ]⊗O[T ]⊗Xc λT //
(ωT ,Id)

Xd
WO(dc)⊗Xc (η,Id) // O(dc)⊗Xc.
λ
OO
Now we observe that
η ○ ωT = (γOT )(≅)(⊗∣T ∣ ǫ, Id)
by the definition of the augmentation in Theorem 6.4.4. 
Interpretation 7.2.10. When an O-algebra is regarded as a WO-algebra, the
structure morphism λT is given by first forgetting the length of internal edges using
the counit ǫ. Then one composes the elements in O using the operadic structure
morphism γOT , and follows that by the O-action structure morphism. ◇
7.3. Homotopy Coherent Diagrams
For the next several sections, we will discuss some relevant examples of algebras
over the Boardman-Vogt construction. Suppose C is a small category with object
set C. In this section, we discuss algebras over the Boardman-Vogt construction of
the colored operad for C-diagrams, called homotopy coherent C-diagrams. We will
explain that these algebras are C-diagrams up to a family of coherent homotopies.
Homotopy coherent diagrams of topological spaces have a long history; see, for
example [BM07, CP86, CP97, Vog73].
Motivation 7.3.1. The physical relevance of homotopy coherent diagrams is
that the isotony axiom in quantum field theory, sometimes called the locality axiom,
is not always satisfied in relevant examples; see, for example, [BDHS14, BSS17].
Instead, one should expect a homotopy version of functoriality, as suggested in
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[BS17] Section 5. Homotopy theory has taught us that when certain properties hold
only up to homotopy (for example, homotopy associativity), there is usually a whole
family of higher structure that encodes the specific homotopies and their relations.
We will see in the following few sections that the Boardman-Vogt construction is
very convenient for encoding such a family of higher structure. Homotopy coherent
diagrams are also closely related to a homotopy version of the time-slice axiom, as
we will explain in Section 7.4. ◇
Recall from Example 4.5.21 that there is a C-colored operad Cdiag whose algebras
are C-diagrams in M.
Definition 7.3.2. Objects in the category AlgM(WCdiag) are called homotopy
coherent C-diagrams in M, where WCdiag is the Boardman-Vogt construction of the
C-colored operad Cdiag.
When applied to the C-colored operad Cdiag, Corollary 6.4.7 and Corollary
6.5.10 yield the following adjunction.
Corollary 7.3.3. The augmentation η ∶ WCdiag // Cdiag induces an adjunc-
tion
AlgM(WCdiag) η! // AlgM(Cdiag)
η∗
oo
that is a Quillen equivalence if M = Chain
K
with K a field of characteristic 0.
Interpretation 7.3.4. This adjunction says that each C-diagram in M can
be regarded as a homotopy coherent C-diagram in M via the augmentation η. The
left adjoint η! rectifies each homotopy coherent C-diagram in M to a C-diagram in
M. ◇
Recall the linear graphs Linc in Example 3.1.19 and the substitution category
LinearC(dc) for linear graphs in Definition 3.2.11. The objects in LinearC(dc) are linear
graphs with input color c and output color d. Its morphisms are given by tree
substitution, but only for linear graphs. The following is the coherence theorem for
homotopy coherent C-diagrams.
Theorem 7.3.5. A homotopy coherent C-diagram in M is exactly a pair (X,λ)
consisting of
● a C-colored object X in M and
● a structure morphism
(7.3.6) J[Linc]⊗Xc0 λ
f
c
// Xcn ∈M
for
– each profile c = (c0, . . . , cn) ∈ Prof(C) with n ≥ 0;
– each sequence of composable C-morphisms f = (f1, . . . , fn) with fj ∈
C(cj−1, cj) for 1 ≤ j ≤ n
that satisfies the following three conditions.
Associativity: Suppose 0 ≤ n ≤ p, c = (c0, . . . , cn), and c′ = (cn, . . . , cp) ∈
Prof(C). Suppose fj ∈ C(cj−1, cj) for each 1 ≤ j ≤ p with f = (f1, . . . , fn)
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and f ′ = (fn+1, . . . , fp). Then the diagram
(7.3.7) J[Linc′]⊗ J[Linc]⊗Xc0
(Id,λfc )

(π,Id)
// J[Lin(c0,...,cp)]⊗Xc0
λ
(f,f′)
(c0,...,cp)

J[Linc′]⊗Xcn
λ
f′
c′
// Xcp
is commutative, in which Lin(c0,...,cp) is regarded as the grafting (3.3.1) of
Linc′ and Linc with π the morphism in Lemma 6.2.7.
Unity: For each c ∈ C, the composition
(7.3.8) Xc
≅ // J[Lin(c)]⊗Xc λ
∅
(c)
// Xc
is the identity morphism of Xc, where Lin(c) = ↑c is the c-colored excep-
tional edge.
Wedge Condition: Suppose
c = (c0, . . . , cn) ∈ Prof(C) with n ≥ 1,
bj = (cj−1 = bj0, bj1, . . . , bjkj = cj) ∈ Prof(C) with kj ≥ 0 for 1 ≤ j ≤ n, and
b = (b1, . . . , bn).
Suppose
f
j
i ∈ C(bji−1, bji ) for each 1 ≤ j ≤ n and 1 ≤ i ≤ kj ,
f j = (f j1 , . . . , f jkj ),
f = (f1, . . . , fn), and
f j = f jkj ○ ⋯ ○ f j1 ∈ C(cj−1, cj).
Then the diagram
(7.3.9) J[Linc]⊗Xc0
(J,Id)

λ(f
1 ,...,fn)
c
// Xcn
J[Linb]⊗Xc0 λ
f
b
// Xcn
is commutative, in which Linb is regarded as the tree substitution
Linb = Linc(Linb
j
)n
j=1
.
Proof. This is the special case of the Coherence Theorem 7.2.1 for the C-
colored operad O = Cdiag. Indeed, recall from Example 4.5.21 that the C-colored
operad Cdiag is concentrated in unary entries:
Cdiag(dc) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∐
C(c,d)1 if c = c ∈ C,
∅ if ∣c∣ /= 1
for (c;d) ∈ Prof(C) × C. Its equivariant structure is trivial. Its colored units and
operadic composition come from the identity morphisms and the categorical com-
position in C. Since Cdiag is concentrated in unary entries, if T ∈ TreeC(dc) is not a
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linear graph, then
Cdiag[T ] =⊗
v∈T
Cdiag(out(v)in(v) ) = ∅.
So when T is not a linear graph, the structure morphism
J[T ]⊗ Cdiag[T ]⊗Xc λT // Xd
in (7.2.2) for a WCdiag-algebra is the trivial morphism ∅ // Xd. In particular, the
equivariance condition (7.2.5) is trivial for WCdiag-algebras.
For c = (c0, . . . , cn) ∈ Prof(C) with n ≥ 0, there is a natural isomorphism
Cdiag[Linc] = n⊗
j=1
Cdiag( cjcj−1) =
n
⊗
j=1
[ ∐
C(cj−1,cj)
1] ≅ ∐
∏nj=1 C(cj−1,cj)
1.
This implies that there is a natural isomorphism
J[Linc]⊗ Cdiag[Linc]⊗Xc0 ≅ ∐
∏nj=1 C(cj−1,cj)
J[Linc]⊗Xc0 .
So the structure morphism
J[Linc]⊗ Cdiag[Linc]⊗Xc0 λLinc // Xcn
in (7.2.2) is uniquely determined by the restrictions λ
f
c as stated in (7.3.6). The
associativity, unity, and wedge conditions (7.3.7)-(7.3.9) above are exactly those in
the Coherence Theorem 7.2.1 for linear graphs. 
Interpretation 7.3.10. Intuitively, one should think of the structure mor-
phism λ
f
c in (7.3.6) as determined by the decorated linear graph
f1 f2 ⋯ fn
c0 c1 c2 cn−1 cn
with n vertices decorated by the C-morphisms fj. The colors cj are the colors of
the edges. If n = 0, then this is the c0-colored exceptional edge ↑c0 with c = (c0)
and (fj) = ∅. ◇
Suppose (X,λ) is a WCdiag-algebra, i.e., a homotopy coherent C-diagram in M.
In the next few examples, we will explain some of the structure on X that suggests
that it is a C-diagram up to coherent higher homotopies.
Example 7.3.11 (Assignment on morphisms). For each morphism f ∈ C(c, d),
the structure morphism in (7.3.6) yields the morphism
Xc
Xf
//
≅
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆ Xd
J[Lin(c,d)]⊗Xc
λ
f
(c,d)
77♣♣♣♣♣♣♣♣♣♣♣♣
in M. If furthermore f = Idc, then XIdc is the identity morphism of Xc by Corollary
7.2.8. In X is an actual C-diagram, then it would preserve composition, i.e., Xfg =
Xf ○Xg whenever fg is defined. For a homotopy coherent C-diagram, we will see
in the next example that X(−) preserves composition up to a specified homotopy.◇
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Example 7.3.12 (Homotopy preservation of composition). Suppose (f, g) ∈
C(c, d) × C(b, c) is a pair of composable C-morphisms. Consider the diagram
J[Lin(b,d)]⊗Xb
(0,Id)

λfg
(b,d)
**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
Xb
≅oo
Xfg

J[Lin(b,c,d)]⊗Xb
λ
(g,f)
(b,c,d)
//
(1)
Xd
1⊗Xb
(1,Id)
OO
(2)
J[Lin(c,d)]⊗ J[Lin(b,c)]⊗Xb
≅
OO
(Id,λg
(b,c)
)
// J[Lin(c,d)]⊗Xc
λ
f
(c,d)
OO
Xb
≅
OO
Xg
// Xc
≅
OO
Xf
dd
in M, in which
J[Lin(b,c,d)] = J, J[Lin(b,d)] = J[Lin(c,d)] = J[Lin(b,c)] = 1,
and 0,1 ∶ 1 // J are part of the commutative segment J . This diagram is commu-
tative:
● The upper right triangle is the definition of Xfg.
● The sub-diagram (1) is commutative by the wedge condition (7.3.9) with
n = 1, c = (b, d), b1 = (b, c, d), and f1 = (g, f).
● The sub-diagram (2) is commutative by the associativity condition (7.3.7)
with n = 1, p = 2, c = (b, c), c′ = (c, d), f = (g), and f ′ = (f).
● The bottom rectangle is commutative by naturality and the definition of
Xg.
● The lower right stripe is the definition of Xf .
We will call the morphisms 0,1 ∶ 1 // J the 0-end and the 1-end of J , respec-
tively. The above commutative diagram says that the structure morphism λ
(g,f)(b,c,d)
is Xfg at the 0-end and the composition Xf ○Xg at the 1-end. So the structure
morphism λ
(g,f)(b,c,d) is a homotopy from Xfg to the composition Xf ○Xg. Therefore,
a homotopy coherent C-diagram preserves composition up to a specified homotopy.
It is important to observe that we are not just saying that the morphisms Xfg
and Xf ○Xg are homotopic. Instead, a specific structure morphism λ
(g,f)(b,c,d) of a
homotopy coherent C-diagram acts as the homotopy. There are higher homotopies
for longer strings of composable C-morphisms, as we will see in the next example.◇
Example 7.3.13 (Homotopy preservation of triple composition). Suppose given
a triple of composable C-morphisms
(f, g, h) ∈ C(c, d) × C(b, c) × C(a, b).
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Consider the diagram
J ⊗ 1⊗Xa
≅ //
(Id,0,Id)

J[Lin(a,c,d)]⊗Xa
λ
(gh,f)
(a,c,d)

J[Lin(a,b,c,d)]⊗Xa λ
(h,g,f)
(a,b,c,d)
// Xd
J ⊗ 1⊗Xa
(Id,1,Id)
OO
J[Lin(b,c,d)]⊗ J[Lin(a,b)]⊗Xa
≅
OO
(Id,λh(a,b))
// J[Lin(b,c,d)]⊗Xb
λ
(g,f)
(b,c,d)
OO
in M, in which
J[Lin(a,b,c,d)] ≅ J ⊗ J, J[Lin(a,b)] = 1,
J[Lin(a,c,d)] = J[Lin(b,c,d)] = J.
This diagram is commutative:
● The top rectangle is commutative by the wedge condition (7.3.9) with
n = 2, c = (a, c, d), b1 = (a, b, c), b2 = (c, d), f1 = (h, g), and f2 = (f).
● The bottom square is commutative by the associativity condition (7.3.7)
with n = 1, p = 3, c = (a, b), c′ = (b, c, d), f = (h), and f ′ = (g, f).
This commutative diagram says that the structure morphism λ
(h,g,f)(a,b,c,d) yields a
higher homotopy from λ
(gh,f)(a,c,d) to the composition λ(g,f)(b,c,d) ○ (Id, λh(a,b)).
Furthermore, as explained in Example 7.3.12:
● λ
(gh,f)(a,c,d) is a homotopy from Xfgh ∶ Xa // Xd to Xf ○Xgh ∶ Xa // Xd.
● λ
(g,f)(b,c,d) is a homotopy from Xfg ∶Xb // Xd to Xf ○Xg ∶ Xb // Xd.
Altogether the above commutative diagram expresses a specific homotopy from
Xfgh to Xf ○Xg ○Xh. ◇
Example 7.3.14 (Homotopy preservation of triple composition). In Example
7.3.13 the commutative diagram only uses one copy of J to express a higher homo-
topy between the homotopies λ
(gh,f)(a,c,d) and λ(g,f)(b,c,d) ○ (Id, λh(a,b)). There is a similar
commutative diagram
1⊗ J ⊗Xa
≅ //
(0,Id)

J[Lin(a,b,d)]⊗Xa
λ
(h,fg)
(a,b,d)

J[Lin(a,b,c,d)]⊗Xa λ
(h,g,f)
(a,b,c,d)
// Xd
1⊗ J ⊗Xa
(1,Id)
OO
J[Lin(c,d)]⊗ J[Lin(a,b,c)]⊗Xa
≅
OO
(Id,λ(h,g)
(a,b,c)
)
// J[Lin(c,d)]⊗Xc
λf
(c,d)
OO
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in M that makes use of the other copy of J in J[Lin(a,b,c,d)]. Once again the top
rectangle is commutative by the wedge condition (7.3.9), and the bottom square is
commutative by the associativity condition (7.3.7).
This commutative diagram says that the structure morphism λ
(h,g,f)(a,b,c,d) yields:
● a higher homotopy from λ
(h,fg)(a,b,d) to the composition λf(c,d) ○ (Id, λ(h,g)(a,b,c));
● another homotopy from Xfgh to Xf ○Xg ○Xh.
For longer strings of composable C-morphisms, there are similar commutative di-
agrams that express the structure morphisms λ
f
c as a family of coherent higher
homotopies. The main point is that we are not trying to write down this infinite
family of coherent homotopies from the ground up. Instead, all of them are neatly
packaged in the Boardman-Vogt construction WCdiag of the C-colored operad Cdiag.
◇
7.4. Homotopy Inverses
In this section, we discuss a homotopy coherent version of an inverse using the
Boardman-Vogt construction.
Motivation 7.4.1. Physically homotopy inverses are homotopy manifestations
of the time-slice axiom in both homotopy algebraic quantum field theories and
homotopy prefactorization algebras. The upshot of the time-slice axiom is that
certain structure morphisms in algebraic quantum field theories are supposed to be
invertible, e.g., if they correspond to Cauchy morphisms between oriented, time-
oriented, and globally hyperbolic Lorentzian manifolds. The homotopy version
of the time-slice axiom says that these structure morphisms are invertible up to
specified homotopies.
As in Section 7.3, suppose C is a small category with object set C. If X
is a C-diagram in M and if f ∈ C(c, d) is an isomorphism, then the morphism
Xf ∶ Xc // Xd in M is also an isomorphism with inverse Xf−1 , since
Xf ○Xf−1 =Xf○f−1 =XIdd = IdXd ,
Xf−1 ○Xf =Xf−1○f =XIdc = IdXc .
If X is a homotopy coherent C-diagram, then we should replace the first equality
in each line with a specified homotopy. In other words, Xf and Xf−1 should be
homotopy inverses of each other via specific structure morphisms. We will explain
this in the following result. ◇
We will reuse the notation in Example 7.3.11.
Corollary 7.4.2. Suppose (X,λ) is a homotopy coherent C-diagram in M,
and f ∈ C(c, d) is an isomorphism with inverse f−1 ∈ C(d, c). Then the morphisms
Xf ∶ Xc // Xd and Xf−1 ∶ Xd // Xc ∈M
are homotopy inverses of each other in the following sense.
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(1) Xf−1 is a left homotopy inverse of Xf in the sense that the diagram
J[Lin(c,c)]⊗Xc
(0,Id)

λ
f−1f
(c,c)
**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
Xc
≅oo
IdXc

J[Lin(c,d,c)]⊗Xc
λ
(f,f−1)
(c,d,c)
// Xc
1⊗Xc
(1,Id)
OO
J[Lin(d,c)]⊗ J[Lin(c,d)]⊗Xc
≅
OO
(Id,λf
(c,d)
)
// J[Lin(d,c)]⊗Xd
λ
f−1
(d,c)
OO
Xc
≅
OO
Xf
// Xd
≅
OO
Xf−1
dd
in M is commutative, in which
J[Lin(c,d,c)] = J and J[Lin(c,c)] = J[Lin(d,c)] = J[Lin(c,d)] = 1.
(2) Xf−1 is a right homotopy inverse of Xf in the sense that the diagram
J[Lin(d,d)]⊗Xd
(0,Id)

λ
ff−1
(d,d)
**❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱
Xd
≅oo
IdXd

J[Lin(d,c,d)]⊗Xd
λ
(f−1,f)
(d,c,d)
// Xd
1⊗Xd
(1,Id)
OO
J[Lin(c,d)]⊗ J[Lin(d,c)]⊗Xd
≅
OO
(Id,λf−1
(d,c)
)
// J[Lin(c,d)]⊗Xc
λ
f
(c,d)
OO
Xd
≅
OO
X
f−1
// Xc
≅
OO
Xf
dd
in M is commutative, in which J[Lin(d,c,d)] = J .
Proof. The first assertion is the special case of Example 7.3.12 for the com-
posable pair of C-morphisms
(f−1, f) ∈ C(d, c) × C(c, d),
since by Example 7.3.11 XIdc is equal to IdXc . Similarly, the second assertion is
the special case of Example 7.3.12 for the composable pair of C-morphisms
(f, f−1) ∈ C(c, d) × C(d, c).

Interpretation 7.4.3. In a homotopy coherent C-diagram (X,λ), the struc-
ture morphism Xf for an invertible morphism f in C has the structure morphism
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Xf−1 as a two-sided homotopy inverse. Moreover, the two homotopies are the
structure morphisms λ
(f,f−1)(c,d,c) and λ(f
−1,f)(d,c,d) . Therefore, a homotopy inverse and the
homotopies are already encoded in the Boardman-Vogt construction WCdiag of the
colored operad Cdiag. ◇
7.5. A∞-Algebras
In this section, we discuss a homotopy version of monoids, called strongly ho-
motopy associative algebras or A∞-algebras, as algebras over the Boardman-Vogt
construction of the associative operad.
Motivation 7.5.1. Recall from Example 4.5.17 that the associative operad As
is a 1-colored operad in M whose category of algebras is canonically isomorphic
to the category of monoids in M (Definition 2.6.1). The physical relevance of A∞-
algebras is that an algebraic quantum field theory is a diagram of monoids satisfying
the causality axiom and possibly the time-slice axiom. Strict associativity is not a
homotopy invariant concept. Instead, the work of Stasheff [Sta63] taught us that a
homotopy version of a monoid is an A∞-algebra. Therefore, A∞-algebras will arise
naturally in the study of homotopy algebraic quantum field theories. ◇
Definition 7.5.2. Objects in the category AlgM(WAs) are called A∞-algebras
in M, where WAs is the Boardman-Vogt construction of the associative operad As.
When applied to the associative operad, Corollary 6.4.7 and Corollary 6.5.10
yield the following adjunction.
Corollary 7.5.3. The augmentation η ∶WAs // As induces an adjunction
AlgM(WAs) η! // AlgM(As)
η∗
oo
that is a Quillen equivalence if M = Chain
K
with K a field of characteristic zero.
Interpretation 7.5.4. This adjunction says that each monoid in M can be
regarded as an A∞-algebra in M via the augmentation η. The left adjoint η! rectifies
each A∞-algebra in M to a monoid in M. ◇
Since in this section we are discussing 1-colored operads, we will be using
1-colored trees. The substitution category, as in Definition 3.2.11, of 1-colored
trees with n inputs is denoted by Tree(n). Its objects are 1-colored trees with n
inputs, and its morphisms are given by tree substitution. The following result is
the coherence theorem for A∞-algebras.
Theorem 7.5.5. An A∞-algebra in M is exactly a pair (X,λ) consisting of
● an object X ∈M and
● a structure morphism
(7.5.6) J[T ]⊗X⊗n λ{σv}v∈TT // X ∈M
for
– each T ∈ Tree(n) with n ≥ 0 and
– each {σv}v∈T ∈∏v∈T Σ∣in(v)∣
that satisfies the following four conditions.
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Associativity: Suppose T ∈ Tree(n) with n ≥ 1, Tj ∈ Tree(kj) with kj ≥ 0
and 1 ≤ j ≤ n, k = k1 +⋯ + kn,
G = Graft(T ;T1, . . . , Tn) ∈ Tree(k)
is the grafting, {σv} ∈∏v∈T Σ∣in(v)∣, and {σju} ∈∏u∈Tj Σ∣in(u)∣ for 1 ≤ j ≤ n.
Then the diagram
(7.5.7) J[T ]⊗ ( n⊗
j=1
J[Tj])⊗X⊗k
permute ≅

(π,Id)
// J[G]⊗X⊗k
λ
{σv,σ
j
u}
G

J[T ]⊗ n⊗
j=1
(J[Tj]⊗X⊗kj)
(Id,⊗j λ{σju}u∈TjTj )

J[T ]⊗ n⊗
j=1
X
λ
{σv}v∈T
T // X
is commutative. Here π = ⊗S 1 is the morphism in Lemma 6.2.7 for the
grafting G. In the structure morphism λ
{σv ,σju}
G , we have v ∈ T , u ∈ Tj,
and 1 ≤ j ≤ n.
Unity: The composition
(7.5.8) X
≅ // J[↑]⊗X λ∅↑ // X
is the identity morphism of X, where ↑ is the 1-colored exceptional edge.
Equivariance: For T ∈ Tree(n), σ ∈ Σn, and {σv} ∈ ∏v∈T Σ∣in(v)∣, the dia-
gram
(7.5.9) J[T ]⊗X⊗n
(Id,σ−1)

λ
{σv}
T // X
J[Tσ]⊗X⊗n λ{σv}Tσ // X
is commutative, in which Tσ ∈ Tree(n) is the same as T except that its
ordering is ζTσ with ζT the ordering of T .
Wedge Condition: Suppose T ∈ Tree(n), Hv ∈ Tree(∣in(v)∣) for v ∈ Vt(T ),
K = T (Hv)v∈T is the tree substitution, and σvu ∈ Σ∣in(u)∣ for each v ∈ Vt(T )
and u ∈ Vt(Hv). Then the diagram
(7.5.10) J[T ]⊗X⊗n
(J,Id)

λ
{τv}
T // X
J[K]⊗X⊗n λ{σ
v
u}
K // X
is commutative. For each v ∈ Vt(T ), τv is defined as
τv = γAsHv({σvu}u∈Hv) ∈ Σ∣in(v)∣
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in which
∏
u∈Hv
Σ∣in(u)∣ = As[Hv] γ
As
Hv // As(∣in(v)∣) = Σ∣in(v)∣
is the operadic structure morphism for Hv of the associative operad in Set,
as in (4.4.10).
Proof. This is the special case of the Coherence Theorem 7.2.1 for the asso-
ciative operad As in M. Indeed, recall that the entries of the associative operad in
M are
As(n) = ∐
σ∈Σn
1
for n ≥ 0. For a 1-colored tree T ∈ Tree(n), there is a natural isomorphism
As[T ] =⊗
v∈T
As(∣in(v)∣) =⊗
v∈T
[ ∐
σ∈Σ∣in(v)∣
1] ≅ ∐
{σv}∈ ∏
v∈T
Σ∣in(v)∣
1.
It follows that there is a natural isomorphism
J[T ]⊗ As[T ]⊗X⊗n ≅ ∐
{σv}∈ ∏
v∈T
Σ∣in(v)∣
J[T ]⊗X⊗n.
Therefore, the structure morphism λT in (7.2.2) is uniquely determined by the
restrictions λ
{σv}v∈T
T as stated in (7.5.6). The associativity, unity, equivariance, and
wedge conditions (7.5.7)-(7.5.10) above are exactly those in the Coherence Theorem
7.2.1 for 1-colored trees. 
Suppose (X,λ) is an A∞-algebra in M. In the next few examples, we will
explain some of the structure on X that suggests that it is a monoid up to coherent
higher homotopies.
Example 7.5.11 (Multiplication). Suppose Corn is the 1-colored corolla with
n legs; see Example 3.1.21 where corollas were defined. The structure morphism in
(7.5.6) yields the composition
X⊗n
µn //
≅
''❖
❖❖❖
❖❖❖
❖❖❖
❖❖
X
J[Corn]⊗X⊗n
λ
{idn}
Corn
88♣♣♣♣♣♣♣♣♣♣♣♣
with J[Corn] = 1 and idn ∈ Σn the identity permutation. By Corollary 7.2.8
µ1 ∶ X // X
is the identity morphism on X , and so λ
{id1}
Cor1
is the isomorphism 1 ⊗X ≅ X . If X
is a monoid, then we would expect
µ2 ∶ X ⊗X // X
to be strictly associative with µ0 ∶ 1 // X as a strict two-sided unit. For an A∞-
algebra, we expect homotopy associativity and a homotopy unit, as explained in
the following examples. ◇
138 7. ALGEBRAS OVER THE BOARDMAN-VOGT CONSTRUCTION
Example 7.5.12 (Left homotopy unit). Here we explain why µ0 ∶ 1 // X is a
left homotopy unit of µ2. Consider the grafting
K = Graft(Cor2;Cor0, ↑) ∈ Tree(1)
which may be visualized as follows.
v
u
Consider the diagram
J[Cor1]⊗X
(0,Id)

λ
{id1}
Cor1
++❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳
1⊗X
=oo
≅

J[K]⊗X
λ
{id2,id0}
K
//
(1)
X
1⊗X
(1,Id)
OO
(2)
J[Cor2]⊗ (J[Cor0]⊗X⊗0)⊗ (J[↑]⊗X)
≅
OO
(Id,λ{id0}
Cor0
,λ∅↑ )
// J[Cor2]⊗X ⊗X
λ
{id2}
Cor2
OO
1⊗X
≅
OO
(µ0,Id)
// X ⊗X
≅
OO
µ2
dd
in M, in which
J[K] = J and J[Corn] = J[↑] =X⊗0 = 1.
This diagram is commutative:
● The top right triangle is commutative because λ
{id1}
Cor1
is the isomorphism
1⊗X ≅X .
● The triangle (1) is commutative by the wedge condition (7.5.10) for the
tree substitution K = Cor1(K).
● The square (2) is commutative by the associativity condition (7.5.7) using
the grafting definition of K.
● The bottom rectangle is commutative by the definition of µ0 and the unity
condition (7.5.8).
● The lower right stripe is the definition of µ2.
The above commutative diagram says that the structure morphism λ
{id2,id0}
K is a
homotopy from the isomorphism 1⊗X ≅X to the composition µ2 ○ (µ0, Id). So in
an A∞-algebra, µ0 is a left homotopy unit of µ2. ◇
Example 7.5.13 (Right homotopy unit). Similarly, consider the grafting
G = Graft(Cor2; ↑,Cor0) ∈ Tree(1)
which may be visualized as follows.
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v
u
As above there is a commutative diagram
J[Cor1]⊗X
(0,Id)

λ
{id1}
Cor1
++❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳❳❳
❳❳
X ⊗ 1
permute
oo
≅

J[G]⊗X
λ
{id2,id0}
G
//
(1)
X
1⊗X
(1,Id)
OO
(2)
J[Cor2]⊗ (J[↑]⊗X)⊗ (J[Cor0]⊗X⊗0)
≅
OO
(Id,λ∅↑ ,λ{id0}Cor0 )// J[Cor2]⊗X ⊗X
λ
{id2}
Cor2
OO
X ⊗ 1
≅
OO
(Id,µ0)
// X ⊗X
≅
OO
µ2
dd
inM. The commutativity of this diagram says that the structure morphism λ
{id2,id0}
G
is a homotopy from the isomorphism X ⊗ 1 ≅ X to the composition µ2 ○ (Id, µ0).
So in an A∞-algebra, µ0 is also a right homotopy unit of µ2. ◇
Example 7.5.14 (Homotopy associativity). Let us now observe that the struc-
ture morphism µ2 ∶ X
⊗2 // X is homotopy associative in the following sense.
Consider the 1-colored trees
K = Graft(Cor2;Cor2, ↑) and G = Graft(Cor2; ↑,Cor2) ∈ Tree(3)
which may be visualized as follows.
v
u
K v
u
G
140 7. ALGEBRAS OVER THE BOARDMAN-VOGT CONSTRUCTION
Consider the diagram
1⊗X⊗3
(1,Id)

X⊗2 ⊗X
≅oo
(µ2,Id)
// X⊗2
µ2

J[K]⊗X⊗3 λ{id2,id2}K // X
J[Cor3]⊗X⊗3
(0,Id)
OO
λ
{id3}
Cor3 //
(0,Id)

X
J[G]⊗X⊗3 λ{id2,id2}G // X
1⊗X⊗3
(1,Id)
OO
X ⊗X⊗2
≅oo
(Id,µ2)
// X⊗2
µ2
OO
in M, in which
J[K] = J[G] = J and J[Cor3] = 1.
This diagram is commutative:
● The top rectangle is commutative by (i) the definition of µ2, (ii) the unity
condition (7.5.8), and (iii) the associativity condition (7.5.7) using the
grafting definition of K.
● The second rectangle from the top is commutative by the wedge condition
(7.5.10) for the tree substitution K = Cor3(K).
● The third rectangle from the top is commutative by the wedge condition
(7.5.10) for the tree substitution G = Cor3(G).
● The bottom rectangle is commutative by (i) the definition of µ2, (ii) the
unity condition (7.5.8), and (iii) the associativity condition (7.5.7) using
the grafting definition of G.
The top half of the commutative diagram says that the structure morphism λ
{id2,id2}
K
is a homotopy from λ
{id3}
Cor3
to the composition µ2 ○ (µ2, Id). The bottom half of the
commutative diagram says that the structure morphism λ
{id2,id2}
G is a homotopy
from λ
{id3}
Cor3
to the composition µ2 ○ (Id, µ2). The entire commutative diagram
together exhibits a homotopy between the compositions µ2○(µ2, Id) and µ2○(Id, µ2).
So in an A∞-algebra, the morphism µ2 is homotopy associative.
This is only the first layer of the higher homotopy associative structure in
an A∞-algebra. For example, similar to the discussion above, one can consider
1-colored trees with more than one internal edges. Any iterated composition of
the various µk’s as represented by a 1-colored tree T ∈ Tree(n) is homotopic to
the structure morphism λ
{idn}
Corn
via the homotopy λ
{idv}
T , where idv ∈ Σ∣in(v)∣ is the
identity permutation for each v ∈ Vt(T ). The point is that we do not need to write
these relations down one-by-one from the ground up. Instead, all of the higher
homotopy associative structure is neatly packed in the Boardman-Vogt construction
WAs of the associative operad. ◇
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7.6. E∞-Algebras
In this section, we discuss a homotopy version of commutative monoids, called
strongly homotopy commutative algebras or E∞-algebras, as algebras over the
Boardman-Vogt construction of the commutative operad.
Motivation 7.6.1. Recall from Example 4.5.19 that the commutative operad
Com is a 1-colored operad in M whose category of algebras is canonically isomor-
phic to the category of commutative monoids in M (Definition 2.6.1). The physical
relevance of E∞-algebras is that a prefactorization algebra includes a commutative
monoid in its structure. Strict commutativity is not a homotopy invariant concept.
A homotopy coherent version of a commutative monoid is an E∞-algebra. There-
fore, E∞-algebras will arise naturally in the study of homotopy prefactorization
algebras. ◇
Definition 7.6.2. Objects in the categoryAlgM(WCom) are calledE∞-algebras
in M, where WCom is the Boardman-Vogt construction of the commutative operad
Com.
When applied to the commutative operad, Corollary 6.4.7 and Corollary 6.5.10
yield the following adjunction.
Corollary 7.6.3. The augmentation η ∶ WCom // Com induces an adjunc-
tion
AlgM(WCom) η! // AlgM(Com)
η∗
oo
that is a Quillen equivalence if M = Chain
K
with K a field of characteristic zero
Interpretation 7.6.4. This adjunction says that each commutative monoid
in M can be regarded as an E∞-algebra in M via the augmentation η. The left
adjoint η! rectifies each E∞-algebra in M to a commutative monoid in M. ◇
When applied to the operad morphism f ∶ As // Com in Example 5.1.10,
Corollary 6.4.9 yields the following result.
Corollary 7.6.5. There is a diagram of adjunctions
AlgM(WAs) (Wf)! //
η!

AlgM(WCom)(Wf)∗oo
η!

AlgM(As) f! //
η∗
OO
AlgM(Com)
f∗
oo
η∗
OO
in which
f! ○ η! = η! ○ (Wf)! and η∗ ○ f∗ = (Wf)∗ ○ η∗.
Remark 7.6.6. The bottom adjunction, the left adjunction, and the right
adjunction are the ones in Example 5.1.10, Corollary 7.5.3, and Corollary 7.6.3,
respectively. In the top adjunction, the right adjoint (Wf)∗ sends each E∞-algebra
to its underlying A∞-algebra. The left adjoint (Wf)! sends each A∞-algebra to an
E∞-algebra. ◇
The following result is the coherence theorem for E∞-algebras.
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Theorem 7.6.7. An E∞-algebra in M is exactly a pair (X,λ) consisting of
● an object X ∈M and
● a structure morphism
(7.6.8) J[T ]⊗X⊗n λT // X
for each n ≥ 0 and T ∈ Tree(n)
that satisfies the following four conditions.
Associativity: Suppose T ∈ Tree(n) with n ≥ 1, Tj ∈ Tree(kj) with kj ≥ 0
and 1 ≤ j ≤ n, k = k1 +⋯ + kn, and
G = Graft(T ;T1, . . . , Tn) ∈ Tree(k)
is the grafting. Then the diagram
(7.6.9) J[T ]⊗ ( n⊗
j=1
J[Tj])⊗X⊗k
permute ≅

(π,Id)
// J[G]⊗X⊗k
λG

J[T ]⊗ n⊗
j=1
(J[Tj]⊗X⊗kj)
(Id,⊗j λTj)

J[T ]⊗ n⊗
j=1
X
λT // X
is commutative. Here π = ⊗S 1 is the morphism in Lemma 6.2.7 for the
grafting G.
Unity: The composition
(7.6.10) X
≅ // J[↑]⊗X λ↑ // X
is the identity morphism of X, where ↑ is the 1-colored exceptional edge.
Equivariance: For T ∈ Tree(n) and σ ∈ Σn, the diagram
(7.6.11) J[T ]⊗X⊗n
(Id,σ−1)

λT // X
J[Tσ]⊗X⊗n λTσ // X
is commutative, in which Tσ ∈ Tree(n) is the same as T except that its
ordering is ζTσ with ζT the ordering of T .
Wedge Condition: Suppose T ∈ Tree(n), Hv ∈ Tree(∣in(v)∣) for v ∈ Vt(T ),
and K = T (Hv)v∈T is the tree substitution. Then the diagram
(7.6.12) J[T ]⊗X⊗n
(J,Id)

λT // X
J[K]⊗X⊗n λK // X
is commutative.
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Proof. This is the special case of the Coherence Theorem 7.2.1 for the com-
mutative operad Com in M. Indeed, recall that the entries of the commutative
operad in M are
Com(n) = 1 for n ≥ 0.
For a 1-colored tree T ∈ Tree(n), there is a natural isomorphism
Com[T ] =⊗
v∈T
Com(∣in(v)∣) =⊗
v∈T
1 ≅ 1.
It follows that there is a natural isomorphism
J[T ]⊗ Com[T ]⊗X⊗n ≅ J[T ]⊗X⊗n.
Therefore, the structure morphism λT in (7.2.2) becomes the morphism λT in
(7.6.8). The associativity, unity, equivariance, and wedge conditions (7.6.9)-(7.6.12)
above are exactly those in the Coherence Theorem 7.2.1 for 1-colored trees. 
Suppose (X,λ) is an E∞-algebra in M. In the next few examples, we will
explain part of the structure on X .
Example 7.6.13 (A∞-structure). The right adjoint (Wf)∗ in Corollary 7.6.5
pulls (X,λ) back to an A∞-algebra. More explicitly, as an A∞-algebra, its structure
morphisms λ
{σv}v∈T
T in (7.5.6) are equal to the structure morphism λT in (7.6.8)
for all choices of permutations {σv} ∈∏v∈T Σ∣in(v)∣. In particular, the discussion in
Example 7.5.11 to Example 7.5.14 also applies to an E∞-algebra. ◇
Example 7.6.14 (Strict commutativity). Consider the tree substitution
Cornσ = Corn(Cornσ)
for n ≥ 0, σ ∈ Σn, Corn ∈ Tree(n) the corolla with n inputs, and Cornσ a permuted
corolla. Then the wedge condition (7.6.12) yields the equality
λCorn = λCornσ ∶ 1⊗X⊗n // X.
The equivariance condition (7.6.11) with T = Corn is the following commutative
diagram.
X⊗n ≅ J[Corn]⊗X⊗n
(Id,σ−1)

λCorn // X
X⊗n ≅ J[Cornσ]⊗X⊗n λCornσ // X
Since λCorn = λCornσ, we conclude that the structure morphism λCorn is invariant
under permutations of the X factors in its domain. For more general 1-colored
trees, the structure morphism is invariant under permutations of its domain factors
up to a specified homotopy, as we will see in the next example. ◇
Example 7.6.15 (Homotopy commutativity). Suppose K ∈ Tree(n) is not an
exceptional edge, and σ ∈ Σn. Recall that ∣K ∣ denotes the number of internal edges
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in K. Consider the diagram
J[K]⊗X⊗n λK // X
J[Corn]⊗X⊗n
(0⊗∣K∣○≅,Id)
OO
(0⊗∣K∣○≅,Id)

λCorn // X
J[Kσ]⊗X⊗n
(Id,σ)

λKσ // X
J[K]⊗X⊗n λK // X
in M. This diagram is commutative:
● The top square is commutative by the wedge condition (7.6.12) for the
tree substitution K = Corn(K), in which 0⊗∣K∣○ ≅ is the composition
J[Corn] = 1 ≅ // 1⊗∣K∣ 0⊗∣K∣ // J⊗∣K∣ ≅ J[K]
with 0 ∶ 1 // J a part of the commutative segment J .
● The middle square is commutative for the same reason for the tree sub-
stitution Kσ = Corn(Kσ).
● The bottom square is commutative by the equivariance condition (7.6.11).
The entire commutative diagram together says that the structure morphism λK
is homotopic to the composition λK ○ (Id, σ). So the structure morphism λK is
commutative in its domain X factors up to a specified homotopy. ◇
7.7. Homotopy Coherent Diagrams of A∞-Algebras
In this section, we discuss a homotopy coherent version of a diagram of monoids
using the Boardman-Vogt construction. Fix a small category C with object set C.
Motivation 7.7.1. An algebraic quantum field theory on an orthogonal cat-
egory C is, first of all, a functor A ∶ C // Mon(M) from C to monoids in M.
Therefore, we should expect a homotopy algebraic quantum field theory to have
the structure of a homotopy coherent C-diagram of A∞-algebras. This is a combi-
nation of the structures in Section 7.3 and Section 7.5, in the sense that it forgets
to a homotopy coherent C-diagram in M and that entrywise it is an A∞-algebra.
We saw in Example 4.5.22 that C-diagrams of monoids in M are exactly algebras
over the colored operad OMC . Their homotopy coherent analogues should therefore
be algebras over the Boardman-Vogt construction of OMC . ◇
Definition 7.7.2. Objects in the category AlgM(WOMC ) are called homotopy
coherent C-diagrams of A∞-algebras in M, where WO
M
C is the Boardman-Vogt con-
struction of the C-colored operad OMC in Example 4.5.22.
When applied to the colored operad OMC , Corollary 6.4.7 and Corollary 6.5.10
yield the following adjunction.
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Corollary 7.7.3. The augmentation η ∶WOMC
// OMC induces an adjunction
AlgM(WOMC ) η! // AlgM(OMC ) ≅Mon(M)C
η∗
oo
that is a Quillen equivalence if M = Chain
K
with K a field of characteristic zero
Interpretation 7.7.4. Each C-diagram of monoids in M can be regarded as
a WOMC -algebra via the augmentation η. The left adjoint η! rectifies each homotopy
coherent C-diagram of A∞-algebras in M to a C-diagram of monoids in M. ◇
The colored operad OMC for C-diagrams of monoids in M is related to the as-
sociative operad As in Example 4.5.17 and the C-diagram operad Cdiag in Example
4.5.21 as follows. We will denote the unique color in As by ∗. A copy of 1 cor-
responding to an element x will be denoted by 1x. The following observation is
proved by a direct inspection.
Lemma 7.7.5. Consider the C-colored operad OMC in Example 4.5.22.
(1) For each c ∈ C, there is an operad morphism
As
ιc // OMC
that sends ∗ to c and is entrywise defined by the commutative diagrams
1σ
inclusion

= //
1(σ,{Idc}nj=1)
inclusion

As(n) = ∐
σ∈Σn
1
ιc // ∐
Σn×
n
∏
j=1
C(c,c)
1 = OMC ( cc,...,c)
for n ≥ 0 and σ ∈ Σn.
(2) There is a morphism of C-colored operads
Cdiag
i // OMC
that is entrywise defined by the commutative diagrams
1f
inclusion

= //
1(id1,f)
inclusion

Cdiag(dc) = ∐
f∈C(c,d)1
i // ∐
Σ1×C(c,d)
1 = OMC (dc)
for c, d ∈ C and f ∈ C(c, d). In all other entries (dc), i is the unique mor-
phism from the initial object to OMC (dc).
Applying Corollary 6.4.7 to the operad morphisms in Lemma 7.7.5, we obtain
the following result.
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Corollary 7.7.6. There is a diagram of change-of-operad adjunctions
AlgM(WAs) (Wιc)! //
η!

AlgM(WOMC )
Wι∗c
oo
η!

Wi∗
// AlgM(WCdiag)Wi!oo
η!

Mon(M) ≅ AlgM(As) (ιc)! //
η∗
OO
AlgM(OMC ) ≅Mon(M)C
ι∗c
oo
η∗
OO
i∗
// AlgM(Cdiag) ≅MCi!oo
η∗
OO
with commuting left adjoint diagrams and commuting right adjoint diagrams, where
the left half is defined for each c ∈ C.
Interpretation 7.7.7. In the adjunction (ιc)! ⊣ ι∗c , the right adjoint ι∗c re-
members only the monoid at the c-colored entry. In the adjunction i! ⊣ i∗, the right
adjoint i∗ remembers only the underlying C-diagram in M. The right adjoint Wι∗c
remembers only the A∞-algebra at the c-colored entry, while Wi
∗ remembers only
the underlying homotopy coherent C-diagram in M. ◇
The following result is the coherence theorem for homotopy coherent C-diagrams
of A∞-algebras in M. If the base category is Set, then we will denote O
Set
C by OC.
Theorem 7.7.8. A WOMC -algebra is exactly a pair (X,λ) consisting of
● a C-colored object X in M and
● a structure morphism
(7.7.9) J[T ]⊗Xc λT {(σ
v ,fv)}
v∈T // Xd ∈M
for each T ∈ TreeC(dc) with (c;d) ∈ Prof(C) × C and each
{(σv, fv)}
v∈Vt(T ) ∈ ∏
v∈Vt(T )
[Σ∣in(v)∣ ×
∣in(v)∣
∏
j=1
C(in(v)j ,out(v))] = ∏
v∈Vt(T )
OC(v)
that satisfies the following four conditions.
Associativity: Suppose (c = (c1, . . . , cn);d) ∈ Prof(C) × C with n ≥ 1, T ∈
TreeC(dc), Tj ∈ TreeC(cjb
j
) for 1 ≤ j ≤ n, b = (b1, . . . , bn),
G = Graft(T ;T1, . . . , Tn) ∈ TreeC(db)
is the grafting (3.3.1), {(σv, fv)} is as above, and
{(σu, fu)}
u∈Vt(Tj) ∈ ∏
u∈Vt(Tj)
[Σ∣in(u)∣ ×
∣in(u)∣
∏
k=1
C(in(u)k,out(u))] = ∏
u∈Vt(Tj)
OC(u)
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for each 1 ≤ j ≤ n. Then the diagram
(7.7.10)
J[T ]⊗ ( n⊗
j=1
J[Tj])⊗Xb
permute
≅
{{✈✈
✈✈
✈✈
✈✈
✈✈
✈✈
✈✈
(π,Id)

❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃
J[T ]⊗ n⊗
j=1
(J[Tj]⊗Xb
j
)
(Id,⊗
j
λTj {(σu,fu)}u∈Tj)

J[G]⊗Xb
λG{(σw,fw)}
w∈G

J[T ]⊗Xc λT {(σ
v ,fv)}
v∈T // Xd
is commutative. Here π = ⊗S 1 is the morphism in Lemma 6.2.7 for the
grafting G.
Unity: For each c ∈ C, the composition
(7.7.11) Xc
≅ // J[↑c]⊗Xc λ↑c{∅} // Xc
is the identity morphism of Xc.
Equivariance: For each T ∈ TreeC(dc), {(σv, fv)} as above, and permutation
σ ∈ Σ∣c∣, the diagram
(7.7.12) J[T ]⊗Xc
(Id,σ−1)

λT {(σv ,fv)}
v∈T // Xd
J[Tσ]⊗Xcσ λTσ{(σ
v ,fv)}
v∈Tσ // Xd
is commutative, in which Tσ ∈ TreeC( dcσ) is the same as T except that
its ordering is ζTσ with ζT the ordering of T . The permutation σ
−1 ∶
Xc
≅ // Xcσ permutes the factors in Xc.
Wedge Condition: Suppose T ∈ TreeC(dc), Hv ∈ TreeC(v) for each v ∈
Vt(T ), K = T (Hv)v∈T is the tree substitution, and
{(σu, fu)}
u∈Vt(Hv) ∈ ∏
u∈Vt(Hv)
[Σ∣in(u)∣ ×
∣in(u)∣
∏
j=1
C(in(u)j,out(u))] = ∏
u∈Vt(Hv)
OC(u)
for each v ∈ Vt(T ). Then the diagram
(7.7.13) J[T ]⊗Xc
(J,Id)

λT {(τv,gv)}
v∈T // Xd
J[K]⊗Xc λK{(σ
u,fu)}
u∈K // Xd
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is commutative. Here for each v ∈ Vt(T ),
(τv, gv) = γOCHv({(σu, fu)}u∈Hv) ∈ OC(v) = Σ∣in(v)∣ ×
∣in(v)∣
∏
j=1
C(in(v)j ,out(v))
with
OC[Hv] = ∏
u∈Hv
OC(u) γ
OC
Hv // OC(v)
the operadic structure morphism of OC for Hv in (4.4.10).
A morphism f ∶ (X,λX) // (Y,λY ) of WOMC -algebras is a morphism of the un-
derlying C-colored objects that respects the structure morphisms in (7.7.9) in the
obvious sense.
Proof. This is the special case of the Coherence Theorem 7.2.1 applied to the
C-colored operad OMC . Indeed, since
OMC (dc) = ∐
Σn×
n
∏
j=1
C(cj ,d)
1 = ∐
OC(dc)
1,
for each T ∈ TreeC(dc) there is a canonical isomorphism
OMC [T ] =⊗
v∈T
OMC (v) =⊗
v∈T
( ∐
OC(v)
1) ≅ ∐
∏
v∈T
OC(v)
1.
This implies that there is a canonical isomorphism
J[T ]⊗OMC [T ]⊗Xc ≅ ∐
∏
v∈T
OC(v)
J[T ]⊗Xc.
Therefore, the structure morphism λT in (7.2.2) is uniquely determined by the
restricted structure morphisms λT {(σv, fv)}v∈T in (7.7.9). The above associativity,
unity, equivariance, and wedge conditions are those in Theorem 7.2.1. 
Example 7.7.14 (Objectwise A∞-algebra). Suppose (X,λ) is a WOMC -algebra,
and c ∈ C. Under the right adjoint Wι∗c in Corollary 7.7.6, we have that
Wι∗c (X,λ) ∈ AlgM(WAs),
i.e., an A∞-algebra. Explicit, its underlying object is Xc ∈M. For T ∈ Tree(n) and{σv}v∈T ∈∏v∈T Σ∣in(v)∣, the A∞-algebra structure morphism
J[T ]⊗X⊗nc λ
{σv}v∈T
T // Xc ∈M
in (7.5.6) is the structure morphism
λTc{(σv,{Idc}∣in(v)∣j=1 )}
v∈T
in (7.7.9), where Tc ∈ TreeC( cc,...,c) is the c-colored tree obtained from T by replacing
every edge color by c. ◇
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Example 7.7.15 (Underlying homotopy coherent C-diagram). Suppose (X,λ)
is a WOMC -algebra. Under the right adjoint Wi
∗ in Corollary 7.7.6, we have that
Wi∗(X,λ) ∈ AlgM(WCdiag),
i.e., a homotopy coherent C-diagram in M. Explicitly, the homotopy coherent C-
diagram structure morphism
J[Linc]⊗Xc0 λ
f
c
// Xcn ∈M
in (7.3.6) is the structure morphism
λLinc{(id1, fj)}
1≤j≤n
in (7.7.9). ◇
There is also a homotopy coherent compatibility between the homotopy co-
herent C-diagram structure and the objectwise A∞-algebra structure in a WO
M
C -
algebra. We will explain it in details in Section 9.9 in the context that we actually
care about, namely homotopy algebraic quantum field theories.
7.8. Homotopy Coherent Diagrams of E∞-Algebras
In this section, we discuss a homotopy coherent version of a diagram of com-
mutative monoids using the Boardman-Vogt construction. Fix a small category C
with object set C.
Motivation 7.8.1. As we will see in Section 10.7, there is one situation where
prefactorization algebras coincide with algebraic quantum field theories. In this
case, both categories are the categories of C-diagrams of commutative monoids in
M. Homotopy prefactorization algebras, which coincide with homotopy algebraic
quantum field theories, are therefore homotopy coherent C-diagrams of E∞-algebras
in M. ◇
Definition 7.8.2. Objects in the category AlgM(WComC) are called homotopy
coherent C-diagrams of E∞-algebras in M, where WCom
C is the Boardman-Vogt
construction of the C-colored operad ComC in Example 4.5.23.
When applied to the colored operad ComC, Corollary 6.4.7 and Corollary 6.5.10
yield the following adjunction.
Corollary 7.8.3. The augmentation η ∶ WComC // ComC induces an ad-
junction
AlgM(WComC) η! // AlgM(ComC) ≅ Com(M)C
η∗
oo
that is a Quillen equivalence if M = Chain
K
with K a field of characteristic zero
Interpretation 7.8.4. Each C-diagram of commutative monoids in M can
be regarded as a WComC-algebra via the augmentation η. The left adjoint η!
rectifies each homotopy coherent C-diagram of E∞-algebras in M to a C-diagram of
commutative monoids in M. ◇
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The colored operad ComC for C-diagrams of commutative monoids in M is
related to the commutative operad Com in Example 4.5.19 and the colored operad
OMC for C-diagrams of monoids in M in Example 4.5.22 as follows. We will denote
the unique color in Com by ∗. The following observation is proved by a direct
inspection.
Lemma 7.8.5. Consider the C-colored operad ComC in Example 4.5.23.
(1) For each c ∈ C, there is an operad morphism
Com
ιc // Com
C
that sends ∗ to c and is entrywise defined by the commutative diagram
1
=

= //
1{Idc}nj=1
inclusion

Com(n) ιc // ∐
n
∏
j=1
C(c,c)
1 = ComC( cc,...,c)
for n ≥ 0.
(2) There is a morphism of C-colored operads
OMC
p
// Com
C
that is entrywise defined by the commutative diagrams
1(σ,f)
inclusion

= //
1f
inclusion

OMC (dc) = ∐
Σn×
n
∏
j=1
C(cj ,d)
1
p
// ∐
n
∏
j=1
C(cj ,d)
1 = ComC(dc)
for (c;d) ∈ Prof(C)×C with c = (c1, . . . , cn), σ ∈ Σn, and f ∈∏nj=1 C(cj, d).
Applying Corollary 6.4.7 to the operad morphisms in Lemma 7.8.5, we obtain
the following result.
Corollary 7.8.6. There is a diagram of change-of-operad adjunctions
AlgM(WCom)
(Wιc)! //
η!

AlgM(WComC)
Wι∗c
oo
η!

Wp∗
// AlgM(WOMC )
Wp!oo
η!

Com(M) ≅ AlgM(Com)
(ιc)! //
η∗
OO
AlgM(ComC) ≅ Com(M)C
ι∗c
oo
η∗
OO
p∗
// AlgM(OMC ) ≅Mon(M)C
p!oo
η∗
OO
with commuting left adjoint diagrams and commuting right adjoint diagrams, where
the left half is defined for each c ∈ C.
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Interpretation 7.8.7. In the adjunction (ιc)! ⊣ ι∗c , the right adjoint ι∗c re-
members only the commutative monoid at the c-colored entry. In the adjunction
p! ⊣ p∗, the right adjoint p∗ sends a C-diagram of commutative monoids in M to
its underlying C-diagram of monoids in M; i.e., it forgets about the commutativity.
The right adjoint Wι∗c remembers only the E∞-algebra at the c-colored entry. The
right adjoint Wp∗ sends a homotopy coherent C-diagram of E∞-algebras in M to
the underlying homotopy coherent C-diagram of A∞-algebras in M. Combined with
Corollary 7.7.6, one can forget further down to the underlying homotopy coherent
C-diagram in M. ◇
The following result is the coherence theorem for homotopy coherent C-diagrams
of E∞-algebras in M. If the base category is Set, then we will write Com
C as ComCSet.
Theorem 7.8.8. A WComC-algebra is exactly a pair (X,λ) consisting of
● a C-colored object X in M and
● a structure morphism
(7.8.9) J[T ]⊗Xc λT {f
v}
v∈T // Xd ∈M
for each T ∈ TreeC(dc) with (c;d) ∈ Prof(C) × C and each
{fv}
v∈Vt(T ) ∈ ∏
v∈Vt(T )
∣in(v)∣
∏
j=1
C(in(v)j ,out(v)) = ∏
v∈Vt(T )
ComCSet(v)
that satisfies the following four conditions.
Associativity: Suppose (c = (c1, . . . , cn);d) ∈ Prof(C) × C with n ≥ 1, T ∈
TreeC(dc), Tj ∈ TreeC(cjb
j
) for 1 ≤ j ≤ n, b = (b1, . . . , bn),
G = Graft(T ;T1, . . . , Tn) ∈ TreeC(db)
is the grafting (3.3.1), {fv} is as above, and
{fu}
u∈Vt(Tj) ∈ ∏
u∈Vt(Tj)
∣in(u)∣
∏
k=1
C(in(u)k,out(u)) = ∏
u∈Vt(Tj)
ComCSet(u)
for each 1 ≤ j ≤ n. Then the diagram
(7.8.10) J[T ]⊗ ( n⊗
j=1
J[Tj])⊗Xb
permute
≅
{{✈✈
✈✈
✈✈
✈✈
✈✈
✈✈
✈✈
(π,Id)

❃❃
❃❃
❃❃
❃❃
❃❃
❃❃
❃
J[T ]⊗ n⊗
j=1
(J[Tj]⊗Xb
j
)
(Id,⊗
j
λTj {fu}u∈Tj)

J[G]⊗Xb
λG{fw}
w∈G

J[T ]⊗Xc λT {f
v}
v∈T // Xd
is commutative. Here π = ⊗S 1 is the morphism in Lemma 6.2.7 for the
grafting G.
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Unity: For each c ∈ C, the composition
(7.8.11) Xc
≅ // J[↑c]⊗Xc λ↑c{∅} // Xc
is the identity morphism of Xc.
Equivariance: For each T ∈ TreeC(dc), {fv} as above, and permutation σ ∈
Σ∣c∣, the diagram
(7.8.12) J[T ]⊗Xc
(Id,σ−1)

λT {fv}
v∈T // Xd
J[Tσ]⊗Xcσ λTσ{f
v}
v∈Tσ // Xd
is commutative, in which Tσ ∈ TreeC( dcσ) is the same as T except that
its ordering is ζTσ with ζT the ordering of T . The permutation σ
−1 ∶
Xc
≅ // Xcσ permutes the factors in Xc.
Wedge Condition: Suppose T ∈ TreeC(dc), Hv ∈ TreeC(v) for each v ∈
Vt(T ), K = T (Hv)v∈T is the tree substitution, and
{fu}
u∈Vt(Hv) ∈ ∏
u∈Vt(Hv)
∣in(u)∣
∏
j=1
C(in(u)j,out(u)) = ∏
u∈Vt(Hv)
Com
C
Set(u)
for each v ∈ Vt(T ). Then the diagram
(7.8.13) J[T ]⊗Xc
(J,Id)

λT {gv}
v∈T // Xd
J[K]⊗Xc λK{f
u}
u∈K // Xd
is commutative. Here for each v ∈ Vt(T ),
gv = γComCSetHv ({fu}u∈Hv) ∈ ComCSet(v) =
∣in(v)∣
∏
j=1
C(in(v)j ,out(v))
with
ComCSet[Hv] = ∏
u∈Hv
ComCSet(u) γ
ComC
Set
Hv // ComCSet(v)
the operadic structure morphism of ComCSet for Hv in (4.4.10).
A morphism f ∶ (X,λX) // (Y,λY ) of WComC-algebras is a morphism of the
underlying C-colored objects that respects the structure morphisms in (7.8.9) in the
obvious sense.
Proof. This is the special case of the Coherence Theorem 7.2.1 applied to the
C-colored operad ComC. Indeed, since
ComC(dc) = ∐
n
∏
j=1
C(cj ,d)
1 = ∐
ComC
Set
(d
c
)
1,
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for each T ∈ TreeC(dc) there is a canonical isomorphism
ComC[T ] =⊗
v∈T
ComC(v) =⊗
v∈T
( ∐
ComC
Set
(v)
1) ≅ ∐
∏
v∈T
ComC
Set
(v)
1.
This implies that there is a canonical isomorphism
J[T ]⊗ComC[T ]⊗Xc ≅ ∐
∏
v∈T
ComC
Set
(v)
J[T ]⊗Xc.
Therefore, the structure morphism λT in (7.2.2) is uniquely determined by the
restricted structure morphisms λT {fv}v∈T in (7.8.9). The above associativity, unity,
equivariance, and wedge conditions are those in Theorem 7.2.1. 
Example 7.8.14 (ObjectwiseE∞-algebra). Suppose (X,λ) is aWComC-algebra,
and c ∈ C. Under the right adjoint Wι∗c in Corollary 7.8.6, we have that
Wι∗c(X,λ) ∈ AlgM(WCom),
i.e., an E∞-algebra. Explicit, its underlying object is Xc ∈M. For T ∈ Tree(n), the
E∞-algebra structure morphism
J[T ]⊗X⊗nc λT // Xc ∈M
in (7.6.8) is the structure morphism
λTc{{Idc}∣in(v)∣j=1 }
v∈T
in (7.8.9), where Tc ∈ TreeC( cc,...,c) is the c-colored tree obtained from T by replacing
every edge color by c. ◇
Example 7.8.15 (Underlying homotopy coherent C-diagram). Suppose (X,λ)
is a WComC-algebra. Under the right adjoints
AlgM(WComC) Wp∗ // AlgM(WOMC ) Wi∗ // AlgM(WCdiag)
in Corollary 7.8.6 and Corollary 7.7.6, we have that
(Wi∗)(Wp)∗(X,λ) ∈ AlgM(WCdiag),
i.e., a homotopy coherent C-diagram in M. Explicitly, the homotopy coherent C-
diagram structure morphism
J[Linc]⊗Xc0 λ
f
c
// Xcn ∈M
in (7.3.6) is the structure morphism λLinc{fj}1≤j≤n in (7.8.9). ◇

Part 2
AQFT and Prefactorization
Algebras

CHAPTER 8
Algebraic Quantum Field Theories
This chapter is about algebraic quantum field theories in the operadic frame-
work of [BSW∞]. In Section 8.1 we provide a brief description of the traditional
Haag-Kastler approach to algebraic quantum field theories and how it may be gen-
eralized to an operadic framework. In Section 8.2 we discuss orthogonal categories
and algebraic quantum field theories defined on them. In Section 8.3 we discuss the
colored operads in [BSW∞] whose algebras are algebraic quantum field theories.
Many examples are discussed in Section 8.4, including diagrams of (commutative)
monoids, chiral conformal, Euclidean, and locally covariant quantum field theories,
various flavors of quantum gauge theories, and quantum field theories on space-
times with timelike boundary. In Section 8.5 we study homotopical properties of
the category of algebraic quantum field theories.
As in previous chapters, (M,⊗,1) is a fixed cocomplete symmetric monoidal
closed category, such as Vect
K
and Chain
K
, and C is a non-empty set.
8.1. From Haag-Kastler Axioms to Operads
In this section, we provide a brief overview of the traditional approach to al-
gebraic quantum field theories due to Haag and Kastler. Then we review how the
Haag-Kastler approach is modified to the operadic viewpoint in [BSW∞], which
is what the rest of this chapter is about.
Haag and Kastler [HK64] defined an algebraic quantum field theory on a fixed
Lorentzian spacetime X as a rule A that assigns
● to each suitable spacetime region U ⊆X a unital associative algebra A(U)
and
● to each inclusion f ∶ U ⊆ V an injective algebra homomorphism A(f) ∶
A(U) // A(V ).
The algebra A(U) is the algebra of quantum observables in U . The homomorphism
A(f) sends each observable in U to an observable in the larger region V . The
condition that each A(f) be injective is called the isotony axiom. Moreover, it is
assumed that the following axioms are satisfied.
Causality Axiom: If U1 ⊆ V and U2 ⊆ V are causally disjoint regions in
V , then each element in A(U1) and each element in A(U2) commute in
A(V ).
Time-Slice Axiom: If U ⊆ V contains a Cauchy surface of V , then the
homomorphism A(U) ≅ // A(V ) is an isomorphism.
The causality axiom corresponds to the physical principle that effects do not travel
faster than the speed of light. The time-slice axiom says that observables in a small
time interval determine all observables.
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The Haag-Kastler approach is generalized in [BFV03] to the category of all ori-
ented, time-oriented, and globally hyperbolic Lorentzian manifolds. To obtain other
flavors of quantum field theories, such as chiral conformal and Euclidean quantum
field theories, the above framework is abstracted one step further in [BSW∞] by re-
placing the category of spacetimes with an abstract small category C equipped with
a set ⊥ of pairs of morphisms (g1 ∶ a // c, g2 ∶ b // c) with the same codomain.
Physically one interprets the objects in C as the spacetimes of interest and the mor-
phisms as inclusions of smaller regions into larger regions. A pair (g1, g2) ∈ ⊥ means
that their domains a and b are suitably disjoint regions in the common codomain
c. The pair C = (C,⊥) is called an orthogonal category.
The causality axiom is implemented using the set ⊥ of orthogonality relations.
The time-slice axiommay be implemented by choosing a suitable set S of morphisms
in C, corresponding to the Cauchy morphisms in the Lorentzian case. In addition
to the domain category, the target category can also be replaced by the category of
monoids in a symmetric monoidal categoryM, with M = Vect
K
being the traditional
case. So now an algebraic quantum field theory on C = (C,⊥) is a functor A ∶
C // Mon(M) that satisfies the causality axiom and, if a set S of morphisms is
given, the time-slice axiom.
In Example 4.5.22 we saw that there is an Ob(C)-colored operad OMC whose
algebras are exactly C-diagrams of monoids in M. With a bit more work, one can
build the causality axiom into the colored operad. So there is an Ob(C)-colored
operad OM
C
whose category of algebras is exactly the category of algebraic quantum
field theories on C = (C,⊥). To implement the time-slice axiom, one first replaces
the small category C with its S-localization C[S−1] and the orthogonality relation
⊥ by a suitable pushforward. In Section 8.3 we will discuss this operadic framework
for algebraic quantum field theories.
One might wonder what happened to the isotony axiom, which requires that
each homomorphism A(f) be injective. Various models of quantum gauge theories
actually do not satisfy the isotony axiom; see for example [BBSS17, BSS17,
BDHS14, BDS14, BS17, DL12, SDH14]. Since the operadic framework is
general enough to include some flavors of quantum gauge theories, it is reasonable
to drop the isotony axiom.
8.2. AQFT as Functors
In this section, we review the functor definition of algebraic quantum field the-
ories as discussed in [BSW∞]. All the assertions in this section are from [BSW∞],
where the reader may find more details.
The causality axiom says that certain elements from separated regions should
commute. The following concept of an orthogonality relation is used to formalize
the idea of separated regions.
Definition 8.2.1. Suppose C is a small category. An orthogonality relation
on C is a subset ⊥ of pairs of morphisms in C such that if (f, g) ∈ ⊥, then f and g
have the same codomain. Furthermore, it is required to satisfy the following three
axioms.
Symmetry: If (f, g) ∈ ⊥, then (g, f) ∈ ⊥.
Post-Composition: If (g1, g2) ∈ ⊥, then (fg1, fg2) ∈ ⊥ for all composable
morphisms f in C.
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Pre-Composition: If (g1, g2) ∈ ⊥, then (g1h1, g2h2) ∈ ⊥ for all composable
morphisms h1 and h2 in C.
If (f, g) ∈ ⊥, then we also write f ⊥ g and say that f and g are orthogonal.
● An orthogonal category is a small category equipped with an orthogonality
relation.
● An orthogonal functor
F ∶ C = (C,⊥C) // (D,⊥D) = D
between orthogonal categories is a functor F ∶ C // D that preserves the
orthogonality relations in the sense that (f, g) ∈ ⊥C implies (Ff,Fg) ∈ ⊥D.
● The category of orthogonal categories and orthogonal functors is denoted
by OrthCat.
Orthogonality relations can be pulled back and pushed forward via any functor.
The following observation is [BSW∞] Lemma 4.29, which follows directly from
Definition 8.2.1.
Lemma 8.2.2. Suppose F ∶ C // D is a functor between small categories.
(1) If ⊥C is an orthogonality relation on C, then
F∗(⊥C) = {(fF (g1)h1, fF (g2)h2) ∶ (g1, g2) ∈ ⊥C, f, h1, h2 ∈ D}
is an orthogonality relation on D, called the pushforward of ⊥C along F .
Moreover,
F ∶ (C,⊥C) // (D, F∗(⊥C))
is an orthogonal functor.
(2) If ⊥D is an orthogonality relation on D, then
F ∗(⊥D) = {(f1, f2) ∶ codomain(f1) = codomain(f2), (Ff1, Ff2) ∈ ⊥D}
is an orthogonality relation on C, called the pullback of ⊥D along F . More-
over,
F ∶ (C, F ∗(⊥D)) // (D,⊥D)
is an orthogonal functor.
Recall from Section 2.6 that Mon(M) is the category of monoids in M. The
isotony axiom in the Haag-Kastler setting [HK64] says that for each inclusion of
regions there is a corresponding inclusion of algebras. In the categorical setting,
instead of algebra inclusions, we ask for a functor from the category of regions to
the category of monoids.
Definition 8.2.3. Suppose C = (C,⊥) is an orthogonal category, and S is a set
of morphisms in C.
(1) A functor A ∶ C // Mon(M) satisfies the causality axiom if for each or-
thogonal pair (g1 ∶ a // c, g2 ∶ b // c) ∈ ⊥, the diagram
(8.2.4) A(a)⊗A(b)
(A(g1),A(g2))

(A(g1),A(g2))
// A(c)⊗A(c) permute
≅
// A(c)⊗ (c)
µc

A(c)⊗A(c) µc // A(c)
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in M is commutative, where µc is the monoid multiplication in A(c).
(2) An algebraic quantum field theory on C is a functor A ∶ C // Mon(M)
that satisfies the causality axiom.
(3) The full subcategory of the diagram category Mon(M)C whose objects are
algebraic quantum field theories on C is denoted by QFT(C).
(4) A functor A ∶ C // Mon(M) satisfies the time-slice axiom with respect to
S if for each s ∶ a // b ∈ S, the morphism
A(s) ∶ A(a) ≅ // A(b) ∈Mon(M)
is an isomorphism.
(5) The full subcategory of QFT(C) consisting of algebraic quantum field the-
ories on C that satisfy the time-slice axiom with respect to S is denoted
by QFT(C, S).
Interpretation 8.2.5. Physically the objects in the orthogonal category C
are the spacetime regions of interest. The functor A assigns a monoid of quantum
observes A(c) to each region c. The orthogonality relation ⊥ specifies the disjoint
regions. The causality axiom says that, if a and b are disjoint regions in c, then an
observable from a and an observable from b commute in c. The set S specifies the
Cauchy morphisms. The time-slice axiom says that Cauchy morphisms are sent to
isomorphisms of monoids of quantum observables. For an orthogonal category C,
QFT(C) is the category of all the quantum field theories associated to the spacetime
regions in C. ◇
Remark 8.2.6. In [BSW∞] the causality axiom, the time-slice axiom, and
an algebraic quantum field theory are called ⊥-commutativity, W -constancy, and a
⊥-commutative functor C // Mon(M), respectively. Moreover, QFT(C) is denoted
by MonCM in [BSW∞]. ◇
Recall the concept of a localization of a category in Section 2.8. The following
result is [BSW∞] Lemma 4.30, which uses the pushforward orthogonality relation
in Lemma 8.2.2.
Lemma 8.2.7. Suppose C = (C,⊥) is an orthogonal category, and S is a set of
morphisms in C with S-localization ℓ ∶ C // C[S−1]. Suppose
C[S−1] = (C[S−1], ℓ∗(⊥))
is the orthogonal category equipped with the pushforward of ⊥ along ℓ. Then there
is a canonical isomorphism
QFT(C, S) ≅ QFT(C[S−1]).
Using this isomorphism, we will regard QFT(C[S−1]) as a full subcategory of QFT(C).
Proof. Let us first indicate the correspondence between objects. First, an
object on the right side yields an object on the left side by pre-composition with
the S-localization ℓ.
On the other hand, suppose A ∶ C // Mon(M) is a functor that satisfies the
causality axiom and the time-slice axiom with respect to S. Then by the universal
property of the S-localization, there is a unique functor
B ∶ C[S−1] // Mon(M) such that A =Bℓ.
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To see that B satisfies the causality axiom, recall that each orthogonal pair in the
pushforward ℓ∗(⊥) has the form (fℓ(g1)h1, fℓ(g2)h2) with
● (g1 ∶ a // c) ⊥ (g2 ∶ b // c) and
● f ∶ ℓc // d,h1 ∶ x // ℓa, h2 ∶ y // ℓb ∈ C[S−1].
We want to know that the outermost diagram in
Bx⊗By
(Bh1,Bh2)

(Bh1,Bh2)
// Bℓa⊗Bℓb
(Bℓg1,Bℓg2)
// Bℓc⊗Bℓc
(Bf,Bf)

permute
≅
uu❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥❥❥
❥
Bℓa⊗Bℓb (∗)
(Bℓg1,Bℓg2)

=
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
Bℓc⊗Bℓc
µBℓc

(Bf,Bf)
**❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚ Bd⊗Bd
permute≅

Bℓc⊗Bℓc
(Bf,Bf)

µBℓc // Bℓc
Bf
**❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚ Bd⊗Bd
µBd

Bd⊗Bd
µBd // Bd
is commutative. The upper left triangle and the upper right triangle are commu-
tative by definition and the symmetry in M, respectively. The bottom trapezoid is
equal to the adjacent parallelogram, which is commutative because Bf is a mor-
phism of monoids in M. Since Bℓ = A, the sub-diagram (∗) is the commutative
diagram (8.2.4).
To see the correspondence between morphisms, we simply use the description
in Theorem 2.8.3 of the morphisms in the localization. 
Interpretation 8.2.8. Lemma 8.2.7 says that the time-slice axiom in al-
gebraic quantum field theories can be implemented by replacing the orthogonal
category with its localization along with the pushforward orthogonality relation.
Therefore, algebraic quantum field theories and those that satisfy the time-slice
axiom can be studied in the same setting. ◇
8.3. AQFT as Operad Algebras
In this section, following [BSW∞] we describe a colored operad whose algebras
are algebraic quantum field theories on a given orthogonal category.
Motivation 8.3.1. From the previous section, an algebraic quantum field the-
ory on an orthogonal category (C,⊥) is a functor A ∶ C // Mon(M) that satisfies
the causality axiom and, if a set S of morphisms is given, the time-slice axiom with
respect to S. The time-slice axiom says that certain structure morphisms are in-
vertible, which by Lemma 8.2.7 can be implemented by using the S-localization of
C. The functor A itself is a C-diagram of monoids in M, while the causality axiom
is a form of commutativity. As we saw in Examples 4.5.19 and 4.5.22, commuta-
tive monoids and diagrams of monoids can all be modeled using (colored) operads.
Therefore, it is natural to expect a colored operad whose algebras are algebraic
quantum field theories. Recall from Definition 4.2.1 the description of a colored
operad in terms of generating operations and generating axioms. ◇
Definition 8.3.2. Suppose C = (C,⊥) is an orthogonal category with Ob(C) =
C. Define the following sets and functions.
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Entries: Define the object O
C
∈ SetProf(C)×C entrywise as the quotient set
O
C
(d
c
) = (Σn × n∏
j=1
C(cj , d))/ ∼ for (dc) = ( dc1,...,cn) ∈ Prof(C) × C
in which the equivalence relation ∼ is defined as follows. For (σ, f) and
(σ′, f ′) in Σn ×∏nj=1 C(cj , d), we define
(σ, f) ∼ (σ′, f ′)
if and only if the following two conditions hold:
● f = f ′ in ∏nj=1 C(cj , d).
● σσ′−1 factors as a product τ1⋯τr of transpositions in Σn such that,
for each 1 ≤ k ≤ r, the right permutation
τk ∶ fσ
−1τ1⋯τk−1 // fσ
−1τ1 . . . τk
is a transposition of two morphisms in C that are adjacent and or-
thogonal in fσ−1τ1⋯τk−1.
The equivalence class of (σ, f) is denoted by [σ, f ].
Equivariance: For τ ∈ Σ∣c∣, define the map
O
C
(d
c
) τ // O
C
( d
cτ
)
by [σ, f ]τ = [στ, fτ].
Colored Units: For c ∈ C, the c-colored unit in O
C
(c
c
) is [id1, Idc].
Operadic Composition: For (c;d) ∈ Prof(C) × C with ∣c∣ = n ≥ 1, bj =(bj1, . . . , bjkj ) ∈ Prof(C) for 1 ≤ j ≤ n with ∣bj ∣ = kj ≥ 0, and b = (b1, . . . , bn),
define the map
O
C
(d
c
) × n∏
j=1
O
C
(cj
b
j
) γ // O
C
(d
b
)
by
γ([σ, f ];{[τj , gj]}nj=1) = [σ(τ1, . . . , τn), (f1g1, . . . , fngn)]
where
fjgj
= (fjgj1, . . . , fjgjkj) ∈
kj
∏
i=1
C(bji, d) if gj = (gj1, . . . , gjkj ) ∈
kj
∏
i=1
C(bji, cj)
and
σ(τ1, . . . , τn) = σ⟨k1, . . . , kn⟩´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
block permutation
○ (τ1 ⊕⋯⊕ τn)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
block sum
∈ Σk1+⋯+kn
as in (4.5.18).
Interpretation 8.3.3. In the previous definition, one should think of [σ, f]
as a three-step operation:
(1) Apply the morphisms in f to observables in (c1, . . . , cn).
(2) Permute the result from the left by σ.
(3) Multiply the observables in d.
The equivalence relation ∼ is generated by transpositions of adjacent orthogonal
pairs. ◇
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Example 8.3.4. The equivalence relation ∼ only has an effect when the se-
quence f has length > 1. So for any colors c, d ∈ C, there is a canonical bijection
C(c, d) ≅ // Σ1 × C(c, d) = OC(dc) ,
sending f ∈ C(c, d) to [id1, f] ∈ OC(dc). ◇
The following concept is the orthogonal version of an equivalence of categories
in Definition 2.1.8.
Definition 8.3.5. An orthogonal equivalence is an orthogonal functor F ∶
C // D such that
● F ∶ C // D is an equivalence of categories, and
● ⊥C = F ∗(⊥D).
Recall from Example 5.3.3 (i) the strong symmetric monoidal functor Set // M
that sends a set S to ∐S 1 and (ii) the corresponding functor
(−)M ∶ Operad(Set) // Operad(M)
between categories of operads. The following observations are the main categorical
properties of the above construction. They are from [BSW∞] Proposition 4.11,
Proposition 4.16, Theorem 4.27, Proposition 5.4, and Theorem 5.11.
Theorem 8.3.6. Suppose C = (C,⊥) is an orthogonal category with Ob(C) = C.
(1) With the structure in Definition 8.3.2, O
C
is a C-colored operad in Set.
(2) The construction O(−) defines a functor
O(−) ∶ OrthCat // Operad(Set).
(3) There is a canonical isomorphism
(8.3.7) AlgM(OMC ) ≅ QFT(C).
(4) For each set S of morphisms in C, the S-localization functor ℓ induces a
change-of-operad adjunction
(8.3.8) QFT(C) ≅ AlgM(OMC )
(OMℓ )! // AlgM(OMC[S−1]) ≅ QFT(C, S)(OMℓ )∗oo
whose counit
ǫ ∶ (OMℓ )!(OMℓ )∗ ≅ // IdAlgM(OM
C[S−1]
)
is a natural isomorphism.
(5) Each orthogonal functor F ∶ C // D induces a change-of-operad adjunc-
tion
(8.3.9) QFT(C) ≅ AlgM(OMC )
(OMF )! // AlgM(OMD ) ≅ QFT(D)(OMF )∗oo .
(6) If F ∶ C // D is an orthogonal equivalence, then the change-of-operad
adjunction in (8.3.9) is an adjoint equivalence.
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Proof. For the first assertion, one checks directly that the structure mor-
phisms for O
C
are well-defined and that they satisfy the axioms in Definition 4.2.1.
The second assertion also follows from a direct inspection.
For the third assertion, let us describe the correspondence between objects.
From the left side, by Definition 4.5.5 an OM
C
-algebra consists of a C-colored object
X = {Xc}c∈C in M together with a structure morphism
∐
O
C
(d
c
)
Xc ≅ OM
C
(d
c
)⊗Xc λ // Xd ∈M
for each (c;d) ∈ Prof(C) × C that satisfies the associativity, unity, and equivariance
axioms. The restriction of λ to a copy of Xc corresponding to an element x ∈ OC(dc),
Xc
x
summand
//
GF ED
λx

OM
C
(d
c
)⊗Xc λ // Xd ,
will be denoted by λx. Define a functor AX ∶ C // M by setting
AX(c) =Xc for c ∈ C,
AX(f) = λ[id1,f] ∶ Xc // Xd for f ∈ C(c, d).
One checks that AX is well-defined. Moreover, it extends to a functor
AX ∶ C // Mon(M)
such that, for each c ∈ C, AX(c) =Xc has monoid multiplication
λ[id2,(Idc,Idc)] ∶ Xc ⊗Xc // Xc
and unit
λ[id0,∅] ∶ 1 // Xc.
That AX satisfies the causality axiom is a consequence of the equivalence relation
∼ that defines each entry of O
C
. So AX is an algebraic quantum field theory on C.
For the converse, the key point is that the C-colored operad O
C
is generated by
the elements
● µc = [id2, (Idc, Idc)] ∈ OC( cc,c),
● [id1, f] ∈ OC(dc), and
● 1c = [id0,∅] ∈ OC(c∅)
for all c, d ∈ C and f ∈ C(c, d), and permutations. Indeed, for each m ≥ 3 and c ∈ C,
the element
µm = [idm, (Idc, . . . , Idc´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
m
)] ∈ O
C
( c
c,...,c
)
is equal to
γ(µ2; [id1, Idc], µm−1),
so by induction all the µm are generated by µ2 and the c-colored unit. For n ≥ 2
and fj ∈ C(cj , d) for 1 ≤ j ≤ n, we have
[idn, (f1, . . . , fn)] = γ(µn;{[id1, fj]}nj=1) ∈ OC( dc1,...,cn).
So together with permutations the above elements generate all of O
C
. Furthermore,
one checks that all the generating relations among these generators are already
reflected in the properties of an algebraic quantum field theory. Therefore, using
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the previous paragraph and the axioms in Definition 4.5.5, an algebraic quantum
field theory on C determines an OM
C
-algebra.
The change-of-operad adjunction (8.3.8) in the fourth assertion is a consequence
of Theorem 5.1.8 applied to the morphism
OMℓ ∶ O
M
C
// OM
C[S−1]
of C-colored operads, the previous two assertions, and Lemma 8.2.7. The counit
is a natural isomorphism by [Mac98] VI.3 Theorem 1 because the right adjoint(OMℓ )∗ is full and faithful, which in turn is true because on both sides a morphism
is a natural assignment of a monoid morphism to each object in C.
The change-of-operad adjunction (8.3.9) in assertion (5) is a consequence of
Theorem 5.1.8 applied to the operad morphism
OMF ∶ O
M
C
// OM
D
and of assertions (2) and (3).
For assertion (6), since a left adjoint is unique up to a unique isomorphism, it
is enough to show that the right adjoint (OMF )∗ is an equivalence of categories, i.e.,
full, faithful, and essentially surjective. By the isomorphism (8.3.7) in assertion (3),
it is enough to show that the functor
QFT(D) F ∗ // QFT(C)
is an equivalence of categories. For A ∈ QFT(D), this functor is defined as
F ∗A = AF,
i.e., pre-composition with F ∶ C // D. Similarly, for A,B ∈ QFT(D), the function
on morphisms
QFT(D)(A,B) F ∗ // QFT(C)(F ∗A, F ∗B)
Mon(M)D(A,B) Mon(M)C(AF,BF )
is given by pre-composition with F . Using that F ∶ C // D is an equivalence of
categories, one checks that the function on morphisms F ∗ is a bijection. Therefore,
the functor F ∗ is full and faithful.
To see that the functor F ∗ is essentially surjective, suppose A ∈ QFT(C). We
must show that there exist B ∈ QFT(D) and an isomorphism F ∗B ≅ A. Define a
functor B ∶ D // Mon(M) as follows.
● For each object d ∈ D, since F is an equivalence of categories, we can
choose
– an object d′ ∈ C and
– an isomorphism ρd ∶ d
≅ // Fd′.
We can furthermore insist that, if d is in the image of F , then d′ is chosen
from the F -pre-image of d and that ρd = Idd. Define
B(d) = A(d′) ∈Mon(M).
● Suppose given a morphism f ∈ D(d1, d2). In the previous step, we have
chosen objects d′1, d
′
2 ∈ C and isomorphisms d1 ≅ // Fd′1 and d2 ≅ // Fd′2.
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These choices yield bijections
C(d′1, d′2) F≅ // D(Fd′1, Fd′2) ≅ // D(d1, d2) ,
so f has a unique pre-image f ′ ∈ C(d′1, d′2). Define
B(f) = A(f ′) ∶B(d1) = A(d′1) // A(d′2) =B(d2) ∈Mon(M).
Using that F is an orthogonal equivalence, one can check that this actually defines
a functor B that satisfies the causality axiom, i.e., B ∈ QFT(D). Furthermore,
by construction A and F ∗B are naturally isomorphic as functors C // Mon(M).
Therefore, F ∗ is essentially surjective. 
Interpretation 8.3.10. Consider Theorem 8.3.6.
(1) Via the isomorphism (8.3.7), the causality axiom of algebraic quantum
field theories are built into the C-colored operad O
C
via the equivalence
relation ∼ in Definition 8.3.2. In particular, from the operadic viewpoint,
the causality axiom is not an extra property that a functor C // Mon(M)
may or may not satisfy. Instead, every OM
C
-algebra already satisfies the
causality axiom. Using this isomorphism, we will identify algebraic quan-
tum field theories on C with OM
C
-algebras.
(2) Similarly, via the isomorphism
AlgM(OMC[S−1]) ≅ QFT(C, S)
the time-slice axiom with respect to S is built into the C-colored operad
O
C[S−1]. So every OMC[S−1]-algebra already satisfies the time-slice axiom.
Using this isomorphism, we will identify algebraic quantum field theories
on C that satisfy the time-slice axiom with OM
C[S−1]-algebras.
(3) The right adjoint (OMℓ )∗ in the change-of-operad adjunction (8.3.8) says
that each algebraic quantum field theory on C that satisfies the time-slice
axiom is in particular an algebraic quantum field theory on C. The left
adjoint (OMℓ )! assigns to each algebraic quantum field theory on C another
one that satisfies the time-slice axiom.
(4) The change-of-operad adjunction in (8.3.9) allows one to go back and forth
between algebraic quantum field theories of different flavors, i.e., those on
C and those on D. ◇
Remark 8.3.11. In Theorem 8.3.6 assertion (6), we observed that the change-
of-operad adjunction associated to an orthogonal equivalence is an adjoint equiv-
alence. The proof given above uses (i) the canonical isomorphism (8.3.7) and (ii)
elementary facts about an orthogonal equivalence. This line of argument is very
similar to the well-known proof of Theorem 2.4.9 that characterizes equivalences
of categories. On the other hand, the proof of this adjoint equivalence given in
[BSW∞] Theorem 5.11 directly deals with the algebra categories AlgM(OMC ) and
AlgM(OMD ), and uses more sophisticated techniques. Furthermore, Theorem 8.3.6
assertion (6) has a homotopy version, given below in Theorem 8.5.1. ◇
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8.4. Examples of AQFT
In this section we provide examples of orthogonal categories and algebraic quan-
tum field theories. The first two examples are the two extreme cases for the or-
thogonality relation.
Example 8.4.1 (Diagrams of monoids). Suppose C is a small category equipped
with the empty orthogonality relation (i.e., ⊥ = ∅). Since the commutative diagram
in the causality axiom (8.2.4) never happens, an algebraic quantum field theory on
the minimal orthogonal category
Cmin = (C,∅)
is exactly a functor C // Mon(M). Therefore, there is an equality
QFT(Cmin) =Mon(M)C,
the category of C-diagrams of monoids in M. ◇
Example 8.4.2 (Diagrams of commutative monoids). Suppose C is a small
category, and suppose ⊥max is the set of all pairs of morphisms in C with the
same codomain. In particular, for each object c ∈ C, we have Idc ⊥max Idc, so the
causality axiom (8.2.4) says that A(c) is a commutative monoid in M. For the
maximal orthogonal category
Cmax = (C,⊥max),
each A ∈ QFT(Cmax) is in particular a C-diagram of commutative monoids in M.
Conversely, each C-diagram of commutative monoids satisfies the causality axiom
because the multiplication µc is commutative. Therefore, in this case we have
QFT(Cmax) = Com(M)C,
the category of C-diagrams of commutative monoids in M. We interpret this equal-
ity as saying that, when observables always commute, algebraic quantum field the-
ories reduce to the classical case. ◇
Example 8.4.3 (Underlying diagrams of monoids). For each orthogonal cate-
gory C = (C,⊥), there are orthogonal functors
Cmin = (C,∅) i0 // C i1 // Cmax = (C,⊥max)
whose underlying functors are the identity functors on C. By Theorem 8.3.6 they
induce the following two change-of-operad adjunctions.
AlgM(OMCmin)
≅

(OMi0)! // AlgM(OMC )
≅

(OMi0)∗
oo
(OMi1)! // AlgM(OMCmax)
≅

(OMi1)∗
oo
Mon(M)C = QFT(Cmin) QFT(C) QFT(Cmax) = Com(M)C
The right adjoint (OMi0)∗ sends each algebraic quantum field theory on C to its
underlying C-diagram of monoids. The other right adjoint (OMi1)∗ says that each C-
diagram of commutative monoids is in particular an algebraic quantum field theory
on C. ◇
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The next three examples are about bounded lattices and (equivariant) topo-
logical spaces.
Example 8.4.4 (Quantum field theories on bounded lattices). Suppose (L,≤)
is a bounded lattice as in Example 2.2.12, also regarded as a small category. Two
morphisms g1 ∶ a // c and g2 ∶ b // c in L are orthogonal if and only if a ∧ b = 0,
which is the least element in L. This defines an orthogonal category (L,⊥) and
algebraic quantum field theories on it. ◇
Example 8.4.5 (Quantum field theories on topological spaces). For each topo-
logical space X , recall from Example 2.2.13 that Open(X) is a bounded lattice.
By Example 8.4.4 there is an orthogonal category Open(X), where U1 ⊂ V and
U2 ⊂ V are orthogonal if and only if U1 and U2 are disjoint. Corresponding to the
orthogonal category Open(X) is the category of algebraic quantum field theories
on it. ◇
Example 8.4.6 (Quantum field theories on equivariant topological spaces).
Suppose G is a group, and X is a topological space in which G acts on the left by
homeomorphisms. Suppose Open(X)G is the category in Example 2.2.14. Define
⊥ as the set of pairs of morphisms U1 i1g1 // V U2i2g2oo in Open(X)G of the form
U1
g1
// g1U1
i1 // V g2U2
i2oo U2
g2
oo
with g1, g2 ∈ G and i1, i2 both inclusions such that g1U1 and g2U2 are disjoint.
This defines an orthogonal category Open(X)G. If G is the trivial group, then we
recover the orthogonal category Open(X) in Example 8.4.5. Corresponding to the
orthogonal category Open(X)G is the category of algebraic quantum field theories
on it. ◇
Examples 8.4.7 to 8.4.12 below are from [BSW∞] and are about quantum field
theories defined on spacetimes without additional geometric structure. The upshot
is that the operadic framework in Section 8.2 includes many quantum field theories
in the literature, including various flavors of chiral conformal, Euclidean, and locally
covariant quantum field theories. To specify a particular flavor of quantum field
theories, we simply choose the right orthogonal category C = (C,⊥) and, if there
is a version of the time-slice axiom, a suitable set of morphisms S ⊂ Mor(C) to be
localized.
Example 8.4.7 (Chiral conformal quantum field theories). In the context of
Example 2.2.15, there is an orthogonal category
Mand = (Mand,⊥)
in which Mand is the category of d-dimensional oriented manifolds with orientation-
preserving open embeddings as morphisms. Two morphisms g1 ∶ X1 // X and
g2 ∶ X2 // X in Man
d are orthogonal if and only if their images are disjoint subsets
in X . By Theorem 8.3.6 there is a canonical isomorphism
AlgM(OMMand) ≅ QFT(Mand).
When M = Vect
K
and d = 1, the objects in QFT(Mand) are coordinate-free chiral
conformal nets of K-algebras that satisfy the commutativity axiom for observables
localized in disjoint regions [BDH15]. ◇
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Example 8.4.8 (Chiral conformal quantum field theories on discs). In the
context of Example 2.2.16, there is an orthogonal category
Discd = (Discd,⊥)
in which Discd is the full subcategory of Mand of d-dimensional oriented manifolds
diffeomorphic to Rd. The orthogonality relation is the pullback of that on Mand
along the full subcategory inclusion
j ∶ Discd // Mand.
In other words, two morphisms g1 ∶ X1 // X and g2 ∶ X2 // X in Disc
d are
orthogonal if and only if their images are disjoint subsets in X . By Theorem 8.3.6
there is a canonical isomorphism
AlgM(OMDiscd) ≅ QFT(Discd).
When M = Vect
K
and d = 1, the objects in QFT(Discd) are coordinate-free chiral
conformal nets of K-algebras defined on intervals that satisfy the commutativity
axiom for observables localized in disjoint intervals [BDH15].
The full subcategory inclusion j ∶ Discd // Mand induces an orthogonal functor
by Lemma 8.2.2. So by Theorem 8.3.6, it induces a change-of-operad adjunction
QFT(Discd) ≅ AlgM(OM
Discd
) (O
M
j )!
// AlgM(OM
Mand
) ≅ QFT(Mand)
(OMj )∗
oo .
When M = Vect
K
and d = 1, this adjunction allows us to go back and forth between
(i) coordinate-free chiral conformal nets of K-algebras defined on intervals that
satisfy the commutativity axiom for observables localized in disjoint intervals and
(ii) those defined on all 1-dimensional oriented manifolds. ◇
Example 8.4.9 (Chiral conformal quantum field theories on a fixed manifold).
For a fixed oriented manifold X ∈ Mand, recall from Example 2.2.13 the category
Open(X) whose objects are open subsets of X and whose morphisms are subset
inclusions. Denote the induced functor by
ι ∶ Open(X) // Mand,
and equip Open(X) with the pullback orthogonality relation along ι. In other
words, for open subsets U1, U2 ⊆ V ⊆ X , the inclusions U1 ⊆ V and U2 ⊆ V are
orthogonal if and only if U1 and U2 are disjoint subsets of V . This is a special case
of Example 8.4.5. By Theorem 8.3.6 there is a canonical isomorphism
AlgM(OMOpen(X)) ≅ QFT(Open(X)).
When M = Vect
K
, d = 1, and X = S1, the objects in QFT(Open(S1)) are chiral
conformal nets of K-algebras on the circle [Kaw15, Reh15].
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The subcategory inclusion ι ∶ Open(X) // Mand induces an orthogonal functor
by Lemma 8.2.2. So by Theorem 8.3.6, it induces a change-of-operad adjunction
AlgM(OMOpen(X))
≅

(OMι )! // AlgM(OM
Mand
)
≅

(OMι )∗
oo
QFT(Open(X)) QFT(Mand)
.
◇
Example 8.4.10 (Euclidean quantum field theories). In the context of Example
2.2.17, there is an orthogonal category
Riem
d = (Riemd,⊥)
in which Riemd is the category with d-dimensional oriented Riemannian manifolds
as objects and orientation-preserving isometric open embeddings as morphisms.
Two morphisms g1 ∶ X1 // X and g2 ∶ X2 // X in Riem
d are orthogonal if and
only if their images are disjoint subsets in X . By Theorem 8.3.6 there is a canonical
isomorphism
AlgM(OMRiemd) ≅ QFT(Riemd).
When M = Vect
K
the objects in QFT(Riemd) are locally covariant versions of Eu-
clidean quantum field theories that satisfy the commutativity axiom for observables
localized in disjoint regions [Sch99]. As in Example 8.4.9, we may also restrict to
a fixed oriented Riemannian manifold X and consider algebraic quantum field the-
ories on Open(X) as objects in QFT(Open(X)). ◇
Example 8.4.11 (Locally covariant quantum field theories). In the context of
Example 2.2.18, there is an orthogonal category
Locd = (Locd,⊥)
in which Locd is the category of d-dimensional oriented, time-oriented, and globally
hyperbolic Lorentzian manifolds. A morphism is an isometric embedding that pre-
serves the orientations and time-orientations whose image is causally compatible
and open. Two morphisms g1 ∶ X1 // X and g2 ∶ X2 // X in Loc
d are orthogonal
if and only if their images are causally disjoint subsets in X . By Theorem 8.3.6
there is a canonical isomorphism
AlgM(OMLocd) ≅ QFT(Locd).
When M = Vect
K
the objects in QFT(Locd) are casual locally covariant quantum
field theories that do not necessarily satisfy the isotony axiom [BFV03, Few13,
FV15].
To implement the time-slice axiom, recall that a morphism f ∶ X // Y in
Locd is a Cauchy morphism if its image contains a Cauchy surface of Y . The set of
Cauchy morphisms is denoted by S. By Theorem 8.3.6 there is a change-of-operad
adjunction
QFT(Locd) ≅ AlgM(OM
Locd
) (OMℓ )! // AlgM(OM
Locd[S−1]) ≅ QFT(Locd, S)(OMℓ )∗oo .
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When M is the category Vect
K
, the objects on the right side are causal locally
covariant quantum field theories satisfying the time-slice axiom but not necessarily
the isotony axiom. ◇
Example 8.4.12 (Locally covariant quantum field theories on a fixed space-
time). In the context of Example 2.2.19, for each Lorentzian manifold X ∈ Locd
consider the category Gh(X) of globally hyperbolic open subsets of X with subset
inclusions as morphisms. As in Example 8.4.9, Gh(X) may be equipped with the
pullback orthogonality relation along the subcategory inclusion i ∶ Gh(X) // Locd.
By Theorem 8.3.6 there is a canonical isomorphism
AlgM(OMGh(X)) ≅ QFT(Gh(X)).
When M = Vect
K
the objects in QFT(Gh(X)) are locally covariant quantum field
theories on X that do not necessarily satisfy the time-slice axiom and the isotony
axiom.
As in Example 8.4.11, to implement the time-slice axiom, suppose S is the
set of morphisms U ⊆ V ⊆ X such that U contains a Cauchy surface of i(V ). By
Theorem 8.3.6 the S-localization functor
ℓ ∶ Gh(X) // Gh(X)[S−1]
induces a change-of-operad adjunction
AlgM(OMGh(X))
≅

(OMℓ )! // AlgM(OMGh(X)[S−1])
≅

(OMℓ )∗
oo
QFT(Gh(X)) QFT(Gh(X), S)
.
When M = Vect
K
the objects on the right side are causal nets of K-algebras satis-
fying the time-slice axiom but not necessarily the isotony axiom [HK64]. ◇
Examples 8.4.13 to 8.4.16 below are from [BS17] and are about quantum field
theories defined on spacetimes with additional geometric structures such as princi-
pal bundles, connections, and spin structure. A common feature is that the isotony
axiom–which asks that each structure morphism A(f) ∶ A(X) // A(Y ) ∈Mon(M)
be a monomorphism–is usually not satisfied.
Example 8.4.13 (Dynamical quantum gauge theories on principal bundles). In
the context of Example 2.2.20, recall that for each Lie group G there is a forgetful
functor
π ∶ LocdG
// Locd
that forgets about the bundle structure, where LocdG is the category of d-dimensional
oriented, time-oriented, and globally hyperbolic Lorentzian manifolds equipped
with a principal G-bundle. Suppose:
● SG = π−1(S) ⊂ Mor(LocdG) is the π-pre-image of the set S of Cauchy
morphisms in Locd.
● π∗(⊥) is the pullback of the orthogonality relation ⊥ in Locd in Example
8.4.11 along π.
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The forgetful functor π and the universal property of localization induce a commu-
tative diagram
Loc
d
G = (LocdG, π∗(⊥)) π //
ℓ

(Locd,⊥) = Locd
ℓ

LocdG[SG−1] = (LocdG[SG−1], ℓ∗π∗(⊥)) π′ // (Locd[S−1], ℓ∗(⊥)) = Locd[S−1]
in OrthCat. The right vertical morphism is the S-localization functor on Locd, and
ℓ∗(⊥) is the pushforward orthogonality relation along ℓ. The left vertical morphism
is the SG-localization functor on Loc
d
G, and ℓ∗π
∗(⊥) is the pushforward orthogonal-
ity relation of π∗(⊥) along ℓ. Since
ℓπ(SG) ⊆ ℓ(S)
are all isomorphisms in Locd[S−1], by the universal property of SG-localization,
there is a unique functor
LocdG[SG−1] π′ // Locd[S−1] such that ℓπ = π′ℓ.
A direct inspection shows that π′ is an orthogonal functor.
By Theorem 8.3.6 the functor π′ induces a change-of-operad adjunction
AlgM(OM
Locd
G
[SG−1])
≅

(OM
π′
)!
// AlgM(OM
Locd[S−1])
≅

(OM
π′
)∗
oo
QFT(LocdG, SG) QFT(Locd, S)
.
When M = Vect
K
objects on the left side include dynamical quantum gauge theories
on principal G-bundles that do not necessarily satisfy the isotony axiom [BDHS14,
BDS14]. ◇
Example 8.4.14 (Charged matter quantum field theories on background gauge
fields). In the context of Example 2.2.21, recall that for each Lie group G there is
a forgetful functor
πp ∶ LocdG,con
// Locd
that forgets about the bundle structure and the connection, where LocdG,con is the
category of triples (X,P,C) with (X,P ) ∈ LocdG and C a connection on P . Suppose:
● SG = (πp)−1(S) ⊂ Mor(LocdG,con) is the (πp)-pre-image of the set S of
Cauchy morphisms in Locd.
● (πp)∗(⊥) is the pullback of the orthogonality relation ⊥ in Locd in Example
8.4.11 along πp.
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Exactly as in Example 8.4.13, the forgetful functor πp and the universal property
of localization induce a commutative diagram
LocdG,con = (LocdG,con, (πp)∗(⊥))
πp
//
ℓ

(Locd,⊥) = Locd
ℓ

LocdG,con[SG−1] = (LocdG,con[SG−1], ℓ∗(πp)∗(⊥)) π
′
// (Locd[S−1], ℓ∗(⊥)) = Locd[S−1]
in OrthCat.
By Theorem 8.3.6 the functor π′ induces a change-of-operad adjunction
AlgM(OM
Locd
G,con
[SG−1])
≅

(OM
π′
)!
// AlgM(OM
Locd[S−1])
≅

(OM
π′
)∗
oo
QFT(LocdG,con, SG) QFT(Locd, S)
.
When M = Vect
K
objects on the left side include charged matter quantum field
theories on background gauge fields that do not necessarily satisfy the isotony
axiom [SZ17, Zah14]. ◇
Example 8.4.15 (Dirac and fermionic quantum field theories). In the context
of Example 2.2.22, recall that there is a forgetful functor
π ∶ SLocd // Locd,
where SLocd is the category of d-dimensional oriented, time-oriented, and globally
hyperbolic Lorentzian spin manifolds. Suppose:
● Sπ ⊂Mor(SLocd) is the π-pre-image of the set S of Cauchy morphisms in
Locd.
● π∗(⊥) is the pullback of the orthogonality relation ⊥ in Locd in Example
8.4.11 along π.
Exactly, as in Example 8.4.13, the forgetful functor π and the universal property
of localization induce a commutative diagram
SLocd = (SLocd, π∗(⊥)) π //
ℓ

(Locd,⊥) = Locd
ℓ

SLocd[Sπ−1] = (SLocd[Sπ−1], ℓ∗π∗(⊥)) π′ // (Locd[S−1], ℓ∗(⊥)) = Locd[S−1]
in OrthCat.
By Theorem 8.3.6 the functor π′ induces a change-of-operad adjunction
AlgM(OM
SLocd[Sπ−1])
≅

(OM
π′
)!
// AlgM(OM
Locd[S−1])
≅

(OM
π′
)∗
oo
QFT(SLocd, Sπ) QFT(Locd, S)
.
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When M = Vect
K
objects on the left side include Dirac quantum fields that do
not necessarily satisfy the isotony axiom [DHP09, San10, Ver01]. Furthermore,
when M is the symmetric monoidal category of K-supermodules, its monoids are
K-superalgebras. In this case, objects on the left side include fermionic quantum
field theories that do not necessarily satisfy the isotony axiom [BG11]. ◇
Example 8.4.16 (Quantum field theories on structured spacetimes). Examples
8.4.13, 8.4.14, and 8.4.15 are subsumed by the following more general setting from
[BS17]. Suppose given a functor π ∶ Str // Locd between small categories. One
regards Str as the category of spacetimes with additional geometric structures with
π the forgetful functor that forgets about the additional structures. Suppose:
● Sπ ⊂ Mor(Str) is the π-pre-image of the set S of Cauchy morphisms in
Locd.
● π∗(⊥) is the pullback of the orthogonality relation ⊥ in Locd in Example
8.4.11 along π.
Exactly as in Example 8.4.13, the forgetful functor π and the universal property of
localization induce a commutative diagram
Str = (Str, π∗(⊥)) π //
ℓ

(Locd,⊥) = Locd
ℓ

Str[Sπ−1] = (Str[Sπ−1], ℓ∗π∗(⊥)) π′ // (Locd[S−1], ℓ∗(⊥)) = Locd[S−1]
in OrthCat.
By Theorem 8.3.6 the functor π′ induces a change-of-operad adjunction
AlgM(OMStr[Sπ−1])
≅

(OM
π′
)!
// AlgM(OM
Locd[S−1])
≅

(OM
π′
)∗
oo
QFT(Str, Sπ) QFT(Locd, S)
.
Objects on the left side are quantum field theories on π ∶ Str // Locd in the sense
of [BS17] that do not necessarily satisfy the isotony axiom. ◇
The next example is from [BDS∞] and is about quantum field theories defined
on spacetimes with timelike boundary.
Example 8.4.17 (Algebraic quantum field theories on spacetime with timelike
boundary). Suppose X is a spacetime with timelike boundary as in Example 2.2.23.
There is an orthogonal category
Reg(X) = (Reg(X),⊥)
in which Reg(X) is the category of regions in X .
● Two morphisms g1 ∶ U1 // V and g2 ∶ U2 // V in Reg(X) are orthogonal
if and only if U1 and U2 are causally disjoint in V .
● A Cauchy morphism i ∶ U // V in Reg(X) is a morphism such that
D(U) = D(V ), where D(U) is the set of points x ∈ X such that every
inextensible piecewise smooth future directed causal curve from x meets
U .
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● The set of all Cauchy morphisms in Reg(X) is denoted by SX .
By Lemma 8.2.7 and Theorem 8.3.6, there are canonical isomorphisms
AlgM(OMReg(X)[SX−1]) ≅ QFT(Reg(X)[SX−1]) ≅ QFT(Reg(X), SX).
Objects in QFT(Reg(X), SX) are exactly the algebraic quantum field theories on
X as in [BDS∞] Definition 3.1.
There is a full subcategory inclusion
j ∶ Reg(X0) // Reg(X)
in which Reg(X0) is the category of regions in the interior X0 of X . Suppose:
● SX0 = j−1(SX) ⊂Mor(Reg(X0)) is the j-pre-image of the set SX of Cauchy
morphisms in Reg(X).
● j∗(⊥) is the pullback of the orthogonality relation ⊥ in Reg(X) along j.
Similar to Example 8.4.13, the full subcategory inclusion j and the universal prop-
erty of localization induce a commutative diagram
Reg(X0) = (Reg(X0), j∗(⊥))
j
//
ℓ

(Reg(X),⊥) = Reg(X)
ℓ

Reg(X0)[SX0−1] = (Reg(X0)[SX0−1], ℓ∗j∗(⊥))
j′
// (Reg(X)[SX−1], ℓ∗(⊥)) = Reg(X)[SX−1]
in OrthCat.
By Theorem 8.3.6 the functor j′ induces a change-of-operad adjunction
AlgM(OMReg(X0)[SX0−1])
≅

(OM
j′
)!
// AlgM(OMReg(X)[SX−1])
≅

(OM
j′
)∗
oo
QFT(Reg(X0), SX0) QFT(Reg(X), SX)
The right adjoint is the restriction functor, while the left adjoint is called the
universal extension functor in [BDS∞]. ◇
8.5. Homotopical Properties
In this section we study homotopical properties of the category QFT(C) of
algebraic quantum field theories on an orthogonal category C. For this to make
sense, the base category M in this section is assumed to be a monoidal model
category in which the colored operads under consideration are admissible in the
sense of Definition 5.2.5. For example, one can take M to be Top, SSet, Cat,
or Chain
K
with K a field of characteristic zero, in which all colored operads are
admissible.
In Theorem 8.3.6(6) we noted that the change-of-operad adjunction
QFT(C) ≅ AlgM(OMC )
(OMF )! // AlgM(OMD ) ≅ QFT(D)(OMF )∗oo
induced by an orthogonal equivalence F ∶ C // D is an adjoint equivalence. The
following observation says that this is a Quillen equivalence as well.
176 8. ALGEBRAIC QUANTUM FIELD THEORIES
Theorem 8.5.1. Suppose F ∶ C // D is an orthogonal functor, and M is a
monoidal model category in which the colored operads OM
C
and OM
D
are admissible.
(1) The change-of-operad adjunction (OMF )! ⊣ (OMF )∗ is a Quillen adjunction.
(2) If F is an orthogonal equivalence, then the operad morphism
OMF ∶ O
M
C
// OM
D
is a homotopy Morita equivalence; i.e., the change-of-operad adjunction
is a Quillen equivalence.
Proof. For assertion (1), in both model categories AlgM(OMC ) and AlgM(OMD ),
fibrations and weak equivalences are defined entrywise in M. So by Definition 5.1.5
the right adjoint (OMF )∗ preserves fibrations and acyclic fibrations.
For assertion (2), by [Hov99] Corollary 1.3.16, it is enough to show that for
each cofibrant object X ∈ AlgM(OMC ), the derived unit
X // (OMF )∗R(OMF )!X
is a weak equivalence, where R is the functorial fibrant replacement in AlgM(OMD ).
The derived unit is the composition
X
ηX
≅
// (OMF )∗(OMF )!X (O
M
F )∗r // (OMF )∗R(OMF )!X
with
● ηX the unit of the change-of-operad adjunction and
● r ∶ (OMF )!X // R(OMF )!X the fibrant replacement in AlgM(OMD ).
Since the change-of-operad adjunction is an adjoint equivalence by Theorem 8.3.6(6),
the unit and the counit are both natural isomorphisms. So it remains to see that
the morphism (OMF )∗r is a weak equivalence in AlgM(OMC ), i.e., an entrywise weak
equivalence in M. Since r is an entrywise weak equivalence, by the definition of the
right adjoint (OMF )∗ in Definition 5.1.5, (OMF )∗r is an entrywise weak equivalence
in M. 
Interpretation 8.5.2. If two orthogonal categories are orthogonally equiva-
lent (i.e., there is an orthogonal equivalence between them), then their categories of
algebraic quantum field theories have equivalent homotopy theories. In particular,
these two categories of algebraic quantum field theories are equivalent both before
and after inverting the weak equivalences. ◇
Example 8.5.3 (Chiral conformal, Euclidean, and locally covariant QFT). In
the context of Example 2.2.15 and Example 8.4.7, recall that Mand is a small
category equivalent to the entire category of d-dimensional oriented manifolds with
orientation-preserving open embeddings as morphisms. Two different choices yield
two equivalent orthogonal categories. So by Theorem 8.3.6(6) and Theorem 8.5.1(2)
the change-of-operad adjunction between their categories of algebraic quantum field
theories is both an adjoint equivalence and a Quillen equivalence. The same can be
said for Euclidean quantum field theories in Example 8.4.10 and locally covariant
quantum field theories in Example 8.4.11. ◇
CHAPTER 9
Homotopy Algebraic Quantum Field Theories
In this chapter, we define homotopy algebraic quantum field theories on an
orthogonal category C. We observe that each of them has a homotopy coherent C-
diagram structure and a compatible objectwise A∞-algebra structure, and satisfies
a homotopy coherent version of the causality axiom. If a set of morphisms in
C is chosen, then each homotopy algebraic quantum field theory also satisfies a
homotopy coherent version of the time-slice axiom.
9.1. Overview
In Section 9.2 we define homotopy algebraic quantum field theories over an
orthogonal category C as algebras over the Boardman-Vogt constructionWOM
C
of the
colored operad OM
C
, which is the image in M of the colored operad O
C
in Definition
8.3.2. Then we record some of their categorical properties. This definition makes
sense because, as we saw in (8.3.7), the category of algebraic quantum field theories
on an orthogonal category C, as in Definition 8.2.3, is canonically isomorphic to the
category of OM
C
-algebras. Each colored operad O is equipped with an augmentation
η ∶ WO // O from its Boardman-Vogt construction. In Section 6.5 we saw that
in favorable cases the Boardman-Vogt construction has the correct homotopy type
in the sense that the augmentation η ∶ WO // O is a weak equivalence and that
the induced change-of-operad adjunction is a Quillen equivalence. Furthermore, in
Section 7.3 to Section 7.6 we observed that the Boardman-Vogt construction WO
of a colored operad O encodes O-algebras up to coherent higher homotopies.
In Section 9.3 we present a long list of examples of homotopy algebraic quantum
field theories, using mostly the orthogonal categories in Section 8.4. Among the ex-
amples are homotopy chiral conformal quantum field theories, homotopy Euclidean
quantum field theories, homotopy locally covariant quantum field theories, and ho-
motopy quantum field theories on spacetimes with additional geometric structure
or timelike boundary.
Our main tool for understanding the structure in homotopy algebraic quantum
field theories is the Coherence Theorem in Section 9.4. This coherence result de-
scribes a homotopy algebraic quantum field theory in terms of explicit structure
morphisms indexed by trees and four generating axioms. In the remaining sec-
tions in this chapter, we describe structure that exists on every homotopy algebraic
quantum field theory using the Coherence Theorem.
In Section 9.5 we observe that each homotopy algebraic quantum field theory
satisfies a homotopy coherent version of the causality axiom. The causality axiom
for an algebraic quantum field theory A ∈ QFT(C) says that, for an orthogonal pair(g1 ∶ a // c, g2 ∶ b // c) in C, the images of A(a) and A(b) in A(c) commute. The
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homotopy coherent version says that the diagram defining the causality axiom is
homotopy commutative via specified homotopies that are also structure morphisms.
In Section 9.6 we observe that every homotopy algebraic quantum field the-
ory on C has an underlying homotopy coherent C-diagram structure. This is the
homotopy coherent version of the fact that each algebraic quantum field theory
A ∶ C // Mon(M) can be composed with the forgetful functor to M to yield a C-
diagram in M. In Section 9.7 we observe that this homotopy coherent C-diagram
structure satisfies a homotopy coherent version of the time-slice axiom. The time-
slice axiom for an algebraic quantum field theory says that certain structure mor-
phisms are isomorphisms. The homotopy coherent version of the time-slice axiom
says that certain structure morphisms admit two-sided homotopy inverses via speci-
fied homotopies, where the homotopy inverses and the homotopies are also structure
morphisms.
In Section 9.8 we observe that each homotopy algebraic quantum field theory
has an objectwise A∞-algebra structure. This is the homotopy coherent version
of the fact that, for each algebraic quantum field theory A ∶ C // Mon(M), each
object A(c) is a monoid in M for c ∈ C. We saw in Section 7.5 that an A∞-algebra is
a homotopy coherent version of a monoid. Furthermore, in Section 9.9 we show that
this objectwise A∞-algebra structure is compatible with the homotopy coherent C-
diagram structure via specified homotopies that are also structure morphisms. This
is the homotopy coherent version of the fact that an algebraic quantum field theory
is, in particular, a diagram of monoids.
An important point to keep in mind is that all of the above homotopy coherent
structures, including the homotopies, are already encoded in the Boardman-Vogt
construction WOM
C
. This is of course the entire reason for using the Boardman-
Vogt construction to define homotopy algebraic quantum field theories. Our coend
definition of the Boardman-Vogt construction plays a critical role here. In fact,
the Coherence Theorem 7.2.1 for algebras over the Boardman-Vogt construction
crucially depends on our coend definition of WO. A special case of this theorem is
the Coherence Theorem for homotopy algebraic quantum field theories in Section
9.4, from which the results in Sections 9.5 to 9.9 follow.
Throughout this chapter (M,⊗,1) is a cocomplete symmetric monoidal closed
category with an initial object ∅ and a commutative segment (J,µ,0,1, ǫ) as in
Definition 6.2.1.
9.2. Homotopy AQFT as Operad Algebras
In this section, we define homotopy algebraic quantum field theories using the
Boardman-Vogt construction in Chapter 6 and record their basic categorical prop-
erties.
Recollection 9.2.1. For a C-colored operadO inM, recall that the Boardman-
Vogt construction of O is a C-colored operad WO, which is entrywise defined as a
coend
WO(dc) = ∫
T ∈TreeC(dc)
J[T ]⊗O[T ] ∈M,
where TreeC(dc) is the substitution category of C-colored trees with profile (dc) in
Definition 3.2.11. The functors
J ∶ Tree
C(d
c
)op // M and O ∶ TreeC(dc) // M
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are induced by J and O and are defined in Definition 6.2.5 and Corollary 4.4.15,
respectively. Geometrically J[T ] ⊗ O[T ] is the C-colored tree T whose internal
edges are decorated by J and whose vertices are decorated by O. Via the coend,
the substitution category parametrizes the relations among such decorated trees.
The operad structure of the Boardman-Vogt construction, defined in Definition
6.3.7, is induced by tree substitution. It is equipped with a natural augmentation
η ∶WO // O of C-colored operads, defined in Theorem 6.4.4. Intuitively the aug-
mentation forgets the lengths of the internal edges (i.e., the J-component) and
composes in the colored operad O.
Since the colored operad O
C
, defined in Definition 8.3.2, of an orthogonal cat-
egory C is defined over Set, we will have to first transfer it to M. Recall from
Example 5.3.3 that the strong symmetric monoidal functor Set // M, sending a
set S to the S-indexed coproduct ∐S 1, yields the change-of-category functor
(−)M ∶ OperadC(Set) // OperadC(M).
The image of O
C
in OperadC(M) will be denoted by OM
C
. Also recall from Definition
4.5.5 the category of algebras over a colored operad.
Definition 9.2.2. Suppose C = (C,⊥) is an orthogonal category with ob-
ject set C, and WOM
C
∈ OperadC(M) is the Boardman-Vogt construction of OM
C
∈
Operad
C(M). We define the category
HQFT(C) = AlgM(WOMC ),
whose objects are called homotopy algebraic quantum field theories on C.
Remark 9.2.3. In Definition 9.2.2 we first transfer O
C
∈ OperadC(Set) to OM
C
∈
Operad
C(M), and then we apply W to OM
C
. In particular, the Boardman-Vogt
construction is not apply to O
C
because it depends on a choice of a commutative
segment in M. ◇
Interpretation 9.2.4. One should think of the C-colored operad WOM
C
as
made up of C-colored trees whose internal edges are decorated by the commutative
segment J and whose vertices are decorated by elements in O
C
with the correct
profile. A homotopy algebraic quantum field theory has structure morphisms in-
dexed by these decorated C-colored trees. The precise statement is the Coherence
Theorem 9.4.1 below. ◇
The following observation compares algebraic quantum field theories and ho-
motopy algebraic quantum field theories. It is a special case of Theorem 5.2.7(1),
Corollary 6.4.7, Corollary 6.5.10, and (8.3.7).
Corollary 9.2.5. Suppose C = (C,⊥) is an orthogonal category.
(1) The augmentation η ∶ WOM
C
// OM
C
induces a change-of-operad adjunc-
tion
HQFT(C) = AlgM(WOMC )
η! // AlgM(OMC ) ≅ QFT(C)
η∗
oo .
(2) If M is a monoidal model category in which the colored operads OM
C
and
WOM
C
are admissible, then the change-of-operad adjunction is a Quillen
adjunction.
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(3) If M = Chain
K
with K a field of characteristic zero, then the change-of-
operad adjunction is a Quillen equivalence.
Interpretation 9.2.6. The right adjoint η∗ allows us to consider an algebraic
quantum field theory on C as a homotopy algebraic quantum field theory on C. The
left adjoint η! rectifies a homotopy algebraic quantum field theory to an algebraic
quantum field theory. Furthermore, if M is Chain
K
, then the augmentation η is
a homotopy Morita equivalence. In particular, the homotopy theory of homotopy
algebraic quantum field theories is equivalent to the homotopy theory of algebraic
quantum field theories over the same orthogonal category. So there is no loss of
homotopical information by considering homotopy algebraic quantum field theories
compared to algebraic quantum field theories. ◇
The next observation is about changing the orthogonal categories. It is a con-
sequence of Theorem 5.2.7(1), Theorem 6.4.4, Theorem 8.5.1, and Corollary 9.2.5.
The second assertion below uses the fact that Quillen equivalences have the 2-out-
of-3 property.
Corollary 9.2.7. Suppose F ∶ C // D is an orthogonal functor.
(1) There is an induced diagram of change-of-operad adjunctions
HQFT(C) = AlgM(WOMC )
η!

(WOMF )! // AlgM(WOMD ) = HQFT(D)
η!

(WOMF )∗
oo
QFT(C) ≅ AlgM(OMC )
(OMF )! //
η∗
OO
AlgM(OMD ) ≅ QFT(D)(OMF )∗oo
η∗
OO
such that
(OMF )!η! = η!(WOMF )! and η∗(OMF )∗ = (WOMF )∗η∗.
(2) If M is a monoidal model category in which the colored operads OM
C
, OM
D
,
WOM
C
, and WOM
D
are admissible, then all four change-of-operad adjunc-
tions are Quillen adjunctions.
(3) If F is an orthogonal equivalence and if M = Chain
K
with K a field of
characteristic zero, then all four change-of-operad adjunctions are Quillen
equivalences.
Interpretation 9.2.8. The right adjoint (WOMF )∗ sends each homotopy alge-
braic quantum field theory on D to one on C. The left adjoint (WOMF )! sends each
homotopy algebraic quantum field theory on C to one on D. The equality
(OMF )!η! = η!(WOMF )!
means that the left adjoint diagram is commutative. The equality
η∗(OMF )∗ = (WOMF )∗η∗
means that the right adjoint diagram is commutative. Moreover, if F is an or-
thogonal equivalence and if M is Chain
K
, then all four operad morphisms in the
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commutative diagram
WOM
C
WO
M
F //
η

WOM
D
η

OM
C
OMF // OM
D
are homotopy Morita equivalences. In particular, the homotopy theory of homotopy
algebraic quantum field theories on C is equivalent to the homotopy theory of
homotopy algebraic quantum field theories on D. ◇
9.3. Examples of Homotopy AQFT
In this section, we apply Corollary 9.2.5 and Corollary 9.2.7 to the orthogonal
categories and orthogonal functors in Section 8.4 to obtain examples of homotopy
algebraic quantum field theories.
Example 9.3.1 (Homotopy coherent diagrams of A∞-algebras). For each or-
thogonal category C = (C,⊥), there are two orthogonal functors
Cmin = (C,∅) i0 // C i1 // Cmax = (C,⊥max)
as in Example 8.4.3. By Corollary 9.2.7 there is an induced diagram whose middle
squares consist of change-of-operad adjunctions
HQFT(Cmin) HQFT(C) HQFT(Cmax)
AlgM(WOMCmin)
η!

(WOMi0 )! // AlgM(WOMC )
η!

(WOMi0 )∗
oo
(WOMi1 )! // AlgM(WOMCmax)
η!

(WOMi1 )∗
oo
AlgM(OMCmin)
≅

(OMi0)! //
η∗
OO
AlgM(OMC )
≅

(OMi0)∗
oo
(OMi1)! //
η∗
OO
AlgM(OMCmax)
≅

(OMi1)∗
oo
η∗
OO
Mon(M)C = QFT(Cmin) QFT(C) QFT(Cmax) = Com(M)C
with commutative left/right adjoint diagrams. Since Mon(M)C is the category of
C-diagrams of monoids in M, in view of Theorems 7.3.5 and 7.5.5, we interpret
HQFT(Cmin) = AlgM(WOMCmin)
as the category of homotopy coherent C-diagrams of A∞-algebras. The right adjoint(WOMi0)∗ sends each homotopy algebraic quantum field theory on C to its underlying
homotopy coherent C-diagram of A∞-algebras. We will explain this structure in
more details in Section 9.9. ◇
Example 9.3.2 (Homotopy chiral conformal quantum field theories). When
applied to the orthogonal category Mand = (Mand,⊥) in Example 8.4.7, Corollary
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9.2.5 gives a change-of-operad adjunction
HQFT(Mand) = AlgM(WOM
Mand
) η! // AlgM(OM
Mand
) ≅ QFT(Mand)
η∗
oo
between chiral conformal quantum field theories and homotopy chiral conformal
quantum field theories. Moreover, this adjunction is a Quillen equivalence when
M = Chain
K
with K a field of characteristic zero. ◇
Example 9.3.3 (Homotopy chiral conformal QFT on discs). In the context of
Example 8.4.8, there is an orthogonal functor
j ∶ Discd // Mand.
By Corollary 9.2.7, there is an induced diagram of change-of-operad adjunctions
HQFT(Discd) = AlgM(WOM
Discd
)
η!

(WOMj )!
// AlgM(WOM
Mand
) = HQFT(Mand)
η!

(WOMj )∗
oo
QFT(Discd) ≅ AlgM(OM
Discd
) (O
M
j )!
//
η∗
OO
AlgM(OM
Mand
) ≅ QFT(Mand)
(OMj )∗
oo
η∗
OO
with commutative left/right adjoint diagrams. When d = 1 the vertical adjunction
on the left goes between chiral conformal quantum field theories defined on intervals
and their homotopy analogues. ◇
Example 9.3.4 (Homotopy chiral conformal QFT on a fixed manifold). In the
context of Example 8.4.9, each oriented manifold X ∈Mand induces an orthogonal
functor
ι ∶ Open(X) // Mand.
By Corollary 9.2.7, there is an induced diagram of change-of-operad adjunctions
HQFT(Open(X)) = AlgM(WOMOpen(X))
η!

(WOMι )! // AlgM(WOM
Mand
) = HQFT(Mand)
η!

(WOMι )∗
oo
QFT(Open(X)) ≅ AlgM(OMOpen(X))
(OMι )! //
η∗
OO
AlgM(OM
Mand
) ≅ QFT(Mand)
(OMι )∗
oo
η∗
OO
with commutative left/right adjoint diagrams. The vertical adjunction on the left
goes between chiral conformal quantum field theories defined on X and their ho-
motopy analogues. ◇
Example 9.3.5 (Homotopy Euclidean quantum field theories). When applied
to the orthogonal category Riemd = (Riemd,⊥) in Example 8.4.10, Corollary 9.2.5
gives a change-of-operad adjunction
HQFT(Riemd) = AlgM(WOM
Riemd
) η! // AlgM(OM
Riemd
) ≅ QFT(Riemd)
η∗
oo
between Euclidean quantum field theories and homotopy Euclidean quantum field
theories. Moreover, this adjunction is a Quillen equivalence when M = Chain
K
with
K a field of characteristic zero. ◇
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Example 9.3.6 (Homotopy locally covariant quantum field theories). When
applied to the orthogonal category Locd = (Locd,⊥) in Example 8.4.11, Corollary
9.2.5 gives a change-of-operad adjunction
AlgM(WOM
Locd[S−1])
η! // AlgM(OM
Locd[S−1])
≅

η∗
oo
HQFT(Locd[S−1]) QFT(Locd, S)
between locally covariant quantum field theories satisfying the time-slice axiom and
their homotopy analogues. Moreover, this adjunction is a Quillen equivalence when
M = Chain
K
with K a field of characteristic zero. ◇
Example 9.3.7 (Homotopy locally covariant QFT on a fixed spacetime). In
the context of Example 8.4.12, there is an orthogonal functor
ℓ ∶ Gh(X) // Gh(X)[S−1],
where Gh(X) is the category of globally hyperbolic open subsets of X ∈ Locd with
subset inclusions as morphisms. By Corollary 9.2.7, there is an induced diagram
whose middle square consists of change-of-operad adjunctions
HQFT(Gh(X)) HQFT(Gh(X)[S−1])
AlgM(WOMGh(X))
η!

(WOMℓ )! // AlgM(WOMGh(X)[S−1])
η!

(WOMℓ )∗
oo
AlgM(OMGh(X))
≅

(OMℓ )! //
η∗
OO
AlgM(OMGh(X)[S−1])
≅

(OMℓ )∗
oo
η∗
OO
QFT(Gh(X)) QFT(Gh(X), S)
with commutative left/right adjoint diagrams. When M is the category Chain
K
, the
vertical adjunction on the right goes between causal nets of K-algebras satisfying
the time-slice axiom but not necessarily the isotony axiom and their homotopy
analogues. ◇
Example 9.3.8 (Homotopy dynamical quantum gauge theories on principal
bundles). In the context of Example 8.4.13, there is an orthogonal functor
LocdG[SG−1] π′ // Locd[S−1] ,
where LocdG is the category of d-dimensional oriented, time-oriented, and globally
hyperbolic Lorentzian manifolds equipped with a principal G-bundle. By Corollary
9.2.7, there is an induced diagram whose middle square consists of change-of-operad
184 9. HOMOTOPY ALGEBRAIC QUANTUM FIELD THEORIES
adjunctions
HQFT(LocdG[SG−1]) HQFT(Locd[S−1])
AlgM(WOM
Locd
G
[SG−1])
η!

(WOM
π′
)!
// AlgM(WOM
Locd[S−1])
η!

(WOM
π′
)∗
oo
AlgM(OM
Locd
G
[SG−1])
≅

(OM
π′
)!
//
η∗
OO
AlgM(OM
Locd[S−1])
≅

(OM
π′
)∗
oo
η∗
OO
QFT(LocdG, SG) QFT(Locd, S)
with commutative left/right adjoint diagrams. When M = Chain
K
the vertical
adjunction on the left goes between dynamical quantum gauge theories on principal
G-bundles that do not necessarily satisfy the isotony axiom and their homotopy
analogues. ◇
Example 9.3.9 (Homotopy charged matter QFT on background gauge fields).
In the context of Example 8.4.14, there is an orthogonal functor
LocdG,con[SG−1] π′ // Locd[S−1] ,
where LocdG,con is the category of d-dimensional oriented, time-oriented, and glob-
ally hyperbolic Lorentzian manifolds equipped with a principal G-bundle and a
connection. By Corollary 9.2.7, there is an induced diagram whose middle square
consists of change-of-operad adjunctions
HQFT(LocdG,con[SG−1]) HQFT(Locd[S−1])
AlgM(WOM
Locd
G,con
[SG−1])
η!

(WOM
π′
)!
// AlgM(WOM
Locd[S−1])
η!

(WOM
π′
)∗
oo
AlgM(OM
Locd
G,con
[SG−1])
≅

(OM
π′
)!
//
η∗
OO
AlgM(OM
Locd[S−1])
≅

(OM
π′
)∗
oo
η∗
OO
QFT(LocdG,con, SG) QFT(Locd, S)
with commutative left/right adjoint diagrams. When M = Chain
K
the vertical ad-
junction on the left goes between charged matter quantum field theories on back-
ground gauge fields that do not necessarily satisfy the isotony axiom and their
homotopy analogues. ◇
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Example 9.3.10 (Homotopy Dirac quantum field theories). In the context of
Example 8.4.15, there is an orthogonal functor
SLocd[Sπ−1] π′ // Locd[S−1] ,
where SLocd is the category of d-dimensional oriented, time-oriented, and glob-
ally hyperbolic Lorentzian spin manifolds. By Corollary 9.2.7, there is an induced
diagram whose middle square consists of change-of-operad adjunctions
HQFT(SLocd[Sπ−1]) HQFT(Locd[S−1])
AlgM(WOM
SLocd[Sπ−1])
η!

(WOM
π′
)!
// AlgM(WOM
Locd[S−1])
η!

(WOM
π′
)∗
oo
AlgM(OM
SLocd[Sπ−1])
≅

(OM
π′
)!
//
η∗
OO
AlgM(OM
Locd[S−1])
≅

(OM
π′
)∗
oo
η∗
OO
QFT(SLocd, Sπ) QFT(Locd, S)
with commutative left/right adjoint diagrams. When M = Chain
K
the vertical
adjunction on the left goes between Dirac quantum fields that do not necessarily
satisfy the isotony axiom and their homotopy analogues. ◇
Example 9.3.11 (Homotopy QFT on structured spacetimes). Subsuming Ex-
amples 9.3.8 to 9.3.10, consider a functor π ∶ Str // Locd between small categories
in the context of Example 8.4.16. It induces an orthogonal functor
Str[Sπ−1] = (Str[Sπ−1], ℓ∗π∗(⊥)) π′ // (Locd[S−1], ℓ∗(⊥)) = Locd[S−1] .
By Corollary 9.2.7, there is an induced diagram whose middle square consists of
change-of-operad adjunctions
HQFT(Str[Sπ−1]) HQFT(Locd[S−1])
AlgM(WOMStr[Sπ−1])
η!

(WOM
π′
)!
// AlgM(WOM
Locd[S−1])
η!

(WOM
π′
)∗
oo
AlgM(OMStr[Sπ−1])
≅

(OM
π′
)!
//
η∗
OO
AlgM(OM
Locd[S−1])
η∗
OO
≅

(OM
π′
)∗
oo
QFT(Str, Sπ) QFT(Locd, S)
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with commutative left/right adjoint diagrams. The vertical adjunction on the left
goes between quantum field theories on π ∶ Str // Locd that do not necessarily
satisfy the isotony axiom and their homotopy analogues. ◇
Example 9.3.12 (Homotopy AQFT on spacetime with timelike boundary).
When applied to the orthogonal category Reg(X) = (Reg(X),⊥) in Example 8.4.17,
Corollary 9.2.5 gives a change-of-operad adjunction
AlgM(WOMReg(X)[SX−1])
η! // AlgM(OMReg(X)[SX−1])
≅

η∗
oo
HQFT(Reg(X)[SX−1]) QFT(Reg(X), SX)
between algebraic quantum field theories on X and their homotopy analogues.
Moreover, this adjunction is a Quillen equivalence when M = Chain
K
with K a field
of characteristic zero.
Moreover, the full subcategory inclusion j ∶ Reg(X0) // Reg(X) induces an
orthogonal functor
Reg(X0)[SX0−1] j′ // Reg(X)[SX−1] ,
where Reg(X0) is the category of regions in the interior X0 of X . By Corollary
9.2.7, there is an induced diagram whose middle square consists of change-of-operad
adjunctions
HQFT(Reg(X0)[SX0−1]) HQFT(Reg(X)[SX−1])
AlgM(WOMReg(X0)[SX0−1])
η!

(WOM
j′
)!
// AlgM(WOMReg(X)[SX−1])
η!

(WOM
j′
)∗
oo
AlgM(OMReg(X0)[SX0−1])
≅

(OM
j′
)!
//
η∗
OO
AlgM(OMReg(X)[SX−1])
η∗
OO
≅

(OM
j′
)∗
oo
QFT(Reg(X0), SX0) QFT(Reg(X), SX)
with commutative left/right adjoint diagrams. The vertical adjunction on the left
goes between algebraic quantum field theories on the interiorX0 and their homotopy
analogues. ◇
9.4. Coherence Theorem
For the rest of this chapter, we will study the structure of homotopy alge-
braic quantum field theories. In Definition 9.2.2 we defined a homotopy algebraic
quantum field theory on an orthogonal category C = (C,⊥) as an algebra over the
colored operad WOM
C
∈ OperadC(M), which is the Boardman-Vogt construction of
9.4. COHERENCE THEOREM 187
the colored operad OM
C
∈ OperadC(M). Recall that OM
C
is the image under the
change-of-category functor
OperadC(Set) // OperadC(M)
of the colored operad O
C
in Definition 8.3.2.
The following coherence result describes homotopy algebraic quantum field the-
ories in terms of generating structure morphisms and generating relations. Recall
from Notation 4.5.1 the shorthand
Xc =Xc1 ⊗⋯⊗Xcm
for each C-colored object X and c = (c1, . . . , cm) ∈ Prof(C). Also recall from Nota-
tion 4.4.6 that for A ∈ MProf(C)×C and a vertex v in a C-colored tree, A(v) is the
shorthand for the entry A(out(v)in(v) ).
Theorem 9.4.1. Suppose C = (C,⊥) is an orthogonal category with object set
C. Then a homotopy algebraic quantum field theory on C is exactly a pair (X,λ)
consisting of
● a C-colored object X = {Xc}c∈C in M and
● a structure morphism
(9.4.2) J[T ]⊗Xc λ
{fv}
T // Xd ∈M
for
– each T ∈ TreeC(dc) with (dc) ∈ Prof(C) × C and
– each {fv} ∈∏v∈Vt(T )OC(v)
that satisfies the following four conditions.
Associativity: For (c = (c1, . . . , cn);d) ∈ Prof(C) × C with n ≥ 1, T ∈
TreeC(dc), Tj ∈ TreeC(cjb
j
) for 1 ≤ j ≤ n, b = (b1, . . . , bn),
G = Graft(T ;T1, . . . , Tn) ∈ TreeC(db)
the grafting (3.3.1), {fv} ∈ ∏v∈Vt(T )OC(v), and {fuj } ∈ ∏u∈Vt(Tj)OC(u)
for 1 ≤ j ≤ n, the diagram
(9.4.3) J[T ]⊗ ( n⊗
j=1
J[Tj])⊗Xb
permute ≅

π // J[G]⊗Xb
λ
{fv},{fu
j
}n
j=1
G

J[T ]⊗ n⊗
j=1
(J[Tj]⊗Xb
j
)
(Id,⊗j λ{fuj }Tj )

J[T ]⊗Xc λ
{fv}
T // Xd
is commutative. Here π = ⊗S 1 is the morphism in Lemma 6.2.7 for the
grafting G.
Unity: For each c ∈ C, the composition
(9.4.4) Xc
≅ // J[↑c]⊗Xc λ
∅
↑c // Xc
is the identity morphism of Xc.
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Equivariance: For each T ∈ TreeC(dc), permutation σ ∈ Σ∣c∣, and {fv} ∈
∏v∈Vt(T )OC(v), the diagram
(9.4.5) J[T ]⊗Xc
(Id,σ−1)

λ
{fv}
T // Xd
J[Tσ]⊗Xcσ λ
{fv}
Tσ // Xd
is commutative, in which Tσ ∈ TreeC( dcσ) is the same as T except that
its ordering is ζTσ with ζT the ordering of T . The permutation σ
−1 ∶
Xc
≅ // Xcσ permutes the factors in Xc.
Wedge Condition: For T ∈ TreeC(dc), Hv ∈ TreeC(v) for each v ∈ Vt(T ),
K = T (Hv)v∈T the tree substitution, and {fuv } ∈∏u∈Vt(Hv)OC(u) for each
v ∈ Vt(T ), the diagram
(9.4.6) J[T ]⊗Xc
(J,Id)

λ
{hv}
T // Xd
J[K]⊗Xc λ
{fuv }u∈K
K // Xd
is commutative, in which
hv = γOCHv({fuv }u∈Hv) ∈ OC(v)
for each v ∈ Vt(T ) with
γ
O
C
Hv
∶ O
C
[Hv] // OC(v) ∈ Set
the operadic structure morphism (4.4.10) of O
C
for Hv.
A morphism f ∶ (X,λX) // (Y,λY ) of homotopy algebraic quantum field theories
on C is a morphism of the underlying C-colored objects that respects the structure
morphisms in (9.4.2) in the obvious sense.
Proof. This is the special case of the Coherence Theorem 7.2.1 for the C-
colored operad OM
C
. Indeed, recall that the C-colored operad OM
C
has entries
OM
C
(d
c
) = ∐
O
C
(d
c
)
1
for (c;d) ∈ Prof(C) × C. For each C-colored tree T , there is a natural isomorphism
OM
C
[T ] =⊗
v∈T
OM
C
(out(v)
in(v) ) =⊗
v∈T
[ ∐
O
C
(v)
1] ≅ ∐
∏
v∈T
O
C
(v)
1.
It follows that there is a natural isomorphism
J[T ]⊗OM
C
[T ]⊗Xc ≅ ∐
∏
v∈T
O
C
(v)
J[T ]⊗Xc.
Therefore, the structure morphism λT in (7.2.2) is uniquely determined by the
restrictions λ
{fv}
T as stated in (9.4.2). The associativity, unity, equivariance, and
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wedge conditions (9.4.3)-(9.4.6) are exactly those in the Coherence Theorem 7.2.1.

9.5. Homotopy Causality Axiom
In this section, we explain that every homotopy algebraic quantum field theory
satisfies a homotopy coherent version of the causality axiom.
Motivation 9.5.1. An algebraic quantum field theory A ∈ QFT(C) on an
orthogonal category C = (C,⊥) satisfies the causality axiom (8.2.4). It says that for
each orthogonal pair (g1 ∶ a // c, g2 ∶ b // c) ∈ ⊥, the diagram
A(a)⊗A(b) (A(g1),A(g2)) // A(c)⊗A(c) µc(1 2) //
µc
// A(c)
is commutative, where (1 2) is the symmetry permutation on A(c)⊗2. For a homo-
topy algebraic quantum field theory, we should expect this diagram to commute up
to specified homotopies. ◇
To explain the homotopy version of the causality axiom, we need the following
notations. As before, using the canonical bijection in Example 8.3.4, for a morphism
f ∈ C(c, d), we will abbreviate an element [id1, f] ∈ OC(dc) to just f .
Assumption 9.5.2. Suppose C = (C,⊥) is an orthogonal category with object
set C, and (g1 ∶ a // c, g2 ∶ b // c) is an orthogonal pair in C.
● Suppose C = Cor(c,c;c) ∈ TreeC( cc,c), and Cab = Cor(a,b;c) ∈ TreeC( ca,b).
● Suppose L1 = Lin(a,c) ∈ TreeC(ca), and L2 = Lin(b,c) ∈ TreeC(cb).
● Define the grafting T = Graft(C;L1, L2) ∈ TreeC( ca,b), which we may visu-
alize as follows.
c
a b
c c
Note that T is the 2-level tree T ((a), (b); (c, c); c) in Example 3.1.23, and
it has two internal edges.
● Denote by Id2c the element [id2,{Idc, Idc}] ∈ OC( cc,c).
● Denote by τ the element [(1 2),{Idc, Idc}] ∈ OC( cc,c), where (1 2) is the
non-identity permutation in Σ2.
● Denote by g the element [id2,{g1, g2}] ∈ OC( ca,b).
The following result is the homotopy coherent version of the causality axiom.
To simplify the notation, we will omit writing some of the identity morphisms
below.
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Theorem 9.5.3. In the context of Assumption 9.5.2, suppose (X,λ) is a ho-
motopy algebraic quantum field theory on C. Then the diagram
1
⊗2 ⊗Xa ⊗Xb
1⊗2

J[C] ⊗ (J[L1] ⊗Xa) ⊗ (J[L2] ⊗Xb)≅oo
(λg1
L1
,λ
g2
L2
)
// J[C] ⊗X⊗2c
λ
Id2c
C

J⊗2 ⊗Xa ⊗Xb ≅ // J[T ] ⊗Xa ⊗Xb
λ
{Id2c,g1,g2}
T // Xc
1
⊗2 ⊗Xa ⊗Xb
0⊗2

0⊗2
OO
J[Cab] ⊗Xa ⊗Xb≅oo
λ
g
Cab //
(1)
(2)
Xc
J⊗2 ⊗Xa ⊗Xb ≅ // J[T ] ⊗Xa ⊗Xb
λ
{τ,g1,g2}
T // Xc
1
⊗2 ⊗Xa ⊗Xb
1⊗2
OO
J[C] ⊗ (J[L1] ⊗Xa) ⊗ (J[L2] ⊗Xb)≅oo
(λg1
L1
,λ
g2
L2
)
// J[C] ⊗X⊗2c
λτC
OO
in M is commutative, where 0,1 ∶ 1 // J are part of the commutative segment J .
Proof. This is a consequence of the Coherence Theorem 9.4.1 for homotopy
algebraic quantum field theories. Indeed, in the above diagram:
(1) The top and bottom rectangles are commutative by the associativity con-
dition (9.4.3) and the grafting definition of T .
(2) The rectangle (1) is commutative by the wedge condition (9.4.6) applied
to the tree substitution
T = Cab(T ) ∈ TreeC( ca,b)
and by the equalities
γ
O
C
T (Id2c ; g1, g2) = [id2,{g1, g2}] = g ∈ OC( ca,b).
(3) The rectangle (2) is commutative by the same wedge condition and the
equalities
g = [(1 2),{g1, g2}] = γOCT (τ ; g1, g2) ∈ OC( ca,b),
the first of which holds because g1 and g2 are orthogonal.

Interpretation 9.5.4. Theorem 9.5.3 is a precise form of the statement that
the diagram
Xa ⊗Xb
(Xg1 ,Xg2) //
(Xg1 ,Xg2)

Xc ⊗Xc
µc2

Xc ⊗Xc
µc2(1 2) // Xc
is commutative up to homotopy. Here µc2 is the binary multiplication in the A∞-
algebra Xc as in Example 7.5.11. So Theorem 9.5.3 says that each homotopy alge-
braic quantum field theory satisfies the causality axiom up to specified homotopies
that are also structure morphisms. ◇
Theorem 9.5.3 can be applied to all the orthogonal categories in Section 8.4.
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Example 9.5.5 (Homotopy causality in homotopy chiral conformal QFT). Ap-
plied to the orthogonal category Mand in Example 8.4.7, Theorem 9.5.3 says that
every WOM
Mand
-algebra satisfies the causality axiom up to specified homotopies. ◇
Example 9.5.6 (Homotopy causality in homotopy chiral conformal QFT on
discs). Applied to the orthogonal category Discd in Example 8.4.8, Theorem 9.5.3
says that every WOM
Discd
-algebra satisfies the causality axiom up to specified homo-
topies. ◇
Example 9.5.7 (Homotopy causality in homotopy chiral conformal QFT on
a fixed manifold). Applied to the orthogonal category Open(X) for X ∈ Mand
in Example 8.4.9, Theorem 9.5.3 says that every WOM
Open(X)-algebra satisfies the
causality axiom up to specified homotopies. ◇
Example 9.5.8 (Homotopy causality in homotopy Euclidean QFT). Applied
to the orthogonal category Riemd in Example 8.4.10, Theorem 9.5.3 says that every
WOM
Riemd
-algebra satisfies the causality axiom up to specified homotopies. ◇
Example 9.5.9 (Homotopy causality in homotopy locally covariant QFT). Ap-
plied to the orthogonal category Locd[S−1] in Example 8.4.11,Theorem 9.5.3 says
that every WOM
Locd[S−1]-algebra satisfies the causality axiom up to specified homo-
topies. ◇
Example 9.5.10 (Homotopy causality in homotopy locally covariant QFT on a
fixed spacetime). Applied to the orthogonal category Gh(X)[S−1] for X ∈ Locd in
Example 8.4.12, Theorem 9.5.3 says that every WOM
Gh(X)[S−1]-algebra satisfies the
causality axiom up to specified homotopies. ◇
Example 9.5.11 (Homotopy causality in homotopy dynamical quantum gauge
theories on principal bundles). Applied to the orthogonal category LocdG[SG−1] in
Example 8.4.13, Theorem 9.5.3 says that every WOM
Locd
G
[SG−1]-algebra satisfies the
causality axiom up to specified homotopies. ◇
Example 9.5.12 (Homotopy causality in homotopy charged matter QFT on
background gauge fields). Applied to the orthogonal category LocdG,con[SG−1] in
Example 8.4.14, Theorem 9.5.3 says that every WOM
Locd
G,con
[SG−1]-algebra satisfies
the causality axiom up to specified homotopies. ◇
Example 9.5.13 (Homotopy causality in homotopy Dirac QFT). Applied to
the orthogonal category SLocd[Sπ−1] in Example 8.4.15, Theorem 9.5.3 says that
everyWOM
SLocd[Sπ−1]-algebra satisfies the causality axiom up to specified homotopies.
◇
Example 9.5.14 (Homotopy causality in homotopy QFT on structured space-
times). Applied to the orthogonal category Str[Sπ−1] in Example 8.4.16, Theorem
9.5.3 says that everyWOM
Str[Sπ−1]-algebra satisfies the causality axiom up to specified
homotopies. ◇
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Example 9.5.15 (Homotopy causality in homotopy QFT on spacetime with
timelike boundary). Applied to the orthogonal category Reg(X)[SX−1], where X
is a spacetime with timelike boundary, in Example 8.4.17, Theorem 9.5.3 says that
every WOM
Reg(X)[SX−1]-algebra satisfies the causality axiom up to specified homo-
topies. ◇
9.6. Homotopy Coherent Diagrams
Using the Coherence Theorem 9.4.1, for the next few sections we will explain
the structure that exists in homotopy algebraic quantum field theories, i.e., inWOM
C
-
algebras. In this section, we explain the homotopy coherent diagram structure that
exists on each homotopy algebraic quantum field theory.
Motivation 9.6.1. Recall from Example 4.5.21 that for each small category
C with object set C, there is a C-colored operad Cdiag in M whose algebras are
C-diagrams in M. The algebras over the Boardman-Vogt construction WCdiag are
homotopy coherent C-diagrams in M, as we explained in Section 7.3. An alge-
braic quantum field theory on an orthogonal category C is, first of all, a functor
C // Mon(M). Composing with the forgetful functor to M, each algebraic quan-
tum field theory yields an underlying C-diagram in M. So we should expect a
homotopy algebraic quantum field theory on C to have the structure of a homotopy
coherent C-diagram in M. ◇
For any colors c, d ∈ C, recall from Example 8.3.4 that there is a canonical
bijection
C(c, d) ≅ O
C
(d
c
),
sending f ∈ C(c, d) to [id1, f]. This induces a canonical isomorphism
OM
C
(d
c
) = ∐
O
C
(d
c
)
1 ≅ ∐
C(c,d)
1,
which we will use below.
Theorem 9.6.2. Suppose C = (C,⊥) is an orthogonal category with object set
C.
(1) There is a morphism of C-colored operads
p ∶ Cdiag // OM
C
in M defined entrywise as follows.
● For c, d ∈ C, the morphism
Cdiag(dc) = ∐
C(c,d)1
p
≅
// OM
C
(d
c
) ∈M
sends the copy of 1 in Cdiag(dc) corresponding to f ∈ C(c, d) to the copy
of 1 in OM
C
(d
c
) corresponding to [id1, f] ∈ OC(dc).
● If ∣c∣ /= 1, then
Cdiag(dc) = ∅ p // OM
C
(d
c
) ∈M
is the unique morphism from the initial object ∅.
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(2) The morphism p induces a change-of-operad adjunction
AlgM(WCdiag) (Wp)! // AlgM(WOMC ) = HQFT(C)(Wp)∗oo
between the category of homotopy coherent C-diagrams in M and the cat-
egory of homotopy algebraic quantum field theories on C.
Proof. For assertion (1), note that the equivariant structure on Cdiag is trivial,
since it is concentrated in unary entries, and its operadic composition is given by
the categorical composition in C. A direct inspection of Definition 8.3.2 of O
C
shows that p is entrywise well-defined and respects the colored units and operadic
composition. Therefore, p is a morphism of C-colored operads.
Assertion (2) follows from assertion (1), the naturality of the Boardman-Vogt
construction in Proposition 6.4.3, and Theorem 5.1.8. 
Interpretation 9.6.3. The right adjoint (Wp)∗ sends each homotopy alge-
braic quantum field theory on C to its underlying WCdiag-algebra, i.e., homotopy
coherent C-diagram in M. More explicitly, suppose (X,λ) ∈ HQFT(C), and recall
the Coherence Theorem 7.3.5 for homotopy coherent C-diagrams in M. Suppose
given a profile c = (c0, . . . , cn) ∈ Prof(C) and a sequence of composable morphisms
f = {fj} ∈ n∏
j=1
C(cj−1, cj) ≅ n∏
j=1
O
C
( cj
cj−1
).
Then the structure morphism
(9.6.4) J[Linc]⊗ [(Wp)∗X]c0 = J[Linc]⊗Xc0
λ
f
c
// Xcn = [(Wp)∗X]cn ∈M
in (7.3.6) of the homotopy coherent C-diagram (Wp)∗X is given by the structure
morphism λ
{[id1,fj]}
Linc
in (9.4.2). ◇
Theorem 9.6.2 can be applied to all the orthogonal categories in Section 8.4.
Example 9.6.5 (Homotopy coherent diagram in homotopy chiral conformal
QFT). Applied to the orthogonal category Mand in Example 8.4.7, we obtain the
adjunction
AlgM(W(Mand)diag) (Wp)! // AlgM(WOM
Mand
) = HQFT(Mand)(Wp)∗oo
between the category of homotopy coherent Mand-diagrams in M and the category
of homotopy chiral conformal quantum field theories. ◇
Example 9.6.6 (Homotopy coherent diagram in homotopy chiral conformal
QFT on discs). Applied to the orthogonal category Discd in Example 8.4.8, we
obtain the adjunction
AlgM(W(Discd)diag) (Wp)! // AlgM(WOM
Discd
) = HQFT(Discd)(Wp)∗oo
between the category of homotopy coherent Discd-diagrams in M and the category
of homotopy chiral conformal quantum field theories defined on oriented manifolds
diffeomorphic to Rd. ◇
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Example 9.6.7 (Homotopy coherent diagram in homotopy chiral conformal
QFT on a fixed manifold). Applied to the orthogonal category Open(X) for X ∈
Mand in Example 8.4.9, we obtain the adjunction
AlgM(W(Open(X))diag) (Wp)! // AlgM(WOMOpen(X)) = HQFT(Open(X))(Wp)∗oo
between the category of homotopy coherent Open(X)-diagrams in M and the cat-
egory of homotopy chiral conformal quantum field theories defined on X . ◇
Example 9.6.8 (Homotopy coherent diagram in homotopy Euclidean QFT).
Applied to the orthogonal category Riemd in Example 8.4.10, we obtain the adjunc-
tion
AlgM(W(Riemd)diag) (Wp)! // AlgM(WOM
Riemd
) = HQFT(Riemd)(Wp)∗oo
between the category of homotopy coherent Riemd-diagrams in M and the category
of homotopy Euclidean quantum field theories. ◇
Example 9.6.9 (Homotopy coherent diagram in homotopy locally covariant
QFT). Applied to the orthogonal category Locd[S−1] in Example 8.4.11, we obtain
the adjunction
AlgM(W(Locd[S−1])diag) (Wp)! // AlgM(WOM
Locd[S−1]) = HQFT(Locd[S−1])(Wp)∗oo
between the category of homotopy coherent Locd[S−1]-diagrams in M and the cat-
egory of homotopy locally covariant quantum field theories. ◇
Example 9.6.10 (Homotopy coherent diagram in homotopy locally covariant
QFT on a fixed spacetime). Applied to the orthogonal category Gh(X)[S−1] for
X ∈ Locd in Example 8.4.12, we obtain the adjunction
AlgM(W(Gh(X)[S−1])diag) (Wp)! // AlgM(WOMGh(X)[S−1]) = HQFT(Gh(X)[S−1])(Wp)∗oo
between the category of homotopy coherent Gh(X)[S−1]-diagrams in M and the
category of homotopy locally covariant quantum field theories defined on X . ◇
Example 9.6.11 (Homotopy coherent diagram in homotopy dynamical quan-
tum gauge theories on principal bundles). Applied to the orthogonal category
LocdG[SG−1] in Example 8.4.13, we obtain the adjunction
AlgM(W(LocdG[SG−1])diag) (Wp)! // AlgM(WOM
Locd
G
[SG−1]) = HQFT(LocdG[SG−1])(Wp)∗oo
between the category of homotopy coherent LocdG[SG−1]-diagrams in M and the
category of homotopy dynamical quantum gauge theories on principal G-bundles.◇
Example 9.6.12 (Homotopy coherent diagram in homotopy charged matter
QFT on background gauge fields). Applied to the orthogonal category LocdG,con[SG−1]
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in Example 8.4.14, we obtain the adjunction
AlgM(W(LocdG,con[SG−1])diag) (Wp)! // AlgM(WOM
Locd
G,con
[SG−1])(Wp)∗oo
HQFT(LocdG,con[SG−1])
between the category of homotopy coherent LocdG,con[SG−1]-diagrams in M and the
category of homotopy charged matter quantum field theories on background gauge
fields. ◇
Example 9.6.13 (Homotopy coherent diagram in homotopy Dirac QFT). Ap-
plied to the orthogonal category SLocd[Sπ−1] in Example 8.4.15, we obtain the
adjunction
AlgM(W(SLocd[Sπ−1])diag) (Wp)! // AlgM(WOM
SLocd[Sπ−1]) = HQFT(SLocd[Sπ−1])(Wp)∗oo
between the category of homotopy coherent SLocd[Sπ−1]-diagrams in M and the
category of homotopy Dirac quantum fields. ◇
Example 9.6.14 (Homotopy coherent diagram in homotopy QFT on structured
spacetimes). Applied to the orthogonal category Str[Sπ−1] in Example 8.4.16, we
obtain the adjunction
AlgM(W(Str[Sπ−1])diag) (Wp)! // AlgM(WOMStr[Sπ−1]) = HQFT(Str[Sπ−1])(Wp)∗oo
between the category of homotopy coherent Str[Sπ−1]-diagrams in M and the cat-
egory of homotopy quantum field theories on π ∶ Str // Locd. ◇
Example 9.6.15 (Homotopy coherent diagram in homotopy QFT on space-
time with timelike boundary). Applied to the orthogonal category Reg(X)[SX−1],
where X is a spacetime with timelike boundary, in Example 8.4.17, we obtain the
adjunction
AlgM(W(Reg(X)[SX−1])diag) (Wp)! // AlgM(WOMReg(X)[SX−1])(Wp)∗oo
HQFT(Reg(X)[SX−1])
between the category of homotopy coherent Reg(X)[SX−1]-diagrams in M and the
category of homotopy algebraic quantum field theories on X . ◇
9.7. Homotopy Time-Slice Axiom
In this section, we explain that for an orthogonal category C = (C,⊥) and a
set S of morphisms in C, every homotopy algebraic quantum field theory on the
orthogonal category C[S−1] = (C[S−1], ℓ∗(⊥)) satisfies a homotopy coherent version
of the time-slice axiom.
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Motivation 9.7.1. For a chosen set S of morphisms in C, recall from Definition
8.2.3 that an algebraic quantum field theory A on C satisfies the time-slice axiom
with respect to S if the structure morphism A(s) ∈ Mon(M) is an isomorphism
for each morphism s ∈ S. By Lemma 8.2.7 we know that algebraic quantum field
theories on C that satisfy the time-slice axiom with respect to S are exactly the
algebraic quantum field theories on C[S−1] = (C[S−1], ℓ∗(⊥)), with
● C[S−1] the S-localization of the category C and
● ℓ∗(⊥) the pushforward of the orthogonality relation ⊥ in C along the S-
localization ℓ ∶ C // C[S−1].
Therefore, we should expect each homotopy algebraic quantum field theory on
C[S−1], i.e., WOM
C[S−1]-algebra, to have homotopy inverses for the structure mor-
phisms in S.
In Theorem 9.6.2 we constructed a morphism of C-colored operads
p ∶ C[S−1]diag // OM
C[S−1]
together with an induced change-of-operad adjunction
AlgM(WC[S−1]diag) (Wp)! // AlgM(WOMC[S−1]) = HQFT(C[S−1])(Wp)∗oo
between the category of homotopy coherent C[S−1]-diagrams in M and the cate-
gory of homotopy algebraic quantum field theories on C[S−1]. The right adjoint(Wp)∗ leaves the underlying entries unchanged, so each WOM
C[S−1]-algebra has an
underlying homotopy coherent C[S−1]-diagram in M. ◇
For the following result on homotopy time-slice, recall from Example 3.1.19 the
notation Linc for a linear graph associated to a profile c and from Definition 6.2.1
the morphisms 0,1 ∶ 1 // J as part of the commutative segment J . To simplify
the notation, using the canonical bijection
C[S−1](c, d) ≅ // Σ1 × C[S−1](c, d) = OC[S−1](dc) , f ✤ // [id1, f]
in Example 8.3.4, we will abbreviate an element [id1, f] ∈ OC[S−1](dc) to f . We will
use the notation λ
{fv}
T in (9.4.2) for a structure morphism of a homotopy algebraic
quantum field theory.
Theorem 9.7.2. Suppose C = (C,⊥) is an orthogonal category, and S is a set
of morphisms in C. Suppose (X,λ) is a homotopy algebraic quantum field theory
on C[S−1] = (C[S−1], ℓ∗(⊥)), i.e., a WOM
C[S−1]-algebra. Suppose f ∶ c // d is a
morphism in S with inverse f−1 ∶ d // c ∈ C[S−1]. Then the structure morphism
J[Lin(d,c)]⊗Xd = 1⊗Xd
λ
{f−1}
Lin(d,c)
// Xc ∈M
is a two-sided homotopy inverse of the structure morphism
J[Lin(c,d)]⊗Xc = 1⊗Xc
λ
{f}
Lin(c,d)
// Xd ∈M
in the following sense.
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(1) λ
{f−1}
Lin(d,c)
is a left homotopy inverse of λ
{f}
Lin(c,d)
in the sense that the diagram
1⊗Xc = J[Lin(c,c)]⊗Xc
(0,Id)

λ
{f−1f}
Lin(c,c)
++❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
Xc
≅oo
IdXc

J ⊗Xc = J[Lin(c,d,c)]⊗Xc
λ
{f,f−1}
Lin(c,d,c)
// Xc
1⊗Xc
(1,Id)
OO
J[Lin(d,c)]⊗ J[Lin(c,d)]⊗Xc
≅
OO
(Id,λ{f}
Lin(c,d)
)
// J[Lin(d,c)]⊗Xd
λ
{f−1}
Lin(d,c)
OO
in M is commutative.
(2) λ
{f−1}
Lin(d,c)
is a right homotopy inverse of λ
{f}
Lin(c,d)
in the sense that the dia-
gram
1⊗Xd = J[Lin(d,d)]⊗Xd
(0,Id)

λ
{ff−1}
Lin(d,d)
++❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
❱❱❱❱
Xd
≅oo
IdXd

J ⊗Xd = J[Lin(d,c,d)]⊗Xd
λ
{f−1,f}
Lin(d,c,d)
// Xd
1⊗Xd
(1,Id)
OO
J[Lin(c,d)]⊗ J[Lin(d,c)]⊗Xd
≅
OO
(Id,λ{f−1}
Lin(d,c)
)
// J[Lin(c,d)]⊗Xc
λ
{f}
Lin(c,d)
OO
in M is commutative.
Proof. This is Corollary 7.4.2 applied to the underlying homotopy coherent
C[S−1]-diagram in M of (X,λ). 
Interpretation 9.7.3. Every homotopy algebraic quantum field theory on
C[S−1] = (C[S−1], ℓ∗(⊥)) satisfies a homotopy version of the time-slice axiom in the
sense that each structure morphism λ
{f}
Lin(c,d)
for f ∈ S has the structure morphism
λ
{f−1}
Lin(d,c)
as a two-sided homotopy inverse via specified homotopies. Furthermore,
the homotopies λ
{f,f−1}
Lin(c,d,c)
and λ
{f−1,f}
Lin(d,c,d)
are specified structure morphisms of the
homotopy algebraic quantum field theory. In other words, each two-sided homotopy
inverse and the corresponding homotopies are already encoded in the Boardman-
Vogt construction WOM
C[S−1] of OMC[S−1]. ◇
Example 9.7.4 (Homotopy time-slice in homotopy locally covariant QFT).
In the context of Example 9.6.9, every WOM
Locd[S−1]-algebra satisfies the homotopy
time-slice axiom in the sense of Theorem 9.7.2. ◇
198 9. HOMOTOPY ALGEBRAIC QUANTUM FIELD THEORIES
Example 9.7.5 (Homotopy time-slice in homotopy locally covariant QFT on
a fixed spacetime). In the context of Example 9.6.10, every WOM
Gh(X)[S−1]-algebra
satisfies the homotopy time-slice axiom in the sense of Theorem 9.7.2. ◇
Example 9.7.6 (Homotopy time-slice in homotopy dynamical quantum gauge
theories on principal bundles). In the context of Example 9.6.11, everyWOM
Locd
G
[SG−1]-
algebra satisfies the homotopy time-slice axiom in the sense of Theorem 9.7.2. ◇
Example 9.7.7 (Homotopy time-slice in homotopy charged matter QFT on
background gauge fields). In the context of Example 9.6.12, every WOM
Locd
G,con
[SG−1]-
algebra satisfies the homotopy time-slice axiom in the sense of Theorem 9.7.2. ◇
Example 9.7.8 (Homotopy time-slice in homotopy Dirac quantum fields). In
the context of Example 9.6.13, every WOM
SLocd[Sπ−1]-algebra satisfies the homotopy
time-slice axiom in the sense of Theorem 9.7.2. ◇
Example 9.7.9 (Homotopy time-slice in homotopy QFT on structured space-
times). In the context of Example 9.6.14, every WOM
Str[Sπ−1]-algebra satisfies the
homotopy time-slice axiom in the sense of Theorem 9.7.2. ◇
Example 9.7.10 (Homotopy time-slice in homotopy QFT on spacetime with
timelike boundary). In the context of Example 9.6.15, everyWOM
Reg(X)[SX−1]-algebra
satisfies the homotopy time-slice axiom in the sense of Theorem 9.7.2. ◇
9.8. Objectwise A∞-Algebra
In this section, we explain that each homotopy algebraic quantum field theory
on an orthogonal category is objectwise an A∞-algebra.
Motivation 9.8.1. Recall from Example 4.5.17 that there is a 1-colored operad
As whose algebras are precisely monoids in M. In Section 7.5 we observed that alge-
bras over the Boardman-Vogt constructionWAs, calledA∞-algebras, are in a precise
sense monoids up to coherent higher homotopies. An algebraic quantum field the-
ory A on an orthogonal category C is, first of all, a functor A ∶ C // Mon(M). So
for each object c ∈ C, A(c) is a monoid in M. Therefore, it is reasonable to expect
that a homotopy algebraic quantum field theory on C is objectwise an A∞-algebra
in M. ◇
In the following result, we assume the unique color for the 1-colored operad As
is ∗. Recall from Definition 8.3.2 the set O
C
(d
c
). We will write 1x for a copy of 1
indexed by an element x.
Theorem 9.8.2. Suppose C = (C,⊥) is an orthogonal category, and c ∈ C.
(1) There is an operad morphism
jc ∶ As // O
M
C
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that sends ∗ to c and is defined entrywise by the commutative diagrams
1σ
= //
σ summand

1[σ,{Idc}ni=1]
[σ,{Idc}ni=1] summand

As(n) = ∐
σ∈Σn
1
jc
// ∐
O
C
( c
c,...,c
)
1 = OM
C
( c
c,...,c
)
for n ≥ 0 and σ ∈ Σn, where (c, . . . , c) has n copies of c.
(2) The operad morphism jc induces a change-of-operad adjunction
AlgM(WAs) (Wjc)! // AlgM(WOMC ) = HQFT(C)(Wjc)∗oo
between the category of A∞-algebras in M and the category of homotopy
algebraic quantum field theories on C.
Proof. It follows directly from Example 4.5.17 and Definition 8.3.2 that jc
is a well-defined operad morphism from the {∗}-colored operad As to the Ob(C)-
colored operad OM
C
. Assertion (2) follows from assertion (1), the naturality of the
Boardman-Vogt construction in Proposition 6.4.3, and Theorem 5.1.8. 
Interpretation 9.8.3. For each c ∈ C = Ob(C), the right adjoint (Wjc)∗ sends
each homotopy algebraic quantum field theory (X,λ) on the orthogonal category
C to the A∞-algebra Xc. Explicitly, for each n ≥ 0, T ∈ Tree{∗}(n), and {σv} ∈
∏v∈T Σ∣in(v)∣, the structure morphism
J[T ]⊗ [(Wjc)∗X]⊗n = J[T ]⊗X⊗nc λ
{σv}v∈T
T // Xc = (Wjc)∗X
in (7.5.6) of the A∞-algebra (Wjc)∗X is given by the structure morphism
(9.8.4) λ
{[σv ,{Idc}∣in(v)∣i=1 ]}v∈Tc
Tc
with [σv,{Idc}∣in(v)∣i=1 ] ∈ OC( cc,...,c)
in (9.4.2). Here Tc ∈ TreeC( cc,...,c) is the C-colored tree obtained from T by switching
each of its edge color from ∗ to c. ◇
Remark 9.8.5. We speculate that the objectwise A∞-algebra structure in
each homotopy algebraic quantum field theory may be related to non-associative
quantum field theory [Dzh94] and non-associative gauge theory [Maj05, MR05,
Oku95, Ram04]. ◇
Example 9.8.6 (Objectwise A∞-structure in homotopy chiral conformal QFT).
In the context of Example 9.3.2, everyWOM
Mand
-algebra has an A∞-algebra structure
in each color in the sense of Theorem 9.8.2. ◇
Example 9.8.7 (Objectwise A∞-structure in homotopy chiral conformal QFT
on discs). In the context of Example 9.3.3, everyWOM
Discd
-algebra has anA∞-algebra
structure in each color in the sense of Theorem 9.8.2. ◇
Example 9.8.8 (Objectwise A∞-structure in homotopy chiral conformal QFT
on a fixed manifold). In the context of Example 9.3.4, every WOM
Open(X)-algebra
has an A∞-algebra structure in each color in the sense of Theorem 9.8.2. ◇
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Example 9.8.9 (Objectwise A∞-structure in homotopy Euclidean QFT). In
the context of Example 9.3.5, every WOM
Riemd
-algebra has an A∞-algebra structure
in each color in the sense of Theorem 9.8.2. ◇
Example 9.8.10 (ObjectwiseA∞-structure in homotopy locally covariant QFT).
In the context of Example 9.3.6, everyWOM
Locd[S−1]-algebra has anA∞-algebra struc-
ture in each color in the sense of Theorem 9.8.2. ◇
Example 9.8.11 (Objectwise A∞-structure in homotopy locally covariant QFT
on a fixed spacetime). In the context of Example 9.3.7, everyWOM
Gh(X)[S−1]-algebra
has an A∞-algebra structure in each color in the sense of Theorem 9.8.2. ◇
Example 9.8.12 (Objectwise A∞-structure in homotopy dynamical quantum
gauge theories on principal bundles). In the context of Example 9.3.8, every
WOM
Locd
G
[SG−1]-algebra has an A∞-algebra structure in each color in the sense of
Theorem 9.8.2. ◇
Example 9.8.13 (Objectwise A∞-structure in homotopy charged matter QFT
on background gauge fields). In the context of Example 9.3.9, everyWOM
Locd
G,con
[SG−1]-
algebra has an A∞-algebra structure in each color in the sense of Theorem 9.8.2.
◇
Example 9.8.14 (Objectwise A∞-structure in homotopy Dirac QFT). In the
context of Example 9.3.10, every WOM
SLocd[Sπ−1]-algebra has an A∞-algebra struc-
ture in each color in the sense of Theorem 9.8.2. ◇
Example 9.8.15 (Objectwise A∞-structure in homotopy QFT on structured
spacetimes). In the context of Example 9.3.11, every WOM
Str[Sπ−1]-algebra has an
A∞-algebra structure in each color in the sense of Theorem 9.8.2. ◇
Example 9.8.16 (Objectwise A∞-structure in homotopy AQFT on spacetime
with timelike boundary). In the context of Example 9.3.12, every WOM
Reg(X)[SX−1]-
algebra has an A∞-algebra structure in each color in the sense of Theorem 9.8.2.
◇
9.9. Homotopy Coherent Diagrams of A∞-Algebras
In Section 9.6 we explained that each homotopy algebraic quantum field theory
on an orthogonal category C has the structure of a homotopy coherent C-diagram
in M. Moreover, in Section 9.8 we observed that each entry of a homotopy algebraic
quantum field theory on C has the structure of an A∞-algebra. In this section, we
explain how the homotopy coherent C-diagram structure and the objectwise A∞-
algebras in a homotopy algebraic quantum field theory are compatible with each
other.
Motivation 9.9.1. For an orthogonal category C, an algebraic quantum field
theory is, first of all, a functor A ∶ C // Mon(M), i.e., a C-diagram of monoids
in M. For each morphism g ∶ c // d in C, its image A(g) ∶ A(c) // A(d) is a
morphism of monoids in M. So it respects the multiplications and the units in the
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sense that the diagrams
(A(c))⊗p
⊗A(g)

µ
// A(c)
A(g)
(A(d))⊗p µ // A(d)
1
1A(c)
//
1A(d) ""❊
❊❊
❊❊
❊❊
❊❊
A(c)
A(g)

A(d)
are commutative for all p ≥ 2. In other words, the C-diagram structure and the
monoid structure commute. When these structures are replaced by a homotopy co-
herent C-diagram and objectwise A∞-algebras, we should expect the structures to
commute up to specified homotopies. The homotopy coherent version is necessarily
more involved because the structure morphisms in a homotopy coherent C-diagram
(9.6.4) are indexed by linear graphs, while those in an A∞-algebra (9.8.4) are in-
dexed by trees. ◇
Recall the minimal orthogonal category Cmin = (C,∅) in Example 8.4.1.
Corollary 9.9.2. Suppose C is a small category with object set C.
(1) There is an equality
OM
Cmin
= OMC ∈ OperadC(M),
where:
● OM
Cmin
is the image in OperadC(M) of O
Cmin
as in Definition 8.3.2.
● OMC is the C-colored operad in Example 4.5.22.
(2) Suppose C = (C,⊥) is an orthogonal category. Then the identity functor
on C defines an orthogonal functor
Cmin = (C,∅) i0 // C
and induces a diagram of change-of-operad adjunctions
AlgM(WOMC )
(WOMi0)! //
η!

AlgM(WOMC ) = HQFT(C)(WOMi0)∗
oo
η!

Mon(M)C ≅ AlgM(OMC )
(OMi0)! //
η∗
OO
AlgM(OMC ) ≅ QFT(C)(OMi0)∗
oo
η∗
OO
with commuting left adjoint diagram and commuting right adjoint dia-
gram.
Proof. The first assertion follows from the definition of OMC in Example 4.5.22
and Definition 8.3.2 of OM
Cmin
, where the equivalence relation ∼ is trivial for the
empty orthogonality relation. The second assertion follows from the first assertion,
Example 5.3.3, Corollary 6.4.9, and Theorem 8.3.6(2). 
Interpretation 9.9.3. Via the right adjoint (WOMi0)∗, every homotopy alge-
braic quantum field theory (X,λ) has an underlying WOMC -algebra, i.e., homotopy
coherent C-diagram of A∞-algebras as in Definition 7.7.2. Therefore, by Corollary
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7.7.6, (X,λ) has an underlying homotopy coherent C-diagram in M and an object-
wise A∞-algebra structure. These are the structures in Theorem 9.6.2 and Theorem
9.8.2. ◇
To explain the compatibility between these two structures precisely, we need
the following notations. Recall our convention that, for a vertex v in a C-colored
tree, we often abbreviate its profile Prof(v) ∈ Prof(C)×C to (v). Using the canonical
bijection in Example 8.3.4, for a morphism f ∈ C(c, d), we will abbreviate an element[id1, f] ∈ OC(dc) to just f .
Assumption 9.9.4. Suppose C = (C,⊥) is an orthogonal category with object
set C. Suppose:
● Tc ∈ Tree{c}( cc,...,c) is a c-colored tree for some color c ∈ C, where (c, . . . , c) ∈
Prof(C) has p ≥ 0 copies of c.
● Td ∈ Tree{d}( dd,...,d) is the d-colored tree obtained from Tc by replacing every
edge color by d.
● c = (c = c0, c1, . . . , cn = d) ∈ Prof(C) is a profile with n ≥ 1.
● L = Linc ∈ TreeC(dc) is the linear graph for the profile c.
Define the graftings
T 1 = Graft(L;Tc) ∈ TreeC( dc,...,c),
T 2 = Graft(Td; Lin(c,d), . . . ,Lin(c,d)´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
p copies
) ∈ TreeC( dc,...,c).
We may visualize T 1 (on the left) and T 2 (on the right) as follows.
L
Tc
⋯
d
e1
c c
⋯
Td
d
e21 e
2
p
c c
In T 1, the output flag of the c-colored tree Tc is grafted with the input leg of L.
The c-colored internal edge in T1 that extends from Tc to L, which is created by
the grafting, is denoted by e1. In T2, the output flag of a copy of Lin(c,d) is grafted
with each of the p input legs of Td. The d-colored internal edge that extends from
the kth copy of Lin(c,d) (from the left) to Td is denoted by e2k. Note that if Tc is a
corolla with p = 0, then
(9.9.5)
c
Tc = ∈ Tree{c}(c∅),
d
T 2 = Td = ∈ Tree{d}(d∅).
So in this case the grafting in T 2 is trivial because Td has no input legs.
Suppose
{gj} ∈ n∏
j=1
C(cj−1, cj) ≅ n∏
j=1
O
C
( cj
cj−1
)
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is a sequence of n composable morphisms in C. For each vertex v in Tc, suppose
(9.9.6) fv = [σv,{f iv}∣in(v)∣i=1 ] ∈ OC(v) = OC( cc,...,c)
in which (c, . . . , c) has ∣in(v)∣ copies of c, σv ∈ Σ∣in(v)∣, and each f iv ∈ C(c, c). Define
qv = [σv,{Idd}∣in(v)∣i=1 ] ∈ OC( dd,...,d),
in which (d, . . . , d) has ∣in(v)∣ copies of d. Note that if
(9.9.7) γ
O
C
T1
({gj}nj=1,{fv}v∈Tc) = [σ,{hi}pi=1] ∈ OC( dc,...,c)
for some permutation σ ∈ Σp and morphisms hi ∈ C(c, d), then we also have
(9.9.8) γ
O
C
T1
({gj}nj=1,{fv}v∈Tc) = γOCT2 ({qv}v∈Td ,{hi}pi=1),
where by our notational convention {hi} ∈ ∏pi=1OC(dc). This equality follows from
the fact that each gj is associated with the trivial permutation id1 ∈ Σ1.
The following result is the homotopy coherent compatibility between the ho-
motopy coherent C-diagram structure and the objectwise A∞-algebra structure in
a homotopy algebraic quantum field theory. A copy of the morphism 1 ∶ 1 // J
corresponding to an internal edge e will be denoted by 1e below. To simplify the
notation, we will omit writing some of the identity morphisms below.
Theorem 9.9.9. Suppose (X,λ) is a homotopy algebraic quantum field theory
on C in the setting of Assumption 9.9.4. Then the diagram
1⊗ J[L] ⊗ J[Tc] ⊗X⊗pc
1
e1

J[L] ⊗ J[Tc] ⊗X⊗pc≅oo
λ
{fv}
Tc // J[L] ⊗Xc
λ
{gj}
L

J[T1] ⊗X⊗pc
λ
{gj}nj=1,{fv}
T1 // Xd
1
⊗∣T1∣ ⊗X⊗pc ≅ 1⊗∣T2∣ ⊗X⊗pc
0⊗∣T1 ∣
OO
0⊗∣T2 ∣

J[Cor(c;d)] ⊗X⊗pc
≅oo
λ
[σ,{hi}
p
i=1
]
Cor(c;d)
// Xd
J[T2] ⊗X⊗pc
λ
{qv},{hi}
p
i=1
T2 // Xd
J[Td] ⊗ 1⊗p ⊗X⊗pc
p
⊗
i=1
1
e2
i
OO
J[Td] ⊗
p
⊗
i=1
[J[Lin(c,d)] ⊗Xc]
≅oo
⊗
i
λ
{hi}
Lin(c,d)
// J[Td] ⊗X⊗pd
λ
{qv}
Td
OO
is commutative, where the morphisms 0,1 ∶ 1 // J are part of the commutative
segment J .
Proof. This is a consequence of the Coherence Theorem 9.4.1 for homotopy
algebraic quantum field theories. Indeed, in the above diagram from top to bottom:
● The top rectangle is commutative by the associativity condition (9.4.3)
and the grafting definition of T1.
● The second rectangle is commutative by (9.9.7) and the wedge condition
(9.4.6) applied to the tree substitution T1 = Cor(c;d)(T1).
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● The third rectangle is commutative by (9.9.8) and the wedge condition
(9.4.6) applied to the tree substitution T2 = Cor(c;d)(T2).
● The bottom rectangle is commutative by the associativity condition (9.4.3)
and the grafting definition of T2.

Theorem 9.9.9 applies to all the homotopy algebraic quantum field theories
in Section 9.3. In the following examples, we will explain some special cases of
Theorem 9.9.9.
Example 9.9.10 (Homotopy compatibility). In (9.9.6) suppose each f iv = Idc.
Then
fv = [σv,{Idc}∣in(v)∣i=1 ] ∈ OC( cc,...,c) for v ∈ Vt(Tc),
hi = gn ○ ⋯ ○ g1 ∈ C(c, d) ≅ OC(dc) for 1 ≤ i ≤ p.
In the commutative diagram in Theorem 9.9.9:
● The structure morphism
J[Tc]⊗X⊗pc λ
{fv}
Tc // Xc
is part of the A∞-algebra Xc as explained in (9.8.4).
● Similarly, the structure morphism
J[Td]⊗X⊗pd
λ
{qv}
Td // Xd
is part of the A∞-algebra Xd.
● The structure morphisms
J[L]⊗Xc λ
{gj}
L // Xd and J[Lin(c,d)]⊗Xc
λ
{hi}
Lin(c,d)
// Xd
for 1 ≤ i ≤ p are part of the homotopy coherent C-diagram structure of(X,λ) as explained in (9.6.4).
Therefore, the entire commutative diagram in Theorem 9.9.9 is expressing an up-to-
homotopy compatibility between the homotopy coherent C-diagram structure and
the objectwise A∞-algebra structure via specified homotopies in each homotopy
algebraic quantum field theory. ◇
Example 9.9.11 (Homotopy preservation of homotopy units). In the context
of Example 9.9.10, suppose further that Tc = Cor(∅;c) with p = 0 as in (9.9.5) and
that n = 1, so L = Lin(c,d). Then the commutative diagram in Theorem 9.9.9 is a
precise version of the statement that, for g ∈ C(c, d), the diagram
1
µc0 //
µd0 !!❈
❈❈
❈❈
❈❈
❈ Xc
Xg

Xd
is commutative up to homotopy. Here Xg is the notation in Example 7.3.11 for a
homotopy coherent C-diagram. Similarly, µc0 and µ
d
0 are the two-sided homotopy
units in the A∞-algebras Xc and Xd, respectively, as explained in Examples 7.5.12
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and 7.5.13. Therefore, in this case Theorem 9.9.9 says that, in each homotopy
algebraic quantum field theory, the homotopy coherent C-diagram structure pre-
serves the two-sided homotopy units in the objectwise A∞-algebras up to specified
homotopies. ◇
Example 9.9.12 (Homotopy preservation of multiplication). In the context of
Example 9.9.10, suppose further that
Tc = Cor(c,...,c;c)
is a c-colored corolla with p inputs and that n = 1, so L = Lin(c,d). Then the
commutative diagram in Theorem 9.9.9 is a precise version of the statement that,
for g ∈ C(c, d), the diagram
X⊗pc
µcp
//
⊗
i
Xg

Xc
Xg

X
⊗p
d
µdp
// Xd
is commutative up to homotopy. Here µcp and µ
d
p are the multiplications in the
A∞-algebras Xc and Xd, respectively, as in Example 7.5.11. Therefore, in this
case Theorem 9.9.9 says that, in each homotopy algebraic quantum field theory,
the homotopy coherent C-diagram structure preserves the multiplications in the
objectwise A∞-algebras up to specified homotopies. ◇

CHAPTER 10
Prefactorization Algebras
In this chapter, we define prefactorization algebras on a configured category as
algebras over a suitable colored operad and observe their basic structure. In Section
10.1 we briefly review prefactorization algebras on a topological space in the original
sense of Costello-Gwilliam [CG17]. Configured categories are abstractions of the
category Open(X) for a topological space X and are defined in Section 10.2. The
colored operad and prefactorization algebras associated to a configured category
are defined in Section 10.3. The coherence theorems for prefactorization algebras,
with or without the time-slice axiom, are also recorded in that section.
In Section 10.4 it is shown that every prefactorization algebra has an underlying
pointed diagram. In Section 10.5 we observe that some entries of a prefactorization
algebra are equipped with the structure of a commutative monoid. This applies, in
particular, to the 0-entry of each prefactorization algebra on the configured category
of a bounded lattice with least element 0. In Section 10.6, we show that, for each
prefactorization algebra Y on the configured category of a bounded lattice, the
commutative monoid Y0 acts on every other entry, and the underlying diagram is
a diagram of left Y0-modules.
In Section 10.7 we show that every diagram of commutative monoids can be re-
alized as a prefactorization algebra. In Sections 10.4 and 10.7 we also give evidence
that prefactorization algebras and algebraic quantum field theories are closely re-
lated. A detailed study of their relationship is the subject of Chapter 12. In Section
10.8 we show that equivalences of configured categories yield equivalent and Quillen
equivalent categories of prefactorization algebras.
Throughout this chapter, (M,⊗,1) is a fixed cocomplete symmetric monoidal
closed category, such as Vect
K
and Chain
K
.
10.1. Costello-Gwilliam Prefactorization Algebras
Prefactorization algebras and their variants in the sense of Costello-Gwilliam
[CG17] provide a mathematical framework for quantum field theories that is anal-
ogous to deformation quantization in quantum mechanics. In [CG17] 3.1.1 a pref-
actorization algebra on a topological space X valued in M is defined as a functor
F ∶ Open(X) // M
that functorially assigns to each open subset U ⊂ X an object F(U) ∈ M. If
U1, . . . , Un ⊂ V ∈ Open(X) are pairwise disjoint open subsets of V , then F is also
equipped with a structure morphism
F(U1)⊗⋯⊗F(Un) F
V
U1,...,Un // F(V ) ∈M.
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These structure morphisms are required to satisfy some natural associativity, unity,
and equivariance axioms.
In particular, if ∅X ⊂ X denotes the empty subset, then F(∅X) is equipped
with an associative and commutative multiplication
F(∅X)⊗F(∅X) F
∅X
∅X,∅X // F(∅X) .
If this multiplicative structure is equipped with a two-sided unit, making F(∅X)
into a commutative monoid in M, then F is called a unital prefactorization algebra
on X .
Physically X is the spacetime of interest. A prefactorization algebra F assigns
to each open subset U ⊂X an object F(U) of quantum observables. For an inclusion
U ⊂ V of open subsets of X , the structure morphism
F(U) FVU // F(V ) ∈M
sends observables in U to observables in V . If the open subsets U1, . . . , Un ⊂ V are
suitably disjoint, then we can combine the observables in the Ui’s via the structure
morphism FVU1,...,Un .
There is also a G-equivariant analogue of prefactorization algebras when the
topological space X is equipped with an action by a group G. In this case, the
category Open(X) is replaced by its G-equivariant analogue Open(X)G in Example
2.2.14. As defined in [CG17] 3.7.1.1, a G-equivariant prefactorization algebra on
X is a prefactorization algebra on X defined by a functor
F ∶ Open(X)G // M,
so now there are structure isomorphisms
F(U) F(g)
≅
// F(gU) ∈M
for open subsets U ⊂X and elements g ∈ G. If U1, . . . , Un ⊂ V are pairwise disjoint
open subsets of V ∈ Open(X) and if g ∈ G, then it is required that the diagram
F(U1)⊗⋯⊗ F(Un)
F
V
U1,...,Un

(F(g),...,F(g))
// F(gU1)⊗⋯⊗F(gUn)
F
gV
gU1 ,...,gUn

F(V ) F(g) // F(gV )
in M be commutative.
Since prefactorization algebras on a topological space and algebraic quantum
field theories on an orthogonal category are both mathematical frameworks for
quantum field theories, one might wonder what the difference is. An algebraic
quantum field theory on an orthogonal category is entrywise a monoid in M, so
observables in the same object of observables can always be multiplied. On the other
hand, a prefactorization algebra on X is entrywise an object in M. In particular,
observables in a prefactorization algebra on X cannot be multiplied unless they
come from pairwise disjoint open subsets. Despite this difference, in Sections 10.4,
Section 10.7, and Chapter 12, we will see that these two mathematical approaches
to quantum field theories–algebraic quantum field theories and prefactorization
algebras–are actually closely related.
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To facilitate the comparison between prefactorization algebras and algebraic
quantum field theories, we will take a more categorical approach to the former. A
Costello-Gwilliam prefactorization algebra on a topological space X is defined as a
functor Open(X) // M with some extra structure and properties. As we pointed
out in Example 2.2.13, the category Open(X) is a bounded lattice, i.e., a lattice
with both a least element and a greatest element. We take the abstraction one step
further. In order to specify the structure morphism FVU1,...,Un , we need two things:
● Each Ui is equipped with a morphism Ui // V .
● The Ui’s are pairwise disjoint in a suitable sense.
We will achieve this below by a new concept called a configured category. Basically,
we simply incorporate the finite families of morphisms {Ui // V }ni=1 into the data
of our category and impose some natural axioms as suggested by Open(X). This
is analogous to an orthogonal category in Definition 8.2.1, where a concept of dis-
jointedness is built into the data of the category via a set ⊥ of pairs of morphisms
with a common codomain.
10.2. Configured Categories
In this section, we define configured categories, from which we will later define
prefactorization algebras, and provide some key examples.
Definition 10.2.1. A configured category Ĉ = (C,△C) is a pair consisting of
● a small category C and
● a set △C in which each element, called a configuration, is a pair (d;{fi})
with
– d ∈ C and
– {fi} a finite, possibly empty, sequence {fi ∶ ci // d}ni=1 of morphisms
in C with codomain d.
It is required that the following four axioms hold.
Symmetry: If (d;{fi}ni=1) ∈△C and if σ ∈ Σn, then (d;{fσ(i)}ni=1) ∈△C.
Subset: If (d;{fi}) ∈ △C and {f ′j} is a possibly empty subsequence of {fi},
then (d;{f ′j}) ∈△C.
Inclusivity: If f ∶ c // d is a morphism in C, then (d;{f}) ∈ △C.
Composition: If (d;{fi ∶ ci // d}ni=1) ∈ △C with n ≥ 1 and if for each
1 ≤ i ≤ n, (ci;{gij ∶ bij // ci}kij=1) ∈△C, then the composition
(10.2.2) (d;{figij ∶ bij // d}1≤i≤n, 1≤j≤ki)
is also a configuration.
Example 10.2.3. The composition (10.2.2) of (d;{f1, f2}), (c1;{g11, g12}), and(c2;{g21, g22, g23}) is
(d;{f1g11, f1g12, f2g21, f2g22, f2g23}).
If we replace (c2;{g21, g22, g23}) with (c2;∅), then the composition becomes
(d;{f1g11, f1g12}).
◇
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Interpretation 10.2.4. From a physical perspective, one should think of the
objects in a configured category (C,△C) as the spacetime regions of interest, e.g.,
oriented manifolds of a fixed dimension. A morphism f ∶ c // d in C should be
thought of as an inclusion of the spacetime region c into a bigger spacetime region
d. A configuration (d;{fi ∶ ci // d}ni=1) is expressing the idea that the spacetime
regions c1, . . . , cn are pairwise disjoint in d.
⋯
c1
c2
cnd
All four axioms in Definition 10.2.1 are physically motivated by this picture.
Indeed, the symmetry axiom is just about relabeling the pairwise disjoint regions.
The subset and inclusivity axioms are immediate. The composition (10.2.2) says
that, if the spacetime regions ci’s are pairwise disjoint in d, and if the spacetime
regions bij ’s are pairwise disjoint in ci for each i, then the entire collection {bij}i,j
is pairwise disjoint in d.
⋯d
In this picture, the three small discs inside c1 are the pairwise disjoint regions b11,
b12, and b13, and the two small discs inside c2 are the disjoint regions b21 and b22.
The only small disc inside cn is bn1. ◇
Definition 10.2.5. Suppose (C,△C) is a configured category.
(1) For objects c1, . . . , cn, d ∈ C, the set of configurations (d;{ci // d}ni=1) is
denoted by △C(dc), where c = (c1, . . . , cn).
(2) A configured functor
F ∶ (C,△C) // (D,△D)
between two configured categories is a functor F ∶ C // D that preserves
the configurations, i.e.,
(Fd;{Ffi}) ∈△D if (d;{fi}) ∈ △C.
(3) The category of configured categories and configured functors is denoted
by ConfCat.
Lemma 10.2.6. Suppose (C,△C) is a configured category.
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(1) For each object d ∈ C, (d;∅) belongs to △C(d∅).
(2) The composition (10.2.2) belongs to △C(db), where bi = (bi1, . . . , biki) for
1 ≤ i ≤ n and b = (b1, . . . , bn).
Proof. For the first assertion, first note that (d;{Idd}) ∈△C by the inclusivity
axiom. So by the subset axiom, we infer that (d;∅) ∈ △C. The second assertion
follows directly from the definition. 
Notation 10.2.7. Suppose (C,△C) is a configured category.
(1) We call (d;∅) ∈ △C(d∅) the empty configuration at d.
(2) To simplify the presentation, for a configuration (d;{fi}ni=1) ∈ △C(dc), we
will often omit d, which is the common codomain of the morphisms fi for
1 ≤ i ≤ n, and simply write {fi}ni=1 or {fi}.
(3) If {fi}ni=1 ∈△C, then we call it an n-ary configuration.
Some examples of configured categories follow. Many more examples will be
given in Section 12.1, where we will show that every orthogonal category yields a
configured category.
Example 10.2.8 (Minimal configured category). Suppose C is a small category.
Define △Cmin to be the set consisting of
● (d;∅) for all objects d ∈ C and
● (d;{f}) for all morphisms f ∈ C(c, d) with c, d ∈ C.
Then
Ĉmin = (C,△Cmin)
is a configured category, called the minimal configured category on C. ◇
Example 10.2.9 (Maximal configured category). Suppose C is a small category.
Define △Cmax to be the set of all pairs (d;{fi}) with d ∈ C and {fi} any possibly
empty finite sequence of morphisms in C with codomain d. Then
Ĉmax = (C,△Cmax)
is a configured category, called the maximal configured category on C. For objects
c1, . . . , cn, d ∈ C with n ≥ 0 and c = (c1, . . . , cn), by our notational convention above,
we have
△
C
max
(d
c
) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
n
∏
i=1
C(ci, d) if n ≥ 1,
{(d;∅)} if n = 0.
If (C,△C) is a configured category, then there are configured functors
(C,△Cmin) i0 // (C,△C) i1 // (C,△Cmax)
in which i0 and i1 are both the identity functors on C. ◇
Example 10.2.10 (Configured categories of bounded lattices). Suppose (L,≤)
is a bounded lattice with least element 0, considered as a small category as in
Example 2.2.12. For c1, . . . , cn, d ∈ L, suppose c = (c1, . . . , cn). Define the set
△
L(d
c
) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
n
∏
i=1
L(ci, d) if each ci ≤ d and cp ∧ cq = 0 for all 1 ≤ p /= q ≤ n,
∅ otherwise.
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In the first case, △L(dc) is a one-element set because each morphism set L(ci, d) with
ci ≤ d is a one-element set if n ≥ 1, while an empty product is also a one-element
set if n = 0. This forms a configured category
L̂ = (L,△L).
To check the composition axiom in (10.2.2), the key point is that if a∧ b = 0 (i.e., if
a and b have the least element 0 as their greatest lower bound), then 0 is the only
lower bound of a and b. The other three axioms are immediate from the definition.
Note that if (d,{ci ≤ d}) is a configuration, then we can add any finite number
of copies of 0 ≤ d to the finite sequence {ci ≤ d} to yield another configuration. In
particular, for each d ∈ L, (d;{0 ≤ d}ni=1) is a configuration for each n ≥ 0. ◇
Example 10.2.11 (Configured categories of topological spaces). Suppose X is
a topological space. Recall from Example 2.2.13 the bounded lattice (Open(X),⊂).
By Example 10.2.10 this yields a configured category
̂Open(X) = (Open(X),△X).
More explicitly, the category Open(X) has open subsets of X as objects and
subset inclusions as morphisms. For open subsets U1, . . . , Un, V ⊂ X , suppose
U = (U1, . . . , Un). Then
△
X(V
U
) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
n
∏
i=1
Open(X)(Ui, V ) if the Ui’s are pairwise disjoint subsets of V ,
∅ otherwise.
As in the previous example, in the first case, △X (VU) is a one-element set. Moreover,
for each open subset V ⊂ X , (V ;{∅X ⊂ V }ni=1) is a configuration for each n ≥ 0,
where ∅X is the empty subset of X . ◇
Example 10.2.12 (Configured categories of equivariant topological spaces).
Suppose G is a group, and X is a topological space in which G acts on the left
by homeomorphisms. Suppose Open(X)G is the category in Example 2.2.14. For
open subsets U1, . . . , Un, V ⊂X , suppose U = (U1, . . . , Un). Define the set △XG(VU) as
consisting of finite sequences
(g1, . . . , gn) ∈ n∏
i=1
Open(X)G(Ui, V )
such that:
● The giUi’s are pairwise disjoint subsets of V .
● Each gi ∈ G is regarded as the composition
Ui
gi // giUi
inclusion // V
in Open(X)G.
This defines a configured category
̂Open(X)G = (Open(X)G,△XG).
If G is the trivial group, then we recover the configured category ̂Open(X) in
Example 10.2.11. ◇
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10.3. Prefactorization Algebras as Operad Algebras
In this section, we define prefactorization algebras as algebras over some colored
operads associated with configured categories. We record the coherence theorems
for prefactorization algebras, with or without the time-slice axiom. We recover the
prefactorization algebras of Costello-Gwilliam [CG17] when the configured cate-
gory is ̂Open(X) for a topological space X . We also recover their equivariant pref-
actorization algebras when the configured category is ̂Open(X)G for a topological
space X equipped with an action by a group G.
Motivation 10.3.1. Given a configured category Ĉ = (C,△C), for the moment
let us think of its objects as the spacetime regions of interest as in Interpretation
10.2.4. From the prefactorization algebra perspective, a quantum field theory F on
Ĉ is an assignment that associates to each spacetime region c ∈ C an object F(c),
say a chain complex, of quantum observables on c. If c1, . . . , cn are suitably disjoint
spacetime regions in d, then we should be able to combine the observables in the
form of a map
F(c1)⊗⋯⊗F(cn) // F(d).
These multiplication maps should satisfy some natural conditions with respect to
sub-regions. The following colored operad is designed to modeled this structure. ◇
Definition 10.3.2. Suppose Ĉ = (C,△) is a configured category with object
set C. Define the following sets and functions.
Entries: Define the object OĈ ∈ SetProf(C)×C entrywise as
OĈ
(d
c
) =△(dc) for (dc) ∈ Prof(C) × C.
Equivariance: For σ ∈ Σ∣c∣, define the map
OĈ
(d
c
) σ // OĈ( dcσ) by {fi}σ = {fσ(i)}
for {fi} ∈△(dc).
Colored Units: For each c ∈ C, the c-colored unit in OĈ(cc) is {Idc}.
Operadic Composition: For (c;d) ∈ Prof(C) × C with ∣c∣ = n ≥ 1, bi =(bi1, . . . , biki) ∈ Prof(C) for 1 ≤ i ≤ n, and b = (b1, . . . , bn), define the map
OĈ
(d
c
) × n∏
i=1
OĈ
(ci
b
i
) γ // O
C
(d
b
)
as the composition
γ({fi}ni=1;{g1j}k1j=1, . . . ,{gnj}knj=1) = {figij}1≤i≤n, 1≤j≤ki
in (10.2.2) for {fi} ∈ OĈ(dc) and {gij}kij=1 ∈ OĈ(cibi) with 1 ≤ i ≤ n.
Lemma 10.3.3. In the setting of Definition 10.3.2:
(1) OĈ is a C-colored operad in Set.
(2) This construction defines a functor
O(−) ∶ ConfCat // Operad(Set)
from the category of configured categories to the category of colored operads
in Set.
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Proof. One checks directly that OĈ satisfies the axioms in Definition 4.2.1, so
it is a C-colored operad in Set. The naturality of this construction is also checked
by a direct inspection. 
Recall from Example 5.3.3 the strong symmetric monoidal functor Set // M,
which sends each set S to the coproduct ∐S 1, and the induced change-of-category
functor
(−)M ∶ OperadC(Set) // OperadC(M)
between the categories of C-colored operads. We will consider the image in M of
OĈ, denoted by O
M
Ĉ
. Also recall from Definition 5.4.3 the S-localization O[S−1] of
a C-colored operad O in Set for a set S of unary elements in O.
Definition 10.3.4. Suppose Ĉ = (C,△) is a configured category.
(1) Define the category
PFA(Ĉ) = AlgM(OMĈ ),
whose objects are called prefactorization algebras on Ĉ.
(2) Suppose S is a set of morphisms in C, regarded as a subset of △ by the
inclusivity axiom. Define the category
PFA(Ĉ, S) = AlgM(OĈ[S−1]M),
whose objects are called prefactorization algebras on Ĉ satisfying the time-
slice axiom with respect to S.
Remark 10.3.5. In the previous definition, a morphism s ∶ c // d ∈ S is
regarded as a configuration {s} ∈ △(dc) = OĈ(dc), hence also a unary element in OĈ.
So the S-localization O
Ĉ
[S−1] exists by Theorem 5.4.6. ◇
The following coherence theorem is a special case of Theorem 5.5.1. It explains
precisely what a prefactorization algebra is.
Theorem 10.3.6. Suppose Ĉ = (C,△) is a configured category with object set
C. Then an OM
Ĉ
-algebra is precisely a pair (X,λ) consisting of
● a C-colored object X = {Xc}c∈C in M and
● a structure morphism
(10.3.7)
n⊗
i=1
Xci
λ{fi}ni=1 // Xd ∈M
for
– each (dc) = ( dc1,...,cn) ∈ Prof(C) × C and
– each configuration {fi}ni=1 ∈ △(dc)
that satisfies the following associativity, unity, and equivariance axioms.
Associativity: For (c;d) ∈ Prof(C) × C with ∣c∣ = n ≥ 1, bi = (bi1, . . . , biki) ∈
Prof(C) for 1 ≤ i ≤ n, b = (b1, . . . , bn), configurations {fi} ∈ △(dc), and
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{gij} ∈△(cib
i
) for 1 ≤ i ≤ n, the associativity diagram
(10.3.8)
n⊗
i=1
ki⊗
j=1
Xbij
n
⊗
i=1
λ{gij}kij=1

λ{figij}i,j
// Xd
n⊗
i=1
Xci
λ{fi}
// Xd
in M is commutative.
Unity: For each c ∈ C, λ{Idc} is equal to IdXc .
Equivariance: For each configuration {fi} ∈ △(dc) with ∣c∣ = n and σ ∈ Σn,
the equivariance diagram
(10.3.9)
n⊗
i=1
Xci
λ{fi} ""❊❊❊
❊❊
❊❊
❊
σ−1 //
n⊗
i=1
Xcσ(i)
λ{fσ(i)}{{✇✇✇✇
✇✇
✇✇
Xd
in M is commutative.
A morphism of OM
Ĉ
-algebras ϕ ∶ (X,λX) // (Y,λY ) is a morphism ϕ ∶ X // Y
of C-colored objects in M that respects the structure morphisms in (10.3.7) in the
sense that the diagram
(10.3.10)
n⊗
i=1
Xci
λX{fi}

n
⊗
i=1
ϕci
//
n⊗
i=1
Yci
λY {fi}

Xd
ϕd // Yd
in M is commutative for each configuration {fi} ∈ △(dc) with ∣c∣ = n.
Example 10.3.11 (Costello-Gwilliam prefactorization algebras). Consider the
configured category ̂Open(X) in Example 10.2.11 for a topological space X . A
prefactorization algebra on ̂Open(X), i.e., an OM̂Open(X)-algebra in Theorem 10.3.6,
is precisely a unital prefactorization algebra on X in the sense of [CG17] 3.1.1.1
and 3.1.2.3. ◇
Example 10.3.12 (Costello-Gwilliam equivariant prefactorization algebras).
Consider the configured category ̂Open(X)G in Example 10.2.12 for a topologi-
cal space X equipped with a left action by a group G. A prefactorization algebra
on ̂Open(X)G, i.e., an OM ̂Open(X)G-algebra in Theorem 10.3.6, is precisely a unital
G-equivariant prefactorization algebra on X in the sense of [CG17] 3.7.1.1. ◇
The following coherence theorem is a special case of Theorems 5.5.5 and 5.5.6.
It explains precisely what a prefactorization algebra satisfying the time-slice axiom
is.
Theorem 10.3.13. Suppose Ĉ = (C,△) is a configured category, and S is a set
of morphisms in C.
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(1) The S-localization morphism ℓ ∶ OĈ
// OĈ[S−1] induces the change-of-
operad adjunction
PFA(Ĉ) = AlgM(OMĈ )
ℓM! // AlgM(OĈ[S−1]M) = PFA(Ĉ, S)(ℓM)∗oo
whose right adjoint (ℓM)∗ is full and faithful and whose counit
ǫ ∶ ℓM! (ℓM)∗ ≅ // IdAlgM(OĈ[S−1]M)
is a natural isomorphism.
(2) Via the right adjoint (ℓM)∗, OĈ[S−1]M-algebras are equivalent to OMĈ -
algebras whose structure morphisms λ{s} are isomorphisms for all s ∈ S.
Interpretation 10.3.14. A prefactorization algebra on a configured category
Ĉ satisfies the time-slice axiom with respect to S precisely when the structure
morphisms λ{s} are invertible for all s ∈ S. This is the exact analogue of the
time-slice axiom for algebraic quantum field theories in Definition 8.2.3, which may
also be implemented by replacing the orthogonal category with its S-localization
as in Lemma 8.2.7. For prefactorization algebras, the time-slice axiom may be
implemented by replacing the colored operad OĈ with its S-localization OĈ[S−1].◇
The following result compares prefactorization algebras, with or without the
time-slice axiom, on different configured categories.
Corollary 10.3.15. Suppose F ∶ Ĉ = (C,△C) // (D,△D) = D̂ is a configured
functor, and S is a set of morphisms in D. Define
S0 = F −1(S) = {g ∈Mor(C) ∶ Fg ∈ S}
to be the F -pre-image of S. Then there is an induced diagram of change-of-operad
adjunctions
PFA(Ĉ) = AlgM(OMĈ )
ℓM!

(OMF )! // AlgM(OMD̂ ) = PFA(D̂)(OMF )∗oo
ℓM!

PFA(Ĉ, S0) = AlgM(OĈ[S0−1]M)
(ℓM)∗
OO
(OM
F ′
)!
// AlgM(OD̂[S−1]M) = PFA(D̂, S)(OM
F ′
)∗
oo
(ℓM)∗
OO
in which
(OMF ′)!ℓM! = ℓM! (OMF )! and (ℓM)∗(OMF ′)∗ = (OMF )∗(ℓM)∗.
Proof. Consider the solid-arrow diagram
OĈ
OF //
ℓ

OD̂
ℓ

OĈ[S0−1] OF ′ // OD̂[S−1]
of colored operads in Set, where
ℓ ∶ OĈ
// OĈ[S0−1] and ℓ ∶ OD̂ // OD̂[S−1]
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are the S0-localization of OĈ and the S-localization of OD̂, respectively. Since every
unary element in
ℓOF (S0) ⊂ ℓ(S)
is invertible in OD̂[S−1], by the universal property of S0-localization, there is a
unique operad morphism OF ′ that makes the entire diagram commutative. This
diagram becomes a commutative diagram of colored operads in M once we apply
the change-of-category functor (−)M. The desired diagram of change-of-operad
adjunctions is obtained by applying Theorem 5.1.8. 
Example 10.3.16 (Costello-Gwilliam locally constant prefactorization alge-
bras). In the configured category Open(R), suppose S is the set of inclusions of
open intervals. By Theorem 10.3.13 a prefactorization algebra on ̂Open(R) satisfy-
ing the time-slice axiom with respect to S is equivalent to a prefactorization algebra
on ̂Open(R) whose structure morphisms λ{s} are isomorphisms for all s ∈ S. These
are precisely the locally constant unital prefactorization algebras on R in [CG17]
3.2.0.1. ◇
10.4. Pointed Diagram Structure
In the following few sections, we will provide more examples of prefactoriza-
tion algebras. Along the way, we provide evidence that prefactorization algebras
are closely related to algebraic quantum field theories, a relationship that will be
made precise in Chapter 12. In this section, we observe that every prefactorization
algebra has an underlying pointed diagram, which itself can be realized as a pref-
actorization algebra on the minimal configured category. There is a free-forgetful
adjunction between the category of prefactorization algebras on the minimal config-
ured category and the category of algebraic quantum field theories on the minimal
orthogonal category.
First we need the following definition.
Definition 10.4.1. Suppose C is a small category.
(1) A C-diagram F ∶ C // M is pointed if it is equipped with a c-colored unit
1c ∶ 1 // F(c) ∈M
for each object c ∈ C such that the diagram
1
1c

1
1d

F(c) F(f) // F(d)
is commutative for each morphism f ∶ c // d ∈ C.
(2) A natural transformation between two pointed C-diagrams is pointed if it
preserves the colored units.
(3) The category of pointed C-diagrams in M and pointed natural transfor-
mations is denoted by MC∗ .
Example 10.4.2. By forgetting the multiplicative structure, every C-diagram
of monoids in M has an underlying pointed C-diagram, where the colored units are
the units of the monoids. ◇
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Proposition 10.4.3. Suppose C is a small category. Then there is a canonical
isomorphism
AlgM(OMĈmin) = PFA(Ĉmin) ≅MC∗
between the category of prefactorization algebras on the minimal configured category
Ĉmin = (C,△Cmin) in Example 10.2.8 and the category of pointed C-diagrams in M.
Proof. Both a pointed C-diagram in M and a prefactorization algebra on Ĉmin
assign to each object c ∈ C an object F(c) ∈M. To see that pointed C-diagrams in M
are precisely the prefactorization algebras on Ĉmin, we use the Coherence Theorem
10.3.6. There are only two kinds of configurations in △Cmin:
● (c;∅) for all objects c ∈ C and
● (d;{f}) for all morphisms f ∈ C(c, d) with c, d ∈ C.
If F is a prefactorization algebra on Ĉmin, then its only structure morphisms (10.3.7)
are
λ{(c;∅)} = 1c ∶ 1 // F(c) ∈M
for objects c ∈ C and
λ{(d;{f})} = F(f) ∶ F(c) // F(d) ∈M
for morphisms f ∈ C(c, d).
The equivariance condition (10.3.9) is trivial, and the unity condition says that
F(Idc) = IdF(c) for c ∈ C.
The associativity condition (10.3.8) must have n = 1. If k1 = 0, then the associativity
condition is the diagram in Definition 10.4.1 that defines pointed C-diagrams. If
k1 = 1, then the associativity condition is the commutative diagram
F(b)
F(g)

F(fg)
// F(d)
F(c) F(f) // F(d)
for all objects b, c, d ∈ C and composable morphisms (f, g) ∈ C(c, d)×C(b, c). There-
fore, a prefactorization algebra on Ĉmin is precisely a pointed C-diagram in M.
Similarly, to see the correspondence between morphisms, we use (10.3.10) in
the Coherence Theorem 10.3.6. If n = 0 then (10.3.10) is the preservation of colored
units. If n = 1 then (10.3.10) is the commutative square that defines a natural
transformation between two C-diagrams in M. 
Recall from Definition 10.3.2 the colored operad OĈ for a configured category
Ĉ. The following observation is a consequence of Corollary 10.3.15 and Proposition
10.4.3.
Corollary 10.4.4. Suppose Ĉ = (C,△) is a configured category. Then the
configured functor
Ĉmin = (C,△Cmin) i0 // (C,△) = Ĉ ,
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whose underlying functor is the identity functor on C, induces a change-of-operad
adjunction
MC∗ ≅ PFA(Ĉmin) = AlgM(OMĈmin)
(OMi0)! // AlgM(OMĈ ) = PFA(Ĉ)(OMi0)∗
oo
between the category of pointed C-diagrams in M and the category of prefactorization
algebras on Ĉ.
Interpretation 10.4.5. Each prefactorization algebra (X,λ) on a configured
category Ĉ = (C,△) has an underlying pointed C-diagram in M. For a morphism
f ∶ c // d in C, the corresponding morphism is the structure morphism
Xc
λ{f}
// Xd ∈M
with {f} ∈△(dc). For each object c ∈ C, the c-colored unit is the structure morphism
1
λ{(c;∅)}
// Xc ∈M
with (c;∅) ∈ △(c∅). ◇
Recall from Definition 8.3.2 the colored operad O
C
for an orthogonal category
C.
Example 10.4.6. In Example 8.4.1 we noted that the category QFT(Cmin) of
algebraic quantum field theories on Cmin = (C,∅), where ∅ is the empty orthog-
onality relation, is the category Mon(M)C of C-diagrams in Mon(M). There is a
forgetful functor
AlgM(OMCmin) ≅ QFT(Cmin) =Mon(M)C // MC∗ ≅ PFA(Ĉmin) = AlgM(OMĈmin)
from the category of C-diagrams of monoids in M to the category of pointed C-
diagrams in M that forgets about the multiplicative structure. This relationship
between algebraic quantum field theories and prefactorization algebras is conceptual
rather than random, as we now explain. ◇
Proposition 10.4.7. Suppose C is a small category with object set C. Then
there is a morphism
OĈmin
δmin // O
Cmin
∈ OperadC(Set)
that is entrywise defined as follows.
● δmin is a canonical bijection on each 0-ary entry (c∅) for c ∈ C and each
unary entry (dc) for c, d ∈ C.
● δmin is the unique morphism from the empty set to OCmin
(d
c
) if ∣c∣ ≥ 2.
Proof. Recall that△Cmin only has 0-ary configurations (c;∅) ∈△Cmin(c∅) for c ∈ C
and unary configurations (d;{f}) ∈ △Cmin(dc) for f ∈ C(c, d). So there are canonical
bijections on the 0-ary entries
OĈmin
(c
∅
) =△Cmin(c∅) = {(c;∅)} δmin≅ // Σ0 × ∗ = OCmin(c∅)
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for c ∈ C and on the unary entries
OĈmin
(d
c
) =△Cmin(dc) = C(c, d) δmin≅ // Σ1 × C(c, d) = OCmin(dc)
for c, d ∈ C. For c = (c1, . . . , cn) with n ≥ 2, the morphism δmin is defined as the
unique morphism
OĈmin
(d
c
) =△Cmin(dc) = ∅ δmin // Σn ×
n
∏
j=1
C(cj, d) = OCmin(dc) .
A direct inspection shows that δmin is a well-defined morphism of C-colored operads
in Set. Indeed, there is no equivariance relation to check because OĈmin is concen-
trated in 0-ary and unary entries. The preservation by δmin of colored units and
operadic composition follows from the fact that on both sides these structures are
given by identity morphisms and composition in C. 
Recall the change-of-category functor
(−)M ∶ OperadC(Set) // OperadC(M)
in Example 5.3.3. The following result is a consequence of Theorem 5.1.8 and
Proposition 10.4.7.
Corollary 10.4.8. Suppose C is a small category with object set C. Then the
morphism
OM
Ĉmin
δMmin // OM
Cmin
of C-colored operads induces a change-of-operad adjunction
MC∗ ≅ PFA(Ĉmin) = AlgM(OMĈmin)
(δMmin)! // AlgM(OMCmin) ≅ QFT(Cmin) =Mon(M)C(δMmin)∗oo
whose right adjoint (δMmin)∗ is the forgetful functor in Example 10.4.6.
Interpretation 10.4.9. In the minimal case, there is a morphism δMmin from
the C-colored operad OM
Ĉmin
defining prefactorization algebras (= pointed C-diagrams
in M) to the C-colored operad OM
Cmin
for algebraic quantum field theories (= C-
diagrams of monoids in M). This morphism of C-colored operads induces a free-
forgetful adjunction between the algebra categories. ◇
10.5. Commutative Monoid Structure
In this section, we observe that some entries of a prefactorization algebra are
equipped with the structure of a commutative monoid. In particular, this applies to
the empty subset for prefactorization algebras on a topological space. Recall from
Example 4.5.19 the commutative operad Com, which is a 1-colored operad whose
algebras are commutative monoids in M. We will denote its unique color by ∗. For
the following result, the example to keep in mind is the empty subset ∅X ⊂X in a
topological space X .
Proposition 10.5.1. Suppose Ĉ = (C,△) is a configured category with object
set C, and c ∈ C such that {Idc}ni=1 ∈△( cc,...,c)
for all n.
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(1) Then there is an operad morphism
Com
ιc // OM
Ĉ
that sends ∗ to c ∈ C and that is entrywise defined by the summand inclu-
sion
Com(n) = 1 {Idc}ni=1
summand
// ∐
△( cc,...,c)
1 = OM
Ĉ
( c
c,...,c
) for n ≥ 0.
(2) There is an induced change-of-operad adjunction
Com(M) = AlgM(Com) (ιc)! // AlgM(OMĈ ) = PFA(Ĉ)
ι∗c
oo .
Proof. For the first assertion, one checks directly that this is a well-defined
operad morphism. The second assertion follows from the first assertion and Theo-
rem 5.1.8. 
Interpretation 10.5.2. With c ∈ C as in Proposition 10.5.1, if (Y,λ) is a
prefactorization algebra on Ĉ, then Yc is equipped with the structure of a commu-
tative monoid. More explicitly, in the context of the Coherence Theorem 10.3.6,
the monoid multiplication in Yc is the structure morphism
Yc ⊗ Yc
λ{Idc,Idc}
// Yc ∈M
with {Idc, Idc} ∈ △( cc,c), and its unit is the structure morphism
1
λ{(c;∅)}
// Yc ∈M
with (c;∅) ∈ △(c∅). ◇
Example 10.5.3 (Commutative monoid structure in prefactorization algebras
on bounded lattices). Consider the configured category L̂ = (L,△L) for a bounded
lattice (L,≤) in Example 10.2.10. The least element 0 ∈ L has the property that
{Id0}ni=1 ∈ △L( 00,...,0) for n ≥ 0
because 0 ≤ d for all d ∈ L and 0 ∧ 0 = 0. Therefore, by Proposition 10.5.1, if Y is
a prefactorization algebra on L̂, then Y0 is equipped with a commutative monoid
structure whose multiplication is the structure morphism
Y0 ⊗ Y0
λ{Id0,Id0}
// Y0 ∈M
with {Id0, Id0} ∈ △L( 00,0) and whose unit is the structure morphism
1
λ{(0;∅)}
// Y0 ∈M
with (0;∅) ∈△L(0∅). ◇
Example 10.5.4 (Commutative monoid structure in Costello-Gwilliam prefac-
torization algebras). Consider the empty subset ∅X ⊂X in the configured categorŷOpen(X) in Example 10.2.11 for a topological space X . This is a special case of
Example 10.5.3 with L = Open(X) and least element 0 = ∅X . Therefore, by Propo-
sition 10.5.1, if Y is a prefactorization algebra on ̂Open(X) (i.e., a Costello-Gwilliam
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unital prefactorization algebra on X), then Y∅X is equipped with a commutative
monoid structure. ◇
Example 10.5.5 (Commutative monoid structure in Costello-Gwilliam equi-
variant prefactorization algebras). Consider the configured category ̂Open(X)G for
a topological space X with a left action by a group G in Example 10.2.12. The
empty subset ∅X ⊂X has the property that
{Id∅X}ni=1 ∈ △XG( ∅X∅X ,...,∅X) for n ≥ 0.
Therefore, by Proposition 10.5.1, if Y is a prefactorization algebra on ̂Open(X)G
(i.e., a Costello-Gwilliam unital G-equivariant prefactorization algebra on X), then
Y∅X is equipped with a commutative monoid structure. ◇
10.6. Diagrams of Modules over a Commutative Monoid
In Example 10.5.3 we observed that, for each prefactorization algebra Y on
the configured category of a bounded lattice, the entry Y0 is equipped with the
structure of a commutative monoid. In this section, we first observe that every
other entry of Y is equipped with the structure of a left Y0-module in the sense
of Definition 2.6.6. Then we show that these left Y0-modules are compatible with
the diagram structure in Corollary 10.4.4. As in Example 2.2.12, we will regard
a lattice (L,≤) also as a category, where a morphism c // d exists if and only if
c ≤ d.
Proposition 10.6.1. Suppose L̂ = (L,△L) is the configured category of a
bounded lattice (L,≤) with least element 0 ∈ L as in Example 10.2.10, and (Y,λ)
is a prefactorization algebra on L̂. Then for each element d ∈ L, the entry Yd is
equipped with the structure of a left Y0-module via the structure morphism
Y0 ⊗ Yd
λ{0d,Idd}
// Yd ∈M
with
● 0d ∶ 0 // d ∈ L the unique morphism and
● {0d, Idd} ∈△L( d0,d).
Proof. This is a consequence of the Coherence Theorem 10.3.6. To see that
the required associativity diagram
Y0 ⊗ Y0 ⊗ Yd
(λ{Id0,Id0},Id)

(Id,λ{0d,Idd})
// Y0 ⊗ Yd
λ{0d,Idd}

Y0 ⊗ Yd
λ{0d,Idd}
// Yd
of a left Y0-module is commutative, we apply the associativity condition (10.3.8) to
the equalities
γ({0d, Idd};{Id0, Id0},{Idd})
= {0d,0d, Idd}
= γ({0d, Idd};{Id0},{0d, Idd}) ∈△L( d0,0,d).
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Therefore, both composites in the previous diagram are equal to the structure
morphism
Y0 ⊗ Y0 ⊗ Yd
λ{0d,0d,Idd}
// Yd ∈M.
Similarly, to see that the required unity diagram
1⊗ Yd
(λ{(0;∅)},Id)
//
≅

Y0 ⊗ Yd
λ{0d,Idd}

Yd Yd
of a left Y0-module is commutative, first note that
IdYd = λ{Idd}
by the unity condition in Theorem 10.3.6. Therefore, the associativity condition
(10.3.8) applied to the equality
γ({0d, Idd};{(0;∅)},{Idd}) = {Idd} ∈ △L(dd)
yields the desired unity diagram. 
Motivation 10.6.2. In Proposition 10.6.1 we observed that, for a bounded
lattice (L,≤) with least element 0 and for a prefactorization algebra (Y,λ) on the
configured category L̂, the entry Y0 is equipped with the structure of a commutative
monoid, and every other entry Yd is equipped with the structure of a left Y0-module.
These left Y0-module structures should be compatible with the L-diagram structure.
In the next result, we will consider the underlying L-diagram structure instead of
pointed L-diagram. ◇
Corollary 10.6.3. Suppose L̂ = (L,△L) is the configured category of a bounded
lattice (L,≤) with least element 0 ∈ L as in Example 10.2.10, and (Y,λ) is a prefac-
torization algebra on L̂. Then the underlying L-diagram in M of (Y,λ) in Corollary
10.4.4 becomes an L-diagram of left Y0-modules when equipped with the structure
morphisms in Proposition 10.6.1.
Proof. Suppose g ∶ c // d in L, i.e., c ≤ d. We must show that the diagram
Y0 ⊗ Yc
(Id,λ{g})

λ{0c,Idc}
// Yc
λ{g}

Y0 ⊗ Yd
λ{0d,Idd}
// Yd
in M is commutative, where 0c ∶ 0 // c ∈ L. There are equalities
γ({0d, Idd};{Id0},{g})
= {0d, g}
= γ({g};{0c, Idc}) ∈ △L( d0,c).
Moreover, the unity condition in Theorem 10.3.6 implies that
λ{Id0} = IdY0 .
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So the associativity condition (10.3.8) applied to the above equalities implies that
both composites in the above diagram are equal to the structure morphism
Y0 ⊗ Yc
λ{0d,g}
// Yd
in M. 
Interpretation 10.6.4. For each prefactorization algebra Y on the configured
category L̂ of a bounded lattice L:
● Y0 is equipped with the structure of a commutative monoid.
● Every other entry Yd is equipped with the structure of a left Y0-module.
● The underlying L-diagram of Y is an L-diagram of left Y0-modules. ◇
Example 10.6.5 (Costello-Gwilliam prefactorization algebras). For the con-
figured category ̂Open(X) of a topological space X and for a prefactorization al-
gebra (Y,λ) on ̂Open(X), the entry Y∅X is a commutative monoid. Furthermore,
for each open subset U ⊂ X , the entry YU is equipped with the structure of a
left Y∅X -module. Furthermore, the underlying Open(X)-diagram in M of Y is an
Open(X)-diagram of left Y∅X -modules. ◇
Example 10.6.6 (Costello-Gwilliam equivariant prefactorization algebras). Sup-
pose X is a topological space with a left action by a group G. Consider the config-
ured category ̂Open(X)G in Example 10.2.12. There is a configured functor
̂Open(X) ι // ̂Open(X)G
that is the identity assignment on objects (i.e., open subsets of X) and morphisms
(i.e., inclusions of open subsets). By Lemma 10.3.3 and Example 5.3.3, it induces
a morphism of C-colored operads
OM̂Open(X)
O
M
ι // OM ̂Open(X)G
where C = Ob(Open(X)). By Theorem 5.1.8 there is a change-of-operad adjunction
PFA( ̂Open(X)) = AlgM(OM̂Open(X))
(OMι )! // AlgM(OM ̂Open(X)G) = PFA( ̂Open(X)G)(OMι )∗oo ,
in which the right adjoint (OMι )∗ forgets about the structure isomorphisms
λ{g} ∶ YU ≅ // YgU
for g ∈ G and U ∈ Open(X). Therefore, by Example 10.6.5 for each prefactorization
algebra (Y,λ) on ̂Open(X)G, Y∅X is a commutative monoid, and every other entry
YU for U ∈ Open(X) is equipped with the structure of a left Y∅X -module. Further-
more, the underlying Open(X)-diagram in M of Y is an Open(X)-diagram of left
Y∅X -modules. ◇
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10.7. Diagrams of Commutative Monoids
In this section, we observe that diagrams of commutative monoids can be
realized as prefactorization algebras on the maximal configured category Ĉmax =(C,△Cmax) in Example 10.2.9. Furthermore, these diagrams of commutative monoids
coincide with algebraic quantum field theories on the maximal orthogonal category
Cmax = (C,⊥max) in Example 8.4.2. Taking C to be the category of (complex) n-
manifolds, we recover prefactorization algebras on (complex) n-manifolds in the
sense of Costello-Gwilliam.
Proposition 10.7.1. Suppose C is a small category with object set C. Then
there is a canonical isomorphism
OĈmax
δmax
≅
// O
Cmax
of C-colored operads in Set.
Proof. By definition every pair of morphisms in C with the same codomain
are orthogonal in Cmax. Therefore, two elements are equal
[σ, f ] = [σ′, f ′] ∈ O
Cmax
(d
c
)
if and only if
f = f ′ ∈
∣c∣
∏
i=1
C(ci, d).
● On 0-ary entries there is a canonical bijection
OĈmax
(c
∅
) =△Cmax(c∅) = {(c;∅)} ≅ // Σ0 × ∗ = OCmax(c∅)
for c ∈ C.
● For n-ary entries with n ≥ 1, there is a canonical bijection
OĈmax
(d
c
) =△Cmax(dc) =
n
∏
i=1
C(ci, d) ≅ // OCmax(dc)
for (c;d) ∈ Prof(C) × C with c = (c1, . . . , cn).
The required morphism δmax is defined as these canonical isomorphisms. Moreover,
δmax is a well-defined morphism of C-colored operads because on both sides the
structures are defined using the identity morphisms and the categorical composition
in C. 
Example 10.7.2 (Prefactorization algebras are AQFT in the classical case).
Applying the change-of-category functor
(−)M ∶ OperadC(Set) // OperadC(M)
to δmax, we obtain a canonical isomorphism
OM
Ĉmax
δMmax
≅
// OM
Cmax
of C-colored operads in M. Therefore, the induced functor on algebra categories
PFA(Ĉmax) = AlgM(OMĈmax) AlgM(OMCmax) ≅ QFT(Cmax) = Com(M)C
(δMmax)∗
≅
oo
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is also an isomorphism, where the equality QFT(Cmax) = Com(M)C is from Example
8.4.2. In other words, in the maximal case (i.e., with △Cmax and ⊥max), prefactor-
ization algebras coincide with algebraic quantum field theories, which in turn are
precisely C-diagrams of commutative monoids in M. Physically we interpret this
isomorphism as saying that the two mathematical approaches to quantum field the-
ory both reduce to the classical case where observables form commutative monoids.
◇
Example 10.7.3 (Prefactorization algebras as symmetric monoidal functors).
If the small category C has all small coproducts, then there is another nice descrip-
tion of C-diagrams of commutative monoids in M. Indeed, by Proposition 2.6.5
the category Com(M)C is canonically isomorphism to the category SMFun(C,M)
of symmetric monoidal functors, where C is regarded as a symmetric monoidal
category under coproducts. So there are canonical isomorphisms
PFA(Ĉmax) ≅ QFT(Cmax) = Com(M)C ≅ SMFun(C,M)
from the category of prefactorization algebras on Ĉmax to the category of symmetric
monoidal functors C // M. ◇
Example 10.7.4 (Costello-Gwilliam prefactorization algebras on manifolds).
Suppose Embn is a small category equivalent to the category of smooth n-manifolds
with open embeddings as morphisms. Symmetric monoidal functors Embn // M
are called prefactorization algebras on n-manifolds with values in M in [CG17]
Definition 6.3.0.2. By Example 10.7.3 the category of such symmetric monoidal
functors is isomorphic to the category of prefactorization algebras on the maximal
configured category Êmbnmax and the category of algebraic quantum field theories
on the maximal orthogonal category Embnmax. ◇
Example 10.7.5 (Costello-Gwilliam prefactorization algebras on complex man-
ifolds). Suppose Holn is a small category equivalent to the category of complex n-
manifolds with open holomorphic embeddings as morphisms. Symmetric monoidal
functors Holn // M are called prefactorization algebras on complex n-manifolds
with values in M in [CG17] Definition 6.3.2.2. By Example 10.7.3 the category of
such symmetric monoidal functors is isomorphic to the category of prefactorization
algebras on the maximal configured category Ĥolnmax and the category of algebraic
quantum field theories on the maximal orthogonal category Holnmax. ◇
10.8. Configured and Homotopy Morita Equivalences
In Theorem 8.3.6(6) we observed that the equivalence type of the category
QFT(C) of algebraic quantum field theories on C is an invariant of the equivalence
type of the orthogonal category C. In this section, we prove a prefactorization
algebra analogue of this result as well as a homotopical version. First we need the
following configured analogue of an orthogonal equivalence.
Definition 10.8.1. A configured equivalence
F ∶ (C,△C) // (D,△D)
between configured categories is an equivalence F ∶ C // D of categories such that
(d;{fi}) ∈ △C if and only if (Fd;{Ffi}) ∈△D.
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Example 10.8.2. In the context of Example 10.7.4, different choices of a small
category equivalent to the category of smooth n-manifolds yield configured cate-
gories connected by configured equivalences. The same is true in the context of
Example 10.7.5 for complex n-manifolds. ◇
Theorem 10.8.3. Suppose F ∶ Ĉ // D̂ is a configured equivalence. Then the
change-of-operad adjunction
PFA(Ĉ) = AlgM(OMĈ )
(OMF )! // AlgM(OMD̂ ) = PFA(D̂)(OMF )∗oo
is an adjoint equivalence.
Proof. By Theorem 2.4.9 it is enough to show that the right adjoint (OMF )∗
is an equivalence of categories, i.e., full, faithful, and essentially surjective. Since
F ∶ C // D is an equivalence of categories, for each object d ∈ D, we can choose
● an object cd ∈ C and
● an isomorphism hd ∶ Fcd
≅ // d in D.
We can further insist that, if d = Fc for some c ∈ C, then
● cFc is chosen from within the F -pre-image of Fc, i.e., FcFc = Fc, and
● hFc is IdFc.
By the inclusivity axiom, each {hd} is a configuration in D̂. We now check the
three required properties of (OMF )∗. To simplify the presentation, we will write(OMF )∗(X,λX) as X∗ for each OMD̂ -algebra (X,λX) and similarly for morphisms.
To see that (OMF )∗ is faithful, suppose
φ,ψ ∶ (X,λX) // (Y,λY )
are two morphisms of OM
D̂
-algebras such that
φ∗ = ψ∗ ∶ X∗ // Y ∗ ∈ AlgM(OMĈ ).
We must show that φ = ψ in AlgM(OMD̂ ). It is sufficient to prove this equality
color-wise, so suppose d ∈ D. By the associativity and the unity conditions in the
Coherence Theorem 10.3.6, the structure morphism
XFcd
λX{hd}
// Xd ∈M
is invertible with inverse λX{h−1d }. Since φ ∈ AlgM(OMD̂ ), the diagram
X∗cd =XFcd
λX{hd}
≅
//
φ∗cd
= φFcd

Xd
φd

Y ∗cd = YFcd
λY {hd}
≅
// Yd
is a special case of (10.3.10), so it is commutative. By the invertibility of λX{hd},
we infer the equality
φd = λY {hd} ○ φ∗cd ○ λX{h−1d }.
The same is true with ψ ∈ AlgM(OMD̂ ) in place of φ, so
ψd = λY {hd} ○ ψ∗cd ○ λX{h−1d }.
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Since φ∗cd = ψ∗cd by assumption, we conclude that φd = ψd. This proves that the
right adjoint (OMF )∗ is faithful.
To see that (OMF )∗ is full, suppose
ϕ ∶ X∗ // Y ∗ ∈ AlgM(OMĈ )
for some OM
D̂
-algebras (X,λX) and (Y,λY ). We must show that
ϕ = φ∗ for some φ ∶ X // Y ∈ AlgM(OMD̂ ).
We define such a morphism φ entrywise as the composition
(10.8.4) X∗cd =XFcd
ϕcd

Xd
λX{h−1d }
≅
oo
φd

Y ∗cd = YFcd
λY {hd}
≅
// Yd
for d ∈ D, where the object cd ∈ C and the isomorphism hd ∶ Fcd ≅ // d ∈ D are as
in the first paragraph.
To show that φ is a morphism of OM
D̂
-algebras, suppose {fi} ∈ △D(dd) with d =(d1, . . . , dn) and each fi ∈ D(di, d). We must show that the diagram
n⊗
i=1
Xdi
λX{fi}

⊗i φdi //
n⊗
i=1
Ydi
λY {fi}

Xd
φd // Yd
in M is commutative. For each 1 ≤ i ≤ n, the composition
Fcdi
hdi ≅

h−1d fihdi // Fcd
di
fi // d
≅ h−1d
OO
in D has a unique F -pre-image gi ∈ C(cdi , cd) because F is full and faithful. More-
over, if fi is the identity morphism of d, then gi is the identity morphism of cd.
By the inclusivity axiom and the composition axiom in Definition 10.2.1, there is a
configuration
(10.8.5) {Fgi}ni=1 = {h−1d fihdi}ni=1 ∈△D( FcdFcd1 ,...,Fcdn).
Since F is a configured equivalence, this implies that there is a configuration
(10.8.6) {gi}ni=1 ∈△C( cdcd1 ,...,cdn).
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The diagram
n⊗
i=1
Xdi
λX{fi}

⊗i φdi //
⊗i λ
X{h−1di }
""❊
❊❊
❊❊
❊❊
❊❊
❊❊
n⊗
i=1
Ydi
λY {fi}

n⊗
i=1
X∗cdi
λX
∗{gi}

⊗i ϕcdi //
n⊗
i=1
Y ∗cdi
λY
∗{gi}

⊗i λ
Y {hdi}
<<③③③③③③③③③③③
X∗cd
ϕcd // Y ∗cd
λY {hd}
$$■
■■
■■
■■
■■
■■
■■
Xd
φd //
λX{h−1d }
99ttttttttttttt
Yd
in M is commutative:
● The top and bottom trapezoids are commutative by the definition of φ in
(10.8.4).
● The left and right trapezoids are commutative by the associativity condi-
tion (10.3.8) for λX and λY and the equality in (10.8.5).
● The middle square is commutative by (10.3.10) and (10.8.6) because ϕ is
a morphism of OM
Ĉ
-algebras.
So φ is a morphism of OM
D̂
-algebras.
To show that φ∗ = ϕ, first observe that for each object d ∈ D, there are equalities
φ∗cd = φFcd = ϕcFcd = ϕcd
by the definition of φ. Now suppose c ∈ C. We must show that φ∗c = ϕc. We just
proved that
(10.8.7) φ∗cFc = ϕcFc ,
since Fc ∈ D. Note that FcFc = Fc by our choices of the objects c? in the first
paragraph. Since F is full and faithful, there exists a unique isomorphism
(10.8.8) rc ∶ c
≅ // cFc ∈ C such that Frc = IdFc.
Since ϕ is a morphism of OM
Ĉ
-algebras, the diagram
X∗c
λX
∗{rc} ≅

ϕc // Y ∗c
λY
∗{rc}≅

X∗cFc
ϕcFc // Y ∗cFc
in M is commutative. So there is an equality
(10.8.9) ϕc = λY ∗{r−1c } ○ ϕcFc ○ λX∗{rc}.
Similarly, since φ∗ is a morphism of OM
Ĉ
-algebras, there is an equality
(10.8.10) φ∗c = λY
∗{r−1c } ○ φ∗cFc ○ λX∗{rc}.
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The desired equality φ∗c = ϕc now follows from (10.8.7), (10.8.9), and (10.8.10).
Therefore, the right adjoint (OMF )∗ is full.
Finally, to prove that (OMF )∗ is essentially surjective, suppose (Z,λZ) is an
OM
Ĉ
-algebra. We must show that there exist
● (W,λW ) ∈ AlgM(OMD̂ ) and
● an isomorphism Z
≅ // W ∗ of OM
Ĉ
-algebras.
First we define the entries of W as
Wd = Zcd for d ∈ D.
For each c ∈ C, there is a canonical isomorphism
Zc
λZ{rc}
≅
// ZcFc =WFc =W ∗c ∈ C
with rc ∈ C(c, cFc) the isomorphism in (10.8.8).
To define the OM
D̂
-algebra structure morphism of W , suppose as above that
{fi} ∈ △D(dd) with each fi ∈ D(di, d). In (10.8.6) we observed that there exists a
unique configuration
{gi} ∈ △C such that {Fgi} = {h−1d fihdi} ∈△D.
We now define the structure morphism λW {fi} as in the commutative diagram
(10.8.11)
n⊗
i=1
Wdi
λW {fi}
// Wd
n⊗
i=1
Zcdi
λZ{gi}
// Zcd
in M. Since (Z,λZ) satisfies the associativity, unity, and equivariance conditions
in the Coherence Theorem 10.3.6, it follows that (W,λW ) is an OM
D̂
-algebra. It
remains to show that {λZ{rc}}c∈C is a morphism of OMĈ -algebras.
Suppose
{pj} ∈ △C( cc1,...,cm)
is a configuration with each pj ∈ C(cj , c), so
{Fpj} ∈△D( FcFc1,...,Fcm).
We must show that the diagram
(10.8.12)
m⊗
j=1
Zcj
λZ{pj}

⊗j λ
Z{rcj }
//
m⊗
j=1
W ∗cj =
m⊗
j=1
ZcFcj
λW
∗{pj} = λW {Fpj}

Zc
λZ{rc}
// W ∗c = ZcFc
in M is commutative. Since {Fpj} ∈△D, as in (10.8.5) there exists a unique config-
uration
(10.8.13) {kj} ∈ △C( cFccFc1 ,...,cFcm) such that {Fkj} = {Fpj} ∈△D( FcFc1,...,Fcm)
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since
h−1Fc = IdFc and hFcj = IdFcj .
By the definition (10.8.11) we have
λW {Fpj} = λZ{kj}.
Therefore, by the associativity condition (10.3.8) for (Z,λZ), to show the commu-
tativity of the square (10.8.12), it is enough to prove that the diagram
cj
pj

rcj
// cFcj
kj

c
rc // cFc
in C is commutative for each 1 ≤ j ≤ m. Since F is faithful, it is enough to show
that the F -image diagram
Fcj
Fpj

Frcj
// FcFcj = Fcj
Fkj

Fc
Frc // FcFc = Fc
in D is commutative. But since Frc and each Frcj are the identity morphisms by
(10.8.8) and since Fpj = Fkj by (10.8.13), we conclude that the above square is
commutative. Therefore, the right adjoint (OMF )∗ is essentially surjective. 
Theorem 10.8.14. Suppose F ∶ Ĉ // D̂ is a configured functor, and M is a
monoidal model category in which the colored operads OM
Ĉ
and OM
D̂
are admissible.
(1) The change-of-operad adjunction
PFA(Ĉ) = AlgM(OMĈ )
(OMF )! // AlgM(OMD̂ ) = PFA(D̂)(OMF )∗oo
is a Quillen adjunction.
(2) If F is a configured equivalence, then the operad morphism
OMF ∶ O
M
Ĉ
// OM
D̂
is a homotopy Morita equivalence; i.e., the change-of-operad adjunction
is a Quillen equivalence.
Proof. The proof is the same as that of Theorem 8.5.1. Here we use Theo-
rem 10.8.3 to infer that the unit of the change-of-operad adjunction is a natural
isomorphism. 
Interpretation 10.8.15. If two configured categories are connected by a con-
figured equivalence, then their categories of prefactorization algebras have equiv-
alent homotopy theories. In particular, these two categories of prefactorization
algebras are equivalent both before and after inverting the weak equivalences. ◇
Example 10.8.16 (Costello-Gwilliam prefactorization algebras on (complex)
n-manifolds). In the context of Example 10.7.4, different choices of a small cate-
gory equivalent to the category of smooth n-manifolds yield configured categories
connected by configured equivalences. By Theorem 10.8.3 and Theorem 10.8.14,
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for any two different choices their categories of prefactorization algebras are con-
nected by a change-of-operad adjunction that is both an adjoint equivalence and a
Quillen equivalence. The same is true in the context of Example 10.7.5 for complex
n-manifolds. ◇
CHAPTER 11
Homotopy Prefactorization Algebras
In this chapter, we define homotopy prefactorization algebras on a configured
category and study their structure.
11.1. Overview
In Section 11.2 we define homotopy prefactorization algebras on a configured
category Ĉ as algebras over the Boardman-Vogt construction WOM
Ĉ
of OM
Ĉ
. This
definition makes sense because prefactorization algebras on Ĉ are defined as alge-
bras over the colored operad OM
Ĉ
. The Boardman-Vogt construction comes with
an augmentation η ∶ WOM
Ĉ
// OM
Ĉ
, which induces a change-of-operad adjunction
between the category of prefactorization algebras and the category of homotopy
prefactorization algebras. In favorable cases, this change-of-operad adjunction is a
Quillen equivalence.
Examples of homotopy prefactorization algebras are given in Section 11.3. They
include homotopy coherent versions of prefactorization algebras satisfying the time-
slice axiom, Costello-Gwilliam (equivariant) prefactorization algebras, and prefac-
torization algebras on (complex) manifolds. Moreover, homotopy coherent diagrams
of E∞-algebras are homotopy prefactorization algebras on the maximal configured
category.
In Section 11.4 we record the coherence theorem for homotopy prefactorization
algebras. This is a special case of the Coherence Theorem 7.2.1 for algebras over
the Boardman-Vogt construction. This coherence theorem is our main tool for
understanding the structure on homotopy prefactorization algebras.
In Section 11.5 we observe that every homotopy prefactorization algebra on a
configured category Ĉ has an underlying homotopy coherent pointed C-diagram.
This is the homotopy coherent version of the fact that every prefactorization alge-
bra on Ĉ has an underlying pointed C-diagram. Compared to a homotopy coherent
C-diagram, a homotopy coherent pointed C-diagram has additional structure mor-
phisms parametrized by truncated linear graphs in Example 3.1.20.
In Section 11.6 we observe that, when a set of morphisms S in C is chosen,
WOĈ[S−1]M-algebras are homotopy coherent versions of prefactorization algebras
on Ĉ satisfying the time-slice axiom with respect to S. In particular, the structure
morphism corresponding to each morphism f ∈ S is invertible up to specified ho-
motopies that are also structure morphisms. This is the homotopical analogue of
Theorem 10.3.13, which says that prefactorization algebras satisfying the time-slice
axiom with respect to S are equivalent to prefactorization algebras whose structure
morphisms corresponding to all f ∈ S are invertible.
In Section 11.7 we show that some entries of a homotopy prefactorization al-
gebra on a configured category Ĉ are E∞-algebras. For example, this is the case
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if Ĉ comes from a bounded lattice L with least element 0. In this case, for each
homotopy prefactorization algebra on L̂, the 0-entry is equipped with the struc-
ture of an E∞-algebra. This is the homotopical analogue of the fact that, for each
prefactorization algebra on L̂, the 0-entry is equipped with the structure of a com-
mutative monoid. It follows that each homotopy Costello-Gwilliam (equivariant)
prefactorization algebra has an E∞-algebra at the entry corresponding to the empty
subset.
In Section 11.8 we show that for a bounded lattice L with least element 0 and
for a homotopy prefactorization algebra Y on L̂, every other entry of Y admits the
structure of an E∞-module over the E∞-algebra Y0. This is the homotopy coherent
version of the fact that, for a prefactorization algebra Y on L̂, each entry Yd is a left
Y0-module. In particular, this applies to homotopy Costello-Gwilliam (equivariant)
prefactorization algebras.
In Section 11.9 we show that the objectwise E∞-module structure in Section
11.8 is homotopically compatible with the homotopy coherent diagram structure in
Section 11.5. This is the homotopical analogue of the fact that, for a prefactoriza-
tion algebra Y on L̂, the underlying L-diagram of Y is actually an L-diagram of
left Y0-modules.
Finally, in Section 11.10 we observe that every homotopy coherent C-diagram of
E∞-algebras can be realized as a homotopy prefactorization algebra on the maximal
configured category on C. This implies that homotopy Costello-Gwilliam prefactor-
ization algebras on (complex) manifolds are homotopy coherent diagrams of E∞-
algebras. This is the homotopical analogue of the definition of Costello-Gwilliam
prefactorization algebras on (complex) manifolds as symmetric monoidal functors.
Throughout this chapter (M,⊗,1) is a cocomplete symmetric monoidal closed
category with an initial object ∅ and a commutative segment (J,µ,0,1, ǫ) as in
Definition 6.2.1. For a small category C, its object set will be denoted by C.
11.2. Homotopy Prefactorization Algebras as Operad Algebras
In this section, we define homotopy prefactorization algebras on a configured
category using the Boardman-Vogt construction in Chapter 6 and record their basic
categorical properties.
Recollection 11.2.1. For a C-colored operad O in M, its Boardman-Vogt
construction WO is the C-colored operad with entries
WO(dc) = ∫
T ∈TreeC(dc)
J[T ]⊗O[T ] ∈M,
where TreeC(dc) is the substitution category of C-colored trees with profile (dc) in
Definition 3.2.11. The functors
J ∶ TreeC(dc)op // M and O ∶ TreeC(dc) // M
are induced by J and O and are defined in Definition 6.2.5 and Corollary 4.4.15,
respectively. The operad structure on WO, defined in Definition 6.3.7, is induced
by tree substitution. It is equipped with a natural augmentation η ∶ WO // O of
C-colored operads, defined in Theorem 6.4.4. One should think of the augmentation
as forgetting the lengths of the internal edges (i.e., the J-component) and composing
in the colored operad O.
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The strong symmetric monoidal functor Set // M in Example 5.3.3, sending
a set S to the S-indexed coproduct ∐S 1, yields the change-of-category functor
(−)M ∶ OperadC(Set) // OperadC(M).
For the colored operad OĈ in Definition 10.3.2 for a configured category Ĉ = (C,△),
its image in OperadC(M) will be denoted by OM
Ĉ
. Its entries are
OM
Ĉ
(d
c
) = ∐
△(dc)
1 for (dc) ∈ Prof(C) × C.
Also recall from Definition 4.5.5 the category of algebras over a colored operad.
Definition 11.2.2. Suppose Ĉ = (C,△) is a configured category with ob-
ject set C, and WOM
Ĉ
∈ OperadC(M) is the Boardman-Vogt construction of OM
Ĉ
∈
OperadC(M).
(1) We define the category
HPFA(Ĉ) = AlgM(WOMĈ ),
whose objects are called homotopy prefactorization algebras on Ĉ.
(2) Suppose S is a set of morphisms in C. We define the category
HPFA(Ĉ, S) = AlgM(WOĈ[S−1]M),
whose objects are called homotopy prefactorization algebras on Ĉ satisfy-
ing the homotopy time-slice axiom with respect to S.
Interpretation 11.2.3. The C-colored operad WOM
Ĉ
is made up of C-colored
trees whose internal edges are decorated by the commutative segment J and whose
vertices are decorated by elements in the colored operad OĈ (i.e., configurations
in Ĉ) with the correct profile. A homotopy prefactorization algebra has structure
morphisms indexed by these decorated C-colored trees. The precise statement is
the Coherence Theorem 11.4.1 below. ◇
The following observation compares prefactorization algebras and homotopy
prefactorization algebras. It is a special case of Theorem 5.2.7(1), Corollary 6.4.7,
and Corollary 6.5.10.
Corollary 11.2.4. Suppose Ĉ = (C,△) is a configured category.
(1) The augmentation η ∶ WOM
Ĉ
// OM
Ĉ
induces a change-of-operad adjunc-
tion
HPFA(Ĉ) = AlgM(WOMĈ )
η! // AlgM(OMĈ ) = PFA(Ĉ)
η∗
oo .
(2) If M is a monoidal model category in which the colored operads OM
Ĉ
and
WOM
Ĉ
are admissible, then the change-of-operad adjunction is a Quillen
adjunction.
(3) If M = Chain
K
with K a field of characteristic zero, then the change-of-
operad adjunction is a Quillen equivalence.
Interpretation 11.2.5. The right adjoint η∗ allows us to consider a pref-
actorization algebra on Ĉ as a homotopy prefactorization algebra on Ĉ. The left
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adjoint η! rectifies a homotopy prefactorization algebra to a prefactorization alge-
bra. Furthermore, if M is Chain
K
, then the augmentation η is a homotopy Morita
equivalence. In particular, the homotopy theory of homotopy prefactorization alge-
bras is equivalent to the homotopy theory of prefactorization algebras over the same
configured category. So there is no loss of homotopical information by considering
homotopy prefactorization algebras. ◇
The next observation is about changing the configured categories. It is a conse-
quence of Theorem 5.2.7(1), Theorem 6.4.4, Theorem 10.8.14, and Corollary 11.2.4.
The second assertion below uses the fact that Quillen equivalences have the 2-out-
of-3 property.
Corollary 11.2.6. Suppose F ∶ Ĉ // D̂ is a configured functor.
(1) There is an induced diagram of change-of-operad adjunctions
HPFA(Ĉ) = AlgM(WOMĈ )
η!

(WOMF )! // AlgM(WOMD̂ ) = HPFA(D̂)
η!

(WOMF )∗
oo
PFA(Ĉ) = AlgM(OMĈ )
(OMF )! //
η∗
OO
AlgM(OMD̂ ) = PFA(D̂)(OMF )∗oo
η∗
OO
such that
(OMF )!η! = η!(WOMF )! and η∗(OMF )∗ = (WOMF )∗η∗.
(2) If M is a monoidal model category in which the colored operads OM
Ĉ
, OM
D̂
,
WOM
Ĉ
, and WOM
D̂
are admissible, then all four change-of-operad adjunc-
tions are Quillen adjunctions.
(3) If F is a configured equivalence and if M = Chain
K
with K a field of
characteristic zero, then all four change-of-operad adjunctions are Quillen
equivalences.
Interpretation 11.2.7. The right adjoint (WOMF )∗ sends each homotopy pref-
actorization algebra on D̂ to one on Ĉ. The left adjoint (WOMF )! sends each homo-
topy prefactorization algebra on Ĉ to one on D̂. The equality
(OMF )!η! = η!(WOMF )!
means that the left adjoint diagram is commutative. The equality
η∗(OMF )∗ = (WOMF )∗η∗
means that the right adjoint diagram is commutative. Moreover, if F is a configured
equivalence and if M is Chain
K
, then all four operad morphisms in the commutative
diagram
WOM
Ĉ
WOMF //
η

WOM
D̂
η

OM
Ĉ
OMF // OM
D̂
are homotopy Morita equivalences. In particular, the homotopy theory of homotopy
prefactorization algebras on Ĉ is equivalent to the homotopy theory of homotopy
prefactorization algebras on D̂. ◇
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11.3. Examples
In this section, we list some examples of homotopy prefactorization algebras.
Example 11.3.1 (Homotopy coherent pointed diagrams). For a small category
C, consider the minimal configured category Ĉmin = (C,△Cmin) on C in Example
10.2.8. By Corollary 11.2.4 and Proposition 10.4.3, the augmentation
η ∶WOM
Ĉmin
// OM
Ĉmin
induces a change-of-operad adjunction
HPFA(Ĉmin) = AlgM(WOMĈmin)
η! // AlgM(OMĈmin) = PFA(Ĉmin) ≅MC∗η∗oo
between the category of homotopy prefactorization algebras on Ĉmin and the cate-
gory of pointed C-diagrams in M. Therefore, WOM
Ĉmin
-algebras are homotopy coher-
ent versions of pointed C-diagrams in M. We will study them in details in Section
11.5. Furthermore, if M = Chain
K
with K a field of characteristic zero, then this
adjunction is a Quillen equivalence. ◇
Example 11.3.2 (Underlying homotopy coherent pointed diagrams). Suppose
Ĉ = (C,△) is a configured category. In Corollary 10.4.4 we saw that the identity
functor on C induces a configured functor
Ĉmin = (C,△Cmin) i0 // (C,△) = Ĉ .
By Corollary 11.2.6 there is an induced diagram of change-of-operad adjunctions
HPFA(Ĉmin) = AlgM(WOMĈmin)
η!

(WOMi0 )! // AlgM(WOMĈ ) = HPFA(Ĉ)
η!

(WOMi0 )∗
oo
MC∗ ≅ PFA(Ĉmin) = AlgM(OMĈmin)
(OMi0)! //
η∗
OO
AlgM(OMĈ ) = PFA(Ĉ)(OMi0)∗
oo
η∗
OO
with commuting left adjoint diagram and commuting right adjoint diagram. In
particular, via the right adjoin (WOMi0)∗, every homotopy prefactorization algebra
on Ĉ has an underlying WOM
Ĉmin
-algebra, i.e., homotopy coherent pointed C-diagram
in M. ◇
Example 11.3.3 (Homotopy prefactorization algebras with time-slice). Sup-
pose Ĉ = (C,△) is a configured category, and S is a set of morphisms in C. By the
naturality of the Boardman-Vogt construction in Theorem 6.4.4 and the change-
of-category functor (−)M, the S-localization morphism ℓ ∶ OĈ // OĈ[S−1] yields a
commutative diagram
WOM
Ĉ
η

WℓM // WOĈ[S−1]M
η

OM
Ĉ
ℓM // OĈ[S−1]M
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of C-colored operads inM, where C = Ob(C). By Corollary 11.2.6 there is an induced
diagram of change-of-operad adjunctions
HPFA(Ĉ) = AlgM(WOMĈ )
η!

WℓM! // AlgM(WOĈ[S−1]M) = HPFA(Ĉ, S)
η!

(WℓM)∗
oo
PFA(Ĉ) = AlgM(OMĈ )
ℓM! //
η∗
OO
AlgM(OĈ[S−1]M) = PFA(Ĉ, S)(ℓM)∗oo
η∗
OO
with commuting left adjoint diagram and commuting right adjoint diagram. Ob-
jects in AlgM(WOĈ[S−1]M) are homotopy prefactorization algebras on Ĉ satisfying
the homotopy time-slice axiom with respect to S in Definition 11.2.2.
In Theorem 10.3.13 we noted that OĈ[S−1]M-algebras are equivalent to pref-
actorization algebras on Ĉ whose structure morphisms λ{s} are isomorphisms for
all s ∈ S. Therefore, in each WOĈ[S−1]M-algebra, the structure morphisms λ{s}
should be invertible up to coherent homotopies. We will explain this in details in
Section 11.6. ◇
Example 11.3.4 (Homotopy prefactorization algebras on bounded lattices).
For a bounded lattice (L,≤) with least element 0, consider the configured category
L̂ = (L,△L) in Example 10.2.10. By Corollary 11.2.4 the augmentation
η ∶WOM
L̂
// OM
L̂
induces a change-of-operad adjunction
HPFA(L̂) = AlgM(WOML̂ )
η! // AlgM(OML̂ ) = PFA(L̂)
η∗
oo
between the category of homotopy prefactorization algebras on L̂ and the category
of prefactorization algebras on L̂. Furthermore, if M = Chain
K
with K a field of
characteristic zero, then this adjunction is a Quillen equivalence.
For a prefactorization algebra (Y,λ) on L̂, we saw in Example 10.5.3 that Y0 is
equipped with the structure of a commutative monoid. Furthermore, in Corollary
10.6.3 we observed that the underlying L-diagram of Y is an L-diagram of left
Y0-modules. Therefore, for a homotopy prefactorization algebra (Y,λ) on L̂:
● Y0 is equipped with the structure of an E∞-algebra.
● Every other entry Yd with d ∈ L is an E∞-module over Y0.
● These E∞-modules over Y0 are compatible with the homotopy coherent
L-diagram structure.
We will study these structures in details in Section 11.7 to Section 11.9. ◇
Example 11.3.5 (Homotopy Costello-Gwilliam prefactorization algebras). For
a topological space X , consider the configured category ̂Open(X) in Example
10.2.11. Since ̂Open(X) is an example of L̂ for the bounded lattice Open(X),
everything in Example 11.3.4 applies to ̂Open(X). In particular, for a WOM̂Open(X)-
algebra (Y,λ):
● Y has an underlying homotopy coherent pointed Open(X)-diagram in M
by Example 11.3.1.
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● Y∅X is equipped with the structure of an E∞-algebra, where ∅X ⊂ X is
the empty subset.
● Every other entry YU with U ∈ Open(X) is an E∞-module over Y∅X .
● These E∞-modules over Y∅X are compatible with the homotopy coherent
Open(X)-diagram structure. ◇
Example 11.3.6 (Homotopy Costello-Gwilliam equivariant prefactorization al-
gebras). For a topological space X equipped with a left action by a group G, con-
sider the configured category ̂Open(X)G in Example 10.2.12. In Example 10.6.6
we saw that there is a configured functor
̂Open(X) ι // ̂Open(X)G .
By Corollary 11.2.6 there is an induced diagram of change-of-operad adjunctions
HPFA( ̂Open(X)) HPFA( ̂Open(X)G)
AlgM(WOM̂Open(X))
η!

(WOMι )! // AlgM(WOM ̂Open(X)G)
η!

(WOMι )∗
oo
AlgM(OM̂Open(X))
(OMι )! //
η∗
OO
AlgM(OM ̂Open(X)G)(OMι )∗oo
η∗
OO
PFA( ̂Open(X)) PFA( ̂Open(X)G)
with commuting left adjoint diagram and commuting right adjoint diagram. In
particular, via the right adjoin (WOMι )∗, every homotopy prefactorization algebra
on ̂Open(X)G also has the structure stated in Example 11.3.5. ◇
Example 11.3.7 (Homotopy coherent diagrams of E∞-algebras). For a small
category C, consider the maximal configured category Ĉmax = (C,△Cmax) on C in
Example 10.2.9. By Corollary 11.2.4 and Example 10.7.2, the augmentation
η ∶WOM
Ĉmax
// OM
Ĉmax
induces a change-of-operad adjunction
HPFA(Ĉmax) = AlgM(WOMĈmax)
η! // AlgM(OMĈmax) = PFA(Ĉmax) ≅ Com(M)Cη∗oo
between the category of homotopy prefactorization algebras on Ĉmax and the cat-
egory of C-diagrams of commutative monoids in M. Therefore, WOM
Ĉmax
-algebras
should be homotopy coherent C-diagrams of E∞-algebras. We will explain this in
details in Section 11.10. Furthermore, if M = Chain
K
with K a field of characteristic
zero, then this adjunction is a Quillen equivalence. ◇
Example 11.3.8 (Homotopy Costello-Gwilliam prefactorization algebras on
manifolds). Suppose Embn is a small category equivalent to the category of smooth
n-manifolds with open embeddings as morphisms. Recall from Example 10.7.4 that
symmetric monoidal functors Embn // M are called prefactorization algebras on
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n-manifolds with values in M. The category of such objects is isomorphic to the
category PFA(Êmbnmax) of prefactorization algebras on Êmbnmax. By Example 11.3.7
this category is related to the category of homotopy prefactorization algebras on
Êmbnmax, i.e., WO
M
Êmbnmax
-algebras, via the change-of-operad adjunction. In Section
11.10 we will see that homotopy prefactorization algebras on Êmbnmax are homotopy
coherent Embn-diagrams of E∞-algebras. ◇
Example 11.3.9 (Homotopy Costello-Gwilliam prefactorization algebras on
complex manifolds). Suppose Holn is a small category equivalent to the category
of complex n-manifolds with open holomorphic embeddings as morphisms. Recall
from Example 10.7.5 that symmetric monoidal functors Holn // M are called pref-
actorization algebras on complex n-manifolds with values in M. The category of
such objects is isomorphic to the category PFA(Ĥolnmax) of prefactorization algebras
on Ĥolnmax. By Example 11.3.7 this category is related to the category of homotopy
prefactorization algebras on Ĥolnmax, i.e.,WO
M
Ĥolnmax
-algebras, via the change-of-operad
adjunction. In Section 11.10 we will see that homotopy prefactorization algebras
on Ĥolnmax are homotopy coherent Hol
n-diagrams of E∞-algebras. ◇
11.4. Coherence Theorem
In this section, we record the following coherence theorem for homotopy pref-
actorization algebras. In the remaining sections of this chapter, we will use this
coherence theorem to study the structure of homotopy prefactorization algebras.
For a vertex v in a colored tree, recall our convention of writing (v) for its pro-
file. So if Prof(v) = (dc), then △(v) = △(dc) for a configured category (C,△) as in
Definition 10.2.5.
Theorem 11.4.1. Suppose Ĉ = (C,△) is a configured category with object set
C. Then a WOM
Ĉ
-algebra is precisely a pair (X,λ) consisting of
● a C-colored object X in M and
● a structure morphism
(11.4.2) J[T ]⊗Xc λT {f
v}
v∈T // Xd ∈M
for
– each T ∈ TreeC(dc) with (c;d) ∈ Prof(C) × C and
– each {fv}
v∈T
∈∏v∈T △(v)
that satisfies the following four conditions.
Associativity: Suppose (c = (c1, . . . , cn);d) ∈ Prof(C) × C with n ≥ 1, T ∈
TreeC(dc), Tj ∈ TreeC(cjb
j
) for 1 ≤ j ≤ n, b = (b1, . . . , bn),
G = Graft(T ;T1, . . . , Tn) ∈ TreeC(db)
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is the grafting (3.3.1), {fv} is as above, and {fu} ∈ ∏u∈Tj △(u) for each
1 ≤ j ≤ n. Then the diagram
(11.4.3) J[T ]⊗ ( n⊗
j=1
J[Tj])⊗Xb
permute ≅

(π,Id)
// J[G]⊗Xb
λG{fw}
w∈G

J[T ]⊗ n⊗
j=1
(J[Tj]⊗Xb
j
)
(Id,⊗
j
λTj {fu}u∈Tj)

J[T ]⊗Xc λT {f
v}
v∈T // Xd
is commutative. Here π = ⊗S 1 is the morphism in Lemma 6.2.7 for the
grafting G.
Unity: For each c ∈ C, the composition
(11.4.4) Xc
≅ // J[↑c]⊗Xc λ↑c{∅} // Xc
is the identity morphism of Xc.
Equivariance: For each T ∈ TreeC(dc), {fv} as above, and permutation σ ∈
Σ∣c∣, the diagram
(11.4.5) J[T ]⊗Xc
(Id,σ−1)

λT {fv}
v∈T // Xd
J[Tσ]⊗Xcσ λTσ{f
v}
v∈Tσ // Xd
is commutative, in which Tσ ∈ TreeC( dcσ) is the same as T except that
its ordering is ζTσ with ζT the ordering of T . The permutation σ
−1 ∶
Xc
≅ // Xcσ permutes the factors in Xc.
Wedge Condition: Suppose T ∈ TreeC(dc), Hv ∈ TreeC(v) for each v ∈
Vt(T ), K = T (Hv)v∈T is the tree substitution, and {fu} ∈ ∏u∈Hv △(u)
for each v ∈ Vt(T ). Then the diagram
(11.4.6) J[T ]⊗Xc
(J,Id)

λT {gv}
v∈T // Xd
J[K]⊗Xc λK{f
w}
w∈K // Xd
is commutative. Here for each v ∈ Vt(T ),
gv = γOĈHv({fu}u∈Hv) ∈ OĈ(v) =△(v)
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with
OĈ[Hv] = ∏
u∈Hv
OĈ(u) γ
O
Ĉ
Hv // OĈ(v)
the operadic structure morphism of OĈ for Hv in (4.4.10).
A morphism f ∶ (X,λX) // (Y,λY ) of WOM
Ĉ
-algebras is a morphism of the un-
derlying C-colored objects that respects the structure morphisms in (11.4.2) in the
obvious sense.
Proof. This is the special case of the Coherence Theorem 7.2.1 applied to the
C-colored operad OM
Ĉ
. Indeed, since
OM
Ĉ
(d
c
) = ∐
OĈ
(d
c
)
1 = ∐
△(dc)
1,
for each T ∈ TreeC(dc) there is a canonical isomorphism
OM
Ĉ
[T ] =⊗
v∈T
OM
Ĉ
(v) =⊗
v∈T
(∐
△(v)
1) ≅ ∐
∏
v∈T
△(v)
1.
This implies that there is a canonical isomorphism
J[T ]⊗OM
Ĉ
[T ]⊗Xc ≅ ∐
∏
v∈T
△(v)
J[T ]⊗Xc.
Therefore, the structure morphism λT in (7.2.2) is uniquely determined by the
restricted structure morphisms λT {fv}v∈T in (11.4.2). The above associativity,
unity, equivariance, and wedge conditions are those in the Coherence Theorem
7.2.1. 
Interpretation 11.4.7. In a homotopy prefactorization algebra on a config-
ured category Ĉ, the structure morphism λT {fv}v∈T is specified by (i) first choosing
a C-colored tree T ∈ TreeC(dc) and (ii) then choosing a configuration fv ∈ △(v) for
each vertex v in T . In other words, the structure morphisms are parametrized by
C-colored trees whose internal edges are decorated by the commutative segment J
and whose vertices are decorated by configurations in Ĉ with the correct profile. ◇
Example 11.4.8 (Homotopy prefactorization algebras on bounded lattices).
For a bounded lattice (L,≤) with least element 0, consider the configured category
L̂ = (L,△L) in Example 10.2.10. For any two elements c, d ∈ L, there is a morphism
c // d in L, which is necessarily unique, if and only if c ≤ d. Each subset △L(dc) of
configurations is either empty or a one-element set. If v ∈ Vt(T ) has profile ( ba1,...,am),
then
fv ∈△L(v) =△L( ba1,...,am)
if and only if
● ai ≤ b in L for each 1 ≤ i ≤m and
● ai ∧ aj = 0 for all 1 ≤ i /= j ≤m.
In this case,
f
v = {ai // b}mi=1
is the unique element in ∏mi=1L(ai, b). ◇
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Example 11.4.9 (Homotopy Costello-Gwilliam prefactorization algebras). For
a topological space X , consider the configured category ̂Open(X) in Example
10.2.11. Since ̂Open(X) is an example of L̂ for the bounded lattice Open(X), ev-
erything in Example 11.4.8 applies to ̂Open(X). Suppose T is an Open(X)-colored
tree, and v ∈ Vt(T ) has profile ( VU1,...,Um) with U1, . . . , Um, V ∈ Open(X). Then
fv ∈△X(v) =△X ( VU1,...,Um)
if and only if {Ui}mi=1 are pairwise disjoint subsets of V . In this case,
f
v = {Ui ⊂ V }mi=1
is the unique element in ∏mi=1Open(X)(Ui, V ). ◇
Example 11.4.10 (Homotopy Costello-Gwilliam equivariant prefactorization
algebras). For a topological space X equipped with a left action by a group G,
consider the configured category ̂Open(X)G in Example 10.2.12. The objects in
Open(X)G are the objects in Open(X), i.e., open subsets of X , but there are more
morphisms in Open(X)G than in Open(X). Suppose T is an Open(X)-colored tree,
and v ∈ Vt(T ) has profile ( VU1,...,Um) with U1, . . . , Um, V ∈ Open(X). Then
fv ∈ △XG(v) =△XG( VU1,...,Um)
if and only if fv has the form
{ Ui gi // giUi inclusion // V }m
i=1
∈
m
∏
i=1
Open(X)G(Ui, V )
for some g1, . . . , gm ∈ G such that {giUi}mi=1 are pairwise disjoint subsets of V . ◇
11.5. Homotopy Coherent Pointed Diagrams
Using the Coherence Theorem 11.4.1, for the next few sections we will ex-
plain the structure that exists in homotopy prefactorization algebras, i.e., in WOM
Ĉ
-
algebras. In this section, we explain the homotopy coherent pointed diagram struc-
ture that exists on each homotopy prefactorization algebra.
Definition 11.5.1. Objects in the category AlgM(WOMĈmin) are called homotopy
coherent pointed C-diagrams in M.
Interpretation 11.5.2. The C-colored operad OM
Ĉmin
is the operad for pointed
C-diagrams in M, so algebras over its Boardman-Vogt construction are homotopy
coherent pointed C-diagrams in M. We saw in Example 11.3.2 that the right adjoint
in the change-of-operad adjunction
HPFA(Ĉmin) = AlgM(WOMĈmin)
(WOMi0 )! // AlgM(WOMĈ ) = HPFA(Ĉ)(WOMi0 )∗
oo
sends each homotopy prefactorization algebra on Ĉ to its underlying homotopy
coherent pointed C-diagram in M. ◇
To understand homotopy coherent pointed C-diagrams in M, first we make
explicit the colored operad OM
Ĉmin
. The next result is a consequence of the definition
of Ĉmin in Example 10.2.8 and of Definition 10.3.2.
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Lemma 11.5.3. Suppose C is a small category with object set C. Then the
C-colored operad OM
Ĉmin
has entries
OM
Ĉmin
(d
c
) =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1 if c = ∅,
∐
C(c,d)1 if c = c ∈ C,
∅ if ∣c∣ ≥ 2
for (c;d) ∈ Prof(C) × C.
Motivation 11.5.4. The following result is the coherence theorem for homo-
topy coherent pointed diagrams. A pointed C-diagram in M consists of a C-diagram
inM and compatible colored units for objects in C. Therefore, a homotopy coherent
pointed C-diagram in M should contain a homotopy coherent C-diagram in M along
with homotopically compatible homotopy colored units. ◇
We will refer to (i) the Coherence Theorem 7.3.5 for homotopy coherent C-
diagrams in M, (ii) the linear graphs Lin? in Example 3.1.19, and (iii) the truncated
linear graphs lin? in Example 3.1.20.
Theorem 11.5.5. A homotopy coherent pointed C-diagram in M is exactly a
triple (X,λ, θ) consisting of
● a homotopy coherent C-diagram (X,λ) in M and
● a structure morphism
(11.5.6) J[linc] θ
f
c
// Xcn ∈M
for
– each profile c = (c1, . . . , cn) ∈ Prof(C) with n ≥ 1;
– each sequence of composable C-morphisms f = (f2, . . . , fn) with fj ∈
C(cj−1, cj) for 2 ≤ j ≤ n
that satisfies the following two conditions.
Associativity: Suppose 1 ≤ n ≤ p, c = (c1, . . . , cn), and c′ = (cn, . . . , cp) ∈
Prof(C). Suppose fj ∈ C(cj−1, cj) for each 2 ≤ j ≤ p with f = (f2, . . . , fn)
and f ′ = (fn+1, . . . , fp). Then the diagram
(11.5.7) J[Linc′]⊗ J[linc]
(Id,θfc )

π // J [lin(c1,...,cp)]
θ
(f,f ′)
(c1,...,cp)

J[Linc′]⊗Xcn
λ
f′
c′
// Xcp
is commutative. Here the truncated linear graph lin(c1,...,cp) is regarded as
the grafting (3.3.1) of the linear graph Linc′ and the truncated linear graph
linc with π the morphism in Lemma 6.2.7.
Wedge Condition: Suppose c = (c1, . . . , cn) ∈ Prof(C) with n ≥ 1,
bj =
⎧⎪⎪⎨⎪⎪⎩
(b11, . . . , b1k1 = c1) with k1 ≥ 1 for j = 1,(cj−1 = bj0, bj1, . . . , bjkj = cj) with kj ≥ 0 for 2 ≤ j ≤ n
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in Prof(C), and b = (b1, . . . , bn). Suppose f ji ∈ C(bji−1, bji ) for each 1 ≤ j ≤ n
and 1 ≤ i ≤ kj except for f11 ,
f j =
⎧⎪⎪⎨⎪⎪⎩
(f12 , . . . , f1k1) if j = 1,(f j1 , . . . , f jkj ) if 2 ≤ j ≤ n,
f = (f1, . . . , fn), and
f j =
⎧⎪⎪⎨⎪⎪⎩
f1k1 ○ ⋯ ○ f
1
2 ∈ C(b11, c1) if j = 1,
f
j
kj
○ ⋯ ○ f
j
1 ∈ C(cj−1, cj) if 2 ≤ j ≤ n.
Then the diagram
(11.5.8) J[linc]
J

θ(f
1,...,fn)
c
// Xcn
J[linb] θ
f
b
// Xcn
is commutative. Here the truncated linear graph linb is regarded as the
tree substitution
linb = linc(linb
1
,Linb
2
, . . . ,Linb
n
).
Proof. This is the special case of the Coherence Theorem 7.2.1 for the C-
colored operad OM
Ĉmin
. Indeed, by Lemma 11.5.3 the equivariant structure on OM
Ĉmin
is trivial. Since OM
Ĉmin
is concentrated in 0-ary and unary entries, if T ∈ TreeC(dc) is
neither a linear graph nor a truncated linear graph, then
OM
Ĉmin
[T ] =⊗
v∈T
OM
Ĉmin
(out(v)
in(v) ) = ∅.
In this case, the structure morphism
J[T ]⊗OM
Ĉmin
[T ]⊗Xc λT // Xd
in (7.2.2) for a WOM
Ĉmin
-algebra is the trivial morphism ∅ // Xd. In particular, the
equivariance condition (7.2.5) is trivial forWOM
Ĉmin
-algebras. For linear graphs T , we
have exactly the structure of a homotopy coherent C-diagram in M as in Theorem
7.3.5.
For c = (c1, . . . , cn) ∈ Prof(C) with n ≥ 1, we have natural isomorphisms
OM
Ĉmin
[linc] = OMĈmin(c1∅)⊗ [
n
⊗
j=2
OM
Ĉmin
( cj
cj−1
)] ≅ n⊗
j=2
[ ∐
C(cj−1,cj)
1] ≅ ∐
∏nj=2 C(cj−1,cj)
1.
This implies that there is a natural isomorphism
J[linc]⊗OMĈmin[linc] ≅ ∐
∏nj=2 C(cj−1,cj)
J[linc].
So the structure morphism
J[linc]⊗OMĈmin[linc]
λlinc
// Xcn
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in (7.2.2) is uniquely determined by the restrictions θ
f
c in (11.5.6). The associa-
tivity and wedge conditions are exactly those in the Coherence Theorem 7.2.1 for
(truncated) linear graphs. 
Interpretation 11.5.9. A homotopy coherent pointed C-diagram in M has
a homotopy coherent C-diagram in M and additional structure morphisms θ
f
c for
truncated linear graphs. One should think of the structure morphism θ
f
c in (11.5.6)
as determined by the decorated truncated linear graph
f2 ⋯ fn
c1 c2 cn−1 cn
with all but the first vertices decorated by the C-morphisms fj ∈ C(cj−1, cj). Note
that if n = 1, then (fj) = ∅. ◇
Example 11.5.10 (Homotopy colored units). Suppose (X,λ, θ) is a homotopy
coherent pointed C-diagram in M. It has structure morphisms
Xc
Xf
//
≅
''◆
◆◆
◆◆
◆◆
◆◆
◆◆
◆ Xd
J[Lin(c,d)]⊗Xc
λf(c,d)
77♣♣♣♣♣♣♣♣♣♣♣♣
for f ∈ C(c, d) as in Example 7.3.11 and
1 = J[lin(c)] θ
∅
(c)
// Xc
for c ∈ C. If X is actually a pointed C-diagram in M as in Definition 10.4.1, then
the diagram
1
θ∅(c)

1
θ∅(d)

Xc
Xf
// Xd
is commutative. For a homotopy coherent pointed C-diagram in M, this diagram is
homotopy commutative in the following sense.
The diagram
1 = J[lin(d)]
0

θ∅(d)
// Xd
J = J[lin(c,d)] θ
f
(c,d)
// Xd
1
1
OO
≅

J[Lin(c,d)]⊗ J[lin(c)] (Id,θ
∅
(c))
// J[Lin(c,d)]⊗Xc
λ
f
(c,d)
OO
is commutative, where 0,1 ∶ 1 // J are part of the commutative segment J .
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● The top rectangle is commutative by the wedge condition (11.5.8) for the
tree substitution
lin(c,d) = lin(d)(lin(c,d)).
Visually lin(c,d) and lin(d) are the truncated linear graphs
f
c d d
and similarly for lin(c).
● The bottom square is commutative by the associativity condition (11.5.7)
with c = (c) and c′ = (c, d).
In other words, θ∅(c) is a homotopy colored unit that is preserved by λf(c,d) up to
the homotopy θf(c,d) that is also a structure morphism. ◇
11.6. Homotopy Time-Slice Axiom
In this section, we explain a homotopy coherent version of the time-slice axiom
in homotopy prefactorization algebras.
Motivation 11.6.1. Suppose Ĉ = (C,△) is a configured category, and S is a
set of morphisms in C. In Example 11.3.3 we saw that there is a change-of-operad
adjunction
HPFA(Ĉ) = AlgM(WOMĈ )
WℓM! // AlgM(WOĈ[S−1]M) = HPFA(Ĉ, S)(WℓM)∗oo .
The objects on the right side are homotopy prefactorization algebras on Ĉ satisfying
the homotopy time-slice axiom with respect to S. In view of Theorem 10.3.13, for
each s ∈ S, we therefore expect the structure morphism λ{s} to be invertible up to
coherent homotopies that are also structure morphisms. We will explain this in the
following examples. ◇
Example 11.6.2 (Left homotopy inverses). Suppose (X,λ) is a homotopy pref-
actorization algebra on Ĉ satisfying the homotopy time-slice axiom with respect to
S, i.e., a WOĈ[S−1]M-algebra. Since OĈ[S−1]M has entries
OĈ[S−1]M(dc) = ∐
OĈ[S−1](dc)
1 for (dc) ∈ Prof(C) × C,
there is a canonical isomorphism
OĈ[S−1]M[T ] =⊗
v∈T
OĈ[S−1]M(v) =⊗
v∈T
[ ∐
OĈ[S−1](v)
1] ≅ ∐
∏
v∈T
OĈ[S−1](v)
1
for each C-colored tree T ∈ Tree(dc). Therefore, there is a canonical isomorphism
J[T ]⊗OĈ[S−1]M[T ]⊗Xc ≅ ∐
∏
v∈T
OĈ[S−1](v)
J[T ]⊗Xc.
It follows that the structure morphisms λT in (7.2.2) is uniquely determined by the
restricted structure morphisms
J[T ]⊗Xc λT {f
v}
v∈T // Xd ∈M
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for T ∈ Tree(dc) and {fv}v∈T ∈ ∏
v∈T
OĈ[S−1](v).
Suppose f ∶ c // d is a morphism in S, so
f ∈ OĈ[S−1](dc) and f−1 ∈ OĈ[S−1](cd).
Note that
γ
OĈ[S−1]
Lin(c,d,c)
(f, f−1) = 1c ∈ OĈ[S−1](cc),
the c-colored unit in the colored operad OĈ[S−1]. Here
OĈ[S−1][Lin(c,d,c)] ≅ OĈ[S−1](dc) ×OĈ[S−1](cd)
γ
O
Ĉ
[S−1]
Lin(c,d,c)
// OĈ[S−1](cc)
is the operadic structure morphism (4.4.10) ofOĈ[S−1] for the linear graph Lin(c,d,c).
The diagram
1⊗Xc = J[Lin(c,c)]⊗Xc
(0,Id)

λLin(c,c){1c}
// Xc
J ⊗Xc = J[Lin(c,d,c)]⊗Xc λLin(c,d,c){f,f
−1}
// Xc
1⊗Xc
(1,Id)
OO
≅

J[Lin(d,c)]⊗ J[Lin(c,d)]⊗Xc (Id,λLin(c,d){f}) // J[Lin(d,c)]⊗Xd
λLin(d,c){f−1}
OO
is commutative:
● The top rectangle is commutative by the wedge condition (7.2.6) for the
tree substitution
Lin(c,d,c) = Lin(c,c)(Lin(c,d,c)).
● The bottom square is commutative by the associativity condition (7.2.3)
for the grafting
Lin(c,d,c) = Graft(Lin(d,c); Lin(c,d)).
The structure morphism λLin(c,c){1c} is isomorphic to the identity morphism on Xc
by Corollary 7.2.8 . Therefore, the above commutative diagram says that the struc-
ture morphism λLin(d,c){f−1} is a left homotopy inverse of the structure morphism
λLin(c,d){f} via the homotopy λLin(c,d,c){f, f−1} that is also a structure morphism.
◇
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Example 11.6.3 (Right homotopy inverses). Similarly, the diagram
1⊗Xd = J[Lin(d,d)]⊗Xd
(0,Id)

λLin(d,d){1d}
// Xd
J ⊗Xd = J[Lin(d,c,d)]⊗Xd λLin(d,c,d){f
−1,f}
// Xd
1⊗Xd
(1,Id)
OO
≅

J[Lin(c,d)]⊗ J[Lin(d,c)]⊗Xd (Id,λLin(d,c){f
−1})
// J[Lin(c,d)]⊗Xc
λLin(c,d){f}
OO
is commutative, and λLin(d,d){1d} is isomorphic to the identity morphism on Xd.
Therefore, the commutative diagram says that the structure morphism λLin(d,c){f−1}
is a right homotopy inverse of the structure morphism λLin(c,d){f} via the homotopy
λLin(d,c,d){f−1, f} that is also a structure morphism. ◇
11.7. E∞-Algebra Structure
In this section, we explain that some entries in a homotopy prefactorization
algebra are E∞-algebras as in Definition 7.6.2.
Motivation 11.7.1. Suppose Ĉ = (C,△) is a configured category with object
set C, and c ∈ C such that {Idc}ni=1 ∈△( cc,...,c) for all n. For each prefactorization alge-
bra (Y,λ) on Ĉ, we saw in Proposition 10.5.1 that its c-colored entry Yc is equipped
with the structure of a commutative monoid. For a homotopy prefactorization
algebra on Ĉ, we expect the entry Yc to be an E∞-algebra. ◇
The following result is a consequence of Corollary 6.4.9 and Proposition 10.5.1.
Corollary 11.7.2. Suppose Ĉ = (C,△) is a configured category with object set
C, and c ∈ C such that
{Idc}ni=1 ∈△( cc,...,c)
for all n. Then the operad morphism
Com
ιc // OM
Ĉ
in Proposition 10.5.1 induces a diagram of change-of-operad adjunctions
AlgM(WCom) (Wιc)! //
η!

AlgM(WOMĈ ) = HPFA(Ĉ)
η!

Wι∗c
oo
Com(M) = AlgM(Com) (ιc)! //
η∗
OO
AlgM(OMĈ ) = PFA(Ĉ)
ι∗c
oo
η∗
OO
with commuting left adjoint diagram and commuting right adjoint diagram.
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Interpretation 11.7.3. The right adjoint Wι∗c sends each homotopy prefac-
torization algebra (Y,λ) on Ĉ to the E∞-algebra
Wι∗c(Y,λ) ∈ AlgM(WCom).
The underlying object is the entry Yc ∈ M. For each one-colored tree T ∈ Tree(n),
the E∞-algebra structure morphism
J[T ]⊗ Y ⊗nc λT // Yc
in (7.6.8) is the structure morphism
λTc{{Idc}∣in(v)∣i=1 }
v∈Tc
in (11.4.2). Here Tc ∈ TreeC( cc,...,c) is the c-colored tree obtained from T by replacing
every edge color by c. For each vertex v ∈ Tc,
{Idc}∣in(v)∣i=1 ∈△( cc,...,c)
is a configuration by assumption. ◇
Example 11.7.4 (Homotopy prefactorization algebras on bounded lattices).
For a bounded lattice (L,≤) with least element 0, consider the configured category
L̂ = (L,△L) in Example 10.2.10. The least element 0 ∈ L has the property that
{Id0}ni=1 ∈△L( 00,...,0) for n ≥ 0.
If (Y,λ) is a homotopy prefactorization algebra on L̂, i.e., a WOM
L̂
-algebra, then the
entry Y0 ∈M is equipped with the structure of an E∞-algebra by Corollary 11.7.2.◇
Example 11.7.5 (Homotopy Costello-Gwilliam prefactorization algebras). For
a topological space X , consider the configured category
̂Open(X) = (Open(X),△X)
in Example 10.2.11. The category Open(X) is a bounded lattice with least element
∅X ⊂ X , the empty subset of X . The configured category ̂Open(X) has the form
L̂ in Example 10.2.10. Therefore, as in Example 11.7.4, if (Y,λ) is a homotopy
prefactorization algebra on ̂Open(X), i.e., a WOM̂Open(X)-algebra, then the entry
Y∅X ∈M is equipped with the structure of an E∞-algebra by Corollary 11.7.2. ◇
Example 11.7.6 (Homotopy Costello-Gwilliam equivariant prefactorization al-
gebras). Suppose G is a group, and X is a topological space in which G acts on
the left by homeomorphisms. Consider the configured category
̂Open(X)G = (Open(X)G,△XG)
in Example 10.2.12. The empty subset ∅X ⊂X has the property that
{Id∅X}ni=1 ∈ △XG( ∅X∅X ,...,∅X) for n ≥ 0.
If (Y,λ) is a homotopy prefactorization algebra on ̂Open(X)G, i.e., a WOM ̂Open(X)G-
algebra, then the entry Y∅X ∈ M is equipped with the structure of an E∞-algebra
by Corollary 11.7.2. ◇
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11.8. Objectwise E∞-Module
Suppose (L,≤) is an arbitrary but fixed bounded lattice with least element
0. Consider the configured category L̂ = (L,△L) in Example 10.2.10. We saw in
Examle 11.7.4 that for each homotopy prefactorization algebra on L̂, the 0-entry is
an E∞-algebra. In this section, we explain that every other entry has the structure
of an E∞-module over the E∞-algebra at the 0-entry.
Motivation 11.8.1. For a monoid A in M, recall from Definition 2.6.6 that
a left A-module is an object X equipped with a left action m ∶ A ⊗X // X that
satisfies the associativity and unity axioms. These two axioms can be read off from
those of a monoid in Proposition 2.6.2 by replacing the last A-entry by X . We can
define modules over an A∞-algebra or an E∞-algebra in the same way, by replacing
the last entry with the module in each structure morphism and each axiom. For
our current objective of understanding homotopy prefactorization algebras, we will
need the following concept of an E∞-module over an E∞-algebra. To define E∞-
modules, we will need two colors, one color 0 for the E∞-algebra and one color d
for the E∞-modules on which it acts. ◇
Recall the concept of a directed path in Definition 3.1.11. We first define the
colored trees that parametrize the structure morphisms of an E∞-module. In the
next definition, 0 and d are two distinct symbols, not necessarily elements in a
bounded lattice. In practice, 0 is the least element in a bounded lattice L, and
0 /= d ∈ L.
Definition 11.8.2. A {0, d}-tree is a {0, d}-colored tree
T ∈ Tree{0,d}( d0,...,0,d)
in which (0, . . . ,0) is a possibly empty profile of copies of 0. It is required that the
following conditions be satisfied.
● T has at least one input, the last of which and the output are colored by
d. All other inputs of T are colored by 0.
● Each v ∈ Vt(T ) has at least one input.
● If T does not have any vertices, then T is the d-colored exceptional edge
↑d.
● If T has a non-empty set of vertices, consider the unique directed path P dT
in T whose initial vertex contains the last input of T and whose terminal
vertex contains the output of T .
– Each vertex v ∈ P dT has profile ( d0,...,0,d), where (0, . . . ,0) has ∣in(v)∣− 1
copies of 0.
– Each vertex v /∈ P dT has profile ( 00,...,0), where (0, . . . ,0) has ∣in(v)∣
copies of 0.
Interpretation 11.8.3. In a {0, d}-tree T , the directed path P dT from the last
input to the output is d-colored, where we abbreviate the singleton {d} to d. All
other edges in T are colored by 0. For the vertex v that contains the last input of
T , the last input of v is also the last input of T , both of which are d-colored. ◇
Example 11.8.4. Every d-colored linear graph Lin(d,d,...,d) as in Example 3.1.19
is a {0, d}-tree. On the other hand, a truncated linear graph as in Example 3.1.20
cannot be a {0, d}-tree because it does not have any inputs. ◇
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Example 11.8.5. The (c;d)-corolla in Example 3.1.21 is a {0, d}-tree if and
only if c has the form (0, . . . ,0, d), where (0, . . . ,0) is a possibly empty profile of
copies of 0. ◇
Example 11.8.6. The 2-level tree T ({bj}; c;d) in Example 3.1.23 is a {0, d}-
tree if and only if the following conditions hold:
● Every kj ≥ 1.
● ci = 0 for 1 ≤ i ≤m − 1, and cm = d.
● bj,l = 0 for all 1 ≤ j ≤m and 1 ≤ l ≤ kj , except for bm,km = d.
For example, the 2-level tree on the right
v
u1 u2
d
d 0
0 d
v
u1 u2
d
0 d
0 0 0
0
d
is a {0, d}-tree, but the one on the left is not a {0, d}-tree because u2 does not have
any inputs. ◇
Example 11.8.7. Suppose T is a {0, d}-tree with n ≥ 1 inputs, and Tn is also
a {0, d}-tree. For each 1 ≤ i ≤ n − 1, suppose Ti ∈ Tree{0} in which every vertex has
at least one input. Then the grafting
G = Graft(T ;T1, . . . , Tn)
is also a {0, d}-tree. Indeed, the last input of Tn becomes the last input of the
grafting G, and the output of T becomes the output of G. The output of Tn and
the last input of T are both d-colored. The d-colored edges in T and Tn yield the
required d-colored directed path from the last input of the grafting to its output.
All other edges are colored by 0. ◇
Example 11.8.8. Suppose T is a {0, d}-tree with n inputs, andHv ∈ Tree{0,d}(v)
is a {0, d}-tree if v ∈ P dT . Otherwise, Hv ∈ Tree{0}(v) in which every vertex has at
least one input. Then the tree substitution K = T (Hv)v∈T is also a {0, d}-tree.
Indeed, the unique d-colored directed paths in Hv for v ∈ P dT together form the
unique d-colored directed path in K from its last input to the output. All other
edges in K are 0-colored. ◇
The following definition of an E∞-module is modeled after the Coherence The-
orem 7.6.7 for E∞-algebras.
Definition 11.8.9. Suppose (A,λA) is an E∞-algebra. An E∞-module over(A,λ) is a pair (X,λX) consisting of
● an object X ∈M and
● a structure morphism
(11.8.10) J[T ]⊗A⊗n−1 ⊗X λXT // X ∈M
for each {0, d}-tree T with n ≥ 1 inputs
that satisfies the following four conditions.
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Associativity: Suppose T and Tn are {0, d}-trees in which T has n ≥ 1
inputs, and Tj ∈ Tree{0} for 1 ≤ j ≤ n−1 in which every vertex has at least
one input. Suppose Tj has kj inputs for 1 ≤ j ≤ n, and k = k1 + ⋯ + kn.
Suppose G = Graft(T ;T1, . . . , Tn) is the grafting. Then the diagram
(11.8.11)
J[T ]⊗ ( n⊗
j=1
J[Tj])⊗A⊗k−1 ⊗X
permute ≅

(π,Id)
// J[G] ⊗A⊗k−1 ⊗X
λXG

J[T ]⊗ [n−1⊗
j=1
(J[Tj]⊗A⊗kj )]⊗ (J[Tn]⊗A⊗kn−1 ⊗X)
(Id,n−1⊗
j=1
λATj
,λXTn)

J[T ]⊗A⊗n−1 ⊗X λXT // X
is commutative. Here π = ⊗S 1 is the morphism in Lemma 6.2.7 for the
grafting G.
Unity: The composition
(11.8.12) X
≅ // J[↑d]⊗X λ
X
↑
// X
is the identity morphism of X , where ↑d is the d-colored exceptional edge.
Equivariance: For a {0, d}-tree T with n ≥ 1 inputs and σ ∈ Σn−1, the
diagram
(11.8.13) J[T ]⊗A⊗n−1 ⊗X
(Id,σ−1,Id)

λXT // X
J[Tσ]⊗A⊗n−1 ⊗X λXTσ // X
is commutative. Here Tσ is the {0, d}-tree obtained from T by replacing
its ordering ζT by ζT ○ (σ ⊕ id1).
Wedge Condition: Suppose T is a {0, d}-tree with n inputs, and Hv ∈
Tree{0,d}(v) is a {0, d}-tree if v ∈ P dT . For v ∈ Vt(T ) with v /∈ P dT , Hv ∈
Tree{0}(v) in which every vertex has at least one input. Suppose K =
T (Hv)v∈T is the tree substitution. Then the diagram
(11.8.14) J[T ]⊗A⊗n−1 ⊗X
(J,Id)

λXT // X
J[K]⊗A⊗n−1 ⊗X λXK // X
is commutative.
In a bounded lattice (L,≤) with least element 0, regarded as a small category,
the unique morphism 0 // d is denoted by 0d for d ∈ L. In particular, 00 = Id0.
The next result is the main observation in this section.
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Corollary 11.8.15. Suppose (L,≤) is a bounded lattice with least element 0,
and (Y,λ) is a homotopy prefactorization algebra on L̂, i.e., a WOM
L̂
-algebra. For
each d ∈ L, the entry Yd is an E∞-module over the E∞-algebra Y0 when equipped
with the structure morphisms
J[T ]⊗ Y ⊗n−10 ⊗ Yd
λT {fv}
v∈T // Yd ∈M
in (11.4.2) for {0, d}-trees T with n ≥ 1 inputs. Here for v ∈ Vt(T ),
(11.8.16) fv =
⎧⎪⎪⎨⎪⎪⎩
{0d, . . . ,0d, Idd} ∈ △L( d0,...,0,d) if v ∈ P dT ,{Id0}∣in(v)∣i=1 ∈ △L( 00,...,0) if v /∈ P dT .
Proof. This is a special case of the Coherence Theorem 11.4.1 applied to
the configured category L̂. To check that the E∞-module associativity (11.8.11)
is a special case of the associativity condition (11.4.3), we use the fact, which we
explained in Interpretation 11.7.3, that the E∞-algebra structure morphisms of Y0
are the structure morphisms
λT0{{Id0}∣in(v)∣i=1 }
v∈T0
with T0 ∈ Tree{0}.
To check that the E∞-module wedge condition (11.8.14) is a special case of the
wedge condition (11.4.6), we use the fact that, for v ∈ P dT , Hv ∈ Tree{0,d}(v) is a{0, d}-tree. For u ∈ Vt(Hv), fu ∈ △L(u) is defined as in (11.8.16). So we have
γ
OL̂
Hv
({fu}
u∈Hv
) = {0d, . . . ,0d, Idd} ∈ △L( d0,...,0,d) = △L(v).
On the other hand, for v ∈ Vt(T ) with v /∈ P dT , we have that Hv ∈ Tree{0}(v) and
that
γ
OL̂
Hv
({{Id0}∣in(u)∣i=1 }u∈Hv) = {Id0}∣in(v)∣i=1 ∈ △L( 00,...,0) = △L(v).

Example 11.8.17 (Homotopy Costello-Gwilliam prefactorization algebras). For
a topological space X , consider the configured category
̂Open(X) = (Open(X),△X)
in Example 10.2.11. The category Open(X) is a bounded lattice with least element
∅X ⊂ X , the empty subset of X . The configured category ̂Open(X) has the form
L̂ in Example 10.2.10. Therefore, by Corollary 11.8.15, if (Y,λ) is a homotopy
prefactorization algebra on ̂Open(X), i.e., a WOM̂Open(X)-algebra, then each entry
YU with U ∈ Open(X) is equipped with the structure of an E∞-module over the
E∞-algebra Y∅X in Example 11.7.5. ◇
Example 11.8.18 (Homotopy Costello-Gwilliam equivariant prefactorization
algebras). Suppose G is a group, and X is a topological space in which G acts on
the left by homeomorphisms. Consider the configured category
̂Open(X)G = (Open(X)G,△XG)
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in Example 10.2.12. By the change-of-operad adjunction
AlgM(WOM̂Open(X))
(WOMι )! // AlgM(WOM ̂Open(X)G)(WOMι )∗oo
in Example 11.3.6, every homotopy prefactorization algebra (Y,λ) on ̂Open(X)G
has an underlying homotopy prefactorization algebra on ̂Open(X). Therefore, by
Example 11.8.17, each entry YU with U ∈ Open(X) is equipped with the structure
of an E∞-module over the E∞-algebra Y∅X . ◇
11.9. Homotopy Coherent Diagrams of E∞-Modules
Suppose (L,≤) is an arbitrary but fixed bounded lattice with least element
0. Consider the configured category L̂ = (L,△L) in Example 10.2.10. In this
section, we explain that, for each homotopy prefactorization algebra on L̂, the
objectwise E∞-module structure over the E∞-algebra at the 0-entry in Section 11.8
is compatible with the homotopy coherent diagram structure in Section 11.5.
Motivation 11.9.1. In Corollary 10.6.3 we saw that, for a prefactorization
algebra (Y,λ) on L̂, the objectwise left Y0-module structure is compatible with the
L-diagram structure. For a homotopy prefactorization algebra (Y,λ) on L̂, the
entry Y0 is equipped with the structure of an E∞-algebra by Example 11.7.4. Fur-
thermore, by Corollary 11.8.15, every other entry Yd with d ∈ L is equipped with
the structure of an E∞-module over the E∞-algebra Y0. We expect the homotopy
coherent L-diagram structure in Y in Section 11.5 to be homotopically compati-
ble with the entrywise E∞-module structure. To explain precisely how they are
compatible, we need the following notation. ◇
Assumption 11.9.2. Suppose
● c = (c = c0, . . . , cm = d) ∈ Prof(L) with m ≥ 1 and c = c0 ≤ ⋯ ≤ cm = d in L.
● Lc = Linc ∈ LinearL(dc) is the corresponding linear graph in Example 3.1.19.
● Lcd = Lin(c,d) ∈ LinearL(dc).
● gi ∈ L(ci−1, ci) is the unique element for 1 ≤ i ≤m, and g = gm⋯g1 ∈ L(c, d).
● Td ∈ Tree{0,d}( d0,...,0,d) is a {0, d}-tree as in Definition 11.8.2, in which(0, . . . ,0) has n − 1 copies of 0 for some n ≥ 1.
● Tc ∈ Tree{0,c}( c0,...,0,c) is the {0, c}-tree obtained from Td by replacing every
d-colored edge by a c-colored edge.
Define the {0, c, d}-colored trees
T 1 = Graft(Lc;Tc), T 2 = Graft(Td; ↑0, . . . , ↑0´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−1 copies
, Lcd), and C = Cor((0,...,0,c);d)
in Tree{0,c,d}( d0,...,0,c). Here ↑0 is the {0}-colored exceptional edge in Example 3.1.18,
and Cor? is the corolla in Example 3.1.21, with Graft the grafting in Definition
3.3.1.
We can visualize T 1 (on the left) and T 2 (on the right) as follows.
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Lc
Tc
⋯
d
e1
0
0
c
Td
⋯
d
e2
0
0
c
In T 1 the c-colored internal edge connecting Tc to Lc is denoted by e
1. In T 2 the
d-colored internal edge connecting the linear graph Lcd to Td is denoted by e
2.
For v ∈ Vt(Td), the configuration fv ∈ △L in (11.8.16) will be denoted by fvd.
The corresponding c-colored version, with d replaced by c everywhere, is denoted
by fv
c
.
The following is the main result of this section. A copy of the morphism
1 ∶ 1 // J indexed by an internal edge e will be denoted by 1e. To simplify the
notation, we will omit writing some of the identity morphisms below. We will
use the notation in the Coherence Theorem 11.4.1 for homotopy prefactorization
algebras.
Theorem 11.9.3. Suppose (Y,λ) is a homotopy prefactorization algebra on L̂,
i.e., a WOM
L̂
-algebra. Under Assumption 11.9.2, the diagram
J[Lc]⊗ J[Tc]⊗ Y ⊗n−10 ⊗ Yc λTc{f
v
c
}v∈Tc
//
(1
e1
)(≅)

J[Lc]⊗ Yc
λLc{gi}mi=1

J[T 1]⊗ Y ⊗n−10 ⊗ Yc λT1{{f
v
c
}v∈Tc , {gi}ni=1}
// Yd
J[C]⊗ Y ⊗n−10 ⊗ Yc λC{0d,...,0d,g} //
(0⊗∣T1 ∣)(≅)
OO
(0⊗∣T2 ∣)(≅)

Yd
J[T 2]⊗ Y ⊗n−10 ⊗ Yc λT2{g, {f
v
d
}v∈Td}
// Yd
J[Td]⊗ Y ⊗n−10 ⊗ J[Lcd]⊗ Yc λLcd{g} //
(1
e2
)(≅)
OO
J[Td]⊗ Y ⊗n−10 ⊗ Yd
λTd{fvd}v∈Td
OO
is commutative, where 0,1 ∶ 1 // J are part of the commutative segment J .
Proof. This follows from the Coherence Theorem 11.4.1. Indeed, in the above
diagram from top to bottom:
● The first rectangle is commutative by the associativity condition (11.4.3)
and the grafting definition of T 1.
● The second rectangle is commutative by the wedge condition (11.4.6) ap-
plied to the tree substitution T 1 = C(T 1).
● The third rectangle is commutative by the same wedge condition applied
to the tree substitution T 2 = C(T 2).
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● The bottom rectangle is commutative by the associativity condition (11.4.3),
the grafting definition of T 2, and the unity condition (11.4.4).
In the second and the third rectangles, one observes that the set △L( d0,...,0,c) contains
only the configuration
{0d, . . . ,0d´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
n−1 copies
, g} = γOL̂
T 1
({fv
c
}v∈Tc , {gi}ni=1) = γOL̂T 2 (g, {fvd}v∈Td).
Along the left side of the diagram, the top and the bottom isomorphisms are of
the form ? ≅ 1⊗?. The middle two isomorphisms are of the form ? ≅ 1⊗∣T r ∣⊗? with
r = 1,2. 
Interpretation 11.9.4. In Theorem 11.9.3, the structure morphisms
λTc {fvc}v∈Tc and λTd {fvd}v∈Td
are E∞-module structure morphisms of Yc and Yd, respectively, as in Corollary
11.8.15. The structure morphisms
λLc{gi}mi=1 and λLcd{g}
are part of the underlying homotopy coherent L-diagram of (Y,λ). Therefore,
the commutative diagram says that the homotopy coherent L-diagram structure of(Y,λ) commutes with the objectwise E∞-module structure over the E∞-algebra Y0
up to specified homotopies that are also structure morphisms. ◇
Example 11.9.5. In Assumption 11.9.2, suppose m = 1, so c = (c, d) and
Lc = Lcd = Lin(c,d). In this case, the commutative diagram in Theorem 11.9.3 says
that the diagram
J[Lcd]⊗ J[Tc]⊗ Y ⊗n−10 ⊗ Yc λTc{f
v
c
}v∈Tc
//
≅

J[Lcd]⊗ Yc
λLcd{g}

J[Td]⊗ Y ⊗n−10 ⊗ J[Lcd]⊗ Yc
λLcd{g}

J[Td]⊗ Y ⊗n−10 ⊗ Yd λTd{f
v
d
}v∈Td
// Yd
is commutative up to specified homotopies that are also structure morphisms. This
is the homotopy coherent analogue of the commutative diagram
Y0 ⊗ Yc
(Id,λ{g})

λ{0c,Idc}
// Yc
λ{g}

Y0 ⊗ Yd
λ{0d,Idd}
// Yd
in Corollary 10.6.3 for a prefactorization algebra (Y,λ) on L̂. ◇
Example 11.9.6 (Homotopy Costello-Gwilliam prefactorization algebras). For
a topological space X , the configured category
̂Open(X) = (Open(X),△X)
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in Example 10.2.11 has the form L̂ for the bounded lattice Open(X) with least
element ∅X ⊂ X . Therefore, Theorem 11.9.3 applies to every homotopy prefactor-
ization algebra (Y,λ) on ̂Open(X). So the homotopy coherent Open(X)-diagram
structure in Y is homotopically compatible with the objectwise E∞-module struc-
ture over the E∞-algebra Y∅X . ◇
Example 11.9.7 (Homotopy Costello-Gwilliam equivariant prefactorization al-
gebras). Suppose G is a group, and X is a topological space in which G acts on
the left by homeomorphisms. The homotopy prefactorization algebras on the con-
figured category ̂Open(X)G = (Open(X)G,△XG)
in Example 10.2.12 are related to those on the configured category ̂Open(X) via
the change-of-operad adjunction
AlgM(WOM̂Open(X))
(WOMι )! // AlgM(WOM ̂Open(X)G)(WOMι )∗oo
HPFA( ̂Open(X)) HPFA( ̂Open(X)G)
in Example 11.3.6. In particular, every homotopy prefactorization algebra (Y,λ)
on ̂Open(X)G has an underlying homotopy prefactorization algebra on ̂Open(X).
Therefore, by Example 11.9.6, for each homotopy prefactorization algebra (Y,λ)
on ̂Open(X)G, the homotopy coherent Open(X)-diagram structure in Y is homo-
topically compatible with the objectwise E∞-module structure over the E∞-algebra
Y∅X . ◇
11.10. Homotopy Coherent Diagrams of E∞-Algebras
Suppose C is a small category. In this section, we explain that homotopy
prefactorization algebras on the maximal configured category Ĉmax = (C,△Cmax) in
Example 10.2.9 are homotopy coherent C-diagrams of E∞-algebras. Recall the
colored operads ComC in Example 4.5.23 and OĈ in Definition 10.3.2.
Lemma 11.10.1. Suppose C is a small category with object set C. There is an
equality
OM
Ĉmax
= ComC
of C-colored operads in M.
Proof. Both C-colored operads have entries
OM
Ĉmax
(d
c
) = ∐
△Cmax(dc)
1 = ∐
n
∏
j=1
C(cj ,d)
1 = ComC(dc)
for (dc) = ( dc1,...,cn) ∈ Prof(C) × C. From Example 4.5.23 and Definition 10.3.2, their
operad structures also coincide. 
Recall from Definition 7.8.2 thatWComC-algebras are called homotopy coherent
C-diagrams of E∞-algebras in M.
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Corollary 11.10.2. There is an equality
AlgM(WOMĈmax) = AlgM(WComC)
between the category of homotopy prefactorization algebras on Ĉmax, i.e., WO
M
Ĉmax
-
algebras and the category of homotopy coherent C-diagrams of E∞-algebras in M.
Proof. We first apply the Boardman-Vogt construction in Theorem 6.3.11 to
the equality of colored operads in Lemma 11.10.1 and then take the category of
algebras. 
Example 11.10.3 (Homotopy Costello-Gwilliam prefactorization algebras on
manifolds). Suppose Embn is a small category equivalent to the category of smooth
n-manifolds with open embeddings as morphisms. Recall from Example 10.7.4
that symmetric monoidal functors Embn // M are called prefactorization algebras
on n-manifolds with values in M. The category of such objects is isomorphic to
the category PFA(Êmbnmax) of prefactorization algebras on Êmbnmax. By Corollary
11.10.2 there is an equality
AlgM(WOMÊmbnmax) = AlgM(WComEmb
n)
between the category of homotopy prefactorization algebras on the maximal con-
figured category Êmbnmax, i.e., WO
M
Êmbnmax
-algebras and the category of homotopy
coherent Embn-diagrams of E∞-algebras in M. ◇
Example 11.10.4 (Homotopy Costello-Gwilliam prefactorization algebras on
complex manifolds). Suppose Holn is a small category equivalent to the category
of complex n-manifolds with open holomorphic embeddings as morphisms. Recall
from Example 10.7.5 that symmetric monoidal functors Holn // M are called pref-
actorization algebras on complex n-manifolds with values in M. The category of
such objects is isomorphic to the category PFA(Ĥolnmax) of prefactorization algebras
on Ĥolnmax. By Corollary 11.10.2 there is an equality
AlgM(WOMĤolnmax) = AlgM(WComHol
n)
between the category of homotopy prefactorization algebras on the maximal config-
ured category Ĥolnmax, i.e., WO
M
Ĥolnmax
-algebras and the category of homotopy coherent
Holn-diagrams of E∞-algebras in M. ◇

CHAPTER 12
Comparing Prefactorization Algebras and AQFT
In this chapter, we compare (homotopy) prefactorization algebras and (homo-
topy) algebraic quantum field theories.
Recall from Chapter 8 and Chapter 9 that algebraic quantum field theories and
their homotopy analogues are defined as algebras over the colored operads OM
C
and
WOM
C
for an orthogonal category C. In Chapter 10 and Chapter 11, prefactorization
algebras and their homotopy analogues are defined as algebras over the colored
operads OM
Ĉ
and WOM
Ĉ
for a configured category Ĉ. To compare these objects, in
Section 12.1 we first observe that every orthogonal category yields a configured
category in which the configurations are the finite sequences of pairwise orthogonal
morphisms.
In Section 12.2 we observe that we can also go backward, from configured
categories to orthogonal categories, by restricting to binary configurations. More
formally, the category of orthogonal categories embeds in the category of configured
categories as a full reflective subcategory. We will show by examples that this is
not an adjoint equivalence, so the two categories are genuinely different.
In Section 12.3 we show that, for each configured category, there is a compar-
ison morphism from the colored operad defining prefactorization algebras to the
colored operad defining algebraic quantum field theories. This comparison mor-
phism is well-behaved with respect to configured functors and the time-slice axiom.
As a consequence, we have various comparison adjunctions between (homotopy)
prefactorization algebras and (homotopy) algebraic quantum field theories.
In Section 12.4 we illustrate the comparison adjunctions with many examples.
In Section 12.5 we identify precisely the prefactorization algebras that come from
algebraic quantum field theories.
As in previous chapters, (M,⊗,1) is a cocomplete symmetric monoidal closed
category, such as Chain
K
, with a commutative segment (J,µ,0,1, ǫ) as in Definition
6.2.1. For a small category C, its object set is denoted by C.
12.1. Orthogonal Categories as Configured Categories
In this section, we show that orthogonal categories as in Definition 8.2.1 yield
configured categories as in Definition 10.2.1.
Definition 12.1.1. Suppose C = (C,⊥C) is an orthogonal category. For objects
c1, . . . , cn, d ∈ C with n ≥ 0 and c = (c1, . . . , cn), define △C(dc) as the set of pairs(d;{fi}ni=1) such that
● {fi}ni=1 ∈∏ni=1 C(ci, d) and
● if 1 ≤ i /= j ≤ n, then fi ⊥C fj .
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Interpretation 12.1.2. Configurations in △C are those {fi} ∈∏C(ci, d) such
that the fi’s are pairwise orthogonal. As in Notation 10.2.7 we will usually write(d;{fi}) as {fi}. ◇
Recall from Definitions 8.2.1 and 10.2.5 that OrthCat is the category of orthog-
onal categories and that ConfCat is the category of configured categories.
Proposition 12.1.3. Suppose C = (C,⊥C) is an orthogonal category.
(1) With △C as in Definition 12.1.1, ΨC = (C,△C) is a configured category.
(2) This construction defines a functor
Ψ ∶ OrthCat // ConfCat
that leaves the underlying categories and functors unchanged.
(3) Ψ sends each orthogonal equivalence to a configured equivalence.
Proof. For the first assertion, the subset axiom and the inclusivity axiom
follow directly from the definition of △C. The symmetry axiom follows from that of
the orthogonality relation ⊥C. The composition axiom follows from the fact that the
orthogonality relation is closed under both post-compositions and pre-compositions.
Indeed, using the notation in (10.2.2), we need to show that the figij ’s are pairwise
orthogonal.
● If 1 ≤ j /= j′ ≤ ki for some 1 ≤ i ≤ n, then
figij ⊥C figij′
by the post-composition axiom of ⊥C because gij ⊥C gij′ by assumption.
● If 1 ≤ i /= i′ ≤ n, 1 ≤ j ≤ ki, and 1 ≤ j′ ≤ ki′ , then
figij ⊥C fi′gi′j′
by the pre-composition axiom of ⊥C because fi ⊥C fi′ by assumption.
Therefore, Ĉ is a configured category.
For the functoriality of this construction, observe that an orthogonal functor
F sends a configuration {fi} to {Ffi}, where the Ffi’s are pairwise orthogonal
because the fi’s are. The last assertion follows immediately from the definition. 
In particular, every orthogonal category in Section 8.4 is sent by the functor Ψ
to a configured category.
Example 12.1.4 (Minimal and maximal orthogonal categories). For each small
category C, there are equalities
ΨCmin = (C,△Cmin) = Ĉmin and ΨCmax = (C,△Cmax) = Ĉmax.
Here Cmin and Cmax are the minimal and maximal orthogonal categories in Examples
8.4.1 and 8.4.2. On the other hand, Ĉmin and Ĉmax are the minimal and maximal
configured categories in Examples 10.2.8 and 10.2.9. ◇
Example 12.1.5 (Bounded lattices). Suppose (L,≤) is a bounded lattice with
least element 0 as in Example 2.2.12. There is an equality
Ψ(L,⊥) = (L,△L) = L̂
with (L,⊥) the orthogonal category in Example 8.4.4 and L̂ the configured category
in Example 10.2.10. ◇
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Example 12.1.6 (Topological spaces). For each topological space X , there is
an equality
ΨOpen(X) = ̂Open(X)
with Open(X) the orthogonal category in Example 8.4.5 and ̂Open(X) the config-
ured category in Example 10.2.11. ◇
Example 12.1.7 (Equivariant topological spaces). Suppose G is a group, and
X is a topological space in which G acts on the left by homeomorphisms. There is
an equality
ΨOpen(X)G = ̂Open(X)G
with Open(X)G the orthogonal category in Example 8.4.6 and ̂Open(X)G the con-
figured category in Example 10.2.12. ◇
Example 12.1.8 (Oriented manifolds). Recall from Example 8.4.7 the orthog-
onal category (Mand,⊥), where Mand is the category of d-dimensional oriented
manifolds with orientation-preserving open embeddings as morphisms in Example
2.2.15. Two morphisms g1 ∶ X1 // X and g2 ∶ X2 // X in Man
d are orthogonal
if and only if their images are disjoint subsets in X . In the configured category
Ψ(Mand,⊥) = (Mand,△),
a finite sequence of morphisms {gi ∶ Xi // X}ni=1 is a configuration if and only if the
images giXi are pairwise disjoint in X . ◇
Example 12.1.9 (Discs). Recall from Example 8.4.8 the orthogonal category
(Discd,⊥), where Discd is the full subcategory of Mand of d-dimensional oriented
manifolds diffeomorphic to Rd in Example 2.2.16. In the configured category
Ψ(Discd,⊥) = (Discd,△),
a finite sequence of morphisms {gi ∶ Xi // X}ni=1 is a configuration if and only if
their images giXi are pairwise disjoint in X . ◇
Example 12.1.10 (Oriented Riemannian manifolds). Recall from Example
8.4.10 the orthogonal category (Riemd,⊥), where Riemd is the category with d-
dimensional oriented Riemannian manifolds as objects and orientation-preserving
isometric open embeddings as morphisms in Example 2.2.17. In the configured
category
Ψ(Riemd,⊥) = (Riemd,△),
a finite sequence of morphisms {gi ∶ Xi // X}ni=1 is a configuration if and only if
their images giXi are pairwise disjoint in X . ◇
Example 12.1.11 (Lorentzian manifolds). Consider the orthogonal category
(Locd,⊥) in Example 8.4.11, where Locd is the category of d-dimensional oriented,
time-oriented, and globally hyperbolic Lorentzian manifolds in Example 2.2.18. In
the configured category
Ψ(Locd,⊥) = (Locd,△),
a finite sequence of morphisms {gi ∶ Xi // X}ni=1 is a configuration if and only if
their images giXi are pairwise causally disjoint in X . ◇
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Example 12.1.12 (A fixed spacetime). Recall from Example 8.4.12 the or-
thogonal category (Gh(X),⊥) with X ∈ Locd and Gh(X) the category of globally
hyperbolic open subsets of X with subset inclusions as morphisms in Example
2.2.19. In the configured category
Ψ(Gh(X),⊥) = (Gh(X),△),
a finite sequence of morphisms {gi ∶ Ui // V }ni=1 is a configuration if and only if the
Ui’s are pairwise causally disjoint in V . ◇
Example 12.1.13 (Lorentzian manifolds with bundles). Consider the orthog-
onal category (LocdG, π∗(⊥)) in Example 8.4.13, where LocdG is the category of d-
dimensional oriented, time-oriented, and globally hyperbolic Lorentzian manifolds
equipped with a principal G-bundle in Example 2.2.20. The functor
π ∶ LocdG
// Locd
forgets about the bundle structure, with π∗(⊥) the pullback of the orthogonality
relation ⊥ in Locd. In the configured category
Ψ(LocdG, π∗(⊥)) = (LocdG,△),
a finite sequence of morphisms {gi ∶ (Xi, Pi) // (X,P )}ni=1 is a configuration if and
only if the images giXi are pairwise causally disjoint in X . ◇
Example 12.1.14 (Lorentzian manifolds with bundles and connections). Con-
sider the orthogonal category (LocdG,con, (πp)∗(⊥)) in Example 8.4.14, where LocdG,con
is the category of triples (X,P,C) with (X,P ) ∈ LocdG and C a connection on P in
Example 2.2.21. The functor
πp ∶ Loc
d
G,con
// Loc
d
forgets about the bundle structure and the connection, with (πp)∗(⊥) the pullback
of the orthogonality relation ⊥ in Locd. In the configured category
Ψ(LocdG,con, (πp)∗(⊥)) = (LocdG,con,△),
a finite sequence of morphisms {gi ∶ (Xi, Pi,Ci) // (X,P,C)}ni=1 is a configuration
if and only if the images giXi are pairwise causally disjoint in X . ◇
Example 12.1.15 (Lorentzian spin manifolds). Consider the orthogonal cate-
gory (SLocd, π∗(⊥)) in Example 8.4.15, where SLocd is the category of d-dimensional
oriented, time-oriented, and globally hyperbolic Lorentzian spin manifolds in Ex-
ample 2.2.22. The functor
π ∶ SLocd // Locd
forgets about the spin structure, with π∗(⊥) the pullback of the orthogonality
relation ⊥ in Locd. In the configured category
Ψ(SLocd, π∗(⊥)) = (SLocd,△),
a finite sequence of morphisms {gi ∶ (Xi, Pi, ψi) // (X,P,ψ)}ni=1 is a configuration
if and only if the images giXi are pairwise causally disjoint in X . ◇
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Example 12.1.16 (Structured spacetimes). Consider the orthogonal category(Str, π∗(⊥)) in Example 8.4.16, with
π ∶ Str // Loc
d
a functor between small categories and π∗(⊥) the pullback of the orthogonality
relation ⊥ in Locd. In the configured category
Ψ(Str, π∗(⊥)) = (Str,△),
a finite sequence of morphisms {gi ∶ Xi // X}ni=1 is a configuration if and only if the
images (πgi)(πXi) are pairwise causally disjoint in πX . ◇
Example 12.1.17 (Spacetime with timelike boundary). Suppose X is a space-
time with timelike boundary, and Reg(X) is the category of regions inX in Example
2.2.23. Consider the orthogonal category (Reg(X),⊥) in Example 8.4.17. In the
configured category
Ψ(Reg(X),⊥) = (Reg(X),△),
a finite sequence of morphisms {gi ∶ Ui // V }ni=1 is a configuration if and only if the
Ui’s are pairwise causally disjoint in V . ◇
12.2. Configured Categories to Orthogonal Categories
In this section, we observe that each configured category yields an orthogonal
category in which an orthogonal pair is exactly a binary configuration. Moreover,
the category of orthogonal categories embeds as a full reflective subcategory of the
category of configured categories.
Definition 12.2.1. Suppose Ĉ = (C,△C) is a configured category. Define ⊥C
as the set of pairs {g1, g2} in △C.
Proposition 12.2.2. Suppose Ĉ = (C,△C) is a configured category.
(1) With ⊥C as in Definition 12.2.1, ΦĈ = (C,⊥C) is an orthogonal category.
(2) This construction defines a functor
Φ ∶ ConfCat // OrthCat
that leaves the underlying categories and functors unchanged.
(3) Φ sends each configured equivalence to an orthogonal equivalence.
Proof. The symmetry of ⊥C follows from that of △C. By the inclusivity axiom
of △C, each morphism f in C yields a configuration {f}. So the composition axiom
of △C implies both the post-composition axiom and the pre-composition axiom of
⊥C. For the second assertion, observe that a configured functor preserves all the
configurations, in particular the binary configurations {g1, g2}. The last assertion
follows immediately from the definition. 
Definition 12.2.3. For a configured category Ĉ, we call ΦĈ the associated
orthogonal category.
The next observation says that the category OrthCat of orthogonal categories
embeds in the category ConfCat of configured categories via the functor Ψ in Propo-
sition 12.1.3 as a full reflective subcategory.
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Theorem 12.2.4. There is an adjunction
ConfCat
Φ // OrthCat
Ψ
oo
with left adjoint Φ such that the counit ΦΨ // IdOrthCat is the identity natural
transformation. In particular, every orthogonal category is the Φ-image of some
configured category.
Proof. Since both functors Φ and Ψ leave the underlying categories and func-
tors unchanged, to establish the adjunction, it suffices to prove the following state-
ment. Suppose Ĉ = (C,△C) is a configured category and D = (D,⊥D) is an orthogonal
category. For each functor F ∶ C // D, the following statements are equivalent:
(1) F sends each binary configuration in Ĉ to an orthogonal pair in D.
(2) The image of each configuration in Ĉ under F is pairwise orthogonal in
D.
To see that (2) implies (1), simply note that each binary configuration is a config-
uration. To see that (1) implies (2), suppose {gi}ni=1 is a configuration in Ĉ with
1 ≤ i /= j ≤ n. By the subset axiom of a configured category, {gi, gj} is also a
configuration in Ĉ. So by (1) their images {Fgi, Fgj} are orthogonal in D.
The equality
ΦΨ = IdOrthCat
follows directly from the definition of the functors Φ and Ψ. 
In Theorem 12.2.4 we observed that the counit ΦΨ // IdOrthCat is the identity
natural transformation, so each orthogonal category C is equal to ΦΨC. In partic-
ular, this is true for all the orthogonal categories in Section 8.4. Below are some
examples.
Example 12.2.5 (Empty orthogonality and minimal configuration). For each
small category C, there are equalities
Ψ(C,∅) = (C,△Cmin) and Φ(C,△Cmin) = (C,∅).
Here ∅ is the empty orthogonality relation in Example 8.4.1, and (C,△Cmin) is the
minimal configured category on C in Example 10.2.8. ◇
Example 12.2.6 (Maximal orthogonality and maximal configuration). For each
small category C, there are equalities
Ψ(C,⊥max) = (C,△Cmax) and Φ(C,△Cmax) = (C,⊥max).
Here ⊥max is the orthogonality relation in Example 8.4.2, and (C,△Cmax) is the
maximal configured category on C in Example 10.2.9. ◇
Example 12.2.7 (Orthogonality and configuration of bounded lattices). For
each bounded lattice (L,≤), there are equalities
Ψ(L,⊥) = (L,△L) and Φ(L,△L) = (L,⊥).
Here ⊥ is the orthogonality relation in Example 8.4.4, and (L,△L) is the configured
category on L in Example 10.2.10. ◇
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Example 12.2.8 (Orthogonality and configuration of topological spaces). For
each topological space X , there are equalities
Ψ(Open(X)) = ̂Open(X) and Φ( ̂Open(X)) = Open(X).
Here Open(X) is the orthogonal category in Example 8.4.5, and ̂Open(X) is the
configured category in Example 10.2.11. ◇
Example 12.2.9 (Orthogonality and configuration of equivariant topological
spaces). For each topological space X with a left action by a group G, there are
equalities
Ψ(Open(X)G) = ̂Open(X)G and Φ( ̂Open(X)G) = Open(X)G.
Here Open(X)G is the orthogonal category in Example 8.4.6, and ̂Open(X)G is the
configured category in Example 10.2.12. ◇
The next two examples show that the unit of the adjunction IdConfCat // ΨΦ
is not a natural isomorphism. Therefore, the adjunction Φ ⊣ Ψ is not an adjoint
equivalence.
Example 12.2.10 (Ψ is not essentially surjective). Consider the category C
with four objects Ob(C) = {a, b1, b2, b3} and only three non-identity morphisms
fi ∶ bi // a for i = 1,2,3. We may visualize the category C as follows.
b2
f2

b1
f1 // a b3
f3oo
For any two objects c, d in C, define the sets:
△
C(c
∅
) = ∗,
△
C(d
c
) = C(c, d),
△
C( a
c,d
) = C(c, a) × C(d, a) if c /= d and c, d ∈ {b1, b2, b3}
All other sets △C(dc) are empty. Then Ĉ = (C,△C) is a configured category.
However, the configured category Ĉ is not in the essential image of the functor
Ψ. Indeed, if it is in the essential image of Ψ, then △C is as in Definition 12.1.1
for some orthogonality relation ⊥C on C. By the definition of △C, we have fi ⊥C fj
for 1 ≤ i /= j ≤ 3. But then {f1, f2, f3} is also pairwise orthogonal, so it forms a
configuration, which contradicts the definition of △C. ◇
Example 12.2.11 (Φ is not an embedding). Suppose C is the category in Ex-
ample 12.2.10. Define △C0 to be the same as △
C except that
△
C
0
( a
x,y,z
) = C(x, a) × C(y, a) × C(z, a) if {x, y, z} = {b1, b2, b3}
as sets. Then (C,△C0) is also a configured category, which is not isomorphic to(C,△C) since the latter has no triple configurations. However, the images Φ(C,△C)
and Φ(C,△C0) are equal as orthogonal categories because △C and △C0 have the same
binary configurations. So the functor Φ is not an embedding. ◇
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12.3. Comparison Adjunctions
In this section, we show that for each configured category, there is a compari-
son morphism from the colored operad for prefactorization algebras to the colored
operad for algebraic quantum field theories. This comparison morphism induces
a comparison adjunction between the category of (homotopy) prefactorization al-
gebras and the category of (homotopy) algebraic quantum field theories on the
associated orthogonal category. The comparison morphism is also compatible with
changing the configured category and with the time-slice axiom.
Recall from Definition 8.3.2 the colored operad O
C
for an orthogonal category
C and from Definition 10.3.2 the colored operad OĈ for a configured category Ĉ.
Also recall from Example 5.3.3 the change-of-category functor
(−)M ∶ OperadC(Set) // OperadC(M).
We will use the augmentation η ∶ W // Id of the Boardman-Vogt construction in
Theorem 6.4.4.
Theorem 12.3.1. Suppose Ĉ = (C,△) is a configured category with object set
C, and ΦĈ = C is the associated orthogonal category.
(1) There is a morphism
OĈ
δ // O
C
of C-operads in Set that is entrywise defined as
OĈ
(d
c
) δ // O
C
(d
c
) , {fi}ni=1 ✤ // [idn,{fi}ni=1 ]
for (dc) = ( dc1,...,cn) ∈ Prof(C) × C and {fi}ni=1 ∈ OĈ(dc) =△(dc).
(2) There is a commutative diagram
WOM
Ĉ
η

WδM // WOM
C
η

OM
Ĉ
δM // OM
C
of C-colored operads in M, in which η ∶WOM
Ĉ
// OM
Ĉ
and η ∶WOM
C
// OM
C
are the augmentations of OM
Ĉ
and OM
C
.
(3) There is a diagram of change-of-operad adjunctions
HPFA(Ĉ) = AlgM(WOMĈ )
WδM! //
η!

AlgM(WOMC ) = HQFT(C)(WδM)∗oo
η!

PFA(Ĉ) = AlgM(OMĈ )
δM! //
η∗
OO
AlgM(OMC ) ≅ QFT(C)(δM)∗oo
η∗
OO
with commuting left adjoint diagram and commuting right adjoint dia-
gram.
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Proof. For the first assertion, first observe that the morphism δ is entry-
wise a well-defined function. That δ preserves the colored units and the operadic
compositions follows immediately from the definition. To see that δ preserves the
equivariant structures, suppose given a configuration {fi}ni=1 ∈ △(dc) and a permu-
tation σ ∈ Σn. We must show that the middle equality in
δ({fi}ni=1 σ) = [idn,{fσ(i)}ni=1] = [σ,{fσ(i)}ni=1] = (δ{fi}ni=1)σ
holds in O
C
(d
c
). For any 1 ≤ i /= j ≤ n, by the subset axiom of a configured category,
we have that {fi, fj} ∈△. It follows that fi ⊥ fj in (C,⊥) = C, since ⊥ is defined as
the set of binary configurations. In other words, the fi’s are pairwise orthogonal.
So the middle equality above holds by the definition of the equivalence relation ∼
that defines O
C
.
The second assertion follows from the first assertion, the change-of-category
functor (−)M, and the naturality of the Boardman-Vogt construction. The third
assertion follows from the second assertion and Corollary 6.4.9. 
Definition 12.3.2. In the setting of Theorem 12.3.1:
(1) The morphism
δ ∶ OĈ
// O
C
of C-colored operads and its image δM in M are called the comparison
morphisms.
(2) The morphism
WδM ∶WOM
Ĉ
// WOM
C
of C-colored operads in M is called the homotopy comparison morphism.
(3) The adjunction δM! ⊣ (δM)∗ is called the comparison adjunction.
(4) The adjunction WδM! ⊣ (WδM)∗ is called the homotopy comparison ad-
junction.
Interpretation 12.3.3. The comparison adjunction
PFA(Ĉ) = AlgM(OMĈ )
δM! // AlgM(OMC ) ≅ QFT(C)(δM)∗oo
compares prefactorization algebras on Ĉ with algebraic quantum field theories on
the associated orthogonal category C = ΦĈ. The homotopy comparison adjunction
HPFA(Ĉ) = AlgM(WOMĈ )
WδM! // AlgM(WOMC ) = HQFT(C)(WδM)∗oo
compares homotopy prefactorization algebras on Ĉ with homotopy algebraic quan-
tum field theories on the associated orthogonal category C. ◇
The following observation is the relative version of Theorem 12.3.1.
Corollary 12.3.4. Suppose F ∶ Ĉ // D̂ is a configured functor with ΦĈ = C
and ΦD̂ = D.
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(1) There is a commutative diagram
OĈ
OF //
δ

OD̂
δ

O
C
OΦF // O
D
of colored operads in Set with both morphisms δ as in Theorem 12.3.1.
(2) There is a commutative cube
WOM
Ĉ
η

WδM
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
WO
M
F // WOM
D̂
η

WδM
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
WOM
C
η

WOMΦF // WOM
D
η

OM
Ĉ
δM
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
OMF // OM
D̂
δM
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
OM
C
OMΦF // OM
D
of colored operads in M, in which every morphism η is an augmentation.
(3) There is a diagram of change-of-operad adjunctions
AlgM(WOMĈ )
η!

WδM!
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
(WOMF )! // AlgM(WOMD̂ )
η!

WδM!
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
AlgM(WOMC )
η!

(WOMΦF )! // AlgM(WOMD )
η!

AlgM(OMĈ )
δM!
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
(OMF )! // AlgM(OMD̂ )
δM!
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖
AlgM(OMC ) (O
M
ΦF )! // AlgM(OMD )
in which only the left adjoints are displayed. In each face, the left adjoint
diagram and the right adjoint diagram are commutative.
Proof. The first assertion follows from Theorem 12.3.1(1) and the fact that
Φ leaves the underlying functor F unchanged. The second assertion follows from
the first assertion, the change-of-category functor (−)M, and the naturality of the
Boardman-Vogt construction in Theorem 6.4.4. The last assertion follows from
assertion (2) and Theorem 5.1.8. 
Interpretation 12.3.5. In the commutative cube in Corollary 12.3.4(3), the
left and the right faces are the diagrams in Theorem 12.3.1(3) for Ĉ and D̂, respec-
tively. The front face is the diagram in Corollary 9.2.7, and the back face is the
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diagram in Corollary 11.2.6. The bottom face compares prefactorization algebras
on Ĉ and D̂ and algebraic quantum field theories on C and D. The top face compares
homotopy prefactorization algebras on Ĉ and D̂ and homotopy algebraic quantum
field theories on C and D. ◇
Next we consider the situation when the time-slice axiom is present. Recall
the time-slice axiom from Definition 8.2.3 for algebraic quantum field theories and
from Definition 10.3.4 for prefactorization algebras. Also recall localization of a
category ℓ ∶ C // C[S−1] from Definition 2.8.1 and localization of a colored operad
ℓ ∶ O // O[S−1] from Definition 5.4.3.
Corollary 12.3.6. Suppose Ĉ = (C,△) is a configured category with object
set C, and ΦĈ = C is the associated orthogonal category. Suppose S is a set of
morphisms in C.
(1) There exists a unique morphism
δS ∶ OĈ[S−1] // OC[S−1]
of C-colored operads such that the diagram
OĈ
ℓ //
δ

OĈ[S−1]
δS

O
C
Oℓ // O
C[S−1]
of C-colored operads in Set is commutative, in which the morphism δ is
from Theorem 12.3.1(1).
(2) There is a commutative cube
WOM
Ĉ
η

WδM
$$❏
❏❏
❏❏
❏❏
❏❏
❏
WℓM // WOĈ[S−1]M
η

WδMS
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
WOM
C
η

WO
M
ℓ // WOM
C[S−1]
η

OM
Ĉ
δM
$$❏
❏❏
❏❏
❏❏
❏❏
❏❏
❏
ℓM // OĈ[S−1]M
δMS
''❖❖
❖❖❖
❖❖❖
❖❖❖
❖❖
OM
C
O
M
ℓ // OM
C[S−1]
of C-colored operads in M, in which every morphism η is an augmentation.
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(3) There is a diagram of change-of-operad adjunctions
AlgM(WOMĈ )
η!

WδM!
%%❑
❑❑
❑❑
❑❑
❑❑
❑
WℓM! // AlgM(WOĈ[S−1]M)
η!

(WδMS)!
''PP
PPP
PPP
PPP
PP
AlgM(WOMC )
η!

(WOMℓ )! // AlgM(WOMC[S−1])
η!

AlgM(OMĈ )
δM!
%%❑
❑❑
❑❑
❑❑
❑❑
❑
ℓM! // AlgM(OĈ[S−1]M)
(δMS )!
''PP
PPP
PPP
PPP
PP
AlgM(OMC ) (O
M
ℓ )! // AlgM(OMC[S−1])
in which only the left adjoints are displayed. In each face, the left adjoint
diagram and the right adjoint diagram are commutative.
Proof. For the first assertion, consider the solid-arrow diagram
OĈ
ℓ //
δ

OĈ[S−1]
δS

O
C
Oℓ // O
C[S−1]
of C-colored operads in Set. For each morphism f ∈ S, regarded as a unary element
in the C-colored operad OĈ, the unary element
Oℓδ({f}) = [id1, f]
is invertible in O
C[S−1] with inverse [id1, f−1]. This is true because the morphism
f ∈ C[S−1] is invertible. Therefore, by the universal property of an S-localization
of OĈ, there exists a unique morphism δS that makes the diagram commutative.
The second assertion follows from the first assertion, the change-of-category
functor (−)M, and the naturality of the Boardman-Vogt construction in Theorem
6.4.4. The last assertion follows from assertion (2) and Theorem 5.1.8. 
Interpretation 12.3.7. The adjunction
PFA(Ĉ, S) = AlgM(OĈ[S−1]M)
(δMS)! // AlgM(OMC[S−1]) ≅ QFT(C, S)(δMS)∗oo
compares (i) prefactorization algebras on the configured category Ĉ satisfying the
time-slice axiom with respect to S and (ii) algebraic quantum field theories on the
associated orthogonal category C satisfying the time-slice axiom with respect to S.
The adjunction
HPFA(Ĉ, S) = AlgM(WOĈ[S−1]M) (Wδ
M
S )! // AlgM(WOMC[S−1]) = HQFT(C[S−1])(WδMS )∗oo
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compares (i) homotopy prefactorization algebras on Ĉ satisfying the homotopy time-
slice axiom with respect to S and (ii) homotopy algebraic quantum field theories
on C[S−1]. ◇
12.4. Examples of Comparison
In this section, we provide a long list of examples that illustrate the compari-
son adjunctions in Section 12.3 between (homotopy) prefactorization algebras and
(homotopy) algebraic quantum field theories.
Example 12.4.1 (The minimal case). Suppose C is a small category. In Ex-
ample 12.2.5 we noted that
Φ(C,△Cmin) = Cmin,
with Ĉmin = (C,△Cmin) the minimal configured category on C in Example 10.2.8 and
Cmin = (C,∅) the orthogonal category with the empty orthogonality relation in
Example 8.4.1. The comparison morphism
OM
Ĉmin
δMmin // OM
Cmin
= OMC
was described in Proposition 10.4.7, in which the equality comes from Example
4.5.22. In Proposition 10.4.3 we noted that OM
Ĉmin
is the C-colored operad whose
algebras are pointed C-diagrams in M. In Corollary 10.4.8 we observed that the
comparison adjunction is the free-forgetful adjunction
MC∗ ≅ PFA(Ĉmin) = AlgM(OMĈmin)
(δMmin)! // AlgM(OMCmin) ≅ QFT(Cmin) =Mon(M)C(δMmin)∗oo
between pointed C-diagrams in M and C-diagrams of monoids in M.
Furthermore, the homotopy comparison adjunction
HPFA(Ĉmin) = AlgM(WOMĈmin)
(WδMmin)! // AlgM(WOMC ) = AlgM(WOMCmin) = HQFT(Cmin)(WδMmin)∗oo
is the free-forgetful adjunction between the category of homotopy coherent pointed
C-diagrams in M in Definition 11.5.1 and the category of homotopy coherent C-
diagrams of A∞-algebras in M in Definition 7.7.2. ◇
Example 12.4.2 (The classical case). Suppose C is a small category. In Ex-
ample 12.2.6 we noted that ΦĈmax = Cmax. The isomorphism
OĈmax
δmax
≅
// O
Cmax
in Proposition 10.7.1 coincides with the comparison morphism δ in Theorem 12.3.1.
In Example 10.7.2 we noted that the induced functor (δM)∗ = (δMmax)∗ is an isomor-
phism
PFA(Ĉmax) = AlgM(OMĈmax) AlgM(OMCmax) ≅ QFT(Cmax) = Com(M)C
(δMmax)∗
≅
oo .
In this case, the category of prefactorization algebras and the category of algebraic
quantum field theories are both isomorphic to the category Com(M)C of C-diagrams
of commutative monoids in M. We interpreted this situation as saying that the two
mathematical approaches to quantum field theory coincide in the classical case.
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Furthermore, since the comparison morphism
ComC = OM
Ĉmax
δM
≅
// OM
Cmax
is an isomorphism of C-colored operads with the first equality from Lemma 11.10.1,
the homotopy comparison morphism
WComC =WOM
Ĉmax
WδM
≅
// WOM
Cmax
is also an isomorphism of C-colored operads. Therefore, the induced functor is an
isomorphism
HPFA(Ĉmax) = AlgM(WComC) = AlgM(WOMĈmax) AlgM(WO
M
Cmax
) = HQFT(Cmax)
(WδM)∗
≅
oo .
In this case, both the category of homotopy prefactorization algebras and the cat-
egory of homotopy algebraic quantum field theories are isomorphic to the category
of homotopy coherent C-diagrams of E∞-algebras in M in Definition 7.8.2. ◇
Example 12.4.3 (Homotopy Costello-Gwilliam PFA and QFT on manifolds).
For any small category Embn equivalent to the category of smooth n-manifolds with
open embeddings as morphisms, we observed in Example 11.3.8 that the category of
prefactorization algebras on n-manifolds with values in M in the sense of Costello-
Gwilliam is isomorphic to the categories
Com(M)Embn = PFA(Êmbnmax) ≅ QFT(Embnmax).
By Example 12.4.2 there is also an isomorphism
AlgM(WComEmbn) = AlgM(WOMÊmbnmax) AlgM(WOMEmbnmax)
(WδM)∗
≅
oo
HPFA(Êmbnmax) HQFT(Embnmax)
.
So the category of homotopy prefactorization algebras on n-manifolds and the cat-
egory of homotopy algebraic quantum field theories on Embnmax are both isomorphic
to the category of homotopy coherent Embn-diagrams of E∞-algebras in M. ◇
Example 12.4.4 (Homotopy Costello-Gwilliam PFA and QFT on complex
manifolds). Example 12.4.3 also holds if Embn is replaced by any small category
Holn equivalent to the category of complex n-manifolds with open holomorphic
embeddings as morphisms. The category of prefactorization algebras on complex
n-manifolds with values in M in the sense of Costello-Gwilliam is isomorphic to the
categories
Com(M)Holn = PFA(Ĥolnmax) ≅ QFT(Holnmax).
By Example 12.4.2 there is also an isomorphism
AlgM(WComHoln) = AlgM(WOMĤolnmax) AlgM(WOMHolnmax)
(WδM)∗
≅
oo
HPFA(Ĥolnmax) HQFT(Holnmax)
.
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In other words, the category of homotopy prefactorization algebras on complex n-
manifolds and the category of homotopy algebraic quantum field theories on Holnmax
are both isomorphic to the category of homotopy coherent Holn-diagrams of E∞-
algebras in M. ◇
Example 12.4.5 (Homotopy PFA and QFT on bounded lattices and topological
spaces). Suppose (L,≤) is a bounded lattice as in Example 2.2.12. Consider the
configured category L̂ in Example 10.2.10. Then
ΦL̂ = L = (L,⊥)
is the orthogonal category in Example 8.4.4. By Theorem 12.3.1 there is a diagram
of change-of-operad adjunctions
HPFA(L̂) = AlgM(WOML̂ )
WδM! //
η!

AlgM(WOML ) = HQFT(L)(WδM)∗oo
η!

PFA(L̂) = AlgM(OML̂ )
δM! //
η∗
OO
AlgM(OML ) ≅ QFT(L)(δM)∗oo
η∗
OO
with commuting left/right adjoint diagrams that compares (homotopy) prefactor-
ization algebras on L̂ and (homotopy) algebraic quantum field theories on L. In
particular, this works when L̂ is the configured category ̂Open(X) in Example
10.2.11 for some topological space X , and L is the orthogonal category Open(X)
in Example 8.4.5. ◇
Example 12.4.6 (Homotopy Costello-Gwilliam equivariant PFA and QFT).
Suppose G is a group, and X is a topological space in which G acts on the left by
homeomorphisms. Consider the configured category ̂Open(X)G in Example 10.2.12.
Then
Φ ̂Open(X)G = Open(X)G
is the orthogonal category in Example 8.4.6. By Theorem 12.3.1 there is a diagram
of change-of-operad adjunctions
HPFA( ̂Open(X)G) HQFT(Open(X)G)
AlgM(WOM ̂Open(X)G)
WδM! //
η!

AlgM(WOMOpen(X)G)(WδM)∗oo
η!

AlgM(OM ̂Open(X)G)
δM! //
η∗
OO
AlgM(OMOpen(X)G)
≅

(δM)∗
oo
η∗
OO
PFA( ̂Open(X)G) QFT(Open(X)G)
with commuting left/right adjoint diagrams that compares (homotopy)G-equivariant
prefactorization algebras on X and (homotopy) algebraic quantum field theories on
Open(X)G. ◇
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Example 12.4.7 (Homotopy chiral conformal PFA and QFT). Consider the
categoryMand of d-dimensional oriented manifolds with orientation-preserving open
embeddings as morphisms in Example 2.2.15. Define △ to be the set of finite
sequences of morphisms {gi ∶ Xi // X}ni=1 in Mand such that the images giXi are
pairwise disjoint subsets of X . Then
M̂and = (Mand,△)
is the configured category in Example 12.1.8 such that
ΦM̂and =Mand
is the orthogonal category in Example 8.4.7. Algebras over the colored operads
OM
M̂and
and WOM
M̂and
are called chiral conformal prefactorization algebras and ho-
motopy chiral conformal prefactorization algebras, respectively. By Theorem 12.3.1
there is a diagram of change-of-operad adjunctions
HPFA(M̂and) = AlgM(WOM
M̂and
) WδM! //
η!

AlgM(WOM
Mand
) = HQFT(Mand)
(WδM)∗
oo
η!

PFA(M̂and) = AlgM(OM
M̂and
) δM! //
η∗
OO
AlgM(OM
Mand
) ≅ QFT(Mand)
(δM)∗
oo
η∗
OO
with commuting left/right adjoint diagrams that compares (homotopy) chiral con-
formal prefactorization algebras and (homotopy) chiral conformal quantum field
theories. ◇
Example 12.4.8 (Homotopy chiral conformal PFA and QFT on discs). Con-
sider the full subcategory Discd of Mand consisting of d-dimensional oriented mani-
folds diffeomorphic to Rd. Define △ to be the set of finite sequences of morphisms{gi ∶ Xi // X}ni=1 in Discd such that the images giXi are pairwise disjoint subsets of
X . Then
D̂iscd = (Discd,△)
is the configured category in Example 12.1.9 such that
ΦD̂iscd = Discd
is the orthogonal category in Example 8.4.8. Algebras over the colored operads
OM
D̂iscd
and WOM
D̂iscd
are called chiral conformal prefactorization algebras on discs
and homotopy chiral conformal prefactorization algebras on discs, respectively. By
Theorem 12.3.1 there is a diagram of change-of-operad adjunctions
HPFA(D̂iscd) = AlgM(WOM
D̂iscd
) WδM! //
η!

AlgM(WOM
Discd
) = HQFT(Discd)
(WδM)∗
oo
η!

PFA(D̂iscd) = AlgM(OM
D̂iscd
) δM! //
η∗
OO
AlgM(OM
Discd
) ≅ QFT(Discd)
(δM)∗
oo
η∗
OO
with commuting left/right adjoint diagrams that compares (homotopy) chiral con-
formal prefactorization algebras on discs and (homotopy) chiral conformal quantum
field theories on discs. ◇
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Example 12.4.9 (Homotopy Euclidean PFA and QFT). Recall from Example
2.2.17 the category Riemd with d-dimensional oriented Riemannian manifolds as
objects and orientation-preserving isometric open embeddings as morphisms. De-
fine △ to be the set of finite sequences of morphisms {gi ∶Xi // X}ni=1 in Riemd such
that the images giXi are pairwise disjoint subsets of X . Then
R̂iem
d = (Riemd,△)
is the configured category in Example 12.1.10 such that
ΦR̂iemd = Riemd
is the orthogonal category in Example 8.4.10. Algebras over the colored operads
OM
R̂iemd
and WOM
R̂iemd
are called Euclidean prefactorization algebras and homotopy
Euclidean prefactorization algebras, respectively. By Theorem 12.3.1 there is a
diagram of change-of-operad adjunctions
HPFA(R̂iemd) = AlgM(WOM
R̂iemd
) WδM! //
η!

AlgM(WOM
Riemd
) = HQFT(Riemd)
(WδM)∗
oo
η!

PFA(R̂iemd) = AlgM(OM
R̂iemd
) δM! //
η∗
OO
AlgM(OM
Riemd
) ≅ QFT(Riemd)
(δM)∗
oo
η∗
OO
with commuting left/right adjoint diagrams that compares (homotopy) Euclidean
prefactorization algebras and (homotopy) Euclidean quantum field theories. ◇
Example 12.4.10 (Homotopy locally covariant PFA and QFT). Recall from
Example 2.2.18 the category Locd of d-dimensional oriented, time-oriented, and
globally hyperbolic Lorentzian manifolds. A morphism is an isometric embed-
ding that preserves the orientations and time-orientations whose image is causally
compatible and open. Define △ to be the set of finite sequences of morphisms{gi ∶ Xi // X}ni=1 in Locd such that the images giXi are pairwise causally disjoint
subsets of X . Then
L̂oc
d = (Locd,△)
is the configured category in Example 12.1.11 such that
ΦL̂ocd = Locd
is the orthogonal category in Example 8.4.11. Algebras over the colored operads
OM
L̂ocd
and WOM
L̂ocd
are called locally covariant prefactorization algebras and homo-
topy locally covariant prefactorization algebras, respectively. By Theorem 12.3.1
there is a diagram of change-of-operad adjunctions
HPFA(L̂ocd) = AlgM(WOM
L̂ocd
) WδM! //
η!

AlgM(WOM
Locd
) = HQFT(Locd)
(WδM)∗
oo
η!

PFA(L̂ocd) = AlgM(OML̂ocd)
δM! //
η∗
OO
AlgM(OM
Locd
) ≅ QFT(Locd)
(δM)∗
oo
η∗
OO
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with commuting left/right adjoint diagrams that compares (homotopy) locally co-
variant prefactorization algebras and (homotopy) locally covariant quantum field
theories.
To incorporate the time-slice axiom, suppose S is the set of Cauchy morphisms
in Locd. By Corollary 12.3.6 there is a diagram of change-of-operad adjunctions
HPFA(L̂ocd, S) = AlgM(WOL̂ocd [S
−1]M)
(WδMS )! //
η!

AlgM(WOM
Locd[S−1]
) = HQFT(Locd[S−1])
(WδMS )
∗
oo
η!

PFA(L̂ocd, S) = AlgM(OL̂ocd [S
−1]M)
(δMS )! //
η∗
OO
AlgM(OM
Locd[S−1]
) ≅ QFT(Locd, S)
(δMS )
∗
oo
η∗
OO
with commuting left/right adjoint diagrams that compares (homotopy) locally co-
variant prefactorization algebras and (homotopy) locally covariant quantum field
theories satisfying the time-slice axiom. ◇
Example 12.4.11 (Homotopy locally covariant PFA and QFT on a fixed space-
time). For each Lorentzian manifold X ∈ Locd, recall from Example 2.2.19 the
category Gh(X) of globally hyperbolic open subsets of X with subset inclusions as
morphisms. Define △ to be the set of finite sequences of morphisms {gi ∶ Ui // V }ni=1
in Gh(X) such that the Ui’s are pairwise causally disjoint subsets of V . Then
Ĝh(X) = (Gh(X),△)
is the configured category in Example 12.1.12 such that
ΦĜh(X) = Gh(X)
is the orthogonal category in Example 8.4.12. Algebras over the colored operads
OM
Ĝh(X) and WOMĜh(X) are called locally covariant prefactorization algebras on X
and homotopy locally covariant prefactorization algebras on X , respectively. By
Theorem 12.3.1 there is a diagram of change-of-operad adjunctions
HPFA(Ĝh(X)) = AlgM(WOMĜh(X))
WδM! //
η!

AlgM(WOMGh(X)) = HQFT(Gh(X))(WδM)∗oo
η!

PFA(Ĝh(X)) = AlgM(OMĜh(X))
δM! //
η∗
OO
AlgM(OMGh(X)) ≅ QFT(Gh(X))(δM)∗oo
η∗
OO
with commuting left/right adjoint diagrams that compares (homotopy) locally co-
variant prefactorization algebras on X and (homotopy) locally covariant quantum
field theories on X .
To incorporate the time-slice axiom, suppose S is the set of morphisms U ⊆ V
in Gh(X) such that U contains a Cauchy surface of i(V ), where i ∶ Gh(X) // Locd
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is the subcategory inclusion. By Corollary 12.3.6 there is a diagram of change-of-
operad adjunctions
HPFA(Ĝh(X), S) HQFT(Gh(X)[S−1])
AlgM(WOĜh(X)[S−1]M)
(WδMS )! //
η!

AlgM(WOMGh(X)[S−1])(WδMS )∗oo
η!

AlgM(OĜh(X)[S−1]M)
(δMS)! //
η∗
OO
AlgM(OMGh(X)[S−1])
≅

(δMS)∗
oo
η∗
OO
PFA(Ĝh(X), S) QFT(Gh(X), S)
with commuting left/right adjoint diagrams that compares (homotopy) locally co-
variant prefactorization algebras on X and (homotopy) locally covariant quantum
field theories on X satisfying the time-slice axiom. ◇
Example 12.4.12 (Homotopy PFA and QFT on structured spacetimes). As in
Example 8.4.16, suppose
π ∶ Str // Locd
is a functor between small categories, and Sπ ⊂Mor(Str) is the π-pre-image of the
set S of Cauchy morphisms in Locd. Define △ to be the set of finite sequences of
morphisms {gi ∶ Xi // X}ni=1 in Str such that the images (πgi)(πXi) are pairwise
causally disjoint subsets of πX . Then
Ŝtr = (Str,△)
is the configured category in Example 12.1.16 such that
ΦŜtr = Str
is the orthogonal category in Example 8.4.16. Algebras over the colored operads
OŜtr[S−1π ]M and WOŜtr[S−1π ]M are called prefactorization algebras on π and homo-
topy prefactorization algebras on π, respectively.
By Corollary 12.3.6 there is a diagram of change-of-operad adjunctions
HPFA(Ŝtr, Sπ) = AlgM(WOŜtr[S−1π ]M)
(WδMSπ
)!
//
η!

AlgM(WOMStr[Sπ−1]) = HQFT(Str[Sπ
−1])
(WδMSπ
)∗
oo
η!

PFA(Ŝtr, Sπ) = AlgM(OŜtr[S−1π ]M)
(δMSπ
)!
//
η∗
OO
AlgM(OMStr[Sπ−1]) ≅ QFT(Str, Sπ)(δMSπ )∗
oo
η∗
OO
with commuting left/right adjoint diagrams that compares (homotopy) prefactor-
ization algebras on π and (homotopy) quantum field theories on π. For example,
this applies to the following functors.
● The forgetful functor
π ∶ Loc
d
G
// Loc
d
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in Example 8.4.13, where LocdG is the category of d-dimensional oriented,
time-oriented, and globally hyperbolic Lorentzian manifolds equipped with
a principal G-bundle.
● The forgetful functor
πp ∶ LocdG,con
// Locd
in Example 8.4.14, where LocdG,con is the category of triples (X,P,C) with(X,P ) ∈ LocdG and C a connection on P .
● The forgetful functor
π ∶ SLocd // Locd
in Example 8.4.15, where SLocd is the category of d-dimensional oriented,
time-oriented, and globally hyperbolic Lorentzian spin manifolds. ◇
Example 12.4.13 (Homotopy PFA and QFT on spacetime with timelike bound-
ary). Consider the category Reg(X) in Example 2.2.23 for a spacetime X with
timelike boundary. Define △ to be the set of finite sequences of morphisms {gi ∶
Ui // V }ni=1 in Reg(X) such that the Ui’s are pairwise causally disjoint subsets of
V . Then
R̂eg(X) = (Reg(X),△)
is the configured category in Example 12.1.17 such that
ΦR̂eg(X) = Reg(X)
is the orthogonal category in Example 8.4.17. Suppose SX ⊂ Mor(Reg(X)) is the
set of Cauchy morphisms as in Example 8.4.17. Algebras over the colored operads
O
R̂eg(X)[S−1X ]M and WOR̂eg(X)[S−1X ]M are called prefactorization algebras on X and
homotopy prefactorization algebras on X , respectively.
By Corollary 12.3.6 there is a diagram of change-of-operad adjunctions
HPFA(R̂eg(X), SX) HQFT(Reg(X)[SX−1])
AlgM(WOR̂eg(X)[S−1X ]M)
(WδMSX )! //
η!

AlgM(WOMReg(X)[SX−1])(WδMSX )∗
oo
η!

AlgM(OR̂eg(X)[S−1X ]M)
(δMSX )! //
η∗
OO
AlgM(OMReg(X)[SX−1])
≅

(δMSX )∗
oo
η∗
OO
PFA(R̂eg(X), SX) QFT(Reg(X), SX)
with commuting left/right adjoint diagrams that compares (homotopy) prefactor-
ization algebras on X and (homotopy) algebraic quantum field theories on X . ◇
12.5. Prefactorization Algebras from AQFT
In this section, we identify the essential image of the right adjoint
PFA(Ĉ) = AlgM(OMĈ ) AlgM(OMC ) ≅ QFT(C)(δ
M)∗
oo
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in the comparison adjunction in Theorem 12.3.1. In other words, we characterize
the prefactorization algebras that come from algebraic quantum field theories. We
will use the notation in the Coherence Theorem 10.3.6 for prefactorization algebras.
Theorem 12.5.1. Suppose Ĉ = (C,△) is a configured category with object set
C, and ΦĈ = C is the associated orthogonal category. Suppose (X,λ) ∈ AlgM(OMĈ ).
Then the following two statements are equivalent.
(1) There exist B ∈ AlgM(OMC ) and an isomorphism
(X,λ) ≅ (δM)∗B.
(2) For each c ∈ C, the object Xc ∈M can be equipped with a monoid structure(Xc, µc,1c) such that the following three conditions are satisfied.
(a) The structure morphism
1
λ{(d;∅)}
// Xd ∈M
is the monoid unit 1d of Xd for each d ∈ C.
(b) For each morphism f ∶ c // d in C, the structure morphism
Xc
λ{f}
// Xd ∈M
respects the monoid structure.
(c) For each configuration {fi ∶ ci // d}ni=1 ∈ △(dc) with n ≥ 2, the diagram
n⊗
i=1
Xci
n
⊗
i=1
λ{fi}

λ{fi}ni=1 // Xd
n⊗
i=1
Xd
µd // Xd
is commutative, in which µd is the (n − 1)-fold iterate of the monoid
multiplication on Xd.
Proof. The implication (1) Ô⇒ (2) follows from the definition of the operad
morphism δ ∶ OĈ
// O
C
and the fact that each OM
C
-algebra, i.e., algebraic quantum
field theory on C, is a functor C // Mon(M). EveryOM
Ĉ
-algebra of the form (δM)∗B
for some B ∈ AlgM(OMC ) satisfies the three conditions in (2). Therefore, so does any
OM
Ĉ
-algebra in the essential image of (δM)∗.
For (2)Ô⇒ (1), suppose (X,λ) satisfies the conditions in (2). Define a functor
B ∶ C // Mon(M) by setting
B(c) = (Xc, µc,1c) for c ∈ C,
B(c) B(f)=λ{f} // B(d) for f ∈ C(c, d).
The functoriality of B follows from the inclusivity axiom of a configured category
and the associativity condition (10.3.8) of (X,λ).
To check that B satisfies the causality axiom (8.2.4), suppose given an orthog-
onal pair (f ∶ a // c) ⊥ (g ∶ b // c). By the definition of Φ, this means that {f, g} is
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a configuration. We must show that the outermost diagram in
Xa ⊗Xb
(λ{f},λ{g})

λ{f,g}

❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀❀
❀
permute
&&▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼▼
▼
(λ{f},λ{g})
// X⊗2c
permute
// X⊗2c
µc

Xb ⊗Xa
(λ{g},λ{f})
99ssssssssssssssss
λ{g,f}

X⊗2c
µc // Xc Xc
is commutative.
● The top triangle is commutative by the naturality of the symmetry iso-
morphism in M.
● The left triangle and the right trapezoid are commutative by assumption
(2)(c), since {f, g} and {g, f} are both configurations.
● The middle triangle is commutative by the equivariance condition (10.3.9)
of (X,λ).
Therefore, B is an algebraic quantum field theory on C. By the assumed conditions
(2)(a)-(2)(c), we also have that (X,λ) = (δM)∗B. 
Interpretation 12.5.2. Physically, Theorem 12.5.1 tells us which prefactor-
ization algebras on Ĉ arise from algebraic quantum field theories on the associated
orthogonal category C. We will see below examples of both kinds, i.e., prefactor-
ization algebras that arise from algebraic quantum field theories and those that do
not. ◇
Recall from Example 10.2.11 the configured category ̂Open(X) for a topological
space X .
Example 12.5.3 (Costello-Gwilliam associative prefactorization algebras on
R). Here we provide examples of prefactorization algebras that do not come from
algebraic quantum field theories.
Suppose (A,µ, ε) is a monoid in M. Define a prefactorization algebra (Afact, λ)
on the configured category ̂Open(R) as follows. For the empty subset of R, we
define Afact∅ = 1. For each open interval (a, b) ⊂R, we define Afact(a,b) = A. For a finite
disjoint union of open intervals V =∐nj=1(aj , bj) with bj ≤ aj+1 for 1 ≤ j ≤ n − 1, we
define
AfactV = Afact(a1,b1) ⊗⋯⊗Afact(an,bn) = A⊗n.
For a general disjoint union of open intervals U =∐i∈I(ai, bi), we define
AfactU = colim
J⊂I A
fact
∐j∈J(aj ,bj) ∈M
with the colimit indexed by the partially ordered set of finite subsets J ⊂ I under
inclusion. If J ⊂ J ′ are finite subsets of I, then the morphism
Afact∐j∈J(aj ,bj) // Afact∐j′∈J′(aj′ ,bj′ )
is induced by the unit ε ∶ 1 // A for each element in J ′ ∖ J .
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Consider a configuration {fi ∶ Ui ⊂ V }ni=1 in ̂Open(R); i.e., the Ui’s are pairwise
disjoint open subsets in V . The structure morphism
n⊗
i=1
AfactUi
λ{fi}ni=1 // AfactV ∈M
in (10.3.7) is defined by the colimits involved, the equivariance condition (10.3.9),
and the following special cases on open intervals.
● If n = 0, then
λ{∅} ∶ Afact∅ = 1 // A = Afact(a,b)
is the unit ε ∶ 1 // A.
● If n = 1 and if f ∶ (a, b) ⊂ (c, d), then
λ{f} ∶ Afact(a,b) = A // A = Afact(c,d)
is the identity morphism.
● If n ≥ 2 and if fi ∶ (ai, bi) ⊂ (c, d) are pairwise disjoint in (c, d) for 1 ≤ i ≤ n
with bi ≤ ai+1 for 1 ≤ i ≤ n − 1, then
n⊗
i=1
Afact(ai,bi) =
n⊗
i=1
A
λ{fi}ni=1 // A = Afact(c,d)
is the (n − 1)-fold iterate of the multiplication µ.
For instance, consider the inclusions
f1 ∶ (2,3) ⊂ (1,8) and f2 ∶ (4,6) ⊂ (1,8).
● The structure morphisms
Afact(2,3) = A
λ{f1}
// A = Afact(1,8) and Afact(4,6) = A
λ{f2}
// A = Afact(1,8)
are both the identity morphism.
● The structure morphism
Afact(2,3) ⊗Afact(4,6) = A⊗2
λ{f1,f2}
// A = Afact(1,8)
is the multiplication µ. So for open intervals already in the correct order
in R, the structure morphism is just the multiplication.
● On the other hand, for the configuration {f2, f1}, the structure morphism
Afact(4,6) ⊗Afact(2,3) = A⊗2
λ{f2,f1}
// A
is the opposite multiplication µ ○ (1 2); i.e., permute the two domain
factors before multiplying. So for open intervals not in the correct order
in R, we must first permute the domain factors back to the correct order
before multiplying.
One can check that Afact is actually a prefactorization algebra on ̂Open(R) using
the Coherence Theorem 10.3.6. This prefactorization algebra is a key example in
[CG17] Section 3.1.1. Moreover, by Theorem 12.5.1, Afact is not in the essential
image of the right adjoint (δM)∗ because it does not satisfy condition (2)(c) there.
Indeed, if it satisfies condition (2)(c), then the structure morphism λ{f2, f1} in the
previous paragraph would just be the multiplication µ, which is not true. ◇
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Example 12.5.4 (Costello-Gwilliam commutative prefactorization algebras on
R). Suppose (A,µ, ε) is a commutative monoid. Then the prefactorization algebra
(Afact, λ) on the configured category ̂Open(R) in Example 12.5.3 is in the image of
the right adjoint (δM)∗. In other words, it arises from an algebraic quantum field
theory on the associated orthogonal category Open(R). Indeed, since A is a com-
mutative monoid, each entry AfactU inherits from A the structure of a commutative
monoid. So this construction defines a functor
Afact? ∶ Open(R) // Com(M),
and the causality axiom (8.2.4) is satisfied. In other words, Afact? is an algebraic
quantum field theory on Open(R). Applying the right adjoint (δM)∗, it becomes
the prefactorization algebra Afact on ̂Open(R). ◇
Example 12.5.5 (Costello-Gwilliam symmetric prefactorization algebras). Here
we provide examples of prefactorization algebras that come from algebraic quantum
field theories. Suppose
F ∶ Open(R) // M
is any functor, and suppose
Com ∶M // Com(M)
is the free commutative monoid functor, which is left adjoint to the forgetful functor.
Then their composition
Com ○ F ∶ Open(R) // Com(M)
defines an algebraic quantum field theory on Open(R). Applying the right adjoint,
it becomes a prefactorization algebra on ̂Open(R). A prefactorization algebra of
the form Com ○ F is another example from [CG17] Section 3.1.1. ◇
Example 12.5.6 (The right adjoint is not injective). In this example, we il-
lustrate that the right adjoint (δM)∗, from algebraic quantum field theories to
prefactorization algebras, is in general not injective on objects. Suppose X is an
indiscrete topological space; i.e.,
Open(X) = {∅ ⊂X}
is a category with only two objects and one non-identity morphism. Suppose(A,µ, ε) is a monoid in M. Define a functor
FA ∶ Open(X) // Mon(M)
by setting
FA(∅) = (1,1⊗ 1 ≅ 1, Id
1
),
FA(X) = (A,µ, ε),
FA(∅ ⊂X) = ε ∶ 1 // A.
In the orthogonal category Open(X), there are only four orthogonal pairs:
∅ ⊂ ∅ ⊃ ∅, ∅ ⊂X ⊃ ∅, ∅ ⊂X ⊃X, and X ⊂X ⊃ ∅.
It follows that the functor FA satisfies the causality axiom (8.2.4) because the
multiplication µ on A is not involved. So FA is an algebraic quantum field theory
on Open(X).
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In the prefactorization algebra (δM)∗FA on ̂Open(X), the only structure mor-
phisms are of the forms
1
⊗n ≅ 1, 1⊗n ≅ 1 ε // A , and
only one Aucurlyleftudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlymidudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymoducurlyright
1⊗⋯⊗A⊗⋯⊗ 1
≅ // A .
They correspond to the unique configurations in
△
X ( ∅
∅,...,∅
), △X( X∅,...,∅), and △X ( X∅,...,X,...,∅).
In particular, the multiplication µ is not needed to specify this prefactorization
algebra. Therefore, if we change (A,µ, ε) to the monoid Aop = (A,µ ○ (1 2), ε) with
the opposite multiplication, then there is an equality
(δM)∗FA = (δM)∗FAop
of prefactorization algebras on ̂Open(X). However, the algebraic quantum field
theories FA and FA
op
are different because their values at X are different. ◇
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C
=n
(d
c
)
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λ
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λ
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C
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C
HQFT(C) 179 homotopy algebraic quantum field theories on C
λ
{fv}
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Ĉ
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