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Abstract
With artificial intelligence systems becoming ubiquitous in our society, its designers will
soon have to start to consider its social dimension, as many of these systems will have to
interact among them to work efficiently. With this in mind, we propose a decentralized deep
reinforcement learning algorithm for the design of cooperative multi-agent systems. The
algorithm is based on the hypothesis that highly correlated actions are a feature of coopera-
tive systems, and hence, we propose the insertion of an auxiliary objective of maximization
of the mutual information between the actions of agents in the learning problem. Our sys-
tem is applied to a social dilemma, a problem whose optimal solution requires that agents
cooperate to maximize a macroscopic performance function despite the divergent individual
objectives of each agent. By comparing the performance of the proposed system to a system
without the auxiliary objective, we conclude that the maximization of mutual information
among agents promotes the emergence of cooperation in social dilemmas.
Keywords: Multi-agent systems, Cooperation, Deep learning, Reinforcement Learning,
Mutual information, Social dilemma
1. Introduction
Artificial intelligence (AI) systems are nowadays ubiquitous in our society, as several AI-
based technologies have gone mainstream and are now an essential part of the workings of
our phones, social media, search engines, online stores, streaming services, and many other
aspects of our day to day lives. This trend is likely to continue, and to become even more
pervasive with the advent of technologies like self-driving cars, that will put AI systems
straight into our physical reality [1].
As more and more of these artificial agents populate our world, we will soon have to
start to consider its social dimension, since they will face social dilemmas similar to the
ones we humans encounter, and which, if not properly handled, would act in detriment
of their benefit to us. For instance, a set of self-driving cars selfishly trying to cross an
intersection as fast as possible to minimize their traveling times, regardless of others, would
result in a prisoner’s dilemma-like problem in which traffic congestion and probability of
accidents increases [2]. In this scenario, we would like instead that our agents coordinate with
each other to improve the traveling times of the system as a whole. Such problems, where
multiple agents, with possibly conflicting individual objectives, seek to jointly maximize a
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macroscopic performance function, are termed Cooperative Multi-Agent Systems (CMAS)
[3] and are the focus of this work.
In this paper we propose an algorithm for the design of CMAS using deep reinforcement
learning (DRL), a combination of reinforcement learning, an area of machine learning where
an agent learns by interacting with a dynamic environment [4], and deep learning, a set of
techniques based on neural networks which excels at dealing with high dimensional raw data,
such as images and speech, and that is responsible for most of the recent milestones achieved
in AI research [5]. The application of DRL to CMAS has been attracting increasing research
interest in recent years, but although many algorithms have been proposed [6], most of them
resort to centralized learning to achieve cooperation, an strategy that is not feasible in many
practical problems of an inherently distributed nature [3].
To tackle the problem of decentralized learning, we design the individual learning process
of the agents such that cooperation is an emergent property in the system, rather than a hard
wired feature. We argue that correlation between the actions of agents is a key ingredient of
cooperative systems, as it would measure coordination, and based on this, we propose a DRL
algorithm that seeks to maximize a differentiable estimate of the mutual information (MI),
a nonlinear correlation index, between the actions of the agents. We hypothesize that by
promoting the maximizing of MI as part of the learning problem of each agent, coordination,
and possibly cooperation, could emerge in the system.
The maximization of MI in agent-centric problems has been previously treated in the
literature on empowerment [7], where the MI between the agent and the environment is
proposed as an universal measure of control. Empowerment has been applied in single-agent
DRL algorithms, for instance, in [8] and [9], estimates of the MI are used as an intrinsic
reward to perform empowerment-based reasoning. Our work is also closely related to the
one in [10], where an estimate of the point-wise MI between the actions of agents is proposed
as an intrinsic reward to model social influence and foster cooperation, but their approach
is poorly scalable to large systems, since its estimation of the MI requires a model of the
whole population. We prescind of the need of such model by considering just the actions
of other agents in the vicinity of the learner, and encoding them as a continuous variable
whose dimension does not depend on the number of agents. Therefore, our algorithm allows
for large populations and even populations whose size changes in time. Also, because our
MI estimator is differentiable and we optimize it directly using a gradient ascent algorithm,
it is reasonable to think that, with a good quality estimator, this approach would provide a
better learning signal than if using an intrinsic reward.
This paper is organized as follows. We start by proposing a quantitative definition of
cooperation based on the correlation between the actions of agents in section 2. Next, in
section 3, we define the learning problem of an agent that intuitively could maximize such
quantity, and in section 4 the design of a DRL agent to approximately solve it. In section
5 we describe the commons game, a social dilemma of renewable resource consumption, to
which we apply our algorithm according to the experimental setup detailed in section 6. The
obtained results are shown in section 7, and its implications discussed in section 8. Finally,
we present our conclusions in section 9.
2
2. An index of cooperation in multi-agent systems
Several definitions of cooperation have been proposed in the literature from the per-
spective of diverse scientific fields, such as evolutionary biology [11], game theory [12] and
information theory [13]. These definitions share several ideas, such as the macroscopic nature
of cooperation, being a feature of a set of entities rather than of individuals, the existence of
a common objective across the set of entities, and the idea that is the relationships among
the elements of the set that results in an improvement towards the objective. Here, in line
with these ideas, we define cooperation in the context of multi-agent systems as an
attribute of a coordinated set of actions in a multi-agent system that causes the
improvement of the system performance
, and define a very simple scalar index to quantify it. The coordination of the actions means
that these are not independent, and can be quantified with a correlation index. Let J be
a system-level performance index, and let ρ be a non-negative positive correlation index
between the actions of the agents, then we define a cooperation index, ψ, as
ψ = ρ · J (1)
The index ψ will be high for highly correlated actions that result in a high performance,
and it will be zero for independent actions even if they result in high performance.
3. Problem setup
The interaction of an agent with its environment in reinforcement learning is formalized
as a Markov Decision Process (MDP) [4]. An MDP is defined by the tuple (S,A, R, T, γ).
Where S is the set of all possible states. A is the set of all possible actions. The transition
function T : S × A× S → [0, 1] defines the probability of a transition from the state s ∈ S
to the state s′ ∈ S given an action a ∈ A. The reward function R : S ×A× S → R defines
the immediate reward r ∈ R that an agent would receive given that executes action a in
state s and is transitioned to state s′. Finally, γ ∈ [0, 1] is the discount factor that balances
the trade-off between short-term and long-term rewards.
Solving an MDP consists in finding a mapping from states to actions, termed policy,
pi : S → A, where the optimal policy, pi∗, is defined as:
pi∗ = arg max
pi
V (s0, pi), ∀s0 ∈ S (2)
, with V being the state value function, defined as the expected long-term payoff of being
in an initial state, s0, if actions are chosen according to the policy, pi:
V (s0, pi) = Est+1∼T
[ ∞∑
t=0
γtR(st, pi(st), st+1)
]
(3)
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In a multi-agent system the MDP turns into a Markov Game (MG), where the transition
and reward functions depend on the joint action of all the agents [6]. That is, A is redefined
as the set of all possible joint actions, A = A(1) × ... × A(n), with A(i) being the set of all
possible individual actions of the i-th agent, for i = 1, ..., n, in a system of n agents. From
a single agent perspective this renders the process non-stationary, since the value function,
and thus the optimal policy, depend on the policies of all the other agents in the system that
are also changing in time as they learn. Most of the approaches proposed in the literature
to deal with non-stationarity in systems of multiple learners resort to centralized strategies,
where global information is used by a single learner to learn value and/or policy functions
for the whole system [6].
Here, our focus is on problems that must be solved on a distributed manner, and there-
fore, centralized learning is not feasible. We consider each agent as an independent learner
that at each time step receives a local observation, o ∈ O, where O is the set of all possible
observations, and a local reward, r. Using only this local information it has to learn a policy
that maximizes the global long-term payoff of the system by coordinating with others.
Inspired by the definition of cooperation given in section 2, we hypothesize that by
promoting the maximization of correlation between the actions of agents, along with the
maximization of individual value functions, we can guide the learning process towards the
desired regions of the search space that define highly rewarding and highly correlated policies,
and that, following the definition, would likely result in cooperative behaviors and improved
global performance.
Let the policy piθ be a neural network parameterized by θ, then the learning problem of
the i-th agent is formulated as
max
θ
[
c1 V (s0, piθ) + c2 E(a,a(−i))∼piθpi(−i) ρ(a, a
(−i))
]
, ∀s0 ∈ S (4)
, where ρ is a non-negative correlation index between the actions of the agent, a, and the
joint action of other agents in the system, a(−i), determined by its joint policy, pi(−i).
4. Agent design
4.1. Agent architecture
The overall architecture of the agent designed to approximately solve the optimization
problem described in equation 4 is illustrated in figure 1 and it is inspired by the modular
design proposed in [14], where the agent is composed of a feature extraction component
that is trained offline, and a decision making component that is trained online, as the agent
interacts with the environment.
The agent is composed of three functional modules. The sensors receive the observations
from the environment, that are assumed to be high dimensional and unstructured, and
extract relevant information from it to produce estimates of the state of the environment
and of the actions of other nearby agents. The social critic receives the estimate of others
actions and estimate its MI with the actions of the agent. Just like in actor-critic algorithms
the critic component guides the learning dynamics of the policy towards high rewards [15],
4
Figure 1: Agent architecture. The sensors (trained offline) extract relevant information about the environ-
ment and about other agents that it is used by the social critic and the controller (trained online) to guide
the agent towards coordinated and highly rewarding policies.
the gradient of the mutual information estimated by the social critic is used during learning
to guide the agent towards more coordinated behavior with its peers. Finally, the controller
implements the policy of the agent. It receives as input the states estimated by the sensors,
produces as output actions, and updates the policy using the observed rewards and the
signal produced by the social critic. Each module is composed of multiple neural networks
that are trained using a pipeline of several stages of machine learning. Below we described
them in detail.
4.1.1. Sensors
At each time step the agent receives a high dimensional observation, o, typically, a 2D
image that is part of a video sequence. We use a neural network, Ex, to learn a compressed
representation of each observed input frame. Ex is implemented as the encoder component
of an undercomplete autoencoder [16, pp. 500-501], that receives o as input and produces as
output a code x. The training process consists then on minimizing the loss function,
LEx(o, Dx(x)) (5)
,where LEx penalizes Dx(x) for being dissimilar from o, and Dx is the decoder component
of the autoencoder.
A second encoder, Ey, is used to extract the information related to other agents from the
code x to another code, y. This information is later used by the social critic to estimate the
actions of other agents. Ey is also the encoder component of an undercomplete autoencoder,
trained to minimize the loss function,
LEy(o
(−i), Dy(y)) (6)
,where o(−i) is the input containing only the information related to other agents in the
original observation. LEy penalizes Dy(x) for being dissimilar from o
(−i), and Dy is the
decoder component of the autoencoder.
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While Ex and Ey compress what the agent sees at each time step, we also want to
compress what it sees over time. This is necessary since the agent must deal with a partially
observable system, and hence, requires memory to estimate the state of the environment
and be able to take optimal decisions [17]. We use a recurrent neural network (RNN) [16,
pp. 367-415], M , that serves as a memory for the agent by storing in its state information
about past observations. At each time step, it receives as input the current compressed
observation, xt and its current state, ht, and outputs its new state, ht+1. The estimated
state of the system, sˆt, is then defined as the concatenation of the present compressed
observation and memory state:
sˆt = [xt,ht]. (7)
With the intention of reducing the complexity of the learning problem, and considering
computational costs, we use as memory an Echo state network [18], a kind of RNN whose
weights are fixed after initialization.
4.1.2. Social critic
The social critic uses the estimator proposed in [19] to approximate the MI between the
action of the agent in the current time step, at, and the joint action of other agents in its
vicinity, a
(−i)
t . However, it does not do so directly, because, with practical considerations in
mind, we use proxies for both variables.
To be able to maximize the MI between agents with a gradient-based optimizer, we
want our representation of the MI to be differentiable with respect to the parameters of the
policy. In this work we consider a discrete action set, therefore, we assume an stochastic
policy that defines a probability mass function over the action space conditional to the state,
piθ : S → [0, 1]|A|, and estimate the MI between the vector of probabilities, p, and the actions
of other agents. In problems with a continuous action set, the actions could be directly used
with the estimator.
We would also like to make our approach scalable to populations of any size and variable
in time, but we are limited by the dimension of a(−i). As the size of the population grows
it also does the complexity of the learning problem for the estimator because it deals with
a higher dimensional input. The dimension of the input also should not change in time,
as it would happen with a variable population size. To work around this, we make the
assumption that the actions of others agents in the current time step can be approximately
inferred from the change between the current and the next time step of the code y, given
that it encodes an approximate state of the nearby agents, and use then yt+1 as a proxy to
a
(−i)
t .
The estimator of the MI between pt and yt+1 is then defined as,
I(pt,yt+1) = max
ω
{
−E(pt,yt+1)∼Pptyt+1 [−ζ(−Fω(pt,yt+1))]
−E(pt,yt+1)∼PptPyt+1 [ζ(Fω(pt,yt+1))]
} (8)
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, where I(pt,yt+1) is the MI between pt and yt+1, Pptyt+1 denotes the joint distribution,
Ppt and Pyt+1 are the marginal distributions, ζ is the softplus function, and Fω is a neural
network parameterized by ω.
The expectations in equation 8 in practice are estimated as averages over samples of the
distributions. The samples of the joint distribution are observed by the agent during its
interaction with the environment, and Ppt is simply the policy of the agent, but Pyt+1 is
unknown and needs to be estimated. To do so, we use a neural network, Y , to predict yt+1
given the action of the agent, at, and the estimated state of the system, sˆt. Y is trained to
minimize the loss function,
LY (yt+1, Y (sˆt, at)) (9)
, where LY penalizes Y (sˆt, at) for being dissimilar from yt+1. The samples from Pyt+1 are
then estimated by averaging out at from Y :
1
|Ai|
∑
at∈Ai
Y (sˆt, at) (10)
4.1.3. Controller
The controller implements the policy of the agent, piθ, and an estimate of the value
function, Vˆ . The policy is trained using the Proximal Policy Optimization (PPO) algorithm
[20], where the loss function of the policy is defined as:
Lpi =
1
|T |
∑
(sˆt,at,rt+1)∈T
[
min
(
piθ(at|sˆt)
piθold(at|sˆt)
Aˆ(sˆt, at),
clip
(
piθ(at|sˆt)
piθold(at|sˆt)
, 1− , 1 + 
)
Aˆ(sˆt, at)
)] (11)
, with T being a set of state-action-reward tuples observed by the agent while interacting
with the environment, piθold is the policy before an update of the policy parameters, Aˆ is an
estimate of the advantage function calculated over a trajectory of length l as
Aˆ(sˆt, at) = rt+1 + γrt+2 + ...+ γ
l−1rt+l + γl Vˆ (sˆt+l)− Vˆ (sˆt) (12)
, clip is the clipping function
clip(x, a, b) =

a, x < a,
x, a ≤ x ≤ b
b, x > b
(13)
, and  ∈ (0, 1), is a parameter that controls the size of the updates to the policy network.
We use a neural network architecture that shares parameters between the policy and the
estimate of the value function, so the loss function to be minimized combines both objectives,
and an additional entropy maximization term to encourage exploration as suggested in [20]:
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LPPO = −cpi Lpi + cV LV (Vˆ )− cH H(piθ) (14)
, where,
LV (Vˆ ) =
1
|T |
∑
(sˆt,at,rt+1)∈T
(
Vˆ (sˆt)−
t+l−1∑
k=t
γ(k−t)rk+1
)2
(15)
, H(piθ) is the entropy of the policy, and cpi, cV and cH are constant coefficients.
Finally, we include in the objective function the MI estimated by the social critic to
encourage coordination with other agents, so the learning problem of the controller is for-
mulated as:
min
θ
[LPPO − cII(piθ(sˆt),yt+1)] , ∀sˆt ∈ T , ∀yt+1 ∈ Ty (16)
, where Ty is the set of encoded observations regarding other agents corresponding to each
observed estimated state, sˆt ∈ T .
4.2. Training algorithm
The pseudocode of the training algorithm for the multi-agent system is described in
algorithm 1. First, the weights of all the neural networks that compose each agent are
randomly initialized. The memory, M , should be initialized such that the spectral radius of
its hidden to hidden weight matrix is less than unity [18]. Next, a dataset of observations
is obtained by uniformly sampling the set of possible observations, O. This dataset is used
to train the encoders Ex and Ey by applying a gradient descent algorithm to minimize
equations 5 and 6, respectively. Once the sensors are trained, the interaction of the agents
with the environment begins.
For a maximum of tmax time steps (that could be infinity), each agent follows an iterative
training procedure. It begins by acquiring experiences by interacting with the environment
and with other agents. For a finite number of time steps, l, each agent receives an ob-
servation, ot, executes an action, at, according to its current policy, piθ, and receives a
reward, rt+1. The observed sequence of observations is encoded by the sensors to produce
a sequence of estimated states. The sequence of estimated states, actions and rewards,
{(sˆ0, a0, r1), ..., (sˆl−1, al−1, rl)}, is then used to train the social critic and the controller. Y ,
Fω, and piθ and Vˆ are trained every nY , nF and nC time steps, respectively, using a gradient
descent algorithm. This difference in the frequencies of training was deemed necessary since
these functions make use of each of other and it was observed that if they are changing
at the same rate, frequently, the learning process would not converge. We suggest using
nY ≤ nF < nC , such that the policies of the agents change slower than the capacity of the
function Y to adapt to it, and be able to give a good estimate to Fω. Similarly, piθ should
change slower than Fω, to allow it to converge to a good estimate of the MI to guide the
learning process of the policy.
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Algorithm 1
1: Initialize neural networks parameters
2: Obtain dataset to train Ex and Ey by uniformly sampling O.
3: Train Ex by minimizing equation 5
4: Train Ey by minimizing equation 6
5: ttotal = 0
6: while ttotal ≤ tmax do
7: for each agente do in parallel
8: Interact with the environment for l time steps to obtain
trajectories of observations, actions, and rewards
9: if ttotal mod nY = 0 then
10: Train Y to minimize equation 9
11: end if
12: if ttotal mod nF = 0 then
13: Train Fω according to equation 8
14: end if
15: if ttotal mod nC = 0 then
16: Train piθ and Vˆ according to equation 16
17: end if
18: ttotal = ttotal + l
19: end for
20: end while
5. The commons game
We applied our algorithm to a sequential social dilemma (SSD), a MG with |S| > 1
where an agent can get a higher reward by engaging in non-cooperative behavior, but the
total payoff per agent is higher if all agents cooperate [21]. The chosen SSD is the commons
game (CG) described in [22] and illustrated in figure 2. In the CG a set of agents (red
tiles) have to collect apples (green tiles), which are a limited renewable resource. The apple
regrowth rate depends on the spatial configuration of the uncollected apples: more nearby
apples implies higher regrowth rate. If all apples in a local area are collected then none ever
grow back. Agents also can take an offensive action by shooting others with a beam (yellow
tiles), which temporally removes them from the game. This reduces the load on the resource
by diminishing the effective population size, and enables the aggressive agents to selfishly
exploit the resource without depleting it. Cooperation in the CG is achieved when agents
coordinate between them to harvest apples in a sustainable way, such that the resource is
not depleted, and every agent in the system gets roughly the same amount.
Our CG implementation 1 uses the map depicted in figure 2 with n = 10 agents and the
following features:
1Source code available at: https://github.com/tiagoCuervo/CommonsGame
9
Figure 2: A frame of the commons game (own implementation). Agents (red) harvest apples (green). An
agent in the southeast of the field shots its beam (yellow) pointing west. Its field of vision is the area
contained within the white square.
• Agents have an agent-centered field of vision of radius 4, such that o ∈ R9×9 is an
image of the surroundings of the agent. Each agent appears blue in its own field of
view, and red in the field of view of other agents.
• There are eight possible actions: stay still, go up, go down, go left, go right, turn left,
turn right, and shoot beam.
• The beam extends within the vision field in the direction the agent is looking and has
a width of 1 square. Any agent that is in the path of the beam is removed for 25 time
steps.
• For every collected apple the agent receives a reward of r = 1.
• At any given time step, a collected apple has a probability pr of respawning, dependent
on the number of apples in a vicinity of radius 2, na:
pr(na) =

0, na = 0
0.01, 0 < na ≤ 2
0.05, 2 < na ≤ 4
0.1, na > 4
(17)
• The game finishes if all the apples in the field are harvested.
6. Experiments
6.1. Experimental setup
The performance of a system trained with our algorithm, here after called correlation
maximizing system (CMS), is compared with a baseline system trained with the standard
PPO algorithm, this is, by setting cI = 0 in equation 16. 30 independent experiments for
both systems are conducted, each consisting of 10 million time steps of interaction with the
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environment. The architecture of the neural networks composing an agent is described in
table 1. These were defined so that most of the model complexity would reside in the sensors
and the social critic, mimicking what was proposed in [14]. No further experimentation was
done to look for optimal architectures. All the neural networks are trained using the Adam
optimizer [23] with the parameters presented in table 2.
The dataset to train Ex was obtained by executing a population of 10 agents with random
uniform policies on the environment for 1.28 × 106 time steps, and storing the frames seen
by each agent. This dataset was divided in a training set of 1×107 samples and a validation
set of 2.8×106 samples. The dataset to train Ey was obtained simply by masking the pixels
of the own agent, its sight, apples and wall from the dataset of Ex, leaving just the pixels
corresponding to other agents. The decoders were trained as classifiers for each pixel, hence
the Softmax activation in the output layer, where classes correspond to the possible values
that a pixel can take in the CG: agent(blue), other agents(red), apple (green), beam(yellow),
agent sight (dark gray), and wall (light gray). This allowed the decoders to make perfect
reconstructions. The sensors are only trained once, offline, and are later used by all the
agents in the system. The dataset for the social critic and controller consist of l = 1000
time steps of interaction with the environment, as described in algorithm 1.
6.2. Performance indices
To evaluate each system we use the macroscopic indices for the CG proposed in [22],
designed to characterize the strategies of the whole population of agents. We also define the
cooperation index proposed in section 2 for the specific case of the CG. Let G(i) be the total
payoff obtained by agent i over a trajectory of l time steps,
G(i) =
l∑
t=0
r
(i)
t+1 (18)
, and let 1 be the indicator function,
1(x) =
{
1, if x is true
0, otherwise
(19)
, then the five performance indices are defined as follows.
6.2.1. Utilities
Is the average over agents of the obtained payoff:
U =
1
n
n∑
i=1
G(i) (20)
6.2.2. Equity
Measures the dispersion of the distribution of payoff within agents:
E = 1−
∑n
i=1
∑n
j=1 |G(i) −G(j)|
2n
∑n
i=1G
(i)
(21)
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Table 1: Architecture of the neural networks that compose the agent. The numbers in the layer column
indicate the order from input to output. Two layers with the same number process the same input.
Component Layer Dimension Activation function
Ex
1. Input 9× 9× 7 ·
2. Convolution (3× 3, 16) ReLU
3. Reshape 784 ·
4. Fully connected 32 ReLU
5. Fully connected 32 Linear
Dx
1. Fully connected 32 ReLU
2. Fully connected 784 ReLU
3. Reshape 7× 7× 16 ·
4. Transposed convolution (3× 3, 7) SoftMax
Ey
1. Input 32 ·
2. Fully connected 512 ReLU
3. Fully connected 128 ReLU
4. Fully connected 16 Linear
Dy
1. Fully connected 128 ReLU
2. Fully connected 784 ReLU
3. Reshape 7× 7× 16 ·
4. Transposed convolution (3× 3, 5) SoftMax
M
1. Input 32 ·
2. Recurrent 512 tanh
Y
1. Input 544 ·
2. Fully connected 128 ReLU
3. Fully connected 128 ReLU
4. Fully connected 16 Linear
Fω
1. Input 16 ·
2. Fully connected 32 ReLU
3. Fully connected 32 ReLU
4. Fully connected 1 Linear
1. Input 544 ·
piθ 2. Fully connected 8 SoftMax
Vˆ 2. Fully connected 1 Linear
6.2.3. Peace
Is the average time without out of game agents:
P = 1−
∑n
i=1
∑l
t=1 1(o
(i)
t = oto)
nl
(22)
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Table 2: Parameters of the training algorithm for each component.
Component Parameter Value
Ex and Ey
Training set size 1× 107
Batch size 128
Number of epochs 10
Learning rate 1× 10−3
Y
Training set size 1000
Batch size 32
Number of epochs 10
Learning rate 5× 10−4
Fω
Training set size 1000
Batch size 32
Number of epochs 10
Learning rate 0.01
piθ and Vˆ
Training set size 1000
Batch size 32
Number of epochs 5
Learning rate 1× 10−4
cV 0.5
cI 0.1 (0.0 for the baseline system)
cH 0.01
, where o
(i)
t is the observation of the i-th agent, and oto is the observation that an agent
receives when is impacted by the time out beam.
6.2.4. Sustainability
Is the cumulative sum of apples during the trajectory:
S =
l∑
t=1
∑
i
1(s
(i)
t = apple) (23)
, where s
(i)
t is the i-th pixel of the state in the time step t.
6.2.5. Cooperation
The cooperation index in equation 1 is defined for the CG as:
ψ =
I¯
H¯
U (24)
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Figure 3: Reconstruction error on the validation set over epochs of training for the encoder E1 (left) and
the encoder E2 (right).
, where the system-level performance index, J , is the utility, U , and the correlation index,
ρ, is the ratio between the estimated average mutual information (EAMI),
I¯ =
1
n
n∑
i=1
Ii (25)
, and the average entropy of the policies in the system,
H¯ =
1
n
n∑
i=1
H(pi
(i)
θ ) (26)
, with pi
(i)
θ being the policy of the i-th agent, and I being the estimated MI (equation 8) for
the trajectory of the i-th agent. The normalization by the average entropy is made in order
to eliminate the dependence of the correlation index from the uncertainty in the system.
7. Results
Figure 3 shows the reconstruction error obtained by the encoders of the sensors on the
validation set among epochs. It can be seen that around the fourth epoch for Ex, and sixth
epoch for Ey, the reconstruction error converges to zero. At this point we consider that
the encoders have learned to successfully represent any observation of the environment, and
therefore, just one experiment was carried out for its training.
Figure 4 depicts the temporal evolution of the performance indices across the 30 inde-
pendent runs. These are calculated at the end of each iteration of the interaction loop in
algorithm 1. It can be seen that the CMS surpasses the baseline system on all the indices
by the end of training. Table 3 complements this results in terms of the initial and final
values of the mean and variance of the performance indices. We also follow the dynamics of
information as these can also provide valuable insight about the system. Figure 5 illustrates
the temporal evolution of the average entropy and the EAMI across the 30 independent
runs.
For the first 5 × 105 time steps the performance indices exhibit dynamics akin to the
ones described in [22]. Initially, agents go through a learning phase during which they learn
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Figure 4: Temporal evolution of the performance indices for the Correlation Maximizing System (blue),
and the baseline system (red). The solid line is the sample mean obtained with 30 independent runs. The
shaded area shows a confidence interval of 99.5 %
Figure 5: Temporal evolution of the information for the Correlation Maximizing System (blue), and the
baseline system (red). The solid line is the sample mean obtained with 30 independent runs. The shaded
area shows a confidence interval of 99.5 %
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Table 3: Summary of results for the performance indices at the beginning and end of training. The best
results at the end of training, in terms of higher mean and low variance, are shown in bold.
Baseline CMS
Index Mean Variance Mean Variance
Initial
Utilities 93.2728 358.9156 90.0706 321.3627
Equity 0.6778 0.0040 0.6618 0.0075
Peace 0.7732 0.0016 0.7749 0.0011
Sustainability 1.3560× 105 1.2317× 107 1.3472× 105 1.7866× 107
Cooperation 0.0170 0.0001 0.0096 1.1727× 10−5
Final
Utilities 211.8189 277.6377 293.4253 52.8959
Equity 0.7464 0.0125 0.9530 0.0001
Peace 0.5085 0.0266 0.8157 0.0284
Sustainability 8.4526× 104 6.0339× 107 9.8540× 104 5.8366× 107
Cooperation 2.9994 0.0624 14.5037 1.9067
to harvest with increasing speed. This phase is characterized by the increase of the utility
index and the descent of the sustainability index. The increase in the peace index indicates
that agents learn not to use its beam, as the resource is still under-exploited, and there is
no need to compete for it. The entropy of the policies decreases as these converge towards
over-exploitative strategies. The EAMI, and hence the cooperation index, remain fairly low
for both systems, since agents find no need to coordinate its actions, and the policy gradient
outweighs the MI maximization term.
At the end of this first phase, the speed with which agents harvest apples surpasses the
regeneration rate of the resource and the utilities begin to decrease, reaching its minimum at
t = 9.81× 105 and t = 1.23× 106, for the baseline and CMS, respectively. Passed this point,
the environment turns competitive, and agents begin to use its beam against each other,
resulting in the descent of the peace and equity indices, and the rising of the sustainability
index. The average entropy and EAMI also begin to increase since the over-exploitative
policies are no longer a good strategy and the agent faces this uncertain scenario in which
should take into account the presence of other agents. The EAMI grows much faster for the
CMS than for the baseline. Fitting a line to the EAMI in the interval between t = 1.5× 106
and t = 2.5× 106 results in a slope of 4.0258× 109 for the baseline system and 7.0947× 108
for the CMS. As a result of the increase in EAMI, the cooperation index also increases.
Both systems evolve similarly up to t = 2.72 × 106, although slower in the case of the
CMS. From this point on, there are significant variations. While in the baseline system
the peace index has a downward trend for the duration of training, ending with a mean
value of P = 0.5085, in the CMS rises, reaching a final mean value of P = 0.8157. The
equity index in the baseline system converges to a value close to the initial one, E = 0.7513,
whereas in the CMS increases up to a final mean value of E = 0.9554, notably, with a
much lower variance across experiments. In both systems the utilities, sustainability and
cooperation indices have a growing trend, but for the CMS the final values, U = 293.4253,
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S = 9.8541 × 104 and ψ = 14.507, are higher than for the baseline system, U = 211.8189,
S = 8.4526× 104 and ψ = 2.9994.
The information dynamics of both systems follows alike trends. The average entropy
decreases and seems to be converging by the end of training. The EAMI initially increases,
reaching its maximum value around t = 3.073× 106, and then decreases tending to conver-
gence. The descend of EAMI follows the descend of entropy in the system since the minimum
entropy of a set of random variables is an upper bound for its MI. Given that for the CMS
the EAMI grows more than one order of magnitude faster, its maximum value, I¯ = 0.1043,
is also much higher than in the baseline, I¯ = 0.01, which results in a big improvement in
the cooperation index.
8. Discussion
The common initial dynamics of the CMS and baseline system, and its posterior diver-
gence, could suggest that the search space of the CG has a region characterized by com-
petitive low-correlated policies that, without the inclusion of the MI maximization term,
is a local optimum surrounding the region of cooperative policies that is known to be the
global optimum in SSDs [21]. This could be a characteristic of the optimization landscape
of SSDs, which could explain the difficulties of traditional single-agent deep reinforcement
learning algorithms to find optimal policies in such problems. The MI maximization term
seems to modify the optimization landscape so that this region is no further a minimum and
a gradient-based optimizer can find better solutions. The slower convergence of the CMS
with respect to the baseline system could be explained considering that the maximization
of MI also encourages the maximization of entropy, and hence, exploration.
The evidence provided in this work shows that the inclusion of a MI maximization term
between the actions of the agents in its objective functions, results in a system with improved
performance in the CG according to the utility, equity, peace and sustainability indices. The
high values of these indices characterizes the behavior of a cooperative system in the CG
[22], therefore suggesting, in agreement with previous work [10], and as captured by the
proposed cooperation index, that high MI between agents is a characteristic of cooperative
systems, and its maximization is a causal factor in the emergence of cooperation in the CG,
and possibly, in general in social dilemmas. Extrapolating this idea to the many real world
examples of social dilemmas that plague our society [24][25][26], we could speculate that
coordination and cooperation could emerge in such problems by implementing policies that
promote the exchange of information between the parties involved.
9. Conclusions
In this work we have proposed an index of cooperation in multi-agent systems as the
product between the correlation of the actions of the agents and the global payoff of the
system, and, based on this index, a deep reinforcement learning algorithm for the training
of cooperative neural multi-agent systems. In addition to the estimation of the value and
policy functions typically used to solve reinforcement learning problems, we also estimated
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the mutual information between the actions of the agents and, to promote coordination
between them, introduced a term for its maximization in the learning problem. The proposed
algorithm has the advantage of being decentralized, both in learning and execution, end-to-
end differentiable, and scalable to populations of any size.
We applied the algorithm to the commons game, a problem that requires cooperation
but in which traditional deep reinforcement learning algorithms struggle to find optimal
solutions. The performance of our algorithm was compared according to multiple indices
with the performance of a baseline system that does not maximize mutual information.
The results showed that the system with maximization of mutual information consistently
surpasses the baseline system on all indices. Based on this, we conclude that the maximiza-
tion of mutual information between agents encourages the emergence of cooperation in the
commons game.
The proposed algorithm makes several assumptions against which should be tested. Al-
though, in principle, could deal with populations whose composition varies in time, this
could affect convergence, as the Y function would have to adapt to the changes to the joint
policy product of the arrival and/or departure of agents. Our work also assumes that agents
are homogeneous, since there is no way to tell them apart solely by observations. Verifying
the robustness of the algorithm to variable populations and heterogeneity of agents is left as
future work. One major limitation can also be the disentangling of information related to
agents from information concerning the environment, required to train Ey. In the commons
game this data is easily produced, but this will not hold for many other problems. Methods
for unsupervised entity construction [27] could help in this matter. Finally, is also worth
to highlight that further experimentation should be done to test the robustness of the al-
gorithm to the selection of its hyperparameters, such as the architecture of neural networks
and parameters of the training algorithm.
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