We present a compiled catalogue of effective temperatures, surface gravities, iron and magnesium abundances, distances, velocity components, and orbital elements for stars in the solar neighborhood. The atmospheric parameters and iron abundances are averages of published values derived from model synthetic spectra for a total of about 2000 values in 80 publications. Our relative magnesium abundances were found from 1412 values in 31 publications for 876 dwarfs and subgiants using a three-step iteration averaging procedure, with weights assigned to each source of data as well as to each individual determination and taking into account systematic deviations of each scale relative to the reduced mean scale. The estimated assumed completeness for data sources containing more than five stars, up to late December 2003, exceeds 90 %. For the vast majority of stars in the catalogue, the spatial-velocity components were derived from modern high-precision astrometric observations, and their Galactic orbit elements were computed using a three-component model of the Galaxy, consisting of a disk, a bulge, and a massive extended halo.
Introduction
Detailed study of the abundances of several elements in stars of various ages can be used to trace the Galaxy's chemical evolution and identify the sources in which various elements are synthesized, enabling progress in our understanding of the history of star formation and of the origin of our Galaxy's multi-component structure. According to current ideas, at least four subsystems can be identified in the Galaxy: the thin disk, thick disk, proto-disk halo, and accreted halo. It is believed that the first three subsystems formed from the same collapsing proto-galactic cloud, whereas the last subsystem was formed of isolated proto-galactic fragments and the debris of dwarf satellite galaxies that were disrupted and captured by the Galaxy at various stages of its evolution. (For more detail on the presence of accreted-halo stars in the solar vicinity, see Borkova, Marsakov (2004) and references therein.) Since the vast majority of stars in the solar neighborhood are members of the thin-disk and thick-disk subsystems, the chemical compositions of these subsystems spatial, and kinematic properties. At the same time, homogeneous data on the relative magnesium abundances of stars currently in the solar vicinity but born at various distances from the Galactic center can be used to reconstruct the star-formation history and the evolution of the interstellar mediums chemical composition during the early stages of the formation of our Galaxy.
PREPARATION OF THE COMPILED CATALOGUE
The various published abundances of an element for a given star often differ quite appreciably, even when the spectra reduced by different authors are of similarly high quality. Extraction of the needed information from the spectra is based solely on current ideas concerning the structure of stellar atmospheres, and these ideas develop via the usual iterative process. It is therefore not surprising that different authors have preferred to use somewhat different theoretical model stellar atmospheres and develop different techniques for reducing and theoretically analyzing spectra. In several leading groups, analyses of spectral-line formation have been carried out without assuming local thermodynamic equilibrium. In fact, it is always necessary to analyze non-LTE effects for any abundance determinations. However, the assumption of LTE is justified for the atmospheres of dwarfs due to their high densities of particles, whose collisions bring the atomic-level populations into equilibrium. In particular, detailed computations have demonstrated that non-LTE corrections for magnesium in F-G dwarfs and subgiants are small, within 0.1 dex,and thus are smaller than the internal uncertainties in the Mg abundances Shimanskaya et al. (2000) . To avoid uncertainties due to non-LTE effects for lines of iron, we always used abundances derived solely from Fe II lines. (Note that, in his determinations of relative stellar magnesium abundances assuming LTE, Fuhrmann (1998), (2000) used lines of neutral elements for which the non-LTE effects are approximately the same, and his resulting [Mg I/Fe I] ratios are nearly unbiased.)
These factors explain the reasons for the deviations among the data obtained and analyzed by different authors. We also cannot rule out the possibility of systematic differences between the magnesium abundances presented in different papers. If several abundance values are available for the same star, they can simply be averaged. However, when an abundance is presented in only one paper, the possibility of systematic differences must be considered. We collected all available lists (with ≥ 5 stars) of relative magnesium abundance estimates, [Mg/Fe], for field stars from high-resolution spectra with high signal-to-noise ratios published after 1989. We estimate the completeness of the abundances published for solarvicinity stars up through December 2003 to be better than 90 %. The largest of the source catalogs contain only about 200 stars ( Table 1 ). Note that our aim is not to analyze the origin of discrepancies among the data, but to compile a list of published spectroscopic relative magnesium abundances for field stars that is as complete as possible, and is reduced to a uniform scale. The raw material for this study were 36 publications containing 1809 magnesium-abundance determinations for 1027 stars. Of these stars,we retained only 876 dwarf and subdwarf stars that lie below the solid line in the HertzsprungRussell diagram in Fig. 1a . This line was plotted by eye,parallel to the zero-age main sequence, to exclude stars in more advanced evolutionary stages. This automatically rejected five publications in which only giants had been studied. 
Atmospheric Parameters and Iron Abundances
Atmospheric Parameters and Iron Abundances We simply averaged the stellar effective temperatures and surface gravities from the cited papers, in which these parameters were determined using various methods. For both parameters, we estimated the uncertainties of the averages based on the scatter of the individual values about the average for each star; i. e., from the agreement of the values obtained by the various authors. For this purpose,we calculated the deviations dX i = X − X i for stars for which these parameters were determined in several studies, where the index i refers to the individual measurements for a given star. Note that our uncertainty estimates are based on as many as 80 publications, since we also used here studies devoted to spectroscopic abundance determinations for other elements (see the numbers of stars in the histograms, Fig. 2 ). We then plotted the corresponding distributions and calculated the dispersions of Gaussian curves describing them, which were equal to ε (T eff ) = ± 56 K and ± 82 K and ε(log g) = ± 0.12 and ± 0.24 for stars with [Fe/H] values above and below −1.0, respectively. The good agreement of the observed distributions with the Gaussian curves shows that the deviations are random, so that their dispersions should reflect the actual uncertainties in the parameters. Our [Fe/H] values for each star are also averages of metallicities from the same papers,with uncertainties estimated as ε ([Fe/H]) = ± 0.07 dex and ± 0.13 dex, respectively, for metal-rich and metal-poor stars. All these estimates are close to the lower limits of the uncertainties for these parameters claimed by the authors. These distributions and the approximating normal curves are displayed in Fig. 2 . We found it necessary to differentiate between the two metallicity groups because the uncertainties in all the parameters are considerably larger for the metal-poor stars.
Iterative Procedure Used to Calculate the Relative Magnesium Abundances
To get an idea of the number of abundance determinations for the individual stars, see the histogram in Fig. 1 b, which presents the distribution of the number of sources for the stars. This histogram shows that the number of stars decreases exponentially with increasing number of magnesium-abundance determinations, so that only single determinations are available for more than half the stars in the sample. To derive reliable abundances, we applied a somewhat modified version of the three-step iterative technique for compiling data presented by Castro et al. (1997) . Figure 3 presents several diagrams that compare the [Mg/Fe] ratios for the lists having the largest numbers of stars in common. We can see that the values of all the authors are fairly well correlated, with all the correlation coeficients being r ≥ 0.8. However, small (within the uncertainties)systematic deviations are present in the data. Not only are the results of the LTE and non-LTE approximations different, but there exist discrepancies within each of these approximations. In particular,the two diagrams in the upper panel of Fig. 3 demonstrate the scatter of the estimates obtained using a single approximation. The two diagrams in the middle panel, which compare the abundances derived using different approximations, show only scatter without a considerable systematic offset. On the other hand, appreciable systematic differences can appear not only between the values obtained using different approximations, but also between the values obtained by different authors using the same approach (Figs. 3e and 3f). If there are no regular systematic differences related to a particular approach, we can simply average all these data for each star. . We then corrected all the individual [Mg/Fe] i values for these biases. As noted above, these corrections leave the magnesium abundances for stars present in several lists virtually unchanged. However, if a stars magnesium abundance was determined in a single study only, the correction will strongly affect the final magnesium abundance. Indirect confirmation that it is appropriate to correct for these systematic differences is provided by the fact that the scatter of the data points in the final The next step after correcting for systematic biases was to determine weights for the data sources in the lists and calculate new weighted means. Figures 3 and 4 show that the scatters in the diagrams -i. e., the [Mg/Fe] uncertainties in the lists -are not all the same. Accordingly, each list was assigned a weight that was inversely proportional to the corresponding dispersion for the deviations in each of the metallicity ranges. The lowest scatter for the higher metallicities was found for the lists of Prochaska et al. (2000), Edvardsson et al. (1993) , Jehin et al. (1999) , and they were assigned unit weights. At lower metallicities, the lowest scatter was shown by the lists of Nissen & Schuster (1997), Mashonkina et al. (2003) . The lowest weights assigned to some of the lists were ≈ 0.3. The weights and biases for each list in each of the two metallicity ranges are collected in Table 1 . We then calculated a new weighted mean magnesium abundance for each star taking into account the biases and weights assigned to the lists.
Let us briefly discuss one important aspect of compiling the data. In practice, small catalogs can have few stars in common even with the largest original catalogs. Thus, to analyze the agreement between their values and the values of other authors and assign them correct weights,we combined the small catalogs into larger lists, each containing a series of studies by the same group in which the same techniques were used to derive the abundances. For lists containing several values for the same star, we chose the more recent values. As a result, we obtained 24 lists including 31 primary data sources (Table 2 1 ). Further, all the lists were used to calculate preliminary mean magnesium abundances for each star in the sample. (The only exception was Castro et al. (1997) : none of its nine stars were found in any other source, and all the data for these stars were entered into the final catalog without any changes.) The next step was also a weight-assigning procedure, this time for individual values, [Mg/Fe] ij , where the first subscript refers to the value and the second to the list. This procedure was intended to assign lower weights to initial values showing larger deviations. Clearly, such a procedure can work only if there are three or more values for the same star. This step makes use of the deviations from the calculated weighted means, δ ij , for individual values (with their biases taken into account). When assigning the weights p ij , we considered the mean absolute value, ε j , of the deviations for all stars in the list containing the given value. The weights were calculated using the formula p ij = 2ε 2 j /(δ 2 ij + ε 2 j ). We can see that an individual weight of unity was assigned to values whose deviations were equal to the mean deviation. Most stars in the list were given weights slightly greater than unity, (p ij ) max = √ 2. However, the weights begin to decrease appreciably for δ ij > ε j . As a result, this procedure assigns the lowest weights to the least-reliable determinations and enables us to obtain final values that are close to those given for most of the sources, with no single measurement rejected. Some idea of the internal accuracy of our final 
Distances, Proper Motions, and Radial Velocities
We determined the distances to the stars using trigonometric parallaxes with uncertainties below 25 % from the catalogs Hipparcos (1997), Kharchenko Figure 6 shows the distribution of the distances of the sample stars from the Sun. The distributions ascending branch lasts only to 5 pc, after which a steep decline begins, testifying that most of the sample stars are close to the Sun. The photometric distances were used only for the most distant stars.
We took the proper motions from the catalogs Hipparcos (1997), Kharchenko 
Spatial Velocities and Galactic Orbital Elements
Spatial Velocities and Galactic Orbital Elements We computed the U , V , and W components of the total spatial velocity relative to the Sun for 850 stars with distances,proper motions, and radial velocities (U is directed towards the Galactic anticenter, V in the direction of the Galactic rotation, and W toward the North Galactic pole). The main contribution to the uncertainties in the spatial velocities comes from the uncertainties in the distances, rather than the uncertainties in the tangential and radial velocities. For mean distance uncertainties of 15 % and the mean distance from the Sun of the sample stars, ≈ 60 pc, the mean uncertainty in the spatial velocity components is ≈ ±2 km/s. We adopted a Galactocentric distance for the Sun of 8.5 kpc, a rotational velocity for the Galaxy at the solar Galactocentric distance of 220 km/s, and a velocity for the Sun relative to the Local Standard of Rest of (U ⊙ , V ⊙ , W ⊙ ) = (−11, 14, 7.5) km/s Ratnatunga et al. (1989) . We used these values to calculate the components of the spatial velocities in cylindrical coordinates, (Θ, Π, W ), and the total residual velocities of the stars relative to the Local Standars of Rest, V res .
We calculated the Galactic orbital elements by modeling 30 orbits of each star around the Galactic center using the multi-component model for the Galaxy of Allen & Santillan (1991), which consists of a disk, bulge, and extended massive halo.
A list of the stars with all the parameters described in this paper is presented in Table 2 (see its description in the Appendix). The catalog itself is published only electronically, at the address http://cdsweb.u-strasbg.fr/cats/J.AZh.htx
ANALYSIS OF THE SAMPLE
All the published catalogs can be tentatively subdivided into two groups based on the principle applied to select stars for spectroscopic determinations of the abundances of various elements. The first group consists of various samples whose stars were selected based on a limiting apparent magnitude. Since the Sun is situated near the Galactic plane, such samples contain almost exclusively stars of the disk subsystems, with very few halo (i. e., low-metallicity) stars. Thus, a preliminary selection of low-metallicity stars using photometric data is needed for spectroscopic observations of objects in the halo subsystems. The apparent magnitudes of the stars selected in this way are much fainter. This is clearly illustrated in the [Fe/H]-V diagram for our sample stars (Fig. 7) . Nearly all the stars with [Fe/H ] ≥ −1.0 are brighter than V≈ 9 m , whereas most of the more metalpoor stars are fainter. The stars of both groups cover the sky rather uniformly, with an understandable concentration of metal-richer stars toward the Galactic plane (Fig. 8) . This observational selection effect should be born in mind when estimating the relative numbers of stars of various metallicities in the solar neighborhood. We are preparing a cycle of papers in which we identify stars belonging to the thin-disk and thick-disk subsystems, as well as to the proto-disk and "accreted" halo subsystems, based on the elements of the Galactic orbits from the catalog. In these forthcoming papers, we will estimate the star-formation rates and efficiencies of mixing of the interstellar medium ing the early stages of the Galaxys evolution based on an analysis of the scatter of the relative magnesium abundances for low-metallicity stars of the old Galactic subsystems.
We are also planning to present similarly unified abundance determinations for other α -process elements in a future version of our catalog.
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The description of Table 2 (this Table is The combined weight includes the weight of the data source (Table 1) The T eff − log g diagram for stars with magnesium abundances found in the literature (a) and the stars' distribution over the number of magnesium-abundance determinations available for them (b). Only stars that lie below the sloping line in the diagram (a) enter our catalogue. 
