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Abstract. Support vector machines (SVMs) and fuzzy rule systems are 
functionally equivalent under some conditions. Therefore, the learning algorithms 
developed in the field of support vector machines can be used to adapt the 
parameters of fuzzy systems. Extracting fuzzy models from support vector 
machines has the inherent advantage that the model does not need to determine the 
number of rules in advance. However, after the support vector machine learning, 
the complexity is usually high, and interpretability is also impaired. This paper not 
only proposes a complete framework for extracting interpretable SVM-based fuzzy 
modeling, but also provides optimization issues of the models. Simulations 
examples are given to embody the idea of this paper. 
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Interpretability 
1. Introduction 
Fuzzy systems are known to a superior paradigm for processing the vague and 
uncertainty information and provide clear advantages in knowledge representation. The 
operations of fuzzy systems heavily depend on the inference process and the associated 
fuzzy rules in the inference engine. A number of methods to define fuzzy rule-based 
modeling have been discussed in the literature, including heuristic and data-driven 
methods [3, 5, 6, 7, 8, 10, 11, 12]. 
Extracting fuzzy models from Support Vector Machines (SVMs) is first 
investigated in [3]. In order to avoid local minimum problem SVMs utilize quadratic 
programming to find optimal separable plane, this concludes that the number of support 
vectors is proportional to the preciseness of the obtained model. In other words, while 
the performance of the derived model is acceptable, the interpretability is usually 
impaired. 
In this paper, the relationship between SVMs and fuzzy systems is investigated. 
The relationships, especially the differences between these two models are emphasized. 
It is argued that the essential difference between SVMs and fuzzy systems is the 
interpretability, which enables fuzzy systems to be easily comprehensible. Based on the 
discussions on their relationships, a complete framework for extracting interpretable 
fuzzy rules from trained SVMs is proposed.  
The rest of this paper is organized as follows. The relationships between SVMs 
and fuzzy rules and a proposed algorithm to establish interpretable fuzzy models from 
SVM are shown in Section 2. The effectiveness of this scheme is demonstrated through 
empirical evaluations in Section 3 followed by Conclusions in Section 4. 
j 
2. Extracting Interpretable Fuzzy Rules from Support Vector Machines 
In this section, we first give an approach for extracting fuzzy rules from Support Vector 
Machine (SVM), and then explain how to optimize the fuzzy rules system and propose 
an algorithm for the conversion of SVM into interpretable fuzzy rules. 
2.1. Extracting fuzzy rules from support vector machine 
Support vector machine (SVM), which is proposed by Vapnik, is a new machine 
learning method based on the Statistical Learning Theory and is a useful technique for 
data classification [2]. SVM has been recently introduced as a technique for solving 
regression estimation problems [4], and has also been used in finding fuzzy rules from 
numerical data [3, 5, 10]. In the regression estimation task, the basic theory of SVM [2] 
can be briefly presented as follows: 
Given a set of training data {                 }       where   denotes the 
space of input patterns. The goal of   Support vector regression is to find a function 
     that has at most   deviation from the actually obtained targets    for all the training 
data, and at the same time is as flat as possible. That is, the errors would be ignored as 
long as they are less than  , but any deviation larger than this would not be accepted. 
For the case of nonlinear regression, the decision function has the form 
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Where, the constant C determines the trade-off of error margin between the 
flatness of      and the amount of deviation in excess of   that is tolerated; and         
is a kernel function defined as 
 (     )  〈 (  )  (  )〉                                                                                            
The input points    with       
     are called support vectors. The difference 
to the linear case is that   is no longer given explicitly. Besides, the task becomes to 
find flattest function in feature space, not in the input space. 
On the other hand, fuzzy rule-base that generally consists of set of IF-THEN rules 
is the core of the fuzzy inference [3, 6]. Suppose there are m fuzzy rules, it can be 
expressed as following forms: 
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where              are the input variables;   is the output variable of the fuzzy 
system; and   
 
 and    are linguistic terms characterized by fuzzy membership functions 
 
  
      and       , respectively. If we choose product as the fuzzy conjunction 
operator, addition for fuzzy rule aggregation, and height defuzzification, then the 
overall fuzzy inference function is 
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where  
 
 is the output value when the membership function        achieves its 
maximum value. 
In order to let equation (1) and (5) are equivalent, at first we have to let the kernel 
functions in (1) and the membership functions in (5) are equal. The Gaussian 
membership functions can be chosen as the kernel functions since the Mercer condition 
[1] should be satisfied. Besides, the bias term   of the expression (1) should be  . 
While the Gaussian functions to be chosen as the kernel functions and membership 
functions, and the number of rules equals the number of support vectors, then (1) and 
(5) becomes 
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The inference of fuzzy systems can be modified as [3] 
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and the center of Gaussian membership functions are selected as 
 
 
       
                                                                                                                    
Then, the output of fuzzy system (5) is equal to the output of SVM (1). However, 
the equivalence has some shortcomings: 1) the modified fuzzy model removes the 
normalization process; therefore, the modified fuzzy model sacrifices the generalization. 
2) the interpretability cannot be provided during the modification. 
An alternative approach is to set the kernel function of SVMs as 
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Consequently, the output of SVMs becomes 
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We only have to set the center of membership functions to       
  , then we can 
assure the output fuzzy systems (11) and the output of the SVMs (6) are equal. Notably, 
the expression (10) only can be achieved when the number of support vectors,  , is 
known previously. 
For support vector machine for regression, when the number of SVs increases, we 
can get better regression line, but that, in turn make the interpretability and preciseness 
of the SVM-based fuzzy model becomes a trade-off. Next section we discuss the 
interpretability issues of fuzzy systems and present an algorithm to extract interpretable 
fuzzy modes from support vector machines. 
2.2. The Proposed Algorithm for the Conversion of SVM into Understandable Fuzzy 
Rules 
The idea of Interpretable is usually related to the ability of a model to express the 
behavior of the modeled system in an understandable way [11]. Interpretability is one 
of the most important features of fuzzy systems. In following, we define some 
important conditions for a fuzzy system to achieve its interpretability: 
 Completeness and Diversity: The fuzzy partitions of all variables in the 
fuzzy system should be both complete and well distinguishable (i.e., 
distribution diversity). Besides, the number of fuzzy subsets in a fuzzy 
partition should also be limited. The completeness and distribution diversity 
condition makes it possible to assign a clear physical meaning to each fuzzy 
subset in a fuzzy partition. Usually, this leads to a small number of fuzzy 
subsets. A distance measure between neighboring fuzzy sets can be defined as 
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where     ∫       
   
. 
 Expressive Efficiency: The structure of the fuzzy system should be as 
compact as possible. That is, the number of linguistic variables associated 
with a fuzzy rule or a fuzzy constraint should be as small as possible. An 
efficient structure could be determined via input selection techniques [9]. 
 Consistency. Fuzzy rules in the rule base are consistent with each other and 
consistent with the available a priori knowledge. An inconsistency problem 
can be categorized as one of the following situations: 
o Two or more fuzzy predicates have almost the same facts but have 
different conclusions. For example, two rules defined on    and   , 
respectively. The consequents of the two rules are    and   . If 
                 , then the two rules have almost the same facts but 
have different conclusions. This type of in consistency problem is 
frequently occurred in a data-driven fuzzy modeling approach. 
o Two or more fuzzy predicates have contradictory conclusions. For 
example, the consequent parts of fuzzy rules cannot happen 
simultaneously. 
The central issue in converting an SVM into a fuzzy model is to ensure that the 
extracted fuzzy rules are interpretable. That is, the conditions described in the previous 
sections should be held. In order to convert an SVM into an interpretability fuzzy 
system, the following conditions should be satisfied: 
 The number of support vectors should be limited. In Section 2.1 we have 
shown that the number of rules is identical to the number of support vectors. 
Therefore, the number of support vectors should be limited to assure an 
interpretable fuzzy model could be obtained. 
 Redundant support vectors should be removed. If two or more SVs are located 
in a neighborhood, the interpreted fuzzy sets will have high similarity measure. 
However, high similarity measure may cause not only the diversity condition, 
but also the consistency condition is impaired. 
The above conditions are necessary conditions on SVMs for extracting 
interpretable fuzzy systems. In the figure 1, an algorithm is provided such that during 
the extraction, the above conditions could be satisfied. 
 
Figure 1. The SVM-IF Algorithm. 
The major idea underlying SVM-based fuzzy model learning is that during the 
SVM learning, the number of SVs and their positions can be determined as a basic 
structure of the fuzzy models. Besides, the kernel functions corresponding to each 
support vectors should be allowed to have different variances. 
Inputs are data set H, similarity measure k, and the tolerance, tol, between obtained 
model and input data. Three parameters relating to the support vector learning should 
be specified at first, they are: C,  , and  . The procedure ModelExtraction can be 
separated into two parts. The first part includes Line 5 to Line 13, using a While loop to 
produce support vectors until the error measure exceeds the specified tolerance, tol. 
From Line 14 to 16 are the second part, which uses normalized kernel functions to 
generate normalized fuzzy system. The correctness of the procedure ModelExtraction 
is shown in what follows. 
The obtained model has similarity measure   (     )    is obvious since in the 
procedure InterpretabilityTest, two fuzzy sets with similarity measure larger than k will 
be merged.  
In order to obtain a set of optimal fuzzy with different variances, we can adopt 
such as gradient decent algorithms or GAs. We derive the following adaptive algorithm 
to update the parameters in the fuzzy membership functions: 
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Notably, during the SVM learning, parameters of kernel function should be 
specified previously. In other words, the variances of Gaussian functions are fixed. In 
order to achieve an optimal solution, we present an adaptive parameter specifying 
method and show how to estimate the initial values for iterative optimization. 
3. Simulation examples 
In this subsection, simulation studies on the modeling of the Mackey-Glass time 
series [7] are carried out to show the feasibility of the proposed method. The Mackey-
Glass time series is described by 
 ̇  
       
         
                                                                                              
where      ,      ,     , and      . One thound data samples are used in the 
simulation, 500 samples for training and the other 500 samples for test. The goal is to 
predict      using       ,       . That is to say, the system has two inputs and one 
output. The obtained model has 9 rules and the simulation result is shown in Table 1 
and Figure2. 
 
Table 1. A comparison between different modeling approaches 
  
 
(a)            (b) 
Figure 2. The final simulation result of the interpretable fuzzy model (RMSE = 0.0092) 
 
Note that the centers and variances of these membership functions are adapted 
using the gradient decent methods. A comparison to traditional SVM, RBF NN, and 
ANFIS system can be found as shown in Table 2. The comparison shows that the 
proposed method is better than SVM, and similar to the results of RBF and zero order 
ANFIS. 
Table 2. A comparison between different modeling approaches 
  
4. Conclusions 
In this paper, we have presented an integrated approach to extracting interpretable 
fuzzy systems from support vector machines. The support vector learning mechanism 
provides a framework to extract support vectors for the use of fuzzy rules generation. 
The proposed approach resolved the problems of SVMs such as interpretability and 
complexity. The relationships between SVMs and interpretable fuzzy systems have 
also been discussed. Besides, the conditions for an interpretable fuzzy system were 
clarified. In order to extract interpretable fuzzy rules from an SVM, an adaptive  -
insensitive-parameter specifying algorithm has been introduced. We have shown that 
an SVM and a fuzzy system are not fully equivalent in terms of their semantic 
meanings and that the extraction of interpretable fuzzy rules from SVMs is both 
important and feasible for gaining a deeper insight into the local structure of the system 
to be approximated. Simulation examples were given to show the effectiveness of the 
proposed idea. 
References 
[1] J. Shawe-Taylor and N. Cristianini, Kernel Methods for Pattern Analysis. U.K.: Cambridge University 
Press, 2004. 
[2] Corinna Cortes and Vladimir Vapnik, Support-Vector Networks, Machine Learning, 20 (1995), 273-297. 
[3] J.-H Chiang and P.-Y Hao, Support vector learning mechanism for fuzzy rule-based modeling: a new 
approach, IEEE Trans. On Fuzzy Systems, vol. 12 (2004), pp. 1-12. 
[4] L.J.Cao and Francis E.H.Tay, Support vector machine with adaptive parameters in Financial time series 
forecasting, IEEE trans. on neural network,vol. 14, no. 6 (2003).  
[5] J.L. Castro, L.D. Flores-Hidalgo, C.J. Mantas and J.M. Puche, Extraction of fuzzy rules from support 
vector machines, Elsevier. Fuzzy Sets and Systems, 158 (2007), 2057–2077. 
[6] J.-S. R. Jang, Anfis: adaptive-network-based fuzzy inference system, IEEE Transactions on Systems, 
Man and Cybernetics, vol. 23, no. 3 (1993), pp. 665-685. 
[7] J.-S. R. Jang and C.-T. Sun, Functional equivalence between radial basis function networks and fuzzy 
inference systems, IEEE Transactions on Neural Networks, vol. 4, no. 1 (1993), pp. 156-159. 
[8] M. Azeem, M. Hanmandlu, and N. Ahmad, Generalization of adaptive neuro-fuzzy inference systems, 
IEEE Transactions on Neural Networks, vol. 11, no. 6. 
[9] R. Sindelar and R. Babuska, Input selection for nonlinear regression models, IEEE Trans. on Fuzzy 
Systems, vol. 12, no. 5 (2004), 688-696. 
[10] S. Chen, J. Wang and D. Wang, Extraction of fuzzy rules by using support vector machines, IEEE, 
Computer society,  (2008), pp. 438-441. 
[11] Serge Guillaume and Luis Magdalena, Expert guided integration of induced knowledge into a fuzzy 
knowledge base, Soft Comput, Springer-Verlag 2006, 10:733-784. 
[12] Y. Jin and B. Sendhoff, Extracting interpretable fuzzy rules from RBF networks, Neural Processing 
Letters, vol. 17, no. 2 (2003), pp. 149-164. 
