Abstract-The problem of recovering the sparsity pattern of a fixed but unknown vector Q C RP based on a set of n noisy observations arises in a variety of settings, including subset selection in regression, graphical model selection, signal denoising, compressive sensing, and constructive approximation. Of interest are conditions on the model dimension p, the sparsity index s (number of non-zero entries in Q*), and the number of observations n that are necessary and/or sufficient to ensure asymptotically perfect recovery of the sparsity pattern. This paper focuses on the information-theoretic limits of sparsity recovery: in particular, for a noisy linear observation model based on measurement vectors drawn from the standard Gaussian ensemble, we derive both a set of sufficient conditions for asymptotically perfect recovery using the optimal decoder, as well as a set of necessary conditions that any decoder must satisfy for perfect recovery. This analysis of optimal decoding limits complements our previous work [19] on thresholds for the behavior of i -constrained quadratic programming for Gaussian measurement ensembles.
I. INTRODUCTION
Suppose that we are given a set of n observations of a fixed but unknown vector * C RP. In a variety of settings, it is known a priori that the vector * is sparse, meaning that its support set S corresponding to those indices i for which /3* is non-zero is relatively small, say with size Sl =: s «<p.
Sparsity recovery refers to the problem of correctly estimating the support set S based on a set of noisy observations. This sparsity recovery problem is of broad interest, arising in various areas, including subset selection in regression, structure estimation in graphical models [15] , sparse approximation and signal denoising [4] , and compressive sensing [6] , [2] .
A great deal of work over the past few years, which we review briefly in Section I-A, has focused on the performance of computationally tractable methods, many based on f, or other convex relaxations, both for recovering the exact sparsity pattern as well as related problems in sparse approximation. Of equal interest and complementary in nature, however, are the information-theoretic limits associated with the performance of any procedure for sparsity recovery. Such understanding of fundamental limitations is crucial in assessing the behavior of computationally tractable methods. In particular, there is little point in proposing novel methods for sparsity recovery, possibly with higher computational complexity, if currently extant and computationally tractable methods achieve the information-theoretic limits. On the other hand, an information-theoretic analysis can reveal where there currently exists a gap between the performance of computationally tractable methods, and the fundamental limits. Indeed, the information-theoretic analysis of this paper makes contributions of both types.
With this motivation in mind, the focus of this paper is on the information-theoretic limitations of sparsity recovery. In particular, our analysis focuses on the noisy and highdimensional setting, meaning that the observations are contaminated by noise, and all three problem parameters the number of observations n, the model dimension p, and the sparsity index s, defined below tend to infinity simultaneously. Our main results, stated more precisely in Section I-B, are necessary and sufficient conditions on the triplet (n, p, s) for asymptotically reliable sparsity recovery. The analysis given here complements our earlier paper [19] that established precise thresholds on the success/failure of f -constrained quadratic programming for sparsity recovery. Full details of the results described here can be found in the technical report [18] .
A. Problem formulation and past work
We begin with a more precise formulation of the problem, as well as a discussion of previous work, with emphasis on that most closely related to the results in this paper. Let /3* RP be a fixed but unknown vector; we refer to the ambient dimension p as the model dimension. Define the support set of * as S : {ie {l,...,p} Ii * :}.
(1) We refer to its size s := S as the sparsity index. Finally, suppose that we are given a set of n observations, of the form (2) where each xi e RP is a measurement vector, and Wi -N(O, ur2) is additive Gaussian noise. Of interest are conditions on the triplet (n, p, s) under which a given method either succeeds or fails in recovering the sparsity pattern S. Observation models: The linear observation model (2) can be studied in either its noiseless variant (or2 = 0), or the noisy setting (or2 > 0); this paper focuses exclusively the noisy setting. In addition, previous work has addressed both deterministic families and random ensembles of measurement vectors {x }xil. The (3) Related work: This paper focuses on information-theoretic limitations of sparsity recovery (i.e., using the error metric (3)) as applied to the standard Gaussian ensemble. Independent and concurrent work [11] analyzed the sparsity recovery problem for a modified ensemble, in which it is assumed that subspaces are chosen independently. The use of fL-relaxation for sparse approximation has a lengthy history [4] , [16] . There are now various results on the performance of fL-relaxations, both in the noiseless [10] , [14] and noisy setting [17] for deterministic ensembles, as well as the noiseless [8] , [2] , [9] and noisy setting [3] , [1] , [7] , [15] , [20] , [19] for random ensembles. Other work has provided conditions under which estimation of a noise-contaminated vector via the Lasso or f -constrained quadratic programming [1] , [7] or other types of convex relaxation [3] is stable in the e2 sense; however, such e2-stability does not guarantee exact sparsity recovery.
It should be noted that the results given here apply to completely general scaling of the triplet (n, p, s). In contrast, much previous work has addressed one of two possible special cases of sparsity scaling: (a) either the linear sparsity regime [e.g 2], [8] , [7] , in which s = ap for some a e (0,1); or (b) the sublinear sparsity regime [e.g., 15], [20] , in which s/p tends to zero. Depending on the underlying motivation for sparse approximation, both of these sparsity regimes are of independent interest. In covering the full range of scaling, the results given here are complementary to those of our previous paper [19] that provided threshold results, applicable to general scaling of (n, p, s), for the success/failure of the Lasso when used for sparsity recovery with random Gaussian measurement ensembles. We discuss connections to previous work in more technical detail following the statement of our main results below.
B. Our contributions A decoder is a mapping from the n-vector of observations Y to an estimated subset say of the form S = (Y). We think of the underlying true vector Q* C RP with its support S randomly chosen, uniformly over all (P) subspaces of size s.
Accordingly, the average error probability Perr of any decoder is given by Perrl()s) 1 Si s(P S, ISI=s
Here the term P[q(Y) #t S S] corresponds to the probability, conditioned on the true underlying support being S and averaging over the measurement noise W, the choice of Gaussian random matrix X, and the choice of the entries /3* on the fixed support S, that the decoder makes an error. We say that (a) the sparsity recovery is asymptotically reliable (error-free)
if Perr(Q) -> 0 as n -> +oo, and (b) the sparsity recovery is asymptotically unreliable if for some constant c > 0, the error probability stays bounded Perr(Qii) > c as n -> +co.
In addition to the three parameters (n, p s), our results also involve the minimum value of the unknown vector * on its support, given by (4) 4(13*) := mins
We begin by stating a set of conditions on the triplet (n, p, s) which are sufficient to ensure asymptotically perfect recovery of the sparsity pattern:
then the following condition suffices to ensure asymptotically reliable recovery: for some fixed constant C > 0,
The proof of this claim, given in Section Il-B, is constructive in nature, based on direct analysis of the error probability associated with the optimal decoder.
Theorem 2 (Necessary conditions). Asymptotically reliable recovery is impossible under the following condition: for some fixed constant C' > 0: (6) The proof of this claim, given in Section Il-C exploits a corollary of Fano's inequality [12] , [5] , in order to lower bound the error for a restricted hypothesis testing problem.
To interpret these results, we consider two distinct regimes of sparsity:
Regime of sublinear sparsity: First suppose that the sparsity is sublinear, meaning that s = o(p) ( Y that lies in Ra(Xu). The optimal decoder chooses the best subset S based on the minimal value of this error, ranging over all subsets U of size s: S = /opt(Y) := arg mlin f(U;Y,X,/3*).
I =s (9) Note that by symmetry, the error probability lP[S :t S S] is in fact the same regardless of which underlying set S acts as the true one. Consequently, we can view the choice of S as fixed (and hence non-random), and write
which should now be understood as an unconditional probability (with S fixed). Analysis of error probability: Consider the difference 
The advantage of this weakened bound is that it is independent of the subset U, and depends only on the parameter k = S\U.
From this weakened bound (15), we see the necessity (at least for this analysis) of the requirement (n -s) M2(3*) -> +oo, so that the second error term decays asymptotically. Under this requirement, we have (for sufficiently large n) that the second error exponent can be bounded as
The first error exponent is also upper bounded by this same quantity, so that we can simplify the upper bound to
Denote by N(k) the number of subsets U of size s, with overlap exactly equal to k. A standard counting argument yields that, for each k with 1 < k < s, there are N(k) := (s) (P-s) such subsets. Using this simple bound (16) and union bound applied to the representation (13), we can upper bound the error probability as Q(log P), so that the overall lower bound is dominated by max{s,M 2(* )} log(p/s). On the other hand, if k = o(s), the lower bound is dominated by the maximum of linear growth s, and the quantity M -2( *)} log(p -s). Overall, we 2 onclude that n > C max{slog(P/s), M3 )log(p s)} (18) for some constant C > 0 is sufficient for asymptotically reliable recovery, as claimed in Theorem 1.
C. Proof of Theorem 2
We now turn to the proof of the necessary conditions given in Theorem 2. Our analysis is based on the following wellknown lower bound [12] on the probability of error in a multiway hypothesis testing problem in terms of KullbackLeibler divergences: (20) which concludes the proof of Theorem 2.
D. Concluding remarks
In this paper, we have analyzed the information-theoretic limits of the sparsity recovery problem for the linear observation model (2) with measurement vectors drawn from the standard Gaussian ensemble. We have established both lower and upper bounds on the number of observations n as a function of the model dimension p and sparsity index s that are required for asymptotically reliable recovery. There are a variety of open questions raised by our analysis. First, while our upper and lower bounds are essentially matching for certain regimes of scaling (e.g., sublinear sparsity with the minimum M2(/*) = e((1/s)), it is likely that the the analysis can be tightened in other regimes. In particular, the analysis of the necessary conditions (Theorem 2) is loose at several points, since it is based on analyzing a restricted ensemble, and using a weakened form of Fano's inequality. Second, one corollary of Theorem 1 is that with the sparsity index scaling linearly (s = ap for some a e (0, 1)), as long, as the minimum value M2(i3*) decays sufficiently slowly, then asymptotically reliable recovery is possible with only a linear number of observations (i.e., n = /p for some Q > 0). It remains to determine if there exists a computationally tractable method that approaches such performance in the linear sparsity regime.
