ABSTRACT Extreme learning machine (ELM) is a fast learning algorithm for the single-hidden layer feedforward neural networks. However, usually we cannot guarantee the stability of the ELM because the parameters of the ELM are generated randomly, such as its biases of the hidden layer and the connecting weights between the input layer and the hidden layer. Besides, it is hard for a single model to achieve high predicted accuracy on the dataset with low-quality data. In this paper, we first propose a modified residual ELM (R-ELM) to improve the ELM's learning performance. In R-ELM, the first ELM is trained by the original dataset and the m-th (m > 1) ELM will be trained by the residuals between the ground truths and the predicted results of the previous ensemble model (with m − 1 ELMs). R-ELM (with m ELMs) is built in the direction of the error reduction by calculating the m-th ELM's optimal weight which is determined by the loss function of the R-ELM. As a result, R-ELM can remember almost all information of the training set. However, this ability does not assure a similar performance on the testing dataset. In view of this problem, we add L 2 regularization to the loss function of the R-ELM (RR-ELM) to avoid the overfitting problem of R-ELM. In RR-ELM, L 2 regularization is employed to encourage each ELM to ignore the unnecessary information of the training set. In order to verify the effectiveness of the two proposed algorithms, the real data from the blast furnace are engaged to perform the experiments. Experimental results illustrate that the proposed RR-ELM and the R-ELM are more stable than the single ELM. These results also demonstrate that the two proposed methods are more accurate than the average outputs of a group of ELMs, the ELM, and the support vector regression.
I. INTRODUCTION
As proved in [1] , single hidden layer feedforward networks (SLFNs) can work as a universal approximator. Extreme learning machine (ELM) is a kind of SLFNs. ELM which was proposed by Huang et al. [2] is an efficient learning algorithm. Due to its fast speed and good generalization performance [3] , [4] , ELM has attracted tremendous attention from various fields, such as face recognition [5] , classification of image [6] , imbalance learning [7] , [8] , online learning [9] , [10] , etc. ELM is different from back-propagation (BP) algorithms [11] , [12] . In the algorithm of ELM, the biases of the hidden layer and the connecting weights between the input layer and the hidden layer are obtained arbitrarily, which are used to calculate the connecting weights between the hidden layer and the output layer. BP algorithms need a lot of time to tune their many parameters, such as the biases of hidden layers and the connecting weights between two layers, through error back-propagation and normally the obtained parameters are suboptimal. Besides, the learning rate in BP algorithms has a big influence on the convergence and the training time. Therefore, the learning speed of the ELM is much faster than BP algorithms and the ELM is easy to be trained compared to the BP algorithms.
However, because the biases of the hidden layer and the connecting weights between the input layer and the hidden layer have some stochastic characteristics, the learning performance of ELM is unstable and many ELMs with relatively poor performance exist in the process of training. Generally speaking, a model with good performance can be acquired by the ensemble techniques [13] - [16] . The ensemble methods are comprised of multiple machine learning algorithms. In ensemble model, all components with different or identical weights determine the predicted results [17] . Currently, many ensemble approaches based on ELM were proposed to improve the stability and accuracy of ELM. These methods are divided into two classes. One class is to assign the identical weights to all ELMs. For instance, Sun et al. [18] applied the average outputs of a group of ELMs to do prediction; In order to enhance the stability of the online sequential extreme learning machine (OS-ELM) [10] , Lan et al. [19] proposed an ensemble method of the OS-ELM, which gave the same weight to each OS-ELM networks; Cao et al. [20] assimilated the voting method into ELM (V-ELM) and the paper demonstrated that V-ELM outperformed the original ELM. However, we may not be able to obtain a desired ensemble model if plenty of ELMs with poor performance are constructed in learning process. Therefore, this kind of ensemble method is not reasonable. In view of the diversity of ELM, the other class is to give a distinct weight to each ELM. For example, Heeswijk et al. [21] presented a way of linear combination to each model, in which the weight of ELM was associated with its corresponding prediction performance; Yang et al. [22] proposed a weighted hybrid model of ELM where ELM's sub-models were trained and stored in advance and each ELM's weight was determined by its training error; a sparse ensemble concept was illustrated by Cao et al. [23] , they assigned a sparse weight vector to represent the contributions of all classifiers; Rahhal et al. [24] proposed an interactive ensemble learning approach based on the classifier of ELM and induced the ordered weighted averaging (IOWA) operators. The effect of ELM with poor performance is reduced in [20] - [24] , but these ensemble models cannot assure much less errors compared to the original ELM.
In addition, all algorithms mentioned above are built on a dataset with high quality. However, in reality, we cannot absolutely ensure the high quality of the collected datasets such as the related data about gas utilization ratio (GUR) prediction. GUR is an important parameter to evaluate the energy consumption in actual production of the blast furnace ironmaking and it can directly estimate the energy utilization in blast furnace [25] . GUR is associated with the content of CO 2 and CO, and the two gases exists in the top of the BFs. The sensors used in the BFs definitely have their measuring errors and we cannot figure out the internal noises of these sensors. That is to say, the quality of the collected data is not high. If some random characteristics exist in these data, it is hard to build an accurately predicted model [26] . Therefore, the residuals of the predicted model may have some useful information which is not learned.
In this paper, we propose a modified residual extreme learning machine (R-ELM) in which a group of ELMs are applied to learn residuals. R-ELM is a new kind of ensemble method. By minimizing the loss function of the ensemble model (with m ELMs), the m-th ELM's weight is calculated. In comparison with the ELM, we can get a much smaller training error of the R-ELM and the proof process will be given in subsection III.A. What's more, the training set can be learned by the R-ELM with extremely little error. However, hardly can we assure the generalization ability of the R-ELM because the problem of overfitting may be brought in the training process. In order to solve this problem, L 2 regularization [27] is applied to the modified residual extreme learning machine (RR-ELM). In RR-ELM, L 2 regularization is used to reduce the contribution of each ELM so as to help the R-ELM to forget the noises of the training set. Furthermore, the real application on the gas utilization ratio prediction in BF is applied to test the validity of the RR-ELM compared with the A-ELM, the ELM, the R-ELM and the SVR [28] respectively.
The remaining parts of this paper are organized as follows. Section II gives a brief review of the ELM algorithm. In Section III, we present the proposed ensemble models based on ELM including the R-ELM and the RR-ELM. In Section IV, we apply the RR-ELM to the gas utilization ratio (GUR) prediction in the blast furance and give experimental results. Conclusions are drawn in Section V.
II. A BRIEF INTRODUCTION OF THE ELM
As displayed in Fig. 1 , ELM is a feedforward neural networks with three layers (the input layer, the output layer and the hidden layer). Given N training samples
where h(wx + b) is an activation function, L is the number of hidden layer nodes, w = [w 1 , w 2 , . . . , w L ] T ∈ R n×L is the weight vector between the input layer and the hidden layer and L is the number of hidden layer's nodes. b i is the bias of the i-th hidden neuron. β = [β 1 , β 2 , . . . , β m ] T ∈ R L×m is the connecting weight vector between the output layer and the hidden layer. The output matrix of the hidden layer is
We can calculate β through (3).
where H † is the Moore−Penrose generalized inverse of the matrix H. The optimization problem can be written as:
Subject to:
where ξ i is the training error vector of the m-th output node with respect to the training sample x i and C is the regularization parameter.
From (4) and (5), the ELM's optimization problem is similar to least square support vector machine (LS-SVM) [29] . In the original SVM algorithm [30] , a quadratic programming problem is involved in the process of optimizing parameters, which usually bring much computational complexity. However, the design of optimization problem in LS-SVM has been proved to have low computational loss and exceptional generalization [29] . Moreover, when a feedforward neural networks has achieved a small training error, a better generalization is easy to be obtained if the norms of connecting weights is smaller [31] . Therefore, ELM is built by minimizing the real training error and the norm weights which connect the hidden layer and the output layer [3] .
According to Karush-Kuhn-Tucker(KKT) theorem, we can get
where I is the unit matrix.
III. THE PROPOSED APPROACH
Many existing ensemble methods based on ELM pay attention to the weights which are assigned to different ELM models. In these ensemble methods, all ELMs are trained on the same dataset. The identical weights [18] - [20] or distinct weights [21] - [24] represent the contributions of these ELMs to the predicted results. Some undesirable ELMs will be obtained during the process of training. These weighted methods will eliminate or reduce the contributions of ELMs with poor performance. Suppose p is the number of ELM and f i (x) is the output of the i-th model. These ensemble models can be written as: where
T and w i represents the weight of the i-th ELM.
A. THE MODIFIED ENSEMBLE METHOD BASED ON ELM
According to the analysis of Sun et al. [18] and Cao et al. [20] , the average outputs of a group of ELMs (A-ELM) is more stable and more accurate, compared with the performance of the original ELM. In A-ELM, all ELMs have the same contribution to the predicted results. This assumption cannot reflect the true situation. As we know, some ELMs have better performance while the others have bad performance. Therefore, the weights of ELMs that have a better performance should be increased while the weights of the ELMs with bad performance should be decreased. In this subsection, we propose a modified residual ELM (R-ELM) to assign different weights to a group of ELMs in a reasonable way. In the algorithm of R-ELM, the first ELM is trained on the original dataset and the m-th (m > 1) ELM will be trained on the residuals between the original outputs and the predicted results of the previous ensemble model (with m − 1 ELMs). The weight of the m-th ELM is determined by optimizing the loss function of the ensemble model (with m ELMs). In this way, each ELM will be built in the direction of the error reduction by calculating the most suitable weight. The purpose of this method is to learn the useful information of the residuals. R-ELM has an ability to remember almost all information of the training set. The proof is given in this subsection. The model structure of the R-ELM is illustrated in Fig. 2 . In this structure, ''i-th'' represents the loss function of the R-ELM(with i ELMs).
T } is the training dataset, where N is the instances' number, x i is the i-th instance and y i is the output of the i-th instance. For a specific instance x, G(x) and f i (x) are used to denote its predicted results of the R-ELM and the i-th ELM model. And r i represents the weight of the i-th ELM model. In the VOLUME 6, 2018
R-ELM, we should retrain the i-th ELM model if r i = 0. The reason is that the i-th ELM model has no contribution to the finally predicted results. The mathematical formulation between G(x) and f i (x) is
where T is the number of ELMs.
is defined as the loss function of the R-ELM (with T ELMs). The additive model of G(x) (see (9)) is obtained by greedy search. In the training process, we also need to retrain the i-th ELM model when
which means that the i-th ELM model is useless to the whole R-ELM. We will train the first ELM model on the dataset of T X ,Ŷ . f 1 X is denoted as the corresponding outputs and the weight of the first ELM model is
The training dataset of the m-th
where
Suppose f m (x) represents the outputs of the m-th ELM model. The weight of the model can be written as:
We can calculate the corresponding weight of the m-th ELM model by (13) and (14) .
If m = 1,
If 2 m T ,
The 2). For simplicity,
3). L k+1 is rewritten as:
f 2 k+1 x j ; 4). According to (14) , the following equation is obtained:
5). From step 3) and step 4),
6). From step 2) and step 5),
. If L k = 0, the R-ELM model (with k ELMs) is thought to have remembered all the information of the original training set. According to step 6), we have:
If L k > 0, the related discussion is given in the following steps; 9). According to step1), if r k+1 = 0, L k+1 = L k . In this case, the (k + 1)-th ELM should be retrained because this ELM is not considered to learn useful information of the (k + 1)-th training set; 10). From step 4), it is obtained:
11). We can find an existing constant q (0 < q
From the proof above, the actual training model F(X,Ŷ ) can be infinitely approximated using r 1 f 1 (X) + r 2 f 2 (X) + · · · + r T f T (X) when T is extremely large. It means that ||F X ,Ŷ − r 1 f 1 X − r 2 f 2 X − · · · − r T f T X || F < δ, where δ (δ > 0) is an infinitesimal constant.
However, the R-ELM will probably bring the problem of overfitting because it's model can remember almost all the information of the training set by (11), (13) and (14) . In order to resolve this problem, we propose regularization residual ELM (RR-ELM) which uses L 2 regularization to lower the weight of each ELM in the residual extreme learning machine.
In RR-ELM, (9) is rewritten as:
where R is a constant, r = (r 1 , r 2 , · · · , r T ) T and T is the number of ELMs. The first ELM's weight is
The weight of the the m-th (2 ≤ m ≤ T ) ELM model is
And the corresponding weight is determined by (19) and (20) .
where W = Rr 2 m . According to (9) and (15), the difference between the R-ELM and the RR-ELM is the way to calculate each ELM's weight. The weights of the R-ELM are calculated directly based on its loss function. More noticeably, it may bring the problem of overfitting. In contrast, the RR-ELM takes the values of the weights and the process of minimizing loss function into consideration. The RR-ELM is inclined to assign a small weight to each model. Therefore, the unimportant information in the training set is unlikely to be learned by the RR-ELM. The detailed description of the RR-ELM is shown as follows:
IV. THE APPLICATION TO THE GAS UTILIZATION RATIO PREDICTION IN THE BLAST FURNACE FOR THE PROPOSED ALGORITHM A. THE BACKGROUND OF THE GAS UTILIZATION RATIO PREDICTION IN THE BLAST FURNACE
Blast furnace ironmaking is an extremely complex industrial production process with complicated physical and chemical reactions. The corresponding chemical reactions are Gas utilization ratio (GUR) in the process of blast furnace ironmaking is defined as
where GUR is denoted as η, V CO 2 and V CO represent the content of CO 2 and CO respectively. A higher GUR means a lower consumption of energy in the process of ironmaking. According to the analysis above, it can be found that GUR can directly reflect the internal operation status of blast furnace. Because the sensors used in BFs have their uncertainly internal noises, we cannot assure a dataset with high quality. If the collected data has some stochastic characteristics, hardly can we build a model with good performance to learning the dataset [26] . Therefore, some important information may not be able to learned by the built model. In this paper, we will use the proposed (RR-ELM) to learn the useful information of the residuals.
B. THE EXPERIMENTAL RESULTS
In these experiments, 5-fold cross validation is conducted in the training set to find the suitable numbers of the RR-ELM and the R-ELM. Then we use the testing set to test the performance of the trained models. Standard deviation (SD) and coefficient of variation (CV) were used to evaluate the stability of the A-ELM and the ELM in [17] and [32] . In the following experiments, we also adopt the two indexes to evaluate the models' stability. Square error (SE) (see (26) ) is used to evaluate the performance of the models.
where N is the number of data, y i and y i are the predicted result and the actual result respectively. In order to test the stability of the models, we conduct these experiments 50 times. And the average SE is used as the predicted error of all models. In the following experiments, we select sigmoid = . . ,50} is carried out to find the optimal values of ELM. Firstly, we should find the suitable number of the hidden layer nodes by training the original ELM algorithm. Then, the R-ELM and the RR-ELM will be trained based on the parameters' setting.
1) PERFORMANCE VERIFICATION
In this subsection, we use two benchmark datasets (winequality and abalone) from UCI (http: //archive.ics.uci.edu/ml/ index.php) to verify the performance of the RR-ELM and the R-ELM. In these experiments, the hyperparameters R is set as 2 −4 . The detailed distribution of the two datasets is illustrated in Table 1 .
By carrying out 5-fold cross validation in the training set, the effect of ELM's number on the performances of the RR-ELM and the R-ELM are illustrated in Fig. 3 and Fig. 4 . From the two figures, we can find the optimal ELM's numbers of the RR-ELM and the R-ELM. For example, the suitable ELM's numbers of the RR-ELM and the R-ELM on the dataset of abalone are 6 and 23 respectively, and the corresponding numbers of ELM are 4 and 6 on the dataset of wine-quality. Table 2 is the simulation results on the testing set of the two datasets. From this table, we can find that the proposed RR-ELM and R-ELM improve the stability of the original ELM and the testing error is also reduced through the two algorithms. The A-ELM indeed has a better performance including testing accuracy and stability, compared to the original ELM. In the dataset of wine-quality, the performance of R-ELM is worse than the A-ELM as the R-ELM bring the problem of overfitting. However, the RR-ELM which takes the overfitting problem into consideration is the best way to promote testing accuracy and stability of the original ELM.
2) SIMULATION RESULTS OF GUR PREDICTION
The related data of GUR is acquired from a medium-size BF whose inner volume is 2500 m 3 . The data is measured by the sensors fixed in the BF. There are 10 attributes in this dataset. They are blast pressure(BP), blast velocity(BVY), blast temperature(BT), blast volume(BVE), top pressure(TP), top temperature(TT), oxygen enrichment percentage(OEP), permeability index(PI), injecting coal rate(ICR) and thermal load(TL) respectively. In this paper, gray relational analysis (GRA) [33] is used to analyze the correlations between GUR and some parameters in BF. The absolute value of correlation coefficient in GRA represents the relationship between two variables. The detailed description of the dataset and the correlation coefficients are displayed in Table 3 .
According to Table 3 , the correlation coefficient between GUR and thermal load is too small. Therefore, we eliminate the attribute of thermal load. Table 4 gives the distribution of the dataset of GUR.
In these experiments, the parameter of the RR-ELM is set as 2 −6 . We then obtain the suitable values of C (2 −3 ) and L (15) by the grid search of C and L. Fig. 5 is the effect of ELM's number on the performance of the RR-ELM and the R-ELM. In this figure, it's easy to find that the ELM's numbers of the RR-ELM and the R-ELM are 187 and 184 respectively. Then, we apply the models to test the predicting performance on the testing set. The experimental results are given in Table 5 . From Table 5 , we can get 1) the original ELM is unstable because it has the largest STD and CV; 2) the SVR is the most stable but its predicted performance is the worst; 3) the RR-ELM's ability of improving the stability of the original ELM is strongest, compared to the R-ELM and the A-ELM. What's more, the RR-ELM and the R-ELM also have learnt the useful information of the GUR dataset with some noises because their testing errors are much smaller than the original ELM, the A-ELM and the SVR. Fig. 6 is the comparison results of the four ELM algorithms and SVR algorithm. In this figure, the prediction accuracy is defined as t − t , where t is real GUR value and t is the predicted value of the constructed models. From  Fig. 6 , the proposed RR-ELM and R-ELM have a better predicted performance of GUR by learning residuals many times. Fig. 6 also demonstrates that some noises existing in the collecting data due the limitations of sensors. Therefore, the RR-ELM is a good model to predict GUR. 
V. CONCLUSIONS
In order to enhance the learning performance of extreme learning machine (ELM) on the dataset with low quality data, a modified residual extreme learning machine (R-ELM) is proposed in this paper. In R-ELM, the m-th ELM is built by learning residuals and the corresponding weight is determined by the training error of R-ELM(with m ELMs). Therefore, R-ELM, as a kind of ensemble model, is able to learn almost all the information of the training set. But that doesn't mean a good generalization ability of R-ELM can be acquired in the process of training. Therefore, L 2 regularization is added to the loss function of residual extreme learning machine (RR-ELM). In the algorithm of RR-ELM, each ELM model is encouraged to learn useful information of training set through L 2 regularization. The gas utilization ratio prediction in the blast furance has illustrated the validity of the RR-ELM and the R-RLM compared with some algorithms. The experimental results also demonstrate that the generalization ability of the RR-ELM is better than the R-ELM. His current research focuses on wireless localization and tracking, energy-harvesting-based network resource management, wearable computing for healthcare, big data processing, wireless sensor networks, and Internet of Things. He has authored about 150 papers in journals and conferences and has been participating in a number of research and industrial projects in the related areas. He has been actively participating in the organizations for more than 70 international conferences. He is a reviewer for many top international journals. VOLUME 6, 2018 
