We study the rate of convergence of an explicit and an implicit-explicit finite difference scheme for linear stochastic integro-differential equations of parabolic type arising in non-linear filtering of jump-diffusion processes. We show that the rate is of order one in space and order one-half in time.
Introduction
Let (Ω, F , F, P), F = (F t ) t≥0 , be a complete filtered probability space such that the filtration is right continuous and F 0 contains all P-null sets of F . Let {w ̺ } ∞ ̺=1 be a sequence of independent real-valued F-adapted Wiener processes. Let π 1 (dz) and π 2 (dz) be a Borel sigma-finite measures on R d satisfying 
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works in this direction is a paper [17] by E. Hausenblas [20] , A. Lang studied semi-discrete Galerkin approximation schemes for SPDEs of advection diffusion type in bounded domains D driven by cádlág square integrable martingales in a Hilbert space. A. Lang showed that the rate of convergence in the L p (Ω) and almost-sure sense in the L 2 (D)-norm is of order two for a finite-element Galerkin scheme. In [1] , A. Lang and A. Barth derive L 2 (Ω) and almost-sure estimates in the L 2 (D)-norm for the error of a Milstein-Galerkin approximation scheme for the same equation considered in [20] and obtain convergence of order two in space and order one in time.
In the articles [20] , [1] , [17] , and [16] , the authors make use of the semigroup theory of stochastic evolution equations (mild solution) and only consider stochastic evolution equations in which the principal part of the operator in the drift is non-random. In this paper, since we use the variational framework (L 2 -theory) of SPDEs, we are easily able to treat the case of random-coefficients.
The principal part of the operator in the drift of the Zakai equation is, in general, random, and hence numerical schemes that approximate SPDEs or SIDEs with adapted principal part are of importance. The coefficients of the Zakai equation are random if the coefficients of the SDE governing the signal depend on the observation or some observation measurable process-perhaps a control. In this case, the diffusion coefficient a i j t (x, ω) in (1.1) will be of the form a i j t (x, ω) = (σ i (x, y t (ω))σ j (x, y t (ω)), where y t (ω) is an adapted random process and σ i (x, y) is a diffusion coefficient in an SDE. Due to the form of the random coefficient in this case, to impose uniform boundedness of a i j t (x, ω) in t, x and ω, we need only impose uniform boundedness ofσ(x, y) in x and y, and to impose uniformly ellipticity of a i j t (x, ω) in t, x and ω, we need only impose that standard uniform ellipticity ofσ i (x, y)σ j (x, y) in x and y. These assumptions are not uncommon in the SDE literature. Furthermore, since any numerical scheme for (1.1) will be implemented pathwise-note also that in filtering, one only gets to see one path of the observation-the additional computational complexity involved in implementing a numerical scheme for (1.1) with random coefficients of the form a i j t (x, ω) = (σ i (x, y t (ω))σ j (x, y t (ω)) compared with a i j (x) =σ i (x)σ j (y) is simply the time dependence of the coefficient. In the case of an implicit scheme, this does mean that one has to invert an operator at each time step, but this is the case for deterministic PDEs with time-dependent coefficients as well.
The articles [20] , [1] , [17] , and [16] do not address the approximation of equations with non-local operators in the drift and noise. There is, however, some work in the literature on deterministic non-local differential equations. In dimension one, a finite difference scheme for degenerate integro-differential equations (deterministic) has been studied by R. Cont and Notation and the main results
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E. Voltchkova in [2] . The authors in [2] first approximate the integral operator near the origin with a second derivative operator. The resulting PDE is then non-degenerate and has an integral operator of order zero. The error of this approximation is studied by means of the probabilistic representation of the solution of both the original equation and the nondegenerate equation. In the second step of their approximation, R. Cont and E. Voltchkova consider an implicit-explicit finite difference scheme and obtain pointwise error estimates of order one in space. As a consequence of the two-step approximation scheme, there are two separate errors for the approximation. We are able to avoid the two-step approximation in our work, when restricted to the non-degenerate diffusion case.
In this paper, we consider the non-degenerate stochastic integro-differential equation (1.1) with random coefficients and apply the method of finite differences in the time and space variables. To the best of our knowledge, this article is the first to use the finite difference method to approximate stochastic integro-differential equations. The approximations of the non-local integral operators in the drift and in the noise of (1.1) we choose are natural. In particular, we are able to treat the singularity of the integral operators near the origin directly. We consider a fully-explicit time-discretization scheme and an implicit-explicit time-discretization scheme, where we treat part of the approximation of the integral operator in the drift explicitly. We also provide a numerical verification of our theoretical convergence rates for an equation that has an "analytic" solution.
To obtain error estimates for our approximations, we use the approach in [24] , where the discretized equations are first solved as time-discretized SDEs in Sobolev spaces over R d and an error estimate is obtained in Sobolev norms. After obtaining L 2 (Ω) error estimates in Sobolev norms, the Sobolev embedding theorem is used to obtain L 2 (Ω)-pointwise error estimates. So, in sum, we obtain two types of error estimates: in Sobolev norms and on the grid. Naturally, when using the Sobolev embedding to obtain the pointwise estimates, we do not need the equation to be differentiable to obtain pointwise error estimates, only continuous. Using the approach of first obtaining estimates in Sobolev spaces, we are also easily able to deduce that the more regularity on the coefficients and data we have, the stronger the error estimates we can obtain (see Corollaries 5.3 and 5.4) .
The paper is organized as follows. In the next section (Section 2), we introduce the notation that will be used throughout the paper and state the main results. In the third section, we give a numerical verification of the convergence rates for a simple test problem. In the fourth section, we prove auxiliary results that will be used in the proof of the main theorems. In the fourth section, we prove the main theorems of the paper.
Notation and the main results
For x ∈ R d , denote by |x| the Euclidean norm of x. Let N 0 = {0, 1, 2, . . .}. For i ∈ {1, . . . , d}, let ∂ −i = −∂ i , and let ∂ 0 be the identity. For a multi-index γ = (γ 1 , . . . , γ d ) ∈ N 0 of length 
is an isometric isomorphism. For more details, see [22] . For an integer m ≥ 0, we write H m (ℓ 2 ) for the space of all ℓ 2 −valued functions
Denote the predictable sigma-algebra on Ω × [0, T ] relative to F by P T . Let m ≥ 0 be an integer.
For a real-valued twice continuous differentiable function φ on R d , it is easy to see that
For each δ ∈ (0, 1], let 5) and notice that
We write I = I δ + I δ c , where
and I δ c is defined as in (1.2) with integration over {|z| > δ} instead of R d . 
(iii) there exists a setΩ ⊂ Ω of probability one such that for all (ω, t)
Remark 2.1. In the above definition, instead of δ we may choose any other positive constant.
The following existence theorem is a consequence of Theorems 2.9, 2.10, and 4.1 in [6] and will be verified in Section 4. The notation N = N(·, · · · , ·) is used to denote a positive constant depending only on the quantities appearing in the parentheses. In a given context, the same letter is repeatedly used to denote different constants depending on the same parameter. 
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Then there is a constant
For m ≥ 3, in addition to Assumption 2.2, there exists a random variable ξ with Eξ < K such that for all ω ∈ Ω, t, s
We turn our attention to the discretisation of equation (2.3). For each h ∈ R − {0} and standard basis vector e i , i ∈ {1, . . . , d}, of R d we define the first-order difference operator δ h,i by
for all real-valued functions φ on R d . We define δ h,0 to be the identity operator. Notice that for all ψ, φ ∈ H 0 , we have
and observe that for all
For each h 0, we introduce the grid
We approximate the operators L and N ̺ by
respectively. In order to approximate I, we approximate I δ and I δ c separately. For each k ∈ N ∪ {0} and h 0, define the rectangles in
We approximate I δ c by
We continue with the approximation of the operator I δ . By (2.4), for all x ∈ G h ,
where there are only a finite number of non-zero terms in the infinite sum over k. The closest point in G h to any point z ∈ B h k is clearly hz k . This simple observation leads us to the following (intermediate) approximation of I δ φ(x):
However, in order to ensure that our approximation is well-defined for functions φ ∈ ℓ 2 (G h ), we need to approximate the integral over θ ∈ 
. Since the diagonal of a d-dimensional hypercube with side length |h| has length
and define the operator
where there are only a finite number of non-zero terms in the infinite sum over k.
Moreover, setθ
l . Let T ≥ 1 be an integer and set τ = T/T and t n = nτ for i ∈ {0, 1, . . . , T }. For any F-martingale (p t ) t≤T , we use the notation
with initial conditionû
On G h , we also consider the following implicit-explicit discretization scheme of (2.3):
with initial conditionv .12) 
Assumption 2.5. The parameters h 0 and T are such that 14) where
The following are our main theorems. 
Numerical Simulation
3 Numerical Simulation
Let us consider finite difference approximations of the following SIDE on [0, T ] × R:
where
Moreover, applying Itô's formula, we find that
solves (3.15) . Thus, we can compare our finite difference approximations with (3.16).
In our numerical simulations, we used MATLAB 2013a and made the following parameter specification:
We also made a few practical simplifications. Both the explicit and implicit-explicit approximations were assumed to take the value zero on (−∞, 8] ∪ [8, ∞). We also restricted the support of π(dz) to [−3, 3] . We would like to investigate the associated error with these reductions in the future. We also mention that a good heuristic is to choose the size of domain and terminal time T according to the exit time of the diffusion associated with the drift of the SIDE. In fact, it is more than a heuristic and we aim to address this in a future work. In our simulation, we took δ = 1 100
. It follows that κ =σ and
where γ(η, z) denotes the lower incomplete gamma function. Thus, the right-hand-side of (2.14) is approximately 1.0559, and hence we can always set τ = h 2 . The quantities ζ 11 h,k ,ζ h,k , and ξ 1 h,k can all be calculated using MATLAB's built-in upper and lower incomplete gamma functions, or by implementing an appropriate numerical integration procedure. The calculation of θ
l are all straightforward in one-dimension. Some more thought would need to spent on how to calculate these quantities in higher dimensions. Of course as an alternative, one could set δ = h 2 , but then the schemes are not guaranteed to converge as h tends to zero. This is the drawback of taking δ = h 2 and not including the additional terms in I δ (see the paragraph at the bottom of page 1620 in [2] ). It does seem that the method we propose to discretise I δ is novel in this respect. In our error analysis, we have considered
in the drift of (3.15) can be cancelled with the compensator of the compensated Poisson random measure term. We get a similar cancellation in the corresponding finite difference equations, and thus we can replacep
in the explicit (2.11) and implicit-explicit (2.12) scheme.
In order to simulate
for the finest time step size τ = 2 −14 , we used the algorithm discussed in Section 4 of [19] . In this algorithm, a parameter ǫ is chosen for which the process ∆p 
The underlying Poisson process was simulated using MATLAB's built-in Poisson random variable generator; of course there are other simple methods that one can use as an alternative (e.g. exponential times or uniform times for fixed number of jumps). We sampled random variables from the densityf by sampling the positive and negative parts separately and using an acceptance-rejection algorithm with a Pareto random variable. We refer to [19] 
which would be quite computationally expensive otherwise. In our error analysis, we ran 3000 simulations of the explicit and implicit-explicit schemes on 30 CPUs and computed the following errors: By our main theorems and the relation τ = h 2 , these errors should proportional to h (i.e.
O(h)).
This is precisely what we observe in Figure 1 . The slight bump down at the finest two spatial step-sizes h ∈ {2 −6 , 2 −7 } is most likely due to the increase in the number of terms in the approximation of I h δ (three to be precise) and the analogous small jump term in the noise.
Auxiliary results
In this section, we present some results that will be needed for the proof of Theorems 2.3 and 2.4. Introduce the operators
Auxiliary results Consider the following explicit and implicit-explicit schemes in H 0 :
15
and
with initial condition u h,τ
We now prove some lemmas that will help us to establish the consistency of our approximations. The following lemma is well-known and we omit the proof (see, e.g., [10] ). 
Lemma 4.1. For each integer m ≥ 0, there is a constant N = N(d, m) such that for all u ∈ H m+2 and v ∈ H m+3 ,
By Minkowski's inequality, we get
and (2.6) holds. Thus, by Lemma 4.1, we have
We also have
Note that 
Lemma 4.3. For each integer m ≥ 0, there is a constant N = N(d, m, δ), such that for all u ∈ H m+2 , we have
Proof. It suffices to prove the lemma for u ∈ C ∞ c (R d ) and m = 0. We have
Notice that
Thus, by Remark 2.10 and Lemma 4.1, we get
and hence by (2.5), we obtain
We also have 
Therefore, it suffices to show that there is a constant
We start with m = 0. Since
by Hölder's inequality, we get
In addition, owing to Holder's inequality and (2.9), we have
By Minkowski's inequality, we have
and hence 
and N 4 is a constant depending only on d, m, K, δ, and ǫ.
Auxiliary results
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Proof. It suffices to prove the lemma for u ∈ C
and χ(h, 0) = 1). Moreover, for each multi-index γ with 1 ≤ |γ| ≤ m,
where N(β, γ) are constants depending only on β and γ. By Young's inequality and Jensen's inequality, for any ǫ ∈ (0, 1), we have
Applying Minkowski's inequality and the Cauchy-Bunyakovsky-Schwarz inequality and noting that
we obtain
Auxiliary results
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Thus,
Another application of the Cauchy-Bunyakovsky-Schwarz inequality and Minkowski's inequality, combined with the inequalities
By Minkowski's integral inequality, we have
It is also easy to see that (4.31) holds. Combining above inequalities, we obtain (4.32).
The following theorem establishes the stability of the explicit approximate scheme (4.17). 
Auxiliary results
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for any
(4.33)
Proof. If E ϕ 2 m < ∞, then proceeding by induction on n and using Young's and Jensen's inequality, Itô's isometry, (4.32), and (4.30), we get that for all n ∈ {0, 1, . . . ,
and where
By virtue of Assumption 2.5, we fixq > 0 and ǫ > 0 small enough such that
where N 3 is the constant in (4.5). Since the two stochastic integrals that define η are orthogonal square-integrable martingales, by Young's inequality and (4.29), for all q > 0,
Thus, taking q =q 3 in (4.35), we have
Using (2.8) and Young's inequality, we obtain
An application of Young's inequality and (4.32) yields
Making use of the estimate (4.30) and noting that E u h,τ n 2
n−1 is F t n−1 -measurable and E(η(t n )|F t n−1 ) = 0, the expectation of first term in I 6 (t n ) is zero, and hence by Young's inequality, for any q 1 > 0,
Moreover, by Jensen's inequality, (4.35), and (4.29), for any q 1 > 0 and q > 0,
Auxiliary results
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We choose q and q 1 such that q 1 q + q 1 N 5 ≤q/3. Thus, owing to (4.26), we have
Taking the expectation of both sides of (4.34), summing-up, and combining the above inequalities and identities, we find that there is a constant
Therefore, by discrete Gronwall's inequality, there is a constant
Now that we have proved (4.36), we will show (4.33). Estimating as we did above, we get that there is a constant N such that
Applying the Burkholder-Davis-Gundy inequality and Young's inequality, we obtain
We can estimate E max 0≤n≤T n l=1 I 4 (t l ) in similar way. Combining the above E max 0≤n≤T -estimates and (4.36), we obtain (4.33).
The following theorem establishes the existence and uniqueness of a solution to (4.18) and the stability of the implicit-explicit approximation scheme. 
Proof. For each n ∈ {1, . . . , T }, we write (4.37) as
where D n is the operator defined by
Fix ǫ 1 and ǫ 2 in (0, 1) such that
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Owing to Lemma 4.5, there is a constant
Using Jensen's inequality and (4.31), we get 
As in the proof Theorem 4.6, by Young's inequality, (4.26), and (4.31), we have
Making use of (4.45) and applying discrete Gronwall's lemma, we get that there exist a constant
Proof of the main results
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Using (4.31) instead of (4.32), we obtain (4.38) from (4.46) in the same manner as Theorem 4.6. Note that no bound on τ/h 2 is needed in this case. 
Proof of the main results
For an integer m ≥ 1, with abuse of notation, we write
and · m for the corresponding norm in H m . It is well known that the above inner product and norm are equivalent to the ones introduced in Section 1. For each m ≥ 1 and for all u ∈ H m+1 and v ∈ H m , we have ( 
where N is a constant depending only on m, d, K, and ν, which shows that A satisfies the growth condition.
, and 
(5.48) Applying Holder's inequality and the identity (u, ∂ j u) = 0, we obtain
By the Holder's inequality and the Cauchy-Bunyakovsky-Schwarz inequality, we have
There exists a constant ǫ = ǫ(κ, δ) such that
As in Theorem 4.1.2 in [22] and Lemma 4.4, using Holder's and Young's inequalities, the above estimates, and Assumption 2. Proof. The existence and uniqueness follows directly from Theorem 4.7. Let κ 1 (t) be as in the previous proof and set κ 2 (t) = t n for t ∈]t n−1 , t n ]. Let G and R be defined as in 
